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Preface

This volume contains the papers presented at MIKE 2017: the 5th International Con-
ference on Mining Intelligence and Knowledge Exploration held during December
13–15, 2017, at the Institute for Development and Research in Banking Technology
(IDRBT), Hyderabad, India (http://www.mike.org.in/2017/). MIKE 2017 received 139
qualified submissions from 17 countries and each qualified submission was reviewed
by a minimum of three Program Committee members using the criteria of relevance,
originality, technical quality, and presentation. A rigorous review process with the help
of an illustrious Program Committee led to 40 of these submissions being accepted for
presentation at the conference. Hence, the overall acceptance rate for this edition of
MIKE is 28.78%.

The International Conference on Mining Intelligence and Knowledge Exploration
(MIKE) is an initiative focusing on research and applications on various topics of
human intelligence mining and knowledge discovery. Human intelligence has evolved
steadily over several generations, and today human expertise is excelling in multiple
domains and in knowledge-acquiring artifacts. The primary goal was to focus on the
frontiers of human intelligence mining toward building a body of knowledge in this key
domain. The focus was also to present state-of-art scientific results, to disseminate
modern technologies, and to promote collaborative research in mining intelligence and
knowledge exploration. At MIKE 2017, specific emphasis was placed on the “learning
to explore smart and intelligent systems.”

MIKE 2017 identified nine tracks topic wise, each led by two to three track coor-
dinators (in total, there were 23 track coordinators) to contribute and also to handle
submissions falling in their areas of interest. The enthusiastic involvement from each
of them along with the supervision of the program chairs ensured selection of only
quality papers for the conference. Each track coordinator took enormous responsibility
to fulfil the tasks assigned to them since we started circulating the first call for papers.
This is reflected in every paper in the proceedings and had a huge impact on the quality
of the submissions.

The accepted papers were chosen on the basis of research excellence, which pro-
vides a body of literature for researchers involved in exploring, developing, and val-
idating learning algorithms and knowledge-discovery techniques. Accepted papers
were grouped into various subtopics including artificial intelligence, machine learning,
image processing, pattern recognition, speech processing, information retrieval, natural
language processing, social network analysis, security, fuzzy rough sets, and other
areas. Researchers presented their work and had an excellent opportunity to interact
with eminent professors and scholars in their area of research. All participants bene-
fitted from discussions that facilitated the emergence of new ideas and approaches.

We were pleased to have the following dignitories serving as advisory members
for MIKE 2017: Prof. Ramon Lopaz de Mantaras, Artificial Intelligence Research
Institute, Spain; Prof. Mandar Mitra, Indian Statistical Institute (ISI), Kolkata, India;

http://www.mike.org.in/2017/


Prof. Agnar Aamodt, Pinar Ozturk and Prof. Bjorn Gamback, Norwegian University of
Science and Technology, Norway; Prof. Sudeshna Sarkar and Prof. Niloy Ganguly,
Indian Institute of Technology, Kharagpur, India, Prof. Philip O’Reilly, University
College Cork, Ireland; Prof. Nirmalie Wiratunga, Robert Gordan University, UK; Prof.
Paolo Rosso, Universitat Politecnica de Valencia, Spain; Prof. Chaman L. Sabharwal,
Missouri University of Science and Technology, USA; Prof. Tapio Saramaki, Tampere
University of Technology, Finland; Prof. Vasudeva Verma, IIIT Hyderabad, India;
Prof. Niloy Ganguly, Indian Institute of Technology, Kharagpur, India; Prof. Grigori
Sidorov, NLTP Laboratory CIC - IPN, Mexico; Prof. Genoveva Vargas-Solar, CNRS,
France; Prof. Ildar Batyrshin, National Polytechnic Institute, Mexico; Dr. Kazi Shah
Nawaz Ripon, NTNU, Trondheim, Norway; and Dr. Krishnaiyya Jallu, Bharat Heavy
Electronics Limited, Thiruchirappalli, India.

We sincerely express our gratitude to Prof. B. Yegnanarayana, INSA Senior Sci-
entist, International Institute of Information Technology, Hyderabad, and Prof. Chaman
Lal Sabharwal, Missouri University of Science and Technology, Rolla, USA, for being
the general chairs. Their guidance, suggestions, and constant support were invaluable
in planning the various activities of MIKE 2017.

Several eminent scholars — including Prof. Sankar Kumar Pal, Distinguished
Scientist and Former Director, Indian Statistical Institute, Kolkata; Prof. Sung-Bae
Cho, Yonsei University, Korea; Prof. Alexander Gelbukh, Instituto Politecnico
Nacional, Mexico; and Prof. N. Subba Reddy, Gyeongsang National University, Jinju,
Korea — delivered invited talks on various topics of artificial intelligence, machine
learning, and soft computing.

We also organized two workshops on (a) Artificial Intelligence for Banking and
Finance, organized by Dr. Rajarshi Pal of IDRBT, Hyderabad, and (b) Deep Learning
and Industrial Applications, organized by Dr. Krishnaiah Jallu of BHEL, Hyderabad.
These two workshops helped to motivate the young and aspiring researchers to par-
ticipate in active research work.

A large number of eminent professors, well-known scholars, industry leaders, and
young researchers participated in making MIKE 2017 a great success. We recognize
and appreciate the hard work of each author of the articles published in these pro-
ceedings. We also express our sincere thanks to the Institute for Development and
Research in Banking Technology (IDRBT), Hyderabad, for allowing us to host MIKE
2017.

We thank the Technical Program Committee members and all reviewers for their
timely and thorough participation in the reviewing process. We express our sincere
gratitude to Shri Harun R. Khan, Former Deputy Governor, Reserve Bank of India,
who kindly agreed to be the chief guest for the inauguration ceremony of MIKE 2017
as well as Dr. A. S. Ramasastri, Director, IDRBT, Hyderabad, for his encouragement
and support in organizing MIKE 2017 in IDRBT, Hyderabad this year. We appreciate
the time and effort invested by the members of the local organizing team at IDRBT,
Hyderabad, and IIIT Sricity. We are very grateful to all our sponsors for their generous
support of MIKE 2017.

Finally, we acknowledge the use of EasyChair in the submission, review, and
proceedings creation processes.
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We are very pleased to express our sincere thanks to Springer staff, especially Alfred
Hofmann, Anna Kramer, and the editorial team, for their faith and support in pub-
lishing the proceedings of MIKE 2017.

December 2017 Ashish Ghosh
Rajarshi Pal

Rajendra Prasath
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Abstract. In this article, a multi-label functional link artificial neural
network (MLFLANN) has been developed to efficiently perform multi-
label data classification. The input data is functionally expanded to
a higher dimension, followed by iterative learning of the multi-label
FLANN (MLFLANN) using the training set. The architecture of the
network is less complex and the input space dimension is improved in
an attempt to overcome the non-linear nature of the multi-label classi-
fication problem. The method has been validated on various multi-label
datasets and the results are found to be encouraging.

Keywords: Multi-label classification · Neural networks
Functional link artificial neural networks

1 Introduction

Multi-label classification [10] is a part of machine learning that deals with data
which can belong to more than one classes at the same time. For example, while
categorizing news articles it might be seen that one particular article is about a
charity football match among movie actors. From traditional classification per-
spective, there is an ambiguity whether the article should be categorized under
‘sports’ or ‘entertainment’. From a multi-label classification view, the news arti-
cle can be classified as both. Similarly, a movie, song or novel might belong to
more than one genres. If these types of data are forcefully put into any one of the
classes, it ignores the information in the data that might prominently describe
the other classes. Thus, multi-label classification helps to deal with ambiguity of
data and its main aim is to predict a set of classes for any unknown data. In the
past decade, the field of multi-label classification has been explored and some
amount of research work has been done in the domains of text categorization
[18], labeling of multi-media data [1], etc. There are mainly two ways of handling
multi-label classification - data transformation and problem adaptation [10]. The
data transformation approach [1] handles the multi-label property mainly by
converting the data to a simpler (binary/single-label) representation. However,
this approach was used previously, and is not frequently availed in recent times.
c© Springer International Publishing AG 2017
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The more popular approach is that of problem adaptation [18]. This group of
techniques do not modify the original multi-label data, instead they adapt an
existing method to efficiently perform multi-label classification. There are several
adaptation-based classifiers that have been explored by researchers. The tech-
niques can be broadly categorized into – neural networks [18], support vector
machines [8], instance-based [19], tree-based [4] and probabilistic methods [2].

Neural networks [9] are one of the most popular tools in machine learn-
ing and have been explored in recent times to handle multi-label classification
tasks. Multi-label data have complex class boundaries which are quite difficult to
detect, which makes neural networks quite suitable for classification of this kind
of data. Applications of different types of neural networks like multilayer percep-
tron (MLP) [18], radial basis networks (RBF) [17], extreme learning machines
(ELM) [11], etc. have already been explored in the field of multi-label data classi-
fication. Some of the existing models are computationally expensive due to their
complex architecture which is required for adapting to non-linearity in data.
A few of the networks are not able to efficiently classify multi-label data due to
a very simplistic approach.

Keeping these drawbacks in mind, we propose a simple yet efficient archi-
tecture – a multi-label functional link artificial neural network (MLFLANN) for
the class prediction of multi-label data. This model has been adapted from the
FLANN for single-label data classification [12]. The input layer of the network
incorporates a higher dimension projection of the features which make the out-
put space more discriminated, thus leading to efficient classification. The output
layer has been modified to contain multiple output neurons (one for each class) as
opposed to the single output neuron in the existing FLANN. Our proposed model
is structurally quite simple, thus involving less computational complexity. As per
the knowledge of the authors, there has been little or no reference of functional
link ANNs in the literature for multi-label data classification. This motivated
us to pursue the present study of developing a multi-label functional link ANN
(MLFLANN). Our proposed model has been validated with four datasets and
compared against two other existing algorithms.

In the next section some existing methods of multi-label classification and
their shortcomings are discussed. Section 3 has some preliminary description of
multi-label data and the existing FLANN. Section 4 is an elaboration of the pro-
posed work, with detailed architecture, training and testing phases. Section 5
discusses the results and compares MLFLANN with few other existing tech-
niques. The last Sect. 6 concludes the paper.

2 Related Works

Multi-label classification has been explored by researchers mostly in the last
decade. As mentioned earlier, there are mainly two approaches that have been
used for multi-label data classification, namely, data transformation and method
adaptation approaches. There are several data transformation approaches that
exist in the literature, like Model-s, Model-i, Model-n [1], etc. These approaches
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first convert the multi-label data to binary/single-label data, and then use an
existing classifier. These techniques either lead to loss of information which even-
tually increases misclassification, or they include a lot of redundancy in the data,
thus unnecessarily increasing the computation complexity.

On the contrary, adaptation-based techniques modify traditional classifiers in
a way that it can tackle the original multi-label data without tampering with it.
Most of the method adaptation approaches rely on traditional algorithms based
on trees [4], neural networks [18], instance-based learning [19], etc. Among the
instance-based multi-label classification algorithms that exist in literature, ML-
KNN [19] is one of the best known algorithm. It internally works as a binary
relevance classifier, since a separate set of apriori and conditional probabilities
are independently computed for each label. It involves a large amount of com-
putations in the second order neighbourhood of each training pattern before the
actual classification is done. For a dataset with huge number of samples, this
method would be computationally expensive and quite slow.

Apart from these, there are a few works based on artificial neural networks
(ANN); the first multi-label adapted ANN is BP-MLL [18]. It is a simple two-
layer neural network model which uses back propagation algorithm to train itself.
The appropriate number of hidden neurons needed in that single hidden layer is
found experimentally. This poses a problem since, different datasets may require
different number of hidden neurons.

ML-RBF [17] is an adaptation of radial basis networks for ML classifica-
tion. It executes K-means clustering and uses the cluster centers in the RBF
model. There is no way to know the distribution of the dataset beforehand, thus,
K-means may not always cluster the data well. The two-step process also
increases the computational complexity of the problem.

Multi-label Extreme Learning Machine (ML-ELM) algorithm in [11] uses an
ELM network with one hidden layer. Since the mechanism incorporates random-
ness and the learning takes place in one pass, it needs a very large number of
hidden neurons (found experimentally) in comparison to the number of features.
Hence, this technique is not suitable for classification of complex data with large
number of features.

From the existing works, it is seen that neural networks have been used
in the classification of multi-label data, but there are a few shortcomings that
need to be handled. Our proposed approach, MLFLANN, has a simple archi-
tecture that learns iteratively thus is computationally cheaper yet efficient. It
also incorporates functional expansion of the input space to handle the non-
linearity effectively. In this way, the proposed model attempts to handle few of
the drawbacks faced in the existing works and perform multi-label classification
effectively.

3 Preliminaries

In this section, a brief overview of the FLANN and multi-label data have been
provided.
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3.1 Functional Link Artificial Neural Network (FLANN)

Neural networks are widely used to handle complex classification problems. Var-
ious models of ANNs have been used in the past to solve different types of
problems. Functional link artificial neural network (FLANN) is one such neural
network model, which is simple yet efficient and has been used to solve classifi-
cation tasks. FLANN is a flat feed-forward neural network with a functionally
expanded input layer, no hidden layers and an output layer with one neuron. It
follows a simple learning rule and uses the single error generated by the network
to train itself iteratively. Its low architectural complexity makes it easier to train
and helps to gain more insight into the classification problem. FLANN uses func-
tionally expanded features to increase the dimensionality of the input data, thus
overcoming the non-linear nature of the given problem. From Cover’s theorem
[3], it is known that given a set of training data that is not linearly separable,
one can with high probability transform it into a training set that is linearly
separable by projecting it into a higher-dimensional space via some non-linear
transformation. Hence, the hyper-planes that are generated by FLANN should
be able to efficiently discriminate between the input patterns.

In literature, it is seen that FLANN has been modeled for data classification.
In [13,14] it has been shown that functional links neurons may be conveniently
used for function approximation. These models have lesser computational load
and faster convergence rate than multi-layer perceptron. In [12], FLANN was
used with gradient descent method for classification task of data mining where a
different set of orthonormal basis functions was suggested for feature expansion.
Further, FLANN based classifiers have been combined with genetic algorithms
in [5,6] and PSO in [7] for enhancing the classification accuracy.

Exploring the various domains and variations of FLANN, it was seen that
this network has proven to be quite efficient in single-label classification tasks.
The major characteristic of FLANN by which it projects the input vector effi-
ciently to a higher dimension to improve separability makes it quite suitable for
multi-label data. The class boundaries of multi-label datasets are inevitably over-
lapped and the data eventually seems to be quite difficult to classify. Projecting
the input vectors to a higher dimension might make this problem comparatively
simpler. As per the knowledge of the authors, FLANN has not been adapted pre-
viously for multi-label classification. With this motivation, we propose a multi-
label functional link artificial neural network in Sect. 4. Before moving on to
the proposed work, a brief description of multi-label data is provided for better
understanding.

3.2 Representation of Multi-label Data

If a multi-label input dataset contains N data points, the ith input pattern is
represented as a feature vector X i = {xi1, xi2, ..., xid}. Each element xij is a
feature, where 1 ≤ j ≤ d and d is the dimension of the input space. Each
of these input patterns X i is associated with a corresponding label set vector
Y i = {yi1, yi2, ..., yiC}, where C is the dimension of the output space. Unlike
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traditional single label datasets, where any one of these C labels is assigned to
1 and rest to 0, a multi-label data have multiple 1’s in the label set. yic = 1
indicates that the ith input pattern belongs to the cth class, therefore it is rele-
vant, and yic = 0 indicates an irrelevant label. These target values are kept fixed
during the training and testing phases.

4 The Proposed Multi-label FLANN (MLFLANN)

In the present work, an adaptation of functional link artificial neural network has
been proposed for class prediction of multi-label data where every pattern may
belong to more than one class at a time. Multi-label data has overlapping class
boundaries, hence, the output space of this kind of data is quite complex. The
functional expansion of features in MLFLANN helps to generate hyperplanes
that have a higher discrimination capability suitable for multi-label data.

4.1 Architecture of the Network

Architecture of the existing FLANN has been modified in our proposed work
to incorporate classification of multi-label data (Fig. 1). The basic feed-forward
network model has two layers, the expanded input layer and the output layer.
The actual input to the network has d features. Each input feature xij is func-
tionally expanded as {f1(xij), f2(xij), ..., fP (xij)}, where P is the total number

Fig. 1. Architecture of MLFLANN
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of basis functions used for each input element. This increases the dimension of
the input space from d to P ∗d, by a set of basis functions F applied on an input
pattern Xi. F (Xi) can be expanded as

F (Xi) = {f1(xi1), f2(xi1), .., fp(xi1),
f1(xi2), f2(xi2), .., fp(xi2), ..,
f1(xid), f2(xid), .., fp(xid)}. (1)

Once the new expanded features are obtained from the input data, they are
then fed to the network. Since, there are no hidden layers, the other layer in
the network is the output layer. Unlike the existing FLANN which has only
one output node, the proposed MLFLANN has C output neurons, one for each
class. Since the existing FLANN architecture generates only one global error,
representation of multiple outputs and learning multiple labels is not possible
using the earlier network architecture. Hence, the adaptation is necessary. The
proposed model is a feed-forward network, with d ∗P ∗C number of connections
between the expanded input layer and the output layer.

4.2 Training Phase

In the proposed MLFLANN architecture, a set of basis functions F , and a fixed
number of weight parameters W have been used to represent the output Y .
The output of multi-label data can be represented as a vector of individual class
outputs, i.e., Y i = {yi1, yi2, ..., yic}. With a specific set of basis functions F ,
the challenge is to find the weight parameters W that provide the best possible
approximation of Y on the given input-output samples. This can be achieved
by iteratively updating W .

At the beginning of the training phase, the network weights are initialized
randomly. Then, the input patterns X i are fed to the MLFLANN one at a time.
Each of the input features are functionally expanded; some trigonometric basis
functions have been used in our problem to expand an input feature xij :

F (Xi) = {sin π(xij), cos π(xij),
sin 2π(xij), cos 2π(xij),
...,

sinmπ(xij), cos mπ(xij)}. (2)

A weighted sum of these nonlinear outputs are computed through the network.
The induced local fields for each class is obtained by adding a bias b to this sum.
An activation function φ is applied at each of the output nodes to obtain the
estimated outcomes for all the classes. The output vector Y ′

i can be written as,

Y ′
i = {y′

i1, y
′
i2, ..., y

′
iC}. (3)

y′
ic = φ

⎛
⎝

d∑
j=1

P∑
p=1

fp(xij).wjpc + b

⎞
⎠ , 1 ≤ c ≤ C. (4)
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This actual output Y ′
i is compared to the corresponding desired output Y i and

the resultant error vector E for the ith pattern is

E = Y i − Y ′
i

= {yi1 − y′
i1, yi2 − y′

i2, ..., yiC − y′
iC}

= {e1, e2, ..., eC}. (5)

At the t+1th iteration, the weight matrix W is updated depending on the error
computed at the tth iteration. The change in weight matrix in the tth iteration,
�W (t), is a set of weight vectors �w

(t)
pj given as,

�w
(t)
pj = μ · fp(xj)(t) · δ(t), (6)

where, μ is the learning rate, fp(xj)(t) is the expanded input feature xj by
function fp at the tth iteration and the corresponding gradient vector is

δ(t) = Y ′ · (1 − Y ′) · E , (7)

where, Y ′ is the output vector and E error vector at output layer. Then the
connection weights for the t + 1th iteration can be updated as

W (t+1) = W (t) + �W (t), (8)

where, W (t) is the weight at the tth iteration.
At the end of the training phase, the learned classifier is able to generate a

set of outputs for a given pattern, but this output vector needs to be mapped
to a label set. In the case of multi-label data, we need to determine a suitable
threshold which will be able to correctly map all the class labels. Either a global
threshold can be fixed, or a set of thresholds may be determined, one for each
output node. To maintain simplicity of our model, a global threshold had been
determined experimentally and has been used in the testing phase as well.

4.3 Testing Phase

Once the MLFLANN is well trained, the validation/testing phase begins. In this
phase, each multi-label test pattern is taken at a time and fed to the trained
MLFLANN. The same set of basis functions are used to expand the features
of the test pattern. The trained network computes the output at each node
corresponding to each class. Once the outputs have been obtained, the global
threshold is applied to the output vector. The output obtained after thresholding
gives the actual set of class labels for the test pattern.

5 Experimental Details and Analysis of Results

To evaluate the effectiveness of the proposed MLFLANN algorithm, it has been
validated over four datasets. In the following sections, details of the datasets
used and the corresponding results obtained have been discussed.
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5.1 Datasets Used

The proposed approach has been evaluated using four multi-label datasets,
namely scene (image) [1], yeast (gene) [8], emotions (audio) [15] and CAL500
(audio) [16]. These are few of the common datasets that are used by researchers
to validate multi-label classification methods. Preprocessed versions of the
datasets are freely available at http://mulan.sourceforge.net/datasets-mlc.html.
For each dataset, the features have been preprocessed and represented numeri-
cally, and the output is given as a set of class labels, i.e., the values 0 or 1 are
assigned for each irrelevant or relevant class respectively. The feature values of
the input patterns have been normalized between 0 to 1 before experimentation.

5.2 Results and Analysis

To assess the performance of the proposed approach, experiments have been
conducted on four multi-label datasets and has been compared to two other
neural network based multi-label classification algorithms. One is a multi-label
single-layer perceptron model which works without modifying the input features.
The other model used for comparison is ML-RBF [17], this technique modifies
the input features using radial basis functions. Results corresponding to the
above two techniques and our proposed work MLFLANN have been shown in
Table 1.

Table 1. Comparative results on four datasets

Dataset Method Hamming
loss ↓

Average
precision ↑

Ranking loss ↓ Coverage ↓ One error ↓

Scene MLSLP 0.1638 0.5884 0.2941 1.5627 0.6149

MLRBF 0.0771 0.8877 0.1678 0.4299 0.1834

MLFLANN 0.1185 0.8251 0.1106 0.6476 0.2794

Yeast MLSLP 0.2378 0.7076 0.2242 7.4033 0.2521

MLRBF 0.2361 0.7278 0.2228 7.1468 0.2105

MLFLANN 0.2246 0.7377 0.2129 7.0105 0.1898

Emotions MLSLP 0.2211 0.7873 0.1928 2.0169 0.2798

MLRBF 0.1936 0.7961 0.1616 1.8233 0.2583

MLFLANN 0.2031 0.7983 0.1607 1.8099 0.2677

CAL500 MLSLP 0.2867 0.3297 0.4603 169.3410 0.2980

MLRBF 0.3045 0.2435 0.4725 168.5221 0.3146

MLFLANN 0.1872 0.4152 0.2678 154.7961 0.1245

As performance measuring indices, hamming loss, average precision, ranking
loss, coverage and one error have been used [10]. To compute an average per-
formance, k-fold cross validation technique has been chosen. From the results

http://mulan.sourceforge.net/datasets-mlc.html
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obtained, it is seen that the proposed method performs better than the single
layer perceptron model for all the datasets. It is safe to say that the functional
expansion in our proposed model has made the multi-label data more discrim-
inable. On the other hand, MLFLANN and MLRBF have comparable perfor-
mance. Both the techniques do not use the input features as it is, and perform
some transformation of the input space to make the classification task simpler.
MLFLANN performs better than MLRBF for yeast and CAL500 datasets, and is
a close competitor for the other two datasets. The results strengthen the fact that
functional expansion of features and iteratively adapting the network weights in
MLFLANN has proven to be beneficial for classification of multi-label data.

6 Conclusion

This article presents a multi-label functional link ANN for the class prediction
of multi-label datasets. FLANN is a neural network architecture which has been
previously used by various researchers to perform efficient classification. How-
ever, this neural model had never been explored in the context of multi-label
data classification. The MLFLANN expands the input data to a higher dimen-
sion which helps to classify the multi-label data well. This type of data is quite
complex and has overlapping class boundaries which makes multi-label clas-
sification more challenging than single-label classification tasks. The proposed
algorithm was tested on various datasets and compared with other multi-label
classification techniques with encouraging results. Future work includes modify-
ing the proposed model to incorporate an adaptive learning strategy which can
be more useful for multi-label data classification.
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Abstract. As defined by some theorists, human emotions are discrete and
consistent responses to internal or external events which have significance for an
organism. They constitute a major part of our non-verbal communication. Among
the human emotions, happy, sad, fear, anger, surprise, disgust and neutral are the
seven basic emotions. Facial expressions are the best way to exhibit emotions. In
this era of booming human-computer interaction, enabling the machines to recog‐
nize these emotions is a paramount task. There is an amalgamation of emotions
in every facial expression. In this paper, we identified the different emotions and
their intensity level in a human face by implementing deep learning approach
through our proposed Convolution Neural Network (CNN). The architecture and
the algorithm here yield appreciable results that can be used as a motivation for
further research in computer based emotion recognition system.

Keywords: Face detection · Emotion recognition · Human-computer interaction
Convolutional Neural Network (CNN) · Deep learning · Cross validation · SVM

1 Introduction

Communication plays a key role in our daily lives. In this era of technology, human-
computer interaction (HCI) and automation, emotional recognition has become an indis‐
pensable field of study. Facial expressions and our actions are non-verbal means of
communication which comprise of 93% human communication, of which facial gestures
and human actions have 55% role [1]. Facial expressions are universal and important in
establishing interpersonal relations. There are seven basic emotions [2]. These include
happy, sad, anger, disgust, surprise, fear and neutral. All other emotions are a result of
the heterogeneity of these emotions.

Some significant contributions made in this area are Facial expression recognition
based on Local Binary Patterns [3]. Emotion recognition using binary decision tree [4],
Facial Expression Recognition with Convolutional Neural Networks [5]. Modular Eigen
spaces method for emotion classification using NN and HMM [6], Emotion analysis in
visual and audio cues [7], Combining multiple kernel methods [8]. But these computa‐
tional methods have far behind than human accuracy as their foundation is not based on
the functioning of human deep learning and training.

© Springer International Publishing AG 2017
A. Ghosh et al. (Eds.): MIKE 2017, LNAI 10682, pp. 11–21, 2017.
https://doi.org/10.1007/978-3-319-71928-3_2



The objective of our research is to examine the facial emotion in static images using
various attempted Convolutional Neural Network (CNN). CNN [9] is a special kind of
deep learning method that provides solutions to many problems in image recognition
after huge training. Due to lack of large amount of training it is difficult even for the
humans to detect an emotion in a face. For example, we cannot absolutely determine
whether a person is surprised or happy. Thus, we try to delve into the matter and analyze
different level of emotions present in a human face at an instance. FER-2013 [10] data‐
base present these emotions into 7 categories Neutral, Happy, Sad, Surprise, Disgust,
Fear, Anger. Accuracy of 63.03% was obtained on absolute classifications. For the
ambiguous emotions, considering the top 2 results as correct, we achieved an accuracy
of 67%. To improve the performance, we applied regularizations, dropout, batch normal‐
ization using grid search and transfer learning.

Further, the paper is divided into 10 sections. Section 2 describes the dataset. In
Sect. 3, pre-processing task has been applied on the dataset. Section 4 comprises SVM.
Overall architecture of our proposed system has been mentioned in Sect. 5. CNN and
our proposed network are discussed in Sects. 6 and 7 respectively. In Sect. 8, finally
selected proposed network has been described. Section 9 comprises of emotions results
and finally, Sect. 10 draws the concluding remarks.

2 Dataset

FER2013 dataset [10] has been used for the experiment. It consists of 37887 pre-cropped
gray scale images with size of 48 * 48. The images are labeled in 7 emotions (0 = Anger,
1 = Disgust, 2 = Fear, 3 = Happy, 4 = Sad, 5 = Surprise, 6 = Neutral) (Fig. 1).

Fig. 1. FER2013 dataset sample

3 Preprocessing

In general scenario, human vision system, first detects the faces, and then subsequently
it recognizes the emotion associated with that face. In the same way, in this work, face
detection is the pre-processing or prior work of the emotion recognition task. Face
detection task has been done using Viola Jones algorithm [11] (Fig. 2).
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Fig. 2. Detected faces using Viola Jones algorithm

Haar Feature-Based Cascaded Classifier [11] is applied on all the images. This forms
a bounding box around the face in the images. The area inside the bounding box is
cropped and reshaped into 48 × 48 pixels. After pre-processing, the dataset consists of
11,246 images of the 7 emotions of which 1456 are angry, 240 are disgust, 1414 fear,
3235 happy, 1304 sad, 1362 surprise and 2235 are neutral. All the images are of frontal
face. Non frontal faces (image of side face) and non-relevant images (images that were
some random image or those with hands covering face, etc.) were removed (Fig. 3).

Fig. 3. Distribution of emotions after pre-processing
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4 Emotion Prediction Using SVM

First, we applied SVM [12], previously the best-known image classification technique
for testing its efficiency in the work of emotion detection. It is a supervised learning
classification method that relies on results from statistical learning theory to guarantee
high generalization performance. They are non-parametric models that need proper
parameter tuning. The complexity and the computational cost grow with the number of
training samples and the number of classes. The pre-processed images were used for
training and testing. This multi class classification was carried out using the SVC func‐
tion of scikit learn library. Training was performed on 70% of the data and the rest was
used for testing. An accuracy of only 46.74% was attained on the test data.

To try out a different method and for better performance, we went on to deep learning
that is the most trending area of research and application in this era as it is known to
give the best results to complex problems such as image classification, natural language
processing, and speech recognition.

5 System Architecture

For better understanding, overall architecture of our proposed work has been divided
into two phases. They have been termed as training and testing phase (Fig. 4).

Fig. 4. System architecture

5.1 Training Phase

The proposed network has been trained with about 7800 training images (70% of the
images after pre-processing) taken from FER-2013 [10] database. This database contains
seven standard categories of emotions for every subject. During training process deep
convolutional neural network has been applied for feature extraction and training clas‐
sification. It uses supervised learning approach over huge number of images. The
proposed convolutional neural network (CNN) has been explained in Sect. 8 (Fig. 5).
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Fig. 5. Proposed training architecture

5.2 Testing Phase

The proposed network has been tested with about 3400 test images (30% of the images
after pre-processing) taken from FER-2013 database. Like training phase, in the testing

Fig. 6. Proposed testing architecture

Emotion Recognition Through Facial Gestures 15



phase, feature extraction is completed using proposed convolutional neural network.
But classification of emotion is decided after matching of extracted features with trained
features (Fig. 6).

6 Convolutional Neural Network

Convolutional neural networks have the most influential innovations in the field of
computer vision. It is biologically inspired from visual cortex and imitates the working
of human brain for visual analysis.

All the networks described here are programmed using Keras, a deep learning python
library on Tensorflow in the backend. This facilitated faster and easier experimentation.
ConvNet architectures make the explicit assumption that the inputs are images, which
allows us to encode certain properties into the architecture. The image is fed into the
network and then the network analyses the features of the image. A brief description of
the layers used in ConvNet is:

Input Layer

• It has the raw pixel values of the image as (w × h × c) where w and h are the width
and height of the image and c is the number of colour channels. In our case, it is
(48 × 48 × 1) where 1 is for the gray scale images.

• Since the dimensions are fixed, pre-processing needs to be done before feeding the
pixels in the input layer.

Convolutional Layer

• This layer computes the dot product between the weights and a small region to which
the neurons are connected to in the input layer. The number of filters is passed as one
of the hyper parameters which are unique with randomly generated weights. The
filter also called a kernel, is convolved with image (i.e. element wise multiplications
between filter values and the input pixel values).

• This generates a feature map that acts as feature identifiers sensitive to the edges and
the orientations that represent how the pixel values are enhanced. This results in
(w × h × f), where f is the number of filters used.

• Convolutional layers are followed by a pooling layer that down samples the dimen‐
sions along the width and the height to reduce the computational time due to a large
number of convolutional layers. MaxPooling is used that reduces the dimensions of
the map by a factor of window size and only the maximum pixel value in the original
feature map window is retained.

Dense Layer (Fully Connected Layer)

• This layer is fully connected with the output of the previous layer. These are typically
used in the last stages of the CNN to connect to the output layer and construct the
desired number of outputs. It transforms the features through layers connected with
trainable weights.
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• This layer identifies the sophisticated features in the image that brings out the entire
image.

• Sometimes it becomes prone to over fitting. This is reduced by adding a dropout layer
that randomly selects a portion (usually less than 50%) of nodes to set their weights
to zero during training.

Output Layer

• This layer is connected to the previous fully connected layer and outputs the required
classes or their probabilities.

• Since, in human some emotions are generally an amalgamation of emotions which
is computed by probability of each emotion. This is achieved by using softmax layer
in the network.

7 Various Attempted Networks, Their Comparisons
and the Selection of Proposed Network

The following models have been tried and cross validation is done for the model selec‐
tion. The results of cross validation are given in Table 1. A pool size of (2, 2), kernel
size of (3, 3) and (5, 5) are used. L2 regularization, dropout of 0.3, batch normalization
and ‘Uniform Kernel Initializer’ has been used for more accurate results. The models
are trained for 60 epochs.

(A) The first architecture we used is inspired from Lenet architecture by Yann LeCun
[13]. Lenet is a small network consisting of 2 convolutional layers followed by a dense
layer. We modified it by adding an extra dense layer to it. Thus, the network comprises
of 2 convolutional layers followed by a MaxPooling layer. 2 dense layers with number
of filters 200 and 100 follow. Last layer is a softmax layer that gives the probability
of different classes. The hyperparameters are tested and chosen such that the perform‐
ance metrics are maximised.
(B) The above network is modified by replicating the convolutional layers and the
MaxPooling layers to identify the finer edges and patterns more specifically. Thus,
this network consists of 2 convolutional layers followed by a MaxPooling layer which
is followed by the similar pattern of 2 convolutional layers and MaxPooling layer
twice. The dense layers of 64 and 32 filters are subsequently added followed by the
final softmax layer. The number of filters in dense layers is reduced to compensate the
increased computation time due to the addition of convolutional layers.
(C) Convolutional layers are now added into the second network while the dense layer
is kept as before. This is done to check the performance of the addition of the convo‐
lutional layers in our model. Hence, this network consists of three blocks of 3 convo‐
lutional layers and a MaxPooling layer followed by the 2-dense layer and the final
softmax layer. Here, we see that the addition of convolutional layers has a positive
impact on the performance metric.
(D) To study the impact of dense layers, we made a network consisting of convolu‐
tional layer followed by a MaxPooling layer which is again followed by a
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convolutional and a MaxPooling layer followed by a convolutional layer. Dense layer
with 3072 filters is then added followed by the output layer (softmax). We observe
that increasing the number of filters in the dense layer has a positive influence on the
accuracy.
(E) To improve the performance of the previous architecture, we added convolutional
layers. The network consists of 2 blocks of 2 convolutional layers and a MaxPooling
Layer followed by a convolutional layer and a dense layer with 3072 filters. This is
our final model. There is still a scope for improvement. More combinations can be
tried, and a proper grid search can be performed with different parameters, which have
great computational overhead, but will give much better recognitions.

The emotion recognition accuracy using SVM and all the attempted CNN networks
(i.e. A, B, C, D and E) have been depicted in Table 1.

Table 1. Attempted network accuracy

Network SVM A B C D E
Accuracy (%) 46.74 58 50 58 62.32 63.03

8 Proposed Network Architecture

Amongst all attempted CNN networks, we have got maximum accuracy with Network
E (Accuracy in Table 1). The algorithm steps are described below. The architecture of
Network E has been shown in Fig. 7. The proposed architecture and its working approach
to determine the emotion from a facial gesture involves following steps:

Fig. 7. Proposed network architecture (i.e. Network ‘E’)
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9 Results

Our proposed model yielded a promising accuracy of 63.03% which is considerably
good with less training data. The results for 5 test images are shown in Table 2. The two
topmost emotion percentages are highlighted in bold.

Table 2. Emotions results in percentage

We see that our model has correctly identified the emotions in Test Images 1, 3 and
4 in the above table as the highest emotion percent (highlighted in bold) is the true
emotion of the face. The accuracy obtained in this way by considering the highest
emotion percent as the result in every face and then comparing it with its true emotion
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was 63.03%. It was also observed that incorporating the second-best emotion, we can
achieve emotions with an accuracy of 67%. For Test Images 2 and 5, we see that the
second highest emotion percent (highlighted in bold) is the true emotion of the test face
rather than the highest emotion percent. This is analogous to how a human perceives an
emotion. It is sometimes difficult to decipher the emotion from a face. As in test image 2,
the child appears to be sad to some and neutral to others. While in test image 5, we
confuse between happy or neutral.

10 Conclusion

Emotion recognition is still a difficult and a complex problem in computer science
because every expression is a mix of emotions. This work tries to address the problem
of emotion recognition with deep learning approach using convolutional neural network.
First, we have implemented SVM and then attempted 5 different CNN networks (namely
A, B, C, D and E) and tested the accuracy. Network E gives the maximum accuracy
among all including SVM too. Training and testing of these networks have been
performed on FER-2013 database. The system is independent of factors like gender,
age, ethnic group, beard, backgrounds and birthmarks. The proposed system is very
promising and provides better accuracy in emotion recognition than SVM. The proposed
architecture and the algorithm here yield noticeable results. Hence it can motivate the
researchers to design the better ‘Deep Learning CNN Architecture’ to enhance the
emotion recognition system.
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Abstract. This paper re-introduces the problem of patent classification
with respect to the new Cooperative Patent Classification (CPC) system.
CPC has replaced the U.S. Patent Classification (USPC) coding system
as the official patent classification system in 2013. We frame patent clas-
sification as a multi-label text classification problem in which the predic-
tion for a test document is a set of labels and success is measured based
on the micro-F1 measure. We propose a supervised classification system
that exploits the hierarchical taxonomy of CPC as well as the citation
records of a test patent; we also propose various label ranking and cut-
off (calibration) methods as part of the system pipeline. To evaluate the
system, we conducted experiments on U.S. patents released in 2010 and
2011 for over 600 labels that correspond to the “subclasses” at the third
level in the CPC hierarchy. The best variant of our model achieves ≈70%
in micro-F1 score and the results are statistically significant. To the best
of our knowledge, this is the first effort to reinitiate the automated patent
classification task under the new CPC coding scheme.

1 Introduction

A patent can be briefly summarized as a contract between an inventor and a
government entity that prevents others from using or profiting from an inven-
tion for a fixed period of time; in return, the inventor discloses the invention to
the public for the common good. Patents are complex technical and legal docu-
ments that exhaustively detail the ideas and scopes of corresponding inventions.
The United States Patent and Trademark Office (USPTO) is the government
agency responsible for issuing and maintaining patents in the United States.
The first U.S. patent was issued in 1790 [26] and since then the USPTO has
issued over 9 million patents1. Hundreds of thousands of patent applications
are submitted to the USPTO each year and data suggests that this number
will continue to rise heavily in the future. In 2015, there were 589,410 util-
ity patent applications compared to 490,226 in 2010 and 390,733 in 2005 [22].

1 See Patent No. 9,226,437, granted Jan. 5, 2016. Available at: http://pdfpiw.uspto.
gov/.piw?Docid=09226437.
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A patent application undergoing the review process must meet the novelty cri-
teria in order for it to be published; i.e., it must be original with respect to
past inventions. Hence, a patentablity search is usually performed by inven-
tors, lawyers, and patent examiners to determine whether the patent constitutes
a novel invention. The manual process can be a strain on time and resource
because of the scientific expertise needed to verify patentability. A patent classi-
fication system (PCS) is vital for organizing and maintaining the vast collection
of patents for later lookup and retrieval. We first provide a brief dissection of a
typical patent document before describing the various PCSs and formalizing the
problem of assigning PCS codes to a patent. Since we are primarily concerned
with patents in a U.S. context, mentions of patents in the remainder of this
paper implicitly refer to U.S. patents unless otherwise stated.

A patent consists of several sections including title, abstract, description, and
claims. From our observation, the title and abstract are consistent in length with
those of a typical research paper, while description is much larger in detail and
scope. The claims section is unique in that it describes the invention in units of
“innovation”; each claim corresponds to a novel aspect of the invention and is
conveyed in nuanced legal terminology. According to Tong et al. [20], the claims
of a patent can actually be considered a collection of separate inventions; together
they can be used to determine the true measure of a patent. A patent document
additionally contains structured bibliographical information such as inventors,
lawyers, publication date, application date, application number, and technol-
ogy class assignments. Technology class assignments are available for each of
the three PCSs: the U.S. Patent Classification (USPC) system, the Cooperative
Patent Classification (CPC) system, and the International Patent Classification
(IPC) system. The USPC has been the official PCS used and maintained by
the USPTO since the first patent was issued. In January 1, 2013, however, it
was replaced by the CPC system as a joint effort by the USPTO and European
Patent Office (EPO) to promote patent document compatibility at the interna-
tional level [24]. The CPC is intended to be a more detailed extension of the
International Patent Classification (IPC) system2. As part of the transition, all
US patent documents as of 1836 have been retroactively annotated with CPC
codes using “an electronic concordance system” [18].

In CPC, the classification terms/labels (CPC codes) are organized in a tax-
onomy – a tree with each child label being a more specific classification of its
parent label; that is, there is an IS-A relation between a label and its parent.
A single patent can be manually assigned one or more labels corresponding to
the leaf nodes (of the taxonomy) by a patent examiner. There are five levels of
classification: section, class, subclass, group, and subgroup. As of January 2015,
there are 9 sections, 127 classes, 654 subclasses, 10633 groups, 254794 subgroups
in the CPC schema [23]. An example of a leaf label and its parent labels can be

2 According to the Guide to the CPC [24], “unless stated otherwise, the rules and
principles are identical” to that of IPC, which can be found in Guide to the IPC
[27].
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Table 1. Overview and example of CPC hierarchical taxonomy. The label count at
each level is computed from the January 2015 version of the CPC scheme [23].

Level Count Example Label Example Label Description

Section 9 H Electricity

Class 127 H01 BASIC ELECTRIC ELEMENTS

Subclass 654 H01C RESISTORS

Group 10633 H01C 3 Non-adjustable metal resistors made of wire or
ribbon, e.g. coiled, woven or formed as grids

Subgroup 254794 H01C 3/08 Dimension or characteristic of resistive element
changing gradually or in discrete steps from one
terminal to another

observed in Table 1. Since CPC is an extension of IPC, many of the characteris-
tics of CPC as described can be similarly observed in IPC.

In this paper, we propose a supervised machine learning system for the clas-
sification of patents according to the newly implemented CPC system. To our
knowledge, ours is the first automatic patent classification effort for CPC based
on literature review. Our system exploits the hierarchical nature of the CPC
taxonomy as well as the citation records3. CPC codes appear in order of how
adequately a code represents the invention [27]; here, we neglect the ordering
and treat the problem as a multi-label classification problem. That is, our pre-
diction is a set of labels, a task that is more challenging and comprehensive
compared to past work that focuses on predicting a single “main” IPC label for
each test patent. This is because many inventions span across multiple techno-
logical domains and this level of nuance cannot be captured in a single CPC
code. As in past work that deal with the older IPC system, we collapse all CPC
labels of a patent to their subclass representations and make predictions at the
subclass level (row 3 of Table 1). We use real-world patent documents published
by the USPTO in the years 2010 and 2011 to train, tune, and evaluate our pro-
posed models. Moreover, we publicly release the dataset4 used in training and
evaluating our system to stimulate further research in the area.

2 Related Work and Background

Fall et al. [4] explored the task of patent classification for IPC using various
supervised algorithms such as support vector machines (SVM), näıve Bayes, and

3 These are other older patents that appear in the References Cited section and are
sometimes mentioned within the description of a new patent being considered for
automated coding.

4 http://patents.tttran.net.

http://patents.tttran.net
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k-nearest neighbors (k-NN). Their experiments used the title, first 300 words,
and claims as the predictive scope for feature extraction. The system proposed
does not attempt to make predictions on the correct set of labels but rather
produces a exhaustive label ranking for each patent on which custom “precision”
metrics are used to evaluate performance. For instance, the prediction for a test
document is deemed correct if the top-ranked predicted label matches the first
label of the patent. The authors also conducted experiments with variants of
this metric such as whether any of the top-3 prediction labels matches the first
label of the patent or whether the top-ranked prediction appears anywhere in the
ground truth list of IPC labels. Their study concluded that SVM was superior
to other methods under similar conditions.

Liu and Shih [11] proposed a hybrid system for USPC classification using
patent network analysis in addition to traditional content-based features. Their
approach is based on first constructing a network graph with patents, technology
classes, inventors, and assignees as nodes. Edges indicate connectivity and edge
weights are computed using a custom relation metric. A prediction for a test
patent is made by looking at its nearest neighbors based on a relevance measure
as determined by the constructed patent network. Li et al. [10] exploit patent
citation records by proposing a graph kernel that captures informative features
of the network. Richter and MacFarlane [14] showed that in some cases using fea-
tures based on bibliographical meta-data can improve classification performance.
Other studies [2,8] found that exploiting the semantic structure of a patent such
as its individual claims can result in similar gains. Automatic patent classifica-
tion in the literature has primarily focused on IPC [2–4] or USPC [10,11], and
we observe k-NN to be a popular approach for many proposed systems [8,11,14].
When targeting IPC, classification is typically performed at the class or subclass
level. This choice is motivated by the fact that labels at the subclass level are
fairly static moving forward while group and subgroup labels are more likely to
undergo revision with each update [4] of PCS system.

3 Datasets

The dataset used in our experiments consist of utility patent documents pub-
lished by the USPTO in 2010 and 2011, not including pending patent appli-
cations. For the 2010 and 2011 datasets, there are 215,787 and 221,206 patent
documents respectively. Specifics about training and test set splits for supervised
experiments are outlined in Sect. 5. The patents documents are freely available
in HTML format at the USPTO website, although not in a readily machine-
processable format. As outlined earlier, each patent contains the text fields title,
abstract, description, and claims. Furthermore, each document is annotated with
a set of one or more CPC labels. From the dataset, we counted 613 unique CPC
subclasses which correspond to the range of candidate labels for this predictive
task.

The distribution of CPC subclasses is skewed with some codes such as G06F
(Electrical Data Processing), H01L (Semiconductor Devices), and H04L (Trans-
mission of Digital Information) dominating the patent space at 5.9%, 4.6%, and
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Fig. 1. Overview of CPC subclass level statistics within the 2010 and 2011 datasets
for (a) CPC subclasses along the x-axis in order of label frequency—only those above
the 99th percentile are labeled—and (b) frequency of the number of CPC subclasses
that appear in a document.

4.1% document assignments respectively as seen in Fig. 1(a). The distribution of
the number of CPC subclass assignments per document is likewise skewed such
that the average number of labels per patent is only 1.76. Indeed, approximately
60% of documents contain only a single subclass while some outlier documents
may have as many as 21 subclasses as shown in Fig. 1(b).

4 Methods: Label Scoring, Reranking, and Thresholding

As indicated earlier, the CPC taxonomy is hierarchical and takes upon a tree
structure so that each label exists as a non-root node in the tree; henceforth, we
refer to nodes and labels interchangeably. Since we are concerned with classifica-
tion at the subclass (or third) level in the hierarchy, nodes at the subclass level
are considered leaf-nodes in our experiments5. However, in practice it is possible
to choose any target depth d in the hierarchy as the level at which labels are
trained on (and predictions are made) essentially assuming d is the leaf-node
level. The following notation is used in the formulation of our methodology. Let
Li be the set of all labels at level i in the CPC tree. For a leaf node c ∈ Ld,
we define [c]i as the ancestor node of c at level i such that [c]i ∈ Li and i ≤ d.
Given the tree structure, a node has unique ancestors at each level above it. As
a special case, we have c = [c]i if i = d.

5 Although code assignment in reality is only done at the subgroup level, we can
collapse such deeper codes to the subclass level by simply removing code components
specific to the deeper nodes. In Table 1, code for resistors (row 3) can be obtained
from the more specific subgroup code (row 5) by removing the “3/08” part. Typically,
due to extremely high sparsity, code assignments are carried out at a higher level in
preliminary studies including our current attempt and other automated PCS efforts.
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Fig. 2. The pipeline of the proposed framework. The core framework produces scores
for each patent while the ranking and cut-off components jointly make a label set
prediction based on these scores.

Basic multi-label pipeline. Figure 2 represents the high level skeleton of our app-
roach, a pipeline setup that is quite common in multi-label classification scenar-
ios [28] where binary classifiers, one per label, are used first based on n-gram
features. Besides scores from these classifiers, additional domain-specific features
that are not directly related to the lexical n-gram features of the text are also
used to score the labels. Subsequently, the scores are used to rank all labels
for a given input instance. Given the sparsity concerns, the default threshold of
the binary classifiers might not be suitable for infrequent labels. So instead a so
called cut-off or calibration method [5, Sect. 4.4] is used to make a partition of all
labels where the top few labels that form one of the partitions are considered as
the final predictions. This approach has been used in obtaining medical subject
headings for biomedical research articles [12,15] and assigning diagnosis codes
to electronic medical records [7]. We will elaborate on each of the components in
Fig. 2 in the rest of this section with a focus on novel CPC and patent specific
variations we introduce in this paper. But first, we outline the configuration for
the binary label specific classifiers.

Lexical features for binary classifiers. For the textual features, we extract uni-
gram and bigram features from the title, abstract, and description fields. We
found that including textual features from the claims field tend to have a neu-
tral or negative impact on performance while adding drastically to the feature
space. We suspect that unigram and bigram features are unable to adequately
capture the nuance in legal language and style as presented in the itemized claims
section. To further reduce the feature space, we apply a lowercase transforma-
tion prior to tokenization, remove 320 popular English stop words, and ignore
terms that occur in fewer than ten instances in the entire corpus. We apply
the well-known tf-idf transformation [16] to word counts to produce the final
document-feature matrix. In total, there are nearly 6.8 million n-gram features
in the final document-feature matrix.

Training label-specific classifiers. Our system uses a top-down approach [17] such
that a local binary classifier is trained for each label in the taxonomy (including the
non-leaf nodes). Let fc be the classifier associated with the label c ∈ L1 ∪ . . .∪Ld.
The classifier fc is trained on a set of positive and negative examples, such that
the set of positive example set [Mc]+ includes only documents that are labeled
with c and the set of negative examples [Mc]− is the set of patents that are not
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labeled with c. Since there typically many more negative examples than positive
examples for a given label, we use only a random subsample of negative examples
such that |[Mc]+| = |[Mc]−|. This under-sampling of the majority class is a well-
known idea that seems to fare well in imbalanced datasets [25]. A simple logistic
regression (LR) model is used for each classifier which expresses the output in the
form of a probability estimate in the range of [0, 1].

4.1 Label Scoring

Since the classification task is multi-label, the prediction for some patent x is
necessarily a subset of all possible labels at level d in the CPC hierarchy. A
natural approach is to rank the labels based on some scoring function with
respect to x, then truncate the ranked list after some cut-off k such that only the
top k labels appear in the predicted set. We define three such scoring functions to
be used as the basis for our label ranking methods: leaf-level score, hierarchical
multiplicative-path score, and citation score. Let Li(x) be the set of labels at
level i assigned to patent x. Each scoring function takes two parameters: input
patent x and a leaf-node label c ∈ Ld.

The leaf-level score
SL(c, x) = fc(x) (1)

is simply the probability fc(x) output by the binary classifier for c at level d in
the hierarchy. Since the problem is mandatory leaf-node prediction, using this
score alone in label ranking is referred to as flat classification in the literature
[17]. The multiplicative-path score is the geometric mean6 of probability outputs
for each classifier along the path from the leaf-node label to the root, or more
formally,

SM (c, x) =

(
d∏

i=1

f[c]i(x)

)1/d

. (2)

Both SM (c, x) and SL(c, x) produce a real number in [0, 1]. Next, we define the
citation score that is specific to the patent domain. Let R(x) be the set of patents
cited by x. For a given patent x and a candidate label c, the raw citation score

SR(c, x) =
∣∣{t : t ∈ R(x) ∧ c ∈ Ld(t)}∣∣ , (3)

which intuitively counts the number of cited patents that also are assigned our
candidate code c. This is not unlike the k-NN approach where similar instances’
code sets are exploited to score candidate codes for an input instance. However, in
this work, we simply used the cited patents as neighbors drastically reducing the
notorious test time inefficiency issues for nearest neighbor models. The citation

6 The product of d probabilities is significantly reduced in magnitude especially for
large values of d. Here, use of the geometric mean is intended to restore the magni-
tude of the resulting product while ensuring that it remains in [0, 1]. This eases the
interpretability of intermediate probability outputs while guarding against practical
concerns such as floating point underflow.
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score above is simply a count but we linearly rescale it across all leaf-level labels
such we obtain a value in [0, 1] range via

S′
R(c, x) =

SR(c, x) − minZ(x)
maxZ(x) − minZ(x)

(4)

where Z(x) = {SR(c, x) : c ∈ Ld}.

4.2 Label (re)ranking

The three different scoring functions in Eqs. (1), (2), and (4) offer evidences of
the relevance of a label c for a test instance x. At this point, we do not know how
much each of these contributes to an effective ranking model. Thus to leverage
them, we combine them into a final score – for the purpose of label ranking –
using two approaches

1. The first approach involves a grid search [6] over weights p1 ≥ 0 and p2 ≥ 0,
where 0 ≤ p1 + p2 ≤ 1, for the combined scoring function

S(c, x) = p1 · SL(c, x) + p2 · SM (c, x) + (1 − p1 − p2) · S′
R(c, x), (5)

that maximizes the micro F1-score over a validation dataset. Note that the
coefficients of the three constituent functions in Eq. (5) add up to 1. Hence,
given each score is also in [0, 1], this ensures S(c, x) ∈ [0, 1].

2. The second approach uses what is known in the literature as stacking [9],
a popular meta-learning trick. Here, we train a new binary LR classifier for
each label at level d using scores SL, SM , and S′

R computed from each patent
example in the validation set as features.

4.3 Label Cut-Off/Thresholding

As mentioned earlier, once we have a final ranking among leaf labels for some
patent x, we need to choose the optimal cut-off k tailored specifically to x. Thus
only the top k labels are included in the final prediction. One simple approach is
to train a linear regression model to predict the number of labels based on core
n-gram features [12] and a few select domain-specific features. We found that
adding length-based features such as character-count and word-count of text
fields resulted in poor performance. Instead, the following features were selected
given a patent x: the number of claims made by x, the number of inventors
associated with x, and descriptive statistics based on the distribution of known
label counts associated with the set of citations R(x). We refer to this approach
as the linear cut-off method.

The linear cut-off approach will serve as a reasonable baseline. However, the
skewed distribution of label counts presents a source of difficulty. Approximately
60.95% and 26.39% of patents in the 2010 dataset have one and two labels
respectively. The remaining 12.66% of patents are exceptions in that they have
more than two labels with some patents having as many as 21 labels. A simple
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linear regression approach has the tendency to overestimate the label count, as
such we consider a more sophisticated version of this method using a two-level
top-down learning model. In the first level, we train a binary classifier to predict
whether, for some test patent, the case is common (one or two labels) or an
exception (three or more labels). If it is predicted common, we train another
binary classifier at the second layer to predict whether the number of labels is
one or two. If it is predicted to be the exception case, we instead use a linear
regression model to predict a real number value, which is rounded to the nearest
natural number and used as the outcome for the label-count predictor. We refer
to this approach as the tree cut-off method and is inspired by the so called
“hurdle” process in regression methods for count data [1].

Finally, we propose a more involved cut-off method that does not rely on
supervised learning. In this alternative method, referred to as selective cut-off,
there are two steps. (1) Recall our final scoring function S(c, x) from Eq. (5) used
to rank labels before applying cut-off. Suppose the label ranking is ci1 , . . . , ci|Ld| ,

ij ∈ {1, . . . , |Ld|}, we choose the cut-off k based on

argmax
k∈{1,...,|Ld|−1}

S(cik , x) − S(cik+1 , x).

This has the effect of choosing the cut-off at the greatest “drop-off point” in the
ranking with respect to the score. (2) Performing the first step alone is prone
to overestimating the actual k, so additional pruning is required. Suppose the
top k labels are ci1 , . . . , cik . As a second step, we further remove a label from
this ranking if its rank is higher than the average label count over all patents
(in training data) to which it is assigned. Let Aj be the mean label count over
all patents in the training set with label cij for some 1 ≤ j ≤ k. We remove
cj from the final list if j > Aj . Intuitively, for example, a label that typically
appears in label sets of size 3 on average is not likely to rank 4th or higher when
generalizing to unseen examples. In a way, this leverages the thematic aspects of
patents and how certain themes typically lend themselves to a narrow or broad
set of patent codes.

5 Experiment and Results

For our experiments, we optimized hyperparameters (from Eq. (5)) on the 2010
dataset using a split of 70% and 30% for training and development, respectively.
We use this 2010 dataset exclusively for tuning hyperparameters. We evaluate
the variants of our system by training and testing on the 2011 dataset (with
the 70%–30% split) using the hyperparameters optimized on the 2010 dataset
to simulate the prediction process – learn on existing data to predict for future
patents. Since we are framing it as a multi-label problem with class imbalance
concerns, we measure classification performance based on the popular micro-
averaged F1 [21] measure. We evaluate all combinations of the proposed ranking
and cut-off methods on top of the core framework (as described in Sect. 4).
For each variant of our system, we perform 30 experiments each with a
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random train-test split of the 2011 dataset and record the micro-averaged
F1/Precision/Recall as shown in Table 2. The macro-averaged F1 measure that
gives equal importance to all labels regardless of their frequency is additionally
recorded in Table 3.

Table 2. Results comparing variants of our method in micro-averaged F1

Micro-P (%) Micro-R (%) Micro-F (%)

Grid Ranking + Linear Cut-off 69.951 ± 0.072 68.392 ± 0.051 69.146 ± 0.034

Grid Ranking + Tree Cut-off 69.926 ± 0.059 68.400 ± 0.046 69.154 ± 0.037

Grid Ranking + Selective Cut-off 73.749 ± 0.057 66.418 ± 0.040 69.892 ± 0.033

Stacked Ranking + Linear Cut-off 63.391 ± 0.236 47.804 ± 0.175 54.505 ± 0.200

Stacked Ranking + Tree Cut-off 62.517 ± 0.230 48.799 ± 0.190 54.812 ± 0.206

Stacked Ranking + Selective Cut-off 63.423 ± 0.238 47.52 ± 0.177 54.505 ± 0.200

Table 3. Results comparing variants of our method in macro-averaged F1

Macro-F (%)

Grid Ranking + Linear Cut-off 74.281 ± 0.031

Grid Ranking + Tree Cut-off 74.274 ± 0.031

Grid Ranking + Selective Cut-off 74.262 ± 0.032

Stacked Ranking + Linear Cut-off 57.452 ± 0.214

Stacked Ranking + Tree Cut-off 57.652 ± 0.214

Stacked Ranking + Selective Cut-off 57.403 ± 0.214

Among the proposed approaches, the grid based ranking and selective cut-
off combination achieved a micro-F1 of almost 70%, which is best performance
(row 3 of Table 2). Based on non-overlapping confidence intervals, we also see
the differences in performance with respect to other variants is statistically sig-
nificant for this particular combination. From Table 2, it is clear that the stacked
ranking approach performs poorly compared to the grid ranking approach and is
observed to be approximately 15 points worse in micro-F1 due to the low recall.
Among variants that use the grid ranking method, the selective cut-off approach
is able to achieve superior precision with only a minor dip in recall. It can also
be observed that, in terms of macro-F1, the grid ranking approach is still supe-
rior by far; with grid ranking, linear cut-off has a higher average macro-F1 over
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other cut-off methods but the gains are not statistically significant. Moreover,
we note that the macro-F1 score is greater than the micro-F1 score for each
respective method combination, which may suggest that the system is generally
performing better on the low-frequency labels and worse on the popular ones
[19]. This is a counterintuitive outcome and needs further examination as part
of our future work. However, it could also be due to the case that some infre-
quent labels are very specific to certain esoteric domains for which the language
used in the patents is highly specific.

6 Conclusion

In this paper, we proposed an automated framework for classification of patents
under the newly implemented CPC system. Our system exploits the CPC taxon-
omy and citation records in addition to textual content. We have evaluated and
compared variants of the proposed system on patents published in years 2010
and 2011. As a take away, we demonstrated that using the proposed framework
with grid ranking (based on three different scoring functions) and the selective
cut-off method outperform other variants of the system. In this work, we used
logistic regression as the base classifier since it is fast and uses relatively fewer
parameters. In future work, we propose to combine the information in the CPC
hierarchy as a component of recurrent and convolutional neural networks for
multi-label text classification using the cross-entropy loss [13].
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Abstract. Clustering has become one of the important data analy-
sis techniques for the discovery of cancer disease. Numerous clustering
approaches have been proposed in the recent years. However, handling of
high-dimensional cancer gene expression datasets remains an open chal-
lenge for clustering algorithms. In this paper, we present an improved
graph based clustering algorithm by applying edge betweenness crite-
rion on spanning subgraph. We carry out empirical analysis on artificial
datasets and five cancer gene expression datasets. Results of the study
show that the proposed algorithm can effectively discover the cancerous
tissues and it performs better than two recent graph based clustering
algorithms in terms of cluster quality as well as modularity index.

Keywords: Clustering · Cancer diagnosis · Betweenness
Spanning subgraph · Minimum spanning tree

1 Introduction

With recent advances in microarray technology, the amount of gene expression
data handled by the biologists has seen a rapid growth. This has led to an
increasing demand for exploratory analysis to identify structural patterns in
the data for eg., molecular signatures of cancer cells [14]. Clustering is one of
the popular machine learning techniques for the discovery of cancerous tissues
(samples) from microarray gene expression data. The goal of clustering is to
group the similar set of objects into a cluster so that objects within a cluster are
more similar as compared to the objects in other clusters [6].

Numerous clustering methods have been proposed for cancer diagnosis (see
[8,9,14] and references therein). Hierarchical clustering is one of the earliest
methods applied on gene expression datasets to uncover diseases [4]. Similarly,
K-means also has gained wide popularity in analyzing cancer gene expression
datasets [15]. The major problem with these traditional approaches is that they
are sensitive to noise. Moreover, they may not separate the clusters of arbitrary
shapes, sizes and densities in high dimensional space [8,16].
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Recently, graph based clustering approaches have shown improvement over
traditional clustering methods in cancer diagnosis [9,12,17]. These approaches
model a gene expression dataset as an undirected graph and try to identify
the clusters using graph’s edge-structure properties. As gene datasets are highly
interconnected [8], these algorithms have the inherent advantage of retrieving
clusters through graph connectivity property.

Clustering gene network by exploiting neighborhood properties of each gene
in the network is widely studied in the microarray analysis [1,2,5,13]. Nearest
Neighbor Network (NNN) algorithm makes use of mutual nearest neighborhood
principle to extract more complex and biologically relevant clusters [5]. The
NNN algorithm achieves higher precision in detecting functionally related genes.
However, accuracy of the algorithm depends on size of the neighborhood [7].
Ruan et al. [13] have proposed a method to construct rank-based co-expression
networks that utilize rank-transformed similarities instead of conventional value-
based similarities. They have shown that the rank-based co-expression networks
can better capture global topology of the network, identifying both strongly and
weakly co-expressed modules. Once a rank-based gene network is constructed,
a partitioning algorithm with an objective function called modularity is used to
automatically determine the optimal partitioning and the number of partitions.
Results of the partitioning relies on rank transformation, which in turn depends
on the user-specified threshold for rank value.

Dost et al. [3] have proposed a clustering method T-CLUST that exploits
coconnectedness to efficiently cluster large, sparse expression data. Basis of this
approach is Tanimoto Coefficient (TC), which measures coconnectedness, i.e.,
whether two vertices are connected to the similar set of vertices or not. Baya
et al. [1] have proposed a penalized K-Nearest Neighbor graph based clustering
for gene expression analysis (PKNNG). They first construct KNN graph of the
given gene expression data for low value of K in the range 3 to 7. If the KNNG is
disconnected, they connect the subgraphs by adding edges with an exponentially
penalized weight. Experimental results have shown that hierarchical clustering
with PKNNG metric has obtained improved results as compared to basic metric.
However, finding KNNG of high dimensional datasets is computationally expen-
sive. Also if the dataset has uneven distribution of cluster sizes, larger cluster is
broken into multiple subgraphs which also get penalized weight assignment.

More recently, Minimum spanning tree (MST) based graph clustering algo-
rithms have drawn much attention for gene expression analysis. MST-based clus-
tering algorithm using Betweenness-heuristics (B-MST) proposed by Pirim et al.
[12] identified more biologically relevant clusters using the betweenness measure,
which is defined as the number of times a given edge appears on the shortest
path between any pairs of nodes [11]. Eigenanalysis on MST-based neighbor-
hood graph (E-MST) algorithm proposed by Jothi et al. [9] has been shown to
provide improved clustering results on gene expression datasets. E-MST employs
a spectral multi-partitioning method on neighborhood graph obtained by mul-
tiple rounds of MSTs and also presents a relation between algebraic structural
properties of the neighborhood graph and the separability of clusters. Both these
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methods have employed the neighborhood relation depicted by the MST to deter-
mine biologically relevant clusters from gene expression datasets.

Inspired from the results of MST based approaches for gene expression clus-
tering [9,10,12], this paper presents an improved clustering algorithm using
betweenness centrality. Although betweenness centrality has been widely applied
for clustering, most of these methods have assumed that the data is available
in the form of a graph. But for cluster analysis of relational data such as gene
datasets, construction of suitable graph itself is not a trivial problem. As cluster
identification using betweenness measure heavily depends on the graph repre-
sentation, devising a suitable graph structure for betweenness based clustering
algorithms is an essential preprocessing task especially when applied on cancer
gene datasets.

Contribution of the proposed algorithm consists in adapting betweenness-
centrality on a sparse spanning subgraph so that iterative edge removal takes
only few iterations. First, a spanning subgraph of the given dataset is constructed
from the union of edge-disjoint MSTs. Such a spanning subgraph effectively rep-
resents a set of objects as a collection of dense modules linked with a small num-
ber of inter-module edges. Thus identifying and separating such inter-module
edges naturally results in a set of intrinsic clusters. So betweenness centrality is
employed to locate and remove the inter-module edges in order to get required
clusters. We test the proposed algorithm on cancer tissue datasets taken from
Broad Cancer Institute. Experimental results show that the proposed algorithm
achieves improved identification of cancerous tissues.

The Rest of this paper is organized as follows. The proposed algorithm is
described in Sect. 2. Experimental results are reported and discussed in Sect. 3.
Conclusion and future scope are given in Sect. 4.

2 Clustering Using Betweenness Centrality on Spanning
Subgraph

Let X = {x1, x2, . . . , xn} denote the given dataset with n objects (tissues) each
having some d attributes. Let k be the number of clusters in X, which may
or may not be known in advance. The proposed algorithm has two steps. As
a first step, an undirected graph G = (V,E) of the dataset X is obtained,
where each vi ∈ V corresponds to the object xi and each edge (vi, vj) is the
dissimilarity score (e.g., Euclidean distance) of the objects xi and xj . A spanning
subgraph of the dataset is obtained from the union of edge-disjoint MSTs. Use
of edge-disjoint MSTs has been well studied for the problem of clustering [9].
The proposed algorithm obtains a spanning subgraph as follows [9]. The first
round of MST T1 = (V,E1) is constructed from G. Then, the second round of
MST T2 is constructed from G = (V,E \E1). Similarly, we can obtain N th round
of MST from G = (V,E \ ∪N−1

j=1 Ej). The spanning subgraph SG is formed by
combining the edges of T1, T2, · · · , TN . Each node in SG is tightly connected
to its nearest neighbors of its own clusters and loosely connected to objects
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Fig. 1. Cluster separation by removing high-betweenness edges from spanning sub-
graph. (a) Hal-moon dataset with two clusters represented by upper and lower half
spirals. (b, c, d, e, f) Iterative removal of high betweenness edges from the spanning
subgraph, high-betweenness edges during each iteration is marked in red color. (g) Dis-
connected modules of spanning subgraph after removing high betweenness edges. (h)
Resulting clusters from (g). (Color figure online)

of different clusters. Thus the neighborhood information obtained by such a
spanning subgraph effectively represent the degree of bridging between clusters.

Consider an example dataset, called as half-moon dataset, and its spanning
subgraph shown in Fig. 1a. It is obvious from Fig. 1b that nodes of the same
cluster are having more number of adjoining edges, whereas nodes from different
clusters are loosely connected. The edges connecting nodes of different clusters
are actually the bottleneck edges or bridging edges. Identifying and removing
such bridging edges will separate the graph into number of disconnected modules.
To achieve this, we apply edge-betweenness centrality.

Edge-betweenness EB of an edge e is computed as sum of the fraction of
all-pairs shortest paths that pass through e [11]:

EB(e) =
∑

vi∈V

∑

vj∈V \vi

σvivj
(e)

σvivj

, (1)

where σvivj
(ei) is the number of shortest paths between the vertices vi and vj

that pass through the edge e and σvivj
is the total number of shortest paths

that run from vi and vj . We adapt the shortest-path procedure given in [11] for
the calculation of edge-betweenness. We first compute the betweenness of all the
edges in SG and remove the edge with high betweenness. Once again betweenness
of remaining edges are recomputed and this iterative process continues until the
graph SG gets decomposed into k modules or clusters (see Fig. 1). One inherent
advantage of applying betweenness centrality on a sparse MST-based spanning
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Algorithm 1. Betweenness-based clustering algorithm on spanning subgraph

Input: Dataset X.
Output: k clusters.

1. Construct an undirected graph G = (V,E) from the given dataset, where each vi
in V denotes a cancer tissue sample and each edge el = (vi, vj) in E denotes
dissimilarity (Euclidean distance) between the tissue samples vi and vj.

2. Construct adjacency matrix W of G, where each wij denotes the weight of edge
(vi, vj).

3. Let N denote number of rounds of MSTs needed and i denote current round index.
Also set i = 1.

4. Let SG be the spanning subgraph, where SGij = 0 for 1 ≤ i ≤ n and 1 ≤ j ≤ n.
5. Find ith round MST of the dataset Ti from W and add edges of Ti to SG.
6. Exclude edges of Tj from W , where 1 ≤ j ≤ i − 1.
7. Repeat steps 4 to 7 until i ≤ N .
8. For each edge el in SG, find betweenness centrality using equation Eq. (1).
9. Identify and remove the edge with high betweenness score so that spanning subgraph

SG gets segmented into 2 clusters.
10. Repeat steps 9 and 10 until we get k clusters.

subgraph G is that it takes few iterations to get k modules. Description of the
proposed approach is summarized in Algorithm 1. Complexity of the proposed
algorithm is O(n3).

3 Experimental Analysis

We compare performance of the proposed algorithm against two recent graph
based clustering algorithms namely MST-based clustering algorithm using
Betweenness heuristics (B-MST) [12], Eigenanalysis on MST-based neighbor-
hood graph (E-MST). The algorithms are evaluated using both artificial as well
as real cancer cell datasets. The clusters generated by different algorithms are
evaluated using Adjusted Rand Index (ARI) and Silhouette Index (SI). ARI is
an external cluster validity index that measures the degree of agreement between
two partitions, generally ground truth partitions (P1) and predicted partitions
(P2). ARI score ranges from −1 to 1, where the value −1 indicating complete
disagreement and the value 1 indicating complete agreement between P1 and
P1. Silhouette index represents the degree of cohesion and separation of clusters
obtained by a clustering algorithm. The silhouette index takes values in the range
0 to 1, where the value 1 indicates all the objects are appropriately clustered.

First, performance of the proposed algorithm is illustrated using two artifi-
cial datasets, namely flame and path-based dataset. Flame dataset contains two
clusters: a spherical shaped and a half-ring shaped cluster. Path-based dataset
consists of two Gaussian clusters and one open ring cluster surrounding the
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Fig. 2. Comparison of algorithms on flame dataset. (a) Dataset. (b, c, d) Clusters
identified by B-MST [12], E-MST [9] and proposed algorithm.
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Fig. 3. Comparison of algorithms on path-based dataset. (a) Dataset. (b, c, d) Clusters
identified by B-MST [12], E-MST [9] and proposed algorithm.

first two. Figures 2 and 3 show performance of the proposed algorithm on these
datasets. The figures indicate that the proposed algorithm retrieves the expected
clusters.

For real datasets, we consider 5 cancel cell datasets, namely BreastA,
BreastB, DLBCLA, Novartis and ALB taken from Broad Cancer Institute repos-
itory (http://broadinstitute.org/cgi-bin/cancer). BreastA dataset comprises of
98 samples which are grouped into three classes having 11, 51 and 36 samples.
Similarly, BreastB dataset includes 49 samples from two different classes of estro-
gen receptor. The diffuse large B-cell lymphoma A, or DLBCLA gene dataset has
141 samples with 661 attributes. The dataset is partitioned into three classes.
Novartis dataset comprises of 103 objects from four different types of cancer
namely 26 breast, 26 prostate, 28 lung and 23 colon tissues. Each object in this
dataset has 1000 attributes. ALB dataset corresponds to bone marrow samples
obtained from acute leukemia patients at the time of diagnosis. It contains 38
samples each having 1000 attributes. Table 1 shows that the proposed algorithm
obtains higher values of ARI and SI as compared to other algorithms almost
on all the datasets. This indicates that the proposed algorithm achieves both
inter-cluster separation as well as within-cluster cohesion. Cancer gene expres-
sion datasets are highly heterogeneous comprising clusters of different shapes
and sizes and with varying levels of overlapping. But the proposed algorithm is
able to retrieve such clusters by effectively identifying the bottle neck edges from
the spanning subgraph. This enabled the algorithm to achieve highest scores of
ARI and SI as compared to other algorithms B-MST and E-MST.

http://broadinstitute.org/cgi-bin/cancer
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Table 1. Comparison of ARI and Silhouette Index (SI) obtained by different algorithms
on Cancer cell datasets. Highest score is marked in bold.

Dataset ARI SI

B-MST [12] E-MST [9] Proposed B-MST [12] E-MST [9] Proposed

Breast-A 0.5654 0.7122 0.8807 0.2487 0.3689 0.7533

Breast-B 0.1556 0.4322 0.7134 0.1783 0.2587 0.4589

DLBCLA 0.1628 0.2313 0.7155 0.2444 0.2332 0.3581

Novartis 0.9460 0.8308 0.9299 0.4145 0.4587 0.7480

ALB 0.7810 0.9113 0.9203 0.3987 0.4394 0.8256

Table 2. Comparison of modularity metric
(Q) obtained by different algorithms on Can-
cer cell datasets. Highest score is marked in
bold.

Dataset B-MST [12] E-MST [9] Proposed

Breast-A 0.2879 0.3011 0.4089

Breast-B 0.1765 0.2573 0.3822

DLBCLA 0.3086 0.3800 0.4587

Novartis 0.6145 0.6357 0.6266

ALB 0.3416 0.372 0.4265

Table 3. Number of iterations of
edge removal (I) taken by the pro-
posed algorithm. Lowest score is
marked in bold.

Dataset B-MST [12] Proposed

Breast-A 23 15

Breast-B 16 12

DLBCLA 19 17

Novartis 11 7

ALB 8 5

We also assess the clusters obtained by different clustering algorithms using
Newman’s modularity metric, which is a measure of quality of partitioning of
a network into modules (clusters or communities) [11]. The modularity is com-
puted as Q =

∑
i(eii − a2

i ), where eii is intra-module edges of ith-module; ai is
the fraction of edges in the network that connects nodes in module i to other
modules in the network. Table 2 presents the modularity index obtained by dif-
ferent algorithms. The modularity score of the proposed algorithm indicates that
it attains a relatively quality partitioning than other two algorithms. We have
also recorded the number of iterations of betweenness computation taken by the
proposed algorithm and the values are shown in Table 3. The proposed algorithm
takes fewer iterations as compared to B-MST [12] algorithm.

4 Conclusion and Future Scope

This paper presents an empirical study of graph based clustering algorithms
for identifying cancerous cell identification from microarray gene expression
datasets. We have also proposed an improved clustering algorithm using between-
ness on spanning subgraph. The proposed algorithm effectively identifies the
cluster separation through betweenness centrality. Experimental results indicate
that the proposed algorithm has shown improvement on cancer cell identification
as compared to other two clustering algorithms.
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1. Bayá, A.E., Granitto, P.M.: Clustering gene expression data with a penalized
graph-based metric. BMC Bioinform. 12(1), 2–19 (2011)
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Abstract. Class Imbalance problem has received considerable atten-
tion in the machine learning research. Among the methods which han-
dle class imbalance problem, undersampling is a data level approach
which preprocesses the data set to reduce the size of the majority class
instances. Most of the existing undersampling methods apply either pro-
totype selection or clustering techniques to balance the data set. They
are effective and popular, but both processes are complex. Drawbacks of
the cluster based undersampling methods are: The quality of the chosen
majority class samples varies depending on clustering algorithm, num-
ber of clusters and also the convergence is difficult. Drawback of pro-
totype selection methods is that they have to compare each majority
instance with it’s k nearest neighbors to decide which majority class
instance should be selected/discarded which is not only time consuming
and is also difficult to implement for large datasets. Proposed undersam-
pling method MahalanobisCentroidbasedUndersampingwithFil-
ter (MahalCUSFilter) overcomes the above said problems: parameter
dependence, complexity and information loss. Proposed method is used
in conjunction with c4.5 and kNN classifiers, and found to improve the
minority class classification rate of all datasets with comparable overall
performance for the entire dataset. To the best of our knowledge this
kind of grouping has not been used in undersampling to improve the
classification accuracy of imbalanced data sets.

1 Introduction

In many real world applications cardinality of rarer cases (minority/positive)
is much smaller than cases that are common(majority/negative). For example,
data pertaining to people affected by diseases like cancer (minority) are rare and
rest of the people are normal (majority). A data set having this type of property
is called an Imbalanced data set. Traditional classifiers do not perform well on
imbalanced data sets. Main reasons for this are the inherent assumptions made
for traditional classifiers such as equal class distribution in the training set, equal
mis-classification cost for both the classes and the performance dependency on
accuracy. Overall classification rate of test set is computed irrespective of their
class distribution which results in giving higher accuracy even if all minority
c© Springer International Publishing AG 2017
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instances are misclassified. Minority cases of that rare-disease are only 2% and
the rest are 98%. Classifying all unseen cases as majority class would give an
accuracy of 98%, even while misclassifying all minority cases as majority, which
is a major problem with classification of imbalanced datasets.

Several solutions are proposed at data level and algorithmic level to handle
the problem of imbalance in the data sets and to reduce the impact of imbal-
ance on the minority instances classification. Cost-sensitive learning, ensemble
methods are also widely implemented to address this problem. At data level, the
data set is manipulated to balance the class distribution. Data level sampling
methods for handling imbalanced data sets are categorized into (i) Oversampling
methods and (ii) Undersampling methods. At algorithmic level, thresholds and
parameters in the algorithm are adjusted in classification methods to handle
the imbalance. In the case of Cost-Sensitive learning, cost matrix with unequal
costs, more penalty for false negatives and low penalty for false positive is used.
Ensemble learning methods make use of subsets of the samples of the data set
and several classifiers to improve the classification of imbalanced data sets. Pro-
posed method in this work comes under undersampling category.

Section 2 covers related literature on imbalanced data sets. Section 3 provides
framework of the proposed methods, Sect. 3.3 describes experiments and results,
Sect. 3.4 provides discussion through comparison. Section 4 gives the conclusions.

2 Related Work

In the literature, several papers provide a very good survey on the classification
of imbalanced data sets and on various methods which can handle the imbalance
problem.

2.1 Undersampling

Undersampling methods reduce the number of majority class instances to bal-
ance the data set. These can be divided into Random Undersampling and Infor-
mative Undersampling. Random undersampling, removes majority instances ran-
domly to balance the training set. Because of this, there is loss of useful informa-
tion. Informative undersampling, chooses or discards certain majority instances
based on certain conditions. Many solutions are proposed based on informative
undersampling. It can be surmised that most of the methods in undersampling
deal with either kNN based approaches, clustering based approaches or a com-
bination of these two approaches.

Popular Undersampling Techniques. Condensed Nearest Neighbor (CNN)
Rule [8], the Condensed Nearest Neighbor Rule with Tomek Link (CNNTL) [5],
Neighborhood Cleaning Rule (NCL) [10], One Sided Selection (OSS) [9], Tomek
Link [18] etc. are widely used undersampling techniques. They select majority
class samples based on their distance from minority class samples using kNN
classifier.
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Rushi et al. [11] clustered majority class samples XMaj into k clusters and
select Ri×size (MinClass) number of samples from each cluster so that the total
number of selected majority samples equals the size of the minority set XMin

to balance the training set, where Ri = XMaji/XMaj , 1 ≤ i ≤ k represents
the number of majority class samples to be chosen is based on the ratio of the
number of majority samples in each cluster to the total number of majority
samples. Number of majority class samples chosen from ith cluster is calculated
using Si = XMin × Ri, 1 ≤ i ≤ k. In [16], a cluster based undersampling with
ensemble learning is proposed. The authors have clustered the majority instances
into k clusters where k value lies between 1 and size of the minority class and
size (MinClass)/k number of samples are selected from each cluster to be equal
to the number of minority samples. m training sets are formed and trained using
m classifiers and the final result is obtained by weighted majority voting, where
weight of each classifier is taken as the inverse of its error on the whole training
set. In [14], majority class instances are divided into k clusters andk training
sets are formed with majority class instances of each cluster combined with all
the minority class samples and the training sets with highest accuracy is used
as the final training set for classification.

Latest papers on imbalanced data sets include [4,6,12,13,19,22] etc. Wang
et al. in [19] use an ensemble method along with weights and information about
sample misclassification to effectively classify imbalanced data. Zhang et al. [22]
present empirical analysis by conducting various experiments on imbalanced data
sets of varying imbalance, size and complexity applying three popular classifiers
Naive Bayes, c4.5 and SVM. Results have shown that SVM outperforms the other
two classifers. Barella et al. in [4] proposed a cluster based one sided selection
method for undersampling. In [6], a similarity based hierarchical decomposition
method is proposed to classify imbalanced data sets. Wing et al. in [13] proposed
a diversified sensitivity-based undersampling method for imbalance classifica-
tion. Another latest works, [12] uses ensembles of First Order logical Decision
Trees to handle the problem of imbalanced classification, [2] uses feature weight-
ing to deal with overlap in imbalanced datasets, [7] proposed a RandomBalance
method for imbalanced data which uses ensembles of variable priors classifiers.
In [17], Sun et al. proposed a novel ensemble method to classify imbalanced data
sets.

3 Proposed Method

3.1 Motivation for the Proposed Method

Existing under sampling methods to balance the imbalanced data set either
apply

– Prototype Selection Methods
Drawback: Complexity involved in choosing the majority class samples is high
since selection is done based on the distance from k nearest neighbors that
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is, every majority sample is to be compared with k nearest neighbors which
is arduous. Complexity and time consumption of the method increases with
the increase in number of instances or number of attributes of the dataset.

– Clustering Algorithms
Once clusters are formed, this method is simple to implement but to form
clusters several issues are to be addressed viz. (i) Which clustering algorithm
is to be used? This decision depends mostly on the size, dimension and type of
the dataset. (ii) How many clusters are to be formed? This can be decided by
using cluster validity indices. Again in those, if external cluster validity indices
are chosen, parameters are to be supplied by the user i.e., again quality of
the cluster may vary depending upon the parameters. Even, if internal cluster
validity indices are used, which is appropriate and why are to be known.

3.2 Theoritical Background of Proposed Method

All the real world datasets, are multivariate in nature. So, a distance measure for
multivariate dataset should consider not only the variances of the attributes but
also their covariances or correlations. The Euclidean distance measure between
two vectors is not helpful in some situations as adjustment for the variances or
the covariances is not possible. So a statistical distance, a standardized measure
first proposed by Mahalanobis in 1936, often referred to as Mahalanobis distance
is considered. A random variable with larger variance receives relatively less
weight than others in a Mahalanobis distance. Two highly correlated variables
do not contribute more than two less correlated varialbles in case of mahalanobis
distance. The essence of Mahalanobis distance measure is to use the inverse of
the covariance matrix which has the effect of standardizing all variables to the
same variance and eliminates the correlations [15]. Mahalanobis distance is found
using dMahal (Eq. 1)

dMahal =
√

(−→x − −→µ )TS−1(−→x − −→µ ) (1)

The idea behind MahalanobisCentroid based UnderSampling with Filter
(MahalCUSFilter) method is to capture the majority class samples based on
their similarity with respect to the average behaviour of all the majority class
instances. Mahalanobis distance metric is considered here to compute the dis-
tances between the reference point (Mean-Vector i.e., Centroid) and each major-
ity class instance in the data set. This method chooses the majority class samples
based on their distance from their Mean-Vector (centroid(Ccent)), that is sam-
ples throughout the distribution from nearer to farther distances so as to reflect
the distribution of the majority class instances As a last step, majority class
instances close to minority class instances are filtered out and the remaining
training set is used for training. This will try to ensure to have a clear boundary
between minority and majority class instances by eliminating risky instances.
Steps followed in the pre-processing are shown in the Algorithm 1. Number of
groups are chosen arbitrarily.
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This method addresses three major drawbacks of existing undersampling
methods:
Parameter Dependence: MahalCUSFilter performance does not depend on
the parameters set by the user, unlike cluster based and kNN based undersam-
pling methods whose performance depend on the chosen clustering algorithm,
chosen number of clusters, k-value etc. Experimentation with different number
of bins do not show much variation in the results obtained.

Complexity: MahalCUSFilter is very simple to implement, unlike other meth-
ods which take time to converge, and whose complexity increases with increased
number of dimensions and instances in the dataset.

Information loss: The issue of representation of the majority class is addressed
by employing stratified sampling strategy, which chooses the number of samples
from each group depending on its size, so that the samples chosen represent the
majority class as a whole.

Novel features of this method compared to other existing popular and latest
methods are discussed here. The main difference between [11,16,21] and the
proposed method is that they form groups using clustering whereas the proposed
methods do not use any clustering algorithm, instead they divide the majority
class samples based on their distance from the reference point.

3.3 Framework for the Proposed Method

Five-fold cross-validation is used in the experimentation. The new balanced
training sets obtained after pre-processing using MahalCUSFilter are used to
train the classifiers. Average of the results obtained on 5 test sets is shown as
the output of the classifier. Two classifiers, C4.5 and kNN are chosen to check
the performance of the proposed method.

MahalCUSFilter divides all the majority class instances into m bins based
on the distance from their Centroid (Negcent). As a second step, (Np) number of
negatives are chosen using stratified sampling, that means number of instances
to be chosen from each bin depends the size of the group and the total number
of majority class instances to be chosen from all the groups which is equal to
the number of minority class instances in the training set. This method is imple-
mented and tested using classifiers C4.5 and kNN and compared with other
existing undersampling techniques using the same classifiers.

Let Np and Nn be the number of Minority class and Majority class instances
of the training set respectively. After the formation of the groups, Np Majority
instances are selected based on stratified sampling to balance the minority and
majority instances. ri instances are chosen in each group so that resultant num-
ber of chosen Majority class samples will be equal to Minority class samples.

ri =
size(groupi)

Nn
Np 1 ≤ i ≤ kNegative samples chosen = Σiri (2)
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Algorithm 1. Mahalanobis Centroid based UnderSampling with Filter
Input: An Imbalanced Data Set
Output: A Balanced Data Set

1. Find the Mean-Vector(Centroid) of the majority class instances of the training
set, Negcent.
2. Find the Mahalanobis distance of each majority class training instance, i from
Negcent. Let it be dist(i).
3. Normalize the values of dist(i) to the range 0 to 1.
4. The majority class training instances which are at a distance from 0 to 0.1 are
placed in group1, 0.1 to 0.2 in group2 and so on 0.9 to 1.0 in group10.
5. r (Eq. 2) samples are chosen from each group to select a total of Np (Number of
Minority Class instances) Majority class instances.
6. The set with all minority class and chosen majority class from the given training
set form a balanced set New − Training.
7. The misclassified majority class instances with 1NN(Filter) are filtered out from
the new training set.

Evaluation Criteria. Performance of a classifier is calculated based on the
confusion matrix. Various measures used for describing the performance of the
classifiers are based on the confusion matrix and are listed below. Here TP: True
positives, TN: True negatives, FP: False positives and FN: False negatives.

Sensitivity = TP Rate = Recall = TP
TP+FN

Specificiy = TN Rate = TN
TN+FP

FP Rate = FP
TP+FN

FN Rate = FN
TN+FP

Accuracy = (TP+TN)
(TP+FN+TN+FP )

Error Rate = (FP+FN)
(TP+FN+TN+FP )

Table 1. Details of the data sets.

Name of the data set # Features Total # instances Imbalance ratio

Ecoli4 7 459 14.3

Haberman 3 306 2.78

Iris0 4 150 2

LibrasMove 90 360 14

NewThyroid1 5 215 5.14

Pima 8 768 1.89

Scene 294 2407 12.6

Spectrometer 93 7797 10.8

Yeast1289Vs7 8 947 30.57
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Table 2. Comparison of Sensitivity, GMean and Balanced Accuracy results with c4.5
classifier with Unprocessed Original training set, MahalCUSFilter and other popular
undersampling methods.

Data set Measure Original MahalCUS

Filter

CNN

(1968)

CNNTL

(2004)

CPM

(2005)

NCL

(2001)

OSS

(1997)

TL

(1976)

Ecoli4 Sensitivity 0.56 0.94 0.75 0.85 0.70 0.65 0.80 0.65

GMean 0.75 0.87 0.83 0.85 0.81 0.80 0.84 0.80

Balanced-

Accuracy

0.77 0.87 0.83 0.85 0.81 0.81 0.84 0.81

Haberman Sensitivity 0.40 0.48 0.54 0.72 0.46 0.74 0.56 0.46

GMean 0.57 0.57 0.62 0.58 0.59 0.62 0.63 0.61

Balanced-

Accuracy

0.62 0.60 0.63 0.60 0.61 0.63 0.64 0.63

Iris0 Sensitivity 0.98 0.98 0.94 0.94 0.80 0.98 0.94 0.98

GMean 0.99 0.99 0.97 0.97 0.69 0.99 0.97 0.99

Balanced-

Accuracy

0.99 0.99 0.97 0.97 0.70 0.99 0.97 0.99

NewThyroid1 Sensitivity 0.91 0.91 0.94 0.97 0.94 0.91 0.94 0.86

GMean 0.95 0.93 0.94 0.92 0.81 0.94 0.94 0.92

Balanced-

Accuracy

0.95 0.93 0.94 0.92 0.82 0.94 0.94 0.92

Pima Sensitivity 0.62 0.77 0.76 0.89 0.51 0.85 0.78 0.69

GMean 0.70 0.74 0.72 0.62 0.65 0.70 0.66 0.71

Balanced-

Accuracy

0.71 0.74 0.72 0.66 0.67 0.72 0.67 0.71

Spectrometer Sensitivity 0.74 0.83 0.84 0.89 0.82 0.76 0.84 0.78

GMean 0.85 0.84 0.81 0.79 0.83 0.85 0.81 0.87

Balanced-

Accuracy

0.86 0.84 0.81 0.80 0.83 0.86 0.81 0.88

Yeast1289vs7 Sensitivity 0.24 0.57 0.20 0.27 0.27 0.07 0.23 0.10

GMean 0.42 0.51 0.45 0.51 0.52 0.26 0.48 0.31

Balanced-

Accuracy

0.62 0.59 0.60 0.62 0.63 0.53 0.61 0.54

LibrasMove Sensitivity 0.63 0.88 0.88 0.79 0.58 0.58 0.79 0.67

GMean 0.78 0.79 0.84 0.78 0.70 0.75 0.79 0.81

Balanced-

Accuracy

0.80 0.80 0.84 0.78 0.71 0.78 0.79 0.83

Scene Sensitivity 0.23 0.61 0.47 0.55 0.35 0.28 0.41 0.24

GMean 0.47 0.61 0.59 0.59 0.54 0.51 0.30 0.47

Balanced-

Accuracy

0.59 0.61 0.61 0.59 0.50 0.60 0.32 0.59

Precisiion = TP
TP+FP

Gmean =
√
Sensitivity × Specificity

Balanced Accuracy = Sensitivity+Specificity
2

Details of the Datasets Used in Experiments. Binary class data sets are
used in the experiments. Multi-class data sets are converted into binary class
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Table 3. Comparison of Sensitivity, GMean and Balanced Accuracy results with
kNN(k = 1) classifier with Unprocessed Original training set, MahalCUSFilter and
other popular undersampling methods.

Data set Measure Original MahalCUS

Filter

CNN

(1968)

CNNTL

(2004)

CPM

(2005)

NCL

(2001)

OSS

(1997)

TL

(1976)

Ecoli4 Sensitivity 0.69 1.00 0.85 0.85 0.40 0.75 0.80 0.75

GMean 0.82 0.89 0.91 0.90 0.63 0.85 0.88 0.86

Balanced-

Accuracy

0.84 0.89 0.91 0.90 0.69 0.86 0.88 0.87

Haberman Sensitivity 0.50 0.53 0.46 0.69 0.36 0.68 0.53 0.51

GMean 0.53 0.54 0.54 0.54 0.50 0.56 0.53 0.58

Balanced-

Accuracy

0.53 0.55 0.54 0.56 0.53 0.57 0.53 0.58

Iris0 Sensitivity 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00

GMean 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00

Balanced-

Accuracy

1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00

NewThyroid1 Sensitivity 0.97 1.00 0.97 1.00 0.91 1.00 0.97 0.97

GMean 0.98 0.99 0.97 0.98 0.95 0.99 0.97 0.98

Balanced-

Accuracy

0.98 0.99 0.97 0.98 0.95 0.99 0.97 0.98

Pima Sensitivity 0.53 0.69 0.64 0.89 0.54 0.83 0.84 0.74

GMean 0.65 0.70 0.65 0.56 0.64 0.70 0.68 0.73

Balanced-

Accuracy

0.67 0.70 0.65 0.62 0.65 0.71 0.70 0.73

Spectrometer Sensitivity 0.74 0.85 0.87 0.89 0.84 0.82 0.80 0.78

GMean 0.85 0.90 0.91 0.90 0.91 0.90 0.88 0.88

Balanced-

Accuracy

0.86 0.91 0.92 0.90 0.91 0.90 0.88 0.88

Yeast1289vs7 Sensitivity 0.14 0.70 0.33 0.67 0.27 0.23 0.47 0.13

GMean 0.32 0.66 0.51 0.65 0.50 0.47 0.61 0.36

Balanced-

Accuracy

0.95 0.65 0.56 0.65 0.60 0.59 0.64 0.55

LibrasMove Sensitivity 0.71 0.67 0.75 0.92 0.75 0.88 0.75 0.71

GMean 0.84 0.80 0.85 0.93 0.86 0.92 0.85 0.84

Balanced-

Accuracy

0.85 0.81 0.86 0.93 0.87 0.92 0.86 0.85

Scene Sensitivity 0.17 0.60 0.37 0.63 0.25 0.34 0.44 0.24

GMean 0.41 0.59 0.54 0.59 0.47 0.55 0.58 0.47

Balanced-

Accuracy

0.56 0.59 0.58 0.59 0.56 0.61 0.60 0.58

by taking required class as minority class and all other classes as majority class
instances. The data sets are chosen based on their number of attributes, number
of instances and imbalance ratio to check the performance of the proposed meth-
ods on small, medium and large number of attributes, instances and imbalance
ratio. Table 1 shows the details of the data sets. All the values in these data sets
are numeric except the class attribute. The data sets are taken from the UCI [3],
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KEEL [1] data repositories and used KEEL [1], WEKA [20] tools to conduct the
experiments.

3.4 Results

Proposed MahalCUSFilter method is compared with other undersampling meth-
ods like CNN, CNNTL, CPM, OSS, TL which are popular among the under-
sampling methods in the literature as it belongs to undersampling method. Dif-
ference between the proposed method and the other mathods is in the way the
majority class instances are chosen. They choose/discard the majority class sam-
ples based on their distance from minority class sampes whereas MahalCUSFilter
choose majority class samples based on their distance from the reference point
(Centroid(Neg Cent)). They use kNN classifier to choose majority class samples,
but the proposed methods do not use any classifier thereby reducing computa-
tion involved in finding nearest neighbors as the size of the data set increases.
Results from Table 2, prove that the proposed method outperform these methods
in a few data sets and obtain comparable results with these methods in other
remaining sets. In no case, the proposed methods are proven to be inferior to
all these existing popular undersampling methods in classifying minority class
instances (Table 3).

4 Conclusions

In this paper, MahalCUSFilter, a hybrid undersampling method is proposed to
balance the training set by choosing the samples from the majority class equal
to the number of minority class samples. Most of the existing undersampling
methods apply either (a) prototype selection or (b) clustering techniques to
balance the data set which are parameter dependent and convergence is difficult.
The proposed methods are simple and parameter independent. These are
based on distribution specific grouping, additionally, issues considered are: (i)
Information loss and (ii) Proper representation of the majority class. Moreover,
the methods are simple to implement and effective even for high dimensional
and large data sets.

A good insight is obtained by these methods. Unlike in kNN or clustering
methods, MahalCUSFilter partitions the data set from a global perspective. Dis-
tribution Specific Grouping of the data is a kind of annular spherical neighbour-
hood in the case of Euclidean distance based methods. Hence, the probability
of selecting the samples from the annular neighbourhood is better compared to
the clustering, where, a local neighbourhood defines the clusters and there is a
probability of missing some disjuncts altogether. All the kNN based undersam-
pling methods are looking at a very small neighbourhood (K = 1, 3 or 5). This
may introduce lot of bias.

Empirical results also support the theory. Clearly, MahalCUSFilter improves
minority class classification rate on all datasets compared to unprocessed original
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imbalanced datasets. In case of few datasets, other popular undersampling meth-
ods comparision gave better results. But for those methods complexity of time
and space are more compared to MahalCUSFilter method. The major advantage
of our method is that it is simple to implement hence consumes less time as com-
pared to other undersampling methods and that it is not dependent on any of
the input parameters and works well with data sets having large instances, large
features, small instances and small features as well. To the best of our knowledge
the kind of grouping that was used in the proposed methods has not been used
so far in undersampling to improve the classification of imbalanced data sets.
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Abstract. In this paper, we introduce a continuous medial representation (skel‐
eton + radial function) to compute the description of a given bitmap image. The
computational geometry based mathematical model is proposed to obtain the
continuous medial representation unlike traditional algorithms which are used to
estimate medial representation of bitmap image in a discrete/heuristic manner.
The skeleton of the polygonal figure is represented by straight line control graph
of a compound Bezier curve which results in simple and accurate description. The
process of pruning is devised to eliminate the spurious branches which are quite
often exist while processing shapes in real scenario and hence continuous skeleton
regularization is achieved for its accurate representation.

Keywords: Skeleton · Medial axis · Radial function · Continuous representation ·
Bezier curve · Shape analysis

1 Introduction

Skeleton (or medial axis transformation) is a powerful and widely known shape
descriptor used in shape based object representation and classification. The computa‐
tions of skeletons are commonly found in many of the shape representation based
computer vision problems [2]. Skeletons are used as a basis to feature generation and
hence to determine the similarity between objects for classification purpose. Originally,
the concept of skeleton is defined for continuous objects. The skeleton of a closed region
in Euclidean plane is a locus of centers of maximum empty circles of the region. The
circle is considered to be empty if all its internal points are internal points of the region.
The concept of skeleton (the middle set of points) was introduced and investigated by
Blum [1] and later found to be one of the most popular methods for shape representation
and classification.

The radial function of the skeleton assigns to each point of the skeleton the radius
of the empty circle centered at this point. The skeleton together with the radial function
form the so-called medial representation of the closed region [8]. The problem relies in
computation of medial representation of digital images.

In principle, we have seen two approaches to compute the skeleton of digital images.
The first approach which is the most popular because of ease of implementation is called
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as discrete [3, 4, 8]. It consists of a morphological transformation of the original image
(Fig. 1a) and construction of new digital image (Fig. 1b), which can be regarded as a
discrete skeleton. In this new bitmap image, skeleton is represented by discrete lines
which are of one pixel wide. The discrete radial function is calculated through the
distance transform [9] of a digital image (Fig. 1c). The discrete approach is implemented
in different ways using notion of distance maps, thinning, etc.

Fig. 1. (a) – The binary image, (b) – discrete skeleton, (c) – distance transform, (d) – polygonal
figure, (e) – continuous skeleton, (f) – inscribed circles

Another approach to which this article is devoted, which we call continuous, is based
on the approximation of a bitmap image by the geometrical figure in terms of a contin‐
uous geometry (Fig. 1d) and the construction of the skeleton (Fig. 1e) and radial function
(Fig. 1f) for this figure. The resulting skeleton and radial function are considered as
continuous medial representation of a digital bitmap image.

An important advantage of the continuous model is the ability to transform the image
shape. The transformation of the image on the basis of a continuous medial representa‐
tion is shown in Fig. 2. In this example, the digital object (Fig. 2a) is approximated
(Fig. 2b) and a medial representation is constructed (Fig. 1e, f). The transformations
consist of moving the points of the skeleton and changing the radial function at these
points. New images (Fig. 2c–e) are constructed as the envelope of a family of modified
circles. “Thick figure” (Fig. 2c) is obtained by multiplying the radial function (i.e.,
increasing the radii of the circles) by 1.2. “Athletic figure” (Fig. 2d) is obtained by
reducing the radii of the circles corresponding to the lower half of the figure, by multi‐
plying the radial function by 0.9. “Dancing figure” (Fig. 2e) is obtained by moving points
and edges of the skeleton.
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Fig. 2. Transformation of the object shape through continuous medial representation

In this article, we will show the general concept and our experience in developing
and applying a continuous model for the medial representation of a digital image. The
article generalizes the methods and algorithms developed earlier [7, 11].

2 Proposed Methodology

We proposed to obtain the medial representation (Fig. 1e, f) of a given a raster bitmap
image (Fig. 1a) as follows:

• Approximation of a given binary raster image by a polygonal figure
• Construction of medial axes (skeleton) of the polygonal figure by computational

geometry methods;
• Pruning of the skeleton – elimination of non-essential branches with the mathemat‐

ically based criterion based on the Hausdorff metric;
• Description of the skeleton and radial function as a planar control graph of a

compound Bézier curve.

The advantages of this approach are determined by the following factors.

1. Contours of objects are presented in the form of polygonal Figures
2. The skeleton is presented in the form of a geometric graph in which the vertices are

points of the Euclidean plane, and the edges are straight lines or parabolic segments.
3. Each vertex of the skeleton graph is the center of the inscribed circle and the radius

and the tangency points on the figure boundary are known.
4. The inscribed circle centered at any point on the edges of the skeleton can be calculated
5. Coordinates and radial function for all points of the skeleton can be calculated with

high accuracy in a floating format.
6. Continuous medial representation has the format of a flat geometric graph. For anal‐

ysis, one can use effective algorithms of graph theory.

Let us consider in more detail the elements of the proposed approach.
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3 Polygonal Approximation

We have considered polygons as the main model for approximating the boundaries of
a digital image since the skeleton of a polygonal figure has a simple structure and can
be obtained through efficient algorithms of computational geometry. The problem of
approximation of a digital binary image is set as follows. Given a binary raster image
(Fig. 3a), we need to build a polygonal shape (Fig. 3b).

Fig. 3. (a) – The binary image, (b) – polygonal figure (minimal perimeter polygon),
(c) – boundary corridors, (d) – tracing the border of a binary image

A polygonal figure must satisfy two requirements. Firstly, it must approximate the
digital raster pre-image with high accuracy. Secondly, it must be topologically correct:
boundary polygons should not have intersections and self-intersections. The proposed
model ensures that these requirements are fulfilled. The model is based on the following
principles:

– every pixel of the binary image is represented as black or white point in the center
of pixel with integer coordinates on the Euclidean plane R2. The points of the object
are black, the background points are white;

– pairs of adjacent multi-colored pixels form corridors that have one white and one
black wall (Fig. 3c);

– each corridor is a ring in which the outer and inner boundary walls are polygons;
– any closed path inside the ring approximates the boundary of a discrete figure with

an accuracy equal to the width of the corridor.

As a continuous model of the boundary of a discrete figure, we choose a closed rubber
thread lying inside the corridor. The thread tends to assume a position at which its length
is minimal. This position of the thread will be called the separating polygon of the
minimal perimeter.

A polygonal figure formed with a rubber thread model satisfies the requirements
stated above. It provides the best accuracy of approximation, because the rubber thread
inside the corridor deviates from the black and white border pixels by no more than one
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pixel. It is obvious that the dividing polygons of the minimal perimeter do not have self-
intersections and do not intersect each other. The boundary corridor can be obtained by
means of algorithms for tracing the boundary of a binary image. The result of such a
trace is shown in Fig. 3d. The dividing polygon of the minimal perimeter within the
corridor is a cyclic geodesic route inside the polygonal ring [10]. Effective algorithms
for constructing geodesic paths in polygons are also well known.

4 Construction and Regularization of the Skeleton

The skeleton of a polygonal figure is defined as the set of centers of all circles inscribed
in the figure (Fig. 4a, b). Effective algorithms have been developed for its construction
based on the generalized Voronoi diagram [5, 6, 10].

Fig. 4. (a) – The skeleton of polygonal figure, (b) – inscribed circles of polygonal figure, (c) –
regularized skeleton, (d) – silhouette of a skeleton subgraph after pruning.

Polygons forming the boundary of a figure are divided into subsets of points, called
sites. All the vertices of the figure form a set of sites-points, and all sides of the figure
constitute a set of site-segments. Each site-segment is a side of the figure without its
endpoints. For this set of sites, a generalized Voronoi diagram of linear segments is
defined. This Voronoi diagram has the form of a flat graph. The skeleton is a subgraph
of this graph (Fig. 4a).

The skeleton is a very sensitive object; this applies to both discrete and continuous
skeletons. Sensitivity is expressed in the fact that the structure of the skeleton changes
significantly as a result of variation of the boundary of the figure. In particular, the
appearance of a small noise in the image leads to the appearance of numerous superfluous
edges, which introduce confusion in the generation of features and generate errors in
the recognition of the shape. In order to reduce the effect of noise, the constructed skel‐
eton undergoes post-processing, which is called pruning. Pruning a skeleton removes a
part of its branches which are classified as inessential and noisy (Fig. 4c). From the point
of view of mathematics, this process is a regularization based on the correction of the
solution obtained. The main problem of pruning is how to distinguish the “right”
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branches of the skeleton from the “noise” branches? When pruning a discrete skeleton,
this problem is solved on the basis of heuristic rules. The continuous skeleton of a
polygonal shape provides an opportunity to solve this problem on the basis of a rigorous
mathematically based model.

The medial representation allows us to represent the figure as the union of all
inscribed circles with the centers on the skeleton (Fig. 4b). The pruning step is the
removal of one edge of the skeleton and inscribed circles centered on this edge. The
graph obtained as a result of removal of an edge is a subgraph of the source skeleton.
The union of the rest inscribed circles with the centers on the subgraph is called the
silhouette of the subgraph (Fig. 5). The silhouette of the subgraph is the subset of the
polygonal figure. The criterion for removal of an edge is based on the Hausdorff distance
between the silhouette and the figure. If this distance does not exceed a given threshold,
then we remove an edge. The general rule of pruning is as follows. We remove all the
terminal edges of the skeleton, for which the Hausdorff distance between the silhouette
of the subgraph and the figure is less than a given threshold. An example of such pruning
is shown in Fig. 4.

Fig. 5. (a) –Polygonal figure and its skeleton, (b) – truncated subgraph and its silhouette.

5 Bezier Curve Description

Each point of the continuous skeleton of a polygonal figure is the center of the inscribed
circle. This makes it possible to set the radial function at the points of the skeleton as
the radius of the circle centered at this point. As a result, we get a complete continuous
medial representation for a discrete object: a skeleton and a radial function. However,
the resulting “geometric” description (Fig. 6a) should be represented by an adequate
data structure in a digital form. The main difficulty here is the description of the parabolic
edges of the skeleton, as well as a description of the nonlinear radial function. A method
for describing a skeleton and a radial function using rational Bézier splines of degree 1
and 2 is proposed in [11].

Fig. 6. (a) – Polygonal figure and its skeleton, (b) – control graph of the skeleton.
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Thus, skeleton is a union of Bezier curves of first and second order. These curves
describe the connected geometrical graph. We call this graph as the compound Bezier
curve or Bezier curve graph. This Bezier curve graph can be represented by a straight-
line geometric control graph (Fig. 6b). We call it as the control graph of the skeleton.
Control graph has straight line edges. The set of control graph vertices includes all
skeleton vertices and handle points of quadratic Bezier curves.

The control graph allows us in obtaining equations for all the edges of the skeleton
and for the radial function. Thus, we obtain formulas for a complete description of the
continuous medial representation. Each edge of the skeleton is a set of points equidistant
from the two sites. Depending on the type of sites (v – point site, s – segment site) there
are ss-edges, vv-edges and vs-edges in the skeleton. The ss-edge has the form of a straight
line segment. Its shape and radial function are described as a Bezier curve of degree 1
with a parameter t ∈ [0, 1]:

x(t) = x0 ⋅ B0
1(t) + x1 ⋅ B1

1(t),

y(t) = y0 ⋅ B0
1(t) + y1 ⋅ B1

1(t),

r(t) = r0 ⋅ B0
1(t) + r1 ⋅ B1

1(t)

Here (x0, y0, r0) and (x1, y1, r1) are coordinates and radii of the end discs of the edge,
((x(t), y(t)) is the edge line, r (t) is the radial function, B0

1(t) = (1 − t), B1
1(t) = t are Bern‐

stein polynomials of degree 1.
The vs-edge is described through the Bézier splines of degree 2:

x(t) = x0 ⋅ B0
2(t) + x1 ⋅ B1

2(t) + x2 ⋅ B2
2(t),

y(t) = y0 ⋅ B0
2(t) + y1 ⋅ B1

2(t) + y2 ⋅ B2
2(t),

r(t) = r0 ⋅ B0
2(t) + r1 ⋅ B1

2(t) + r2 ⋅ B2
2(t).

Here (x0, y0, r0) and (x2, y2, r2) are coordinates and radii of the end discs, (x1, y1, r1)

coordinates and radius of control disk, B0
2(t) = (1 − t)2, B1

2(t) = 2 ⋅ (1 − t) ⋅ t, B2
2(t) = t2

– are Bernstein polynomials of degree 2.
A vv-edge is described by rational Bézier splines of degree 2:

x(t) =
x0 ⋅ B0

2(t) + w ⋅ x1 ⋅ B1
2(t) + x2 ⋅ B2

2(t)

B0
2(t) + w ⋅ B1

2(t) + B2
2(t)

,

y(t) =
y0 ⋅ B0

2(t) + w ⋅ y1 ⋅ B1
2(t) + y2 ⋅ B2

2(t)

B0
2(t) + w ⋅ B1

2(t) + B2
2(t)

,
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r(t) =
r0 ⋅ B0

2(t) + w ⋅ r1 ⋅ B1
2(t) + r2 ⋅ B2

2(t)

B0
2(t) + w ⋅ B1

2(t) + B2
2(t)

.

Here all the parameters are the same as for the vs-edge, but an additional weight
parameter w appears.

6 Data Structure

In the proposed approach, the heart of representation is a geometric graph. In the data
structure, the graph is described by two arrays: an array of vertices and an array of edges.
A disk is associated with each vertex of the graph which is described by the coordinates
of the center and the radius. The edge of the graph is geometrically a segment of the line
or curve, which is defined by a pair of end disks. With each edge, the parameters defining
the radial function are connected. Depending on the shape of the edge and the type of
radial function, there are three types of edges (ss-, vs-, vv-edges). The data structure
describing control graph includes feature for each edge type. All edge descriptions
contain the coordinates and radii of the two end disks - start (xs, ys, rs) and finish
(xf , yf , rf ). The vs-edge and vv-edge have kept additional parameters: coordinates and
radius of control disk (xc, yc, rc). The vv-edge has weight parameter w.

Continuous medial representation

Vertices Edges

Disk:
Center (coordinates), Radius
Type (end point or virtual point) 
Incident edges (1-3 refers) 

Edge:
End disks (Refer Disk)
Type (ss-, vs-, vv-edges)
Virtual disk (refer for vs-, vv-edges)
Weight (for vv-edges)

7 Experimental Results

In this section, we present the experimental results due to the proposed method and discuss
one of the possible application. The proposed approach is applied to a problem of palm
shape recognition. The medial representation is used to construct a measure of the differ‐
ence in the images of the palms. This measure is used to classify the palms (Fig. 7).

The problem of comparing palms is reduced to the selection of such admissible trans‐
forms of them, in which their shapes will be the closest to one another. The difference of
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their shapes in this (the closest) position is accepted as a measure of the distinction of
objects.

Comparison of the palms is carried out after normalization. Normalization consists
in bringing the palm to a standard position, in which the fingers are placed at predeter‐
mined angles to each other. The idea of normalization is shown in Fig. 8. On the basis
of the medial representation (Fig. 8a) we find a “large” circle having the maximum radius
among all inscribed circles of the palm. The points of intersection of a large circle with
the branches of the skeleton are called joints (Fig. 8b). The skeleton determines the local
coordinate system of the palm (Fig. 8c). The origin of coordinates is the center of a large
circle, the direction of the abscissa axis coincides with the direction of the vector from
the point of the bending of the middle finger (point 3) to the center of a large circle. As
the unit of length along this axis, the radius of a large circle is selected. In this coordinate
system, the palm is brought to the standard position by turning the skeleton axes (Fig. 8d)
to the specified standard angles to the abscissa (130°, 160°, 180°, 200°, 230°). After
performing this deformation, you need to calculate the silhouette of the normalized palm
in the form of the envelope of the changed family of circles. Figure 9 shows examples
of comparing the silhouettes of normalized images of the same palm and different palms.

Fig. 8. Normalization of the image of the palm based on the transformation of the medial
representation.

Fig. 9. Comparison of the silhouettes of the same palm and silhouettes of different palms.

Fig. 7. The silhouettes of palms (a) the first person, (b) the second person
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8 Conclusion

The concept of continuous medial representation for a digital binary image is proposed
in the article. It allows us to build a skeleton and radial function of a digital image in the
form of a graph in which all the edges are represented by “lines with a width”. These
lines are described using quadratic Bezier curves. The medial representation is described
by the compound Bezier curve. The format of the description of compound Bezier curves
using a rectilinear control graph makes it possible to construct a simple data structure
that allows the creation of a medial representation with high accuracy for any digital
image of arbitrarily complex shape.
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Abstract. Collaborative filtering (CF), the most prevalent technique
in the area of recommender systems (RSs), provides suggestions to users
based on the tastes of their similar users. However, the new user and
sparsity problems, degrade its efficiency of recommendations. Trust can
enhance the recommendation quality by mimicking social dictum “friend
of a friend will be a friend”. However distrust, the another face of coin
is yet to be explored along with trust in the area of RSs. Our work
in this paper is an attempt toward introducing trust-distrust enhanced
recommendations based on the novel similarity measure that combines
user ratings and trust values for generating more quality recommenda-
tions. Our approach also exploits distrust links among users and analyses
their propagation effects. Further, distrust values are also used for filter-
ing more distrust-worthy neighbours from the neighbourhood set. Our
experimental results show that our proposed approaches outperform the
traditional CF and existing trust enhanced approaches in terms of vari-
ous performance measures.

Keywords: Trust and distrust models · Recommender systems
Trust network · Collaborative filtering · Cold start and sparsity problem

1 Introduction

Due to the unprecedented proliferation of information available on the web, it
is very difficult for users to find the relevant information from a large collection
of data available online. To overcome the problem of information overload, web
personalization tool would be the most prevalent tool. Recommender system
(RS), a web personalization tool provides relevant suggestions to users based on
their preferences [7]. The suggestions provided are aimed to support the decision-
making process of users in various fields like videos, music, movies (MovieLens,
Netflix), restaurants (Entree), books (Amazon), jokes (Jester). Many filtering
techniques are used to construct RS such as content based filtering, collaborative
filtering (CF) and demographic filtering [3,12]. Among these techniques, CF is
the most widely used and prevalent technique [12]. Collaborative filtering (CF)
recommends items to active users based on those users who have similar tastes
c© Springer International Publishing AG 2017
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in the past. When a user has rated a few items, a reliable recommendation is
not possible for that user. This problem is termed as a cold-start user problem.
Furthermore, traditional CF also suffers from the sparsity problem [12].

The growing popularity of open social network and trend to integrate e-
commerce applications with RS have generated an increased interest toward
developing trust aware RS as people rely more on those recommendations sug-
gested by trustworthy people in real life [7]. In these trust aware RS, usually
a trust network is used to search more likely neighbors by establishing a rela-
tionship between users that are not sharing any co-rated items. Trust-aware CF
approaches can be broadly classified into two categories: namely, explicit trust
model [1,4,5] or implicit trust model [2,6,7,10]. Recently, a lot of work has been
carried out by elicitation of trust values into collaborative RSs for improving the
accuracy of predictions and handling the sparsity as well as cold start problems.
In contrast to other trust-aware recommendation methods, our approach also
exploits distrust links among users. The effect of distrust has not been much
analyzed in the realm of RS due to the absence of available data sets represent-
ing both the trust and the distrust values for a particular person [8]. Our work in
this paper is an attempt toward developing trust-distrust enhanced recommen-
dations model based on the novel similarity measure that combines user ratings
and trust values for generating more quality recommendations. Our work has
the following main research contributions:

– Designing a novel similarity measure for CF based on the computed trust
values between users.

– Handling the problems of new user and sparsity by utilizing propagation
operator based on trust-distrust values.

– Comparative analysis of proposed recommendation strategies using of trust-
distrust models.

The rest of this paper is organized as follows: Sect. 2 covers related work.
Section 3 describes the overall framework of our approach. Computational exper-
iments and results are given in Sect. 4. Finally, we conclude our work in Sect. 5.

2 Related Work

Collaborative filtering and explanation of direct and indirect models of Trust
and Distrust are described in this section.

2.1 Collaborative Filtering

Collaborative filtering, follows the principle of ‘word of mouth’ where similar
users provide suggestions to users. The following three steps are required to
generate recommendations to users in CF based RS.
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– Step 1 (Similarity Computation): It computes the similarity between active
users (ua) and other user (u) by using various similarity measures such as
cosine similarity, Pearson correlation, jaccard similarity. The most widely
used similarity measure in CF is Pearson similarity measure which is defined
below:

Sim(ua, u) =
∑

iεI (rua,i − rua
)(ru,i − ru)

√∑
iεI (rua,i − rua

)2
√∑

iεI (ru,i − ru)2
(1)

where, rua,i - Rating provided by user ua on item i
ru - Mean rating of user u
I - Set of corated items.

– Step 2 (Neighbourhood set formation): Usually top k similar users are selected
in the neighbourhood sets. Alternatively the neighbourhood set can be gen-
erated through predefined similarity threshold.

– Step 3 (Prediction and Recommendation): It predicts an unknown rating of a
target item for an active user based on the neighbourhood set using following
formula:

Pua,m = rua
+

∑
uεN(ua)

Sim(ua, u)(ru,m − rua
)

∑
uεN(ua)

Sim(ua, u)
(2)

where, N(ua) - Set of neighbours to user ua

Pua,m - Represents the predictive rating of active user ua on item m
ru,m is the rating of user u who is a neighbour of user ua. Finally highly
predicted items will be recommended to active users.

However, similarity based CF suffers several problems such as, cold-start and
sparsity that could affect the precision of recommendations [3,12]. To generate
effective recommendations by dealing with these concerns, many studies have
been conducted by eliciting trust values into collaborative recommender system.
In these studies, a trust network is built between users that may be helpful to
RS [4–6]. It is also indicated that a user is much more confident on trusted user
rather than a stranger. Since this trusted user may also trust his friend’s opinion
in recursive manner by propagating trust values. Guha et al. [2] was the first
one who utilized the idea of transitivity of trust and developed a framework for
trust propagation. In the area of RS, a new trend about distrust is also inves-
tigated recently. Victor et al. [8] developed trust assessment scheme between
unconnected pairs in a trust and distrust network by using trust and distrust
propagation and aggregation operators and explored various ways in which dis-
trust information can be utilized in a fine-tuned network using the Epinion data
set. Since this data set does not include assignment of pair (trust, distrust) to
individuals, the propagation/aggregation operators have not been fully analyzed
especially in inconsistent situations [8,9].

2.2 Trust Model

Trust models can be classified into two categories, namely explicit trust model
and implicit trust model. An explicit trust model deals with direct linking
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between users where users specify their trust values to directly connected users
[1,4,5]. However, implicit trust model computes trust values among users either
by propagating trust values or computing trust values based on available ratings
on items [6,7] (Table 1).

Table 1. Trust model

Trust Trust and distrust

Lathia et al. [6] (implicit trust) Kant et al. [11] (implicit trust)

Bharadwaj et al. [7] (implicit trust) Guha et al. [2] (implicit trust)

Golbeck [4] (explicit trust) Victor et al. [8] (implicit trust)

Massa et al. [1] (explicit trust)

3 Trust Distrust Enhanced Recommendation Framework

In this section, we will discuss about our proposed trust-distrust enhanced rec-
ommendation framework. For a RS, let U = {u1, u2, u3, ...un} be the set of n
users and I = {i1, i2, i3, ...im} is the set of m items in the system. Each user ui

rated a set of items and rating of ui on ij is expressed as rui,ij . Our proposed
system has following three phases which are depicted in Fig. 1. The details about
these phases are given below:

Phase 1. (Effective Similarity Computation based on trust values): We have
computed effective similarity through three steps which are discussed below:

– Step 1 (Similarity computation): We have computed the similarity between
active user ua and a user u by using Eq. 1.

– Step 2 (Trust-Distrust Computation): We have evaluated trust and distrust
values between active user ua on user u by using following equations:

Trustua
(u) =

2 ∗ rectrust ∗ exptrust(ua, u)
rectrust + exptrust(ua, u)

(3)

where, rectrust and exptrust will be computed by utilizing the computational
models [8,11]

Disua
(u) =

2 ∗ recdis ∗ expdis(ua, u)
recdis + expdis(ua, u)

(4)

where, recdis and expdis will be computed by utilizing the computational
models [11].

– Step 3 (Effective Similarity): In real life, users are more confident on those
users who are more trustworthy. Therefore, we have embedded similarity with
trust value to compute effective similarity measure Sim′(ua,u) between active
user ua and a user u by using following formula:

Sim′(ua, u) =
(w1 ∗ Sim(ua, u)) + (w2 ∗ Trust(ua, u))

w1 + w2
(5)
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The reason for fusing these two types of information is based on the obser-
vation that the similarity and social trust among users may not be highly
correlated.
Here, weights are decided experimentally and these values (w1 and w2) are
normalized in the range of [0,1].

Phase 2. (Neighbourhood set construction based on distrust as a filter): At this
stage, the distrust is used as a means to filter out neighbours before the rec-
ommendations so that only the most trusted neighbours can participate in the
recommendation process. Thus, the distrust system will be implemented on the
neighbourhood set to filtered out most distrust user from neighbourhood set.

Phase 3. (Prediction and Recommendations): The selected neighbourhood set
after phase 2 is used to predict the ratings of all unseen items for an active user
using Eq. 2. Finally top predicted items can be recommended to the active user.

Fig. 1. Three phases of our proposed recommendation framework

4 Experiment Setup

To show the effectiveness of our proposed approaches we conducted several exper-
iments on MovieLens dataset.

4.1 Design of Experiments

MovieLens data set contains 100,000 ratings provided by 943 users on 1682
movies on a using 5 point rating scale [11]. We divided the whole MovieLens
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dataset into 5 splits. Each split contains 200 users. For each split, we selected
50 active users randomly and the remaining 150 users are considered as training
users in each split. Further, we divided ratings of each active user into two sets
namely training movies [60%] and test movies [40%]. Training movies are used
for constructing neighbourhood generation and trust-distrust computation. We
repeated all experiments on each split five times in order to reduce the inherent
bias if it exits. In all experiments we kept fixed neighbourhood size (k) which is
decided by verifying different values of k in the experiments.

4.2 Performance Evaluation

We have used following performance measures for the evaluation of our proposed
approaches

– Mean absolute error (MAE): MAE represents the difference between
actual ratings and predicted ratings.

MAE =
1
n

n∑

i=1

|ai − pi| (6)

where, ai is actual rating.
pi is predicted rating.
n is total no of predicted item.

– Precision: Precision, measuring correctness of recommendation, is defined
as the ratio of the number of selected items to the number of recommended
items.

precision =
Number of item recommended

Total number of recommended item
(7)

– Recall: Recall is a measure of completeness. It determines the ratio of good
items retrieved to all good items. In other words, it computes the fraction all
good movies recommended.

recall =
|good movies recommended|

|all good movies| (8)

– F-measure: The f-measure is the harmonic mean of precision and recall

f -measure = 2 × precision × recall

precision + recall
(9)

– Percentage of correct prediction PCP: PCP is defined as the ratio of
Correctly predicted items to the number of rated items.

PCP =
Correctly predicted item

Total number of rated item
∗ 100 (10)
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4.3 Experiments

We have compared our approaches namely Trust Distrust Pearson Collaborative
Filtering (TD PCF), Trust Pearson Collaborative Filtering with propagation
(TPCF PROP) and Trust distrust Pearson Collaborative Filtering with Propa-
gation (TD PCF PROP) with the following approaches such as:

– Pearson Collaborative Filtering (PCF) [15]
– Trust based Collaborative Filtering (TCF) [1]
– Trust Distrust Collaborative Filtering (TDCF) [9]
– Trust Collaborative Filtering with propagation (TCF PROP)
– Trust distrust Collaborative Filtering with Propagation (TD CF PROP) [2]
– Trust Based Weight Collaborative Filtering (TBW) [4,9]
– Trust Based Filteringt Collaborative Filtering (TBF) [9]
– Ensemble Trust Collaborative Filtering (ETCF) [16].

4.4 Result

To demonstrate the effectiveness of the proposed approaches TD PCF PRO,
TPCF PRO and TDPCF, we analyzed the results for the MAE, PCP, precision
and f-measure as shown in Tables 2, 3, 4 and 5. In these tables, last row indicates
the average performance over five splits. The lower values of MAE implies the
better performance of the approach. Similarly, higher values of PCP, precision
and f-measure also indicate the better performance. Based on these tables, we

Table 2. Performance comparison on various approaches on MAE

SPLIT PCF TCF TCF

PROP

TPCF

PROP

TDCF TDPCF TD CF

PROP

TD PCF

PROP

TBW TBF ETCF

Split1 0.841 0.826 0.821 0.841 0.864 0.842 0.821 0.837 2.761 0.833 3.124

Split2 0.836 0.827 0.799 0.822 0.954 0.835 0.799 0.822 2.767 0.824 3.023

Split3 0.864 0.861 0.842 0.825 0.940 0.865 0.845 0.826 2.831 0.852 3.013

Split4 0.869 0.863 0.846 0.827 0.988 0.867 0.845 0.820 2.931 0.863 3.155

Split5 0.962 0.932 0.905 0.847 1.125 0.748 0.905 0.839 2.899 0.957 2.951

MEAN 0.874 0.862 0.843 0.833 0.975 0.832 0.844 0.829 2.838 0.866 3.053

Table 3. Performance comparison on various approaches on PCP

SPLIT PCF TCF TCF

PROP

TPCF

PROP

TDCF TDPCF TD CF

PROP

TD PCF

PROP

TBW TBF ETCF

Split1 35.75 36.56 37.37 37.54 36.17 35.69 37.37 37.49 6.46 36.25 3.00

Split2 33.87 34.56 38.30 39.42 35.17 33.79 38.30 38.99 5.11 34.46 2.15

Split3 35.39 35.84 39.05 37.57 36.63 35.48 38.90 37.12 6.14 36.23 3.84

Split4 37.74 38.02 40.35 39.78 37.79 37.75 40.45 39.77 7.79 37.76 2.99

Split5 30.95 31.75 35.73 39.59 31.26 30.61 35.73 41.24 7.40 31.37 4.12

MEAN 34.74 35.35 38.16 38.78 35.41 34.67 38.1490 38.93 6.58 35.21 3.22
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Table 4. Performance comparison on various approaches on Precision

SPLIT PCF TCF TCF

PROP

TPCF

PROP

TDCF TDPCF TD CF

PROP

TD PCF

PROP

TBW TBF ETCF

Split1 0.836 0.820 0.802 0.888 0.811 0.837 0.802 0.888 0.018 0.833 0.003

Split2 0.863 0.862 0.861 0.881 0.830 0.865 0.860 0.895 0.009 0.859 0.005

Split3 0.973 0.947 0.947 0.916 0.932 0.972 0.947 0.905 0.007 0.965 0.011

Split4 0.844 0.868 0.875 0.894 0.812 0.845 0.875 0.903 0.013 0.846 0.012

Split5 0.845 0.854 0.859 0.884 0.796 0.844 0.859 0.886 0.015 0.839 0.006

MEAN 0.872 0.870 0.869 0.893 0.836 0.873 0.869 0.895 0.012 0.869 0.007

Table 5. Performance comparison on various approaches on F-Measure

SPLIT PCF TCF TCF

PROP

TPCF

PROP

TDCF TDPCF TD CF

PROP

TD PCF

PROP

TBW TBF ETCF

Split1 0.767 0.768 0.787 0.835 0.767 0.767 0.787 0.836 0.032 0.768 0.006

Split2 0.813 0.817 0.829 0.832 0.789 0.816 0.829 0.842 0.016 0.811 0.009

Split3 0.904 0.891 0.896 0.859 0.876 0.904 0.896 0.854 0.013 0.899 0.019

Split4 0.795 0.829 0.850 0.847 0.780 0.797 0.851 0.855 0.022 0.804 0.022

Split5 0.778 0.792 0.809 0.829 0.737 0.777 0.809 0.831 0.028 0.776 0.011

MEAN 0.811 0.819 0.834 0.840 0.789 0.812 0.834 0.843 0.022 0.812 0.013

can say that our proposed approaches namely, TD PCF PRO, TPCF PRO and
TDPCF, outperform other approaches in terms of various performance evalua-
tion schemes.

5 Conclusion

Recommender systems are one of the recent invention for dealing with informa-
tion overload problem by identifying more relevant items to users based on their
preferences. Collaborative filtering is the most successful recommendation tech-
nique in the area of RS. However, the new user and sparsity are major concerns.
In this work, we have proposed trust distrust enhanced recommendation frame-
work where effective similarity is suggested for using the utility of trust and
similarity factor in the construction of neighbourhood set. For more efficient
neighbours, we have filtered out the distrusted user from the neighbourhood
set. Further, we have investigated the use of trust distrust based propagation
operator in resolving the new user and sparsity problems. Finally, experimen-
tal results demonstrated that our proposed strategy were superior to traditional
collaborative filtering and other existing trust aware recommendation strategies.
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Abstract. In this article we make use of the characteristics of tonal languages
and machine learning methodologies to understand the patterns in them. Instead
of analyzing the absolute pitch or frequency, we analyze how one tone transitions
to another in speech. Features (namely, zero crossing count, short time energy,
minimum formant frequency, maximum formant frequency) are extracted using
the tonal transitions over segments of audio signals. We have developed a multi-
classifier system using four classifiers, namely maximum likelihood estimate
(MLE), minimum distance classifier (MDC), k-nearest neighbor (kNN) classifier
and fuzzy k-NN classifier to automatically identify tonal languages from audio
signals. Initially, each individual classifier is trained with existing known data
represented by the extracted features. The trained classifier is then used for
language identification. Results obtained from these classifiers are combined to
generate the final output. Experiments are conducted using three different tonal
languages, namely, Chinese, Thai and Vietnamese. The output reveals that the
developed multi-classifier model is able to produce promising results. The
extracted features produced better results in comparison to usually used frequency
value (as a feature). Ensemble of classifiers is a better tool than using individual
classifiers.

Keywords: Tonal language · Language identification · Classification
Multi-classifier

1 Introduction

Speaking plays an indispensable role in communication. We utilize our vocal apparatus
to speak through various articulatory processes including variations in the manner, place
and the intonation or frequency. Apart from the inventory of sounds, we also extensively
use variations in the tone to convey additional meaning(s). Communicating in tonal
language requires one to follow the usual tonal transitions of that language, as straying
from that changes the entire meaning of words and sentences. Transition of tone, into‐
nation, refers to temporal changes of fundamental frequency and it is a key feature of a
tonal language. A tonal language can be identified by modeling its intonation (see
Fig. 1). Various features could be extracted from the audio signals to model these tonal
transitions. As machine learning techniques try to emulate the human learning system,
it was thought to use such methodologies to design and build an automated system as it
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could work in a more natural way. In this paper the characteristics of tonal languages
and machine learning methodologies are used to understand the patterns in such
languages.

Fig. 1. Example of tonal variations in Chinese

Language identification primarily involves understanding and determination of four
key features: Acoustic Phonetics, Prosodics, Phonotactics, and Vocabulary [1]. Of these,
prosodics deals with rhythm, syllabification and intonation. Major research on it is
concentrated on using Gaussian Mixture Model, Hidden Markov Model, Multilayer
Perceptron and Support Vector Machine based techniques [2–5]. An extensive review
of previous work on automatic Language Identification (LID) can be found in [2–4].
Itahashi et al., in 1994, developed a spoken language discrimination method based on
parameters derived from fundamental frequency contours of speech and suggested that
prosodic feature could be a base of language identification [6]. In 2006 A ‘bag-of-
sounds’ model for LID was proposed by Tong et al. using Gaussian modeling techniques
to tokenize sound into language specific phonemes [7]. Fusion of five features (spectrum,
duration, pitch, n-gram phonotactic, bag-of-sounds) at different levels of abstraction
were studied. In 2009, Rao and Yegnanarayana modeled the intonation for Indian
languages in terms of variation of frequency about fundamental frequency using feed-
forward neural networks (FFNNs) [8]. Visual features were used for language identifi‐
cation by Newman and Cox [9]. In [10] the authors transformed the utterances to a low
dimensional i-vector representation upon which language classification is done. Yenck‐
en’s A Great Language Game in 2013 [11] inspired us to carry out this work.

In this article, as compared to earlier works, features specifically representing tonal
languages are extracted over segments of audio signals. As mentioned earlier, the
extracted features include zero crossing count, short time energy, minimum formant
frequency, and maximum formant frequency which better describe the tonal transitions
over segments of audio signals. Thereafter, four different classifiers [12] are used, both
in isolation as well as in combination, to identify the language using these tonal features.
Use of some of these features and an ensemble of classifiers is a new way to identify
tonal languages. Results found are quite promising in comparison to the usual frequency
based single classifier systems.

The rest of the article is organized as follows. Section 2 describes the proposed
methodology for tonal language identification. In Sect. 3 implementation details are
described. Results and discussion are presented in Sect. 4. Finally, conclusion and future
scope are provided in Sect. 5.
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2 Proposed Work

The aim of the present work is to automatically categorize different tonal languages
using machine learning techniques. As mentioned earlier, in the present work, from each
of the audio signals several features are extracted. Besides frequency, four different
features, namely, zero crossing count, short time energy, minimum formant frequency,
and maximum formant frequency are generated using the tonal transitions over frames
of audio signals. Four classifiers, namely, maximum likelihood estimate (MLE),
minimum distance classifier (MDC), k-nearest neighbour (kNN) classifier and fuzzy
k-NN classifier [12, 13] are considered to automatically identify tonal languages from
the audio signals. For MDC, k-NN and fuzzy k-NN, Euclidean distance measure is used.
Initially, each individual classifier is trained with existing known audio data represented
by the extracted features. The trained classifier is then used for language identifica‐
tion. A multi-classifier system is developed that takes the output of these classifiers as
input and combines them using majority voting principle to arrive at the final decision.
It is well established in the literature that an ensemble of classifiers usually produces
better results in contrast to single classifiers. This is why we have opted for a combination
of classifiers. Also, we have used different extracted features rather than only the
frequency values to represent variations in tonal languages.

Block diagram of the proposed multi-classifier based system for tonal language
identification is shown in Fig. 2. The step-by-step procedures of each of the classifier
based identification models are described and their corresponding block diagrams are
also given in Figs. 3, 4, 5 and 6.

Fig. 2. Block diagram of the proposed model

Fig. 3. Block diagram of maximum likelihood estimate
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Fig. 4. Block diagram of minimum distance classifier

Fig. 5. Block diagram of k-nearest neighbor classifier

Fig. 6. Block diagram of fuzzy k-nearest neighbor classifier

Algorithm 1 (Maximum Likelihood Estimation (MLE))

(a) Procure audio data (raw data) from various tonal languages.
(b) Convert them to MIDI format. Extract frequency values (or, features) from each
MIDI file using First Fourier Transform (FFT) [14].
(c) Extract zero crossing count, short time energy, minimum formant frequency and
maximum formant frequency from each audio. These form our Corpus for training.
Similarly, test dataset is generated.
(d) Estimate the likelihood of the test data from the training dataset of each of the
languages.
(e) Sort the likelihood values in descending order.
(f) Categorize the test data into that language with which it has the maximum likeli‐
hood.
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Algorithm 2 (Minimum Distance Classifier (MDC))

(a) First three steps are identical to Algorithm 1.
(b) Train the minimum distance classifier (i.e., calculate the mean of each class) using
the Corpus (training dataset).
(c) Calculate distances of the test data from the mean of all classes.
(d) Label the test data with the class label (language) whose mean is at the minimum
distance.

Algorithm 3 (k-Nearest Neighbor Classifier (kNN))

(a) First three steps are identical to Algorithm 1.
(b) Calculate distances of the test data from all the training data.
(c) Sort the distances in non-decreasing order and select the training samples (with
their class labels) corresponding to the first k (a positive integer) minimum distances.
(d) Categorize the test data into that language from which majority of these k training
data comes.

Algorithm 4 (Fuzzy k-Nearest Neighbor Classifier (Fuzzy kNN))

(a) First three steps are identical to Algorithm 3.
(b) Assign class membership to the selected training data (inversely proportional to
these distances).
(c) Add up the membership values of all the patterns (out of k) coming from each class.
(d) Find the maximum membership value.
(e) Categorize the test data into the language for which this membership value is the
maximum.

3 Implementation

As mentioned earlier, in the present work, from each of the audio signals, several features
are extracted, which are then used to classify tonal languages using various classifiers.
Experiments are carried out with an Intel Core i3 machine with 2.4 GHz CPU. Datasets
used for the experiment and the method of feature extraction are described in the subse‐
quent sections.

A. Datasets Used
Data from three different tonal languages namely, Chinese, Thai and Vietnamese are
collected for experimentation. Our repository consists of 26 Chinese, 119 Thai and 23
Vietnamese audio samples each of 2 s duration, consisting of 191 frames with no time
gap in between them. Out of this, 10 audio samples from each class have been utilized
for training and the rest for testing. Multiple test data sets have been collected. Datasets
have been obtained from various places over the Internet and from friends and acquain‐
tances. Thai data and some Chinese data are obtained from School of Information Tech‐
nology, King Mongkut’s University of Technology, Thonburi, Thailand. Time versus
frequency plots for a fragment of sample speech of each of the three languages (gener‐
ated using Sonic Visualizer [15]) are shown in Figs. 7, 8 and 9.
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Fig. 7. Time vs. Frequency plot for Chinese data

Fig. 8. Time vs. Frequency plot for Thai data

Fig. 9. Time vs. Frequency plot for Vietnamese data

B. Feature Extraction
Collected audio data (e.g., in MP3 format) is converted into corresponding MIDI file
using MIDI conversion software widely available over the net. Python package is used
to extract frequency values using FFT from these MIDI files. MATLAB is used to extract
features like zero crossing count, short time energy, minimum formant frequency and
maximum formant frequency. For training, testing and generating results, the algorithms
are implemented using C Programming language. To preprocess data, background noise
is removed with an open source software named Audacity.

4 Results and Discussion

To show the effectiveness of the proposed model, experiments are conducted with three
different tonal languages (Chinese, Thai and Vietnamese). Each feature vector has
frequency and a combination of zero crossing count, short time energy, and minimum

78 S. Ghosh



& maximum formants frequencies as its component. Investigation has also been carried
out with preprocessed audio data. For all the cases, results (shown in Table 1) are
obtained considering the classifiers in isolation and in combination. For each of the cases,
class-wise accuracy and overall accuracy are noted. The best performance is marked in
bold.

Table 1. Performance of the proposed multi-classifier system for tonal language identification

Languages
used

Classifiers used
MLE MDC kNN FkNN Combination

of classifiers
Percentage of accuracy
(feature: frequency)

Chinese 16.67 66.67 83.33 83.33 83.33
Thai 23.85 41.28 14.68 22.94 26.61
Vietnamese 100.0 61.54 53.85 53.85 61.54
Overall 31.25 44.53 21.88 28.91 32.81

Percentage of accuracy
(feature: zero crossing count,
short time energy, minimum
and maximum formant
frequencies)

Chinese 62.50 87.50 100.0 100.0 100.0
Thai 40.54 90.09 97.30 95.50 94.59
Vietnamese 100.0 100.0 100.0 20.0 100.0
Overall 44.35 90.32 97.58 92.74 95.16

Percentage of accuracy
(preprocessed data) (feature:
zero crossing count, short time
energy, minimum and
maximum formant frequencies)

Chinese 100.0 100.0 100.0 100.0 100.0
Thai 88.07 88.99 88.99 88.99 88.99
Vietnamese 100.0 100.0 100.0 100.0 100.0
Overall 89.92 90.70 90.70 90.70 90.70

It is seen from Table 1 that the classification results are promising in nature. It is
observed that a combination of the four features (zero crossing count, short time energy,
and minimum & maximum formants frequencies) as feature vector produces better
results as compared to only frequency (the popularly used case). Results obtained using
MDC, kNN, and fuzzy k-NN are better than those obtained using MLE. As expected,
for preprocessed data, the performance of MLE is significantly improved. Moreover,
for some datasets, fuzzy k-NN produced better results as compared to other classifiers.
It is seen that combination of classifiers showed better performance than individual
classifiers in many cases. As the features are peculiar for tonal languages, they can be
used to distinguish tonal and non-tonal languages also.

5 Conclusion

Four classification models namely, maximum likelihood estimate, minimum distance
classifier, k-nearest neighbor classifier and fuzzy k-nearest neighbor classifier are
initially developed to automatically identify tonal languages. Results obtained from
these classifiers are combined to have a final outcome. Besides frequency values, four
other features (zero crossing count, short time energy, minimum formant frequency,
maximum formant frequency) are extracted over segmented audio input signals to
represent them. Experiments are conducted with three tonal languages namely, Chinese,
Thai, and Vietnamese. From the results it is found that intonation provides a key insight
into the characteristic identity of such languages.
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To study the robustness of the model, investigation needs to be carried out for finding
out the superiority of classification approaches using a wide variety of languages (tonal
and non-tonal) embedding several other features. Applicability of other classification
methodologies (e.g., neural networks, SVM) will also be explored. The proposed tech‐
nique can also be used to distinguish tonal and non-tonal languages.

Acknowledgment. An earlier version of this work has been presented at the Intel International
Science and Engineering Fair (Intel ISEF), held at Los Angeles, USA in May 2017 and won a
Grand Award. The author would like to acknowledge her School teacher, Dr. Partha Pratim Roy,
for advising her throughout the course of this work. Thanks are due to the Intel Initiative for
Research and Innovation in Science (IRIS) Scientific Review Committee and her mentors, for
their valuable comments. The author also acknowledges Rahul Roy and Ajoy Mondal, her parents’
students, for helping her in conducting the experiments.

References

1. Jurafsky, D., Martin, J.H.: Speech and Language Processing, 2nd edn. Pearson, New Delhi
(2014)

2. Muthusamy, Y.K., Barnard, E., Cole, R.A.: Reviewing automatic language identification.
IEEE Sign. Process. Mag. 11, 33–41 (1994)

3. Zissman, M.A.: Automatic language identification of telephone speech. Lincoln Laboratory
Manual, MIT, USA, vol. 8, no. 2, pp. 115–144 (1995)

4. Ambikairajah, E., Li, H., Wang, L., Yin, B., Sethu, V.: Language identification: a tutorial.
IEEE Circ. Syst. Mag. 11(2), 82–108 (2011)

5. Ng, R.W.M., Lee, T., Leung, C., Ma, B., Li, H.: Spoken language recognition with prosodic
features. IEEE Trans. Audio Speech Lang. Process. 21(9), 1841–1852 (2013)

6. Itahashi, S., Zhou, J.X., Tanaka, K.: Spoken language discrimination using speech
fundamental frequency. In: Proceedings of Third International Conference on Spoken
Language Processing, Japan, vol. 4, pp. 1899–1902 (1994)

7. Tong, R., Ma, B., Zhu, D., Li, H., Chng, E.S.: Integrating acoustic, prosodic and phonotactic
features for spoken language identification. In: Proceedings of IEEE International Conference
on Acoustics, Speech and Signal Processing (ICASSP), pp. I 205–I 208 (2006)

8. Rao, K.S., Yegnanarayana, B.: Intonation modeling for Indian languages. J. Comput. Speech
Lang. 23, 240–256 (2009)

9. Newman, J.L., Cox, S.J.: Language identification using visual features. IEEE Trans. Audio
Speech Lang. Process. 20(7), 1936–1947 (2012)

10. Segbroeck, M., Travadi, R., Narayanan, S.S.: Rapid language identification. IEEE Trans.
Audio Speech Lang. Process. 23(7), 1118–1129 (2015)

11. Yencken, L.: The great language game (2013). www.greatlanguagegame.com
12. Duda, R.O., Hart, P.E., Stork, D.G.: Pattern Classification, 2nd edn. Wiley, New York (2001)
13. Theodoridis, S., Koutroumbas, K.: Pattern Recognition, 4th edn. Elsevier, New York (2008)
14. Gonzalez, R.C., Woods, R.E.: Digital Image Processing, 3rd edn. Pearson Education,

New Delhi (2009)
15. Cannam, C., Landone, C., Sandler, M.: Sonic visualiser: an open source application for

viewing, analysing, and annotating music audio files. In: Proceedings of the 18th ACM
International Conference on Multimedia, pp. 1467–1468 (2010)

80 S. Ghosh

http://www.greatlanguagegame.com


Cognitive Decision Making for Navigation
Assistance Based on Intent Recognition

Sumant Pushp1(B), Basant Bhardwaj1, and Shyamanta M. Hazarika2

1 National Institute of Technology, New Delhi 110040, India
sumantpushp@gmail.com

2 Indian Institute of Technology, Guwahati 781039, Assam, India

Abstract. Within rehabilitation robotics, machines are being designed
to help human in activities of everyday life. Mobility is an essential com-
ponent for independent living. Autonomous machines with their high
degree of mobility are becoming an integral part of assistive devices lead-
ing to a number of developments in mobility assistance. This is primarily
in terms of smart wheelchairs embodied with agents. Autonomous agents
keep an eye on irregularities during navigation and trigger corrections
whenever required. They behave as teammates for the human wheel-
chair user. Such agents will be more effective if it’s behavior is closer
to human or it is intelligent enough to understand the possible course
of action taken by the human user. Therefore recognizing intention of
the human driver and surrounding vehicles is an essential task. We have
formulated a fuzzy model for the prediction of intention. A qualitative
distance and orientation mechanism have been adopted, where few envi-
ronment features are taken to show how the prediction of intention can
improve the ability of decision making.

Keywords: Intent recognition · Autonomous vehicle navigation
Motion planning · Obstacle avoidance

1 Introduction

Autonomous decision systems in outdoor navigation represent a convergence of
diverse areas of research. The central objective is to effectively work in a real
world environment that has not been specifically engineered. The evolution of
such system is challenging. For a truly autonomous robot, systems designed with
a preformed sequence of operations within a highly constrained environment
are not acceptable. Such robotic systems usually fail to work in an unexplored
scenario. Many methods have been proposed for robot navigation. A very basic
inertial navigation method which provide dynamic information through direct
measurements was proposed in 1995 [3]. The system calculates distance at real
time and avoid collisions. A force based potential field navigation method was
proposed [1]. Here obstacles exert repulsive forces onto the robot, while the
target applies an attractive force. The resultant force determines the subsequent
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direction and speed of travel. Vector field histogram [4], Robust Monte Carlo
Navigation [19], occupancy grids [7], map matching, and many others techniques
have been used for navigation. Despite recent advances in autonomous robots,
a number of difficulties need to be sorted to achieve a true autonomous system.
The wide variety of uncertainty arising out of an unstructured environment is
a major barrier for such systems. We require a methodology which can provide
the probabilistic future events within its immediate environment and take a
deliberate decision.

We believe that adding cognitive reasoning into intelligent systems can lead
to more natural and human compatible behavior of the resulting system [9].
Recognition of ‘intent’ of the teammates or other agents in the vicinity is one
such cognitive ability. Intent recognition involves prediction of intentions of an
agent, usually by observing an agent or a group of agents [12] in a dynamic
environment. It is a proactive approach for decision making [17] and have been
successfully used in service robots designed for assistance [2,10,16]. In this paper,
a fuzzy model for prediction of intention is presented. Under the assumption of
availability of few environmental features, we apply a fuzzy based prediction
of turning behavior of surrounding vehicles in order to find a safe and smooth
path for the subject vehicle. Combination of two qualitative spatial reasoning
methods [5] are incorporated to deal with the distance and orientation.

2 Model of Intention Prediction

Any approach used to control dynamic system needs to use some knowledge or
model of the system to be controlled. The kinematics and dynamics of a subject
vehicle may be complex and nonlinear [8]. Further, the interaction between the
surrounding vehicles is hard to model in general. This motivated several commu-
nities to use fuzzy control techniques [11,13,15]. We have designed an intention
based decision system to model the behavior of an autonomous mobile agent
(Fig. 1).

Fig. 1. Model of intention based system

The Model Consists of few predetermined features which are available to
the system and a fuzzy module to predict intention of motion of surrounding
vehicles. The angular control module finds a safe direction and angle of the
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subject vehicle exploiting qualitative orientation OPRAm [14] and an absolute
distance calculus [6].

2.1 Features

Three features related to surrounding vehicles are analyzed, which is available to
the system as input parameters. Two quantitative features distance and velocity
and a qualitative “Indicator” signal is considered to model the behaviour of
system. Though only these number of features are not sufficient to justify a
robust system however, taking few provide simplicity. And suffice for a first step
towards establishing a claim that intention based approaches have a significant
impact on cognitive decision making.

We consider the indicator signal of surrounding vehicle as one of the fea-
tures to understand the qualitative intention of surrounding vehicles. Usually
an indicator signal is mounted as a uni-colour light on both end of vehicles. We
assume FI which denote the indicator feature, which may have status ON or
OFF. Where status ON means light in “on” and OFF indicate the absence of
light signal. Quantitative values for each qualitative status can be defined as;

FI =

{
1 Indicator is ON

0 Indicator is OFF

In addition to the Indicator, two quantitative features of surrounding vehicles
are considered - distance and orientation. Both the features are kept in an array,
Where a distance array FD consists of the distance of surrounding vehicle from
the subject vehicle and another FO holds orientation information.

FD = [FD1, FD2, ..., FDn]
FO = [FO1, FO2, ..., FOn]

2.2 Intention Recognition

Navigation intent can be determined by the function, structure and behavioural
aspect of the environment object [18]. The behaviour of taking a turning or
going straight could be one of the functional property of surrounding vehicles,
which is captured in a fuzzy set of having membership for each such surrounding
vehicle. A Fuzzy based Intention prediction is used to capture the intention
of all the neighbour vehicles via two membership functions τt and ξt, where
the functions are related to each other. ξt determines the membership value
for moving straight and τt represent membership value for taking turn. ‘α’ is
rate of change of membership functions with respect to Acceleration and ‘β’ is
rate of change of membership functions with respect to Indicator signal. ‘a’ is
acceleration of neighbour vehicle.

ξt =

⎧⎪⎨
⎪⎩

1 t = 0
1 − τt FI = 0
βξt−1 FI �= 0
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Membership value of going straight is maximum and membership value of turn-
ing is minimum initially as there is no need to take turn without any obstacle in
the path. Membership value of going straight is changing with respect to turn
by subtracting the τt from the maximum value. Here α is greater than β because
in this scenario impact of indicator is much more than the impact of variation
in speed.

τt =

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

0 t = 0
1 − ξt FI �= 0
τt−1

α
FI = 0 ∧ a > 0

ατt FI = 0 ∧ a < 0

If a surrounding vehicle intends to come into the path, i.e. indicator sig-
nal FI is ON, indicating the possibility of crossing the way of automated vehicle
then membership function of going straight is decreased by the factor β and
membership value of turning is increased by subtracting the ξt from maximum
value.

Membership values also varies with acceleration of neighbour vehicle as if
neighbour vehicle is retarding down their is a possibility of taking turn and it
may come into the path of automated vehicle so membership value of turn for
automated vehicle should be increased by the factor inverse of α. If neighbour
vehicle is speeding up (i.e. accelerating) then membership value of taking turn
is decreased by the factor α.

Fig. 2. Representation of orentation and direction scheme. (a) A basic relation in
OPRA4. (b) A combined illustration of orientation and direction.
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2.3 Orientation and Distance

Apart from the prediction of intention of surrounding vehicle based on a qual-
itative feature, orientation and distance would also play a significant role. For
orientation information the Orientation Point Algebra (OPRA) [14] is used to
describe the relative direction information, where OPRAm signifies the uses of m
number of lines going through the object point and can be visualised in Fig. 2(a),
in which orientation point x lies on the third part of the space divided by lines
going through oriented point y, whereas y lies on 13th part of space divided by
the lines going through x under the assumption of m = 4.

Distance in spatial domain can represent by either absolute scale or some
relative measurement. We consider distance on an absolute scale where notions
such as very close, close, commensurate, far, and very far could be used. In
general, the distance relation has meaning only when combined with direction
relation. Therefore distances are used together with OPRA.

3 Implementation and Results

The objective to design a fuzzy model was to analyze the effect of intention based
method in navigation. Where we are interested only on the path obtained by
the autonomous agent in the different scenario. Therefore, instead of exhaustive
implementation and considering many features and real scan data, a sample set
of data is used in Matlab to fulfill the objective. Demonstrative results of the path
taken by the integrated autonomous vehicle in different circumstances are shown.
A comparison of this integrated approach with potential field navigation method
is done for the analysis. Results represented here can broadly divide into two
categories Navigation Path in different surrounding scenarios and Comparison
and Analysis with other existing methods.

3.1 Navigation Path

A different surrounding environment scenario requires a different navigation path
strategy. Autonomous navigation vehicle should follow the navigation according
to the present surrounding scenario. It should avoid the collision and achieve
the goal by keeping the motion smooth. Few scenarios and respective navigation
paths are demonstrated in Fig. 3, which presents the navigation path in presence
of one vehicle in the surrounding and shows the path followed by the autonomous
vehicle with different values of the effective range. Where the effective range
is that distance from which vehicle starts observing the surrounding objects.
Figure 3(a) shows the path of the vehicle when the effective range is large where
Vehicle observed the presence of a surrounding vehicle and starts taking a curve
turning to avoid the sharp turn. This proactive observation gives machine more
time to take the turn and make the motion smoother. Similarly, in Fig. 3(b),
effective range is medium and the vehicle starts taking turning after covering
some distance from the initial point. Figure 3(c) shows a small value of range
and observation of surrounding vehicle starts when they are very close. In this
scenario vehicle gets a very small time to take action and path becomes curved.
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Fig. 3. Navigation Path for different effective range of Autonomous Vehicle. (a) Large
effective range. (b) Medium effective range. (c) Small effective range.

3.2 Avoiding Obstacle

Figure 4(a) shows the navigation path followed by the subject vehicle when one
obstacle is present, where it observe the surrounding vehicle at initial point

Fig. 4. (a) shows the path followed by Autonomous Vehicle with one obstacle. (b)
shows the path followed by Autonomous Vehicle with three obstacles. (c) shows the
path followed by Autonomous Vehicle with five obstacle. (d) shows the Vehicle can
not move forward due to obstacles.
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and starts turning to avoid it but at the same time it observe the indication of
turning intention of an another vehicle, which command to calculate a new path.
Therefore it select the control from the decision making module to predict the
next optimal path and pass it to the action module. Multiple obstacles can also
be their as shown in Fig. 4(b) and (c), where it every time when an obstacle is
found in the path it calculate the new optimal path with the help of decision
tree. Figure 4(d) represents a different situation where all possible directions are
obstructed by the obstacles and vehicle has no way but to stop. In this situation
decision maker will return all possible directions one by one and if it will not
find any clear path then it signals the stop command to the vehicle.

4 Analysis

Although exact comparison could be made only in the dynamic environment,
a comparison study is shown here to give an idea to differentiate between
the results of reactive and proactive approach. Here potential field navigation

Fig. 5. Path obtained (a) when effective range is large (b) when effective range is
small (c) when effective range is medium (d) shows the Vehicle can not move forward
due to obstacles.



88 S. Pushp et al.

method is compared with the presented method. Figure 5(a) represents the com-
parative path of both the methods. Line with crosses shows the path followed
by potential field navigation where the other line with circles shows the path
of new proactive approach. Effective distance taken here is large and it is clear
from the graph that new approach gives a much smooth path with less number
of curves. This approach becomes closer to the reactive approaches as the size
of effective distance is decreased as shown in Fig. 5(b). As the size of effective
range is decreased the proactive power of vehicle also decreased. Small effective
range leads to the late prediction of intents of surrounding vehicles hence reduces
the pro-activeness. Vehicle follows the same path as followed by potential field
method because in this case intents of surrounding vehicle (SV) can be calcu-
lated at approximately same time when it comes into the path of vehicle. So both
the techniques take turn at same time. Apart from this Fig. 5(a) represents the
comparison with a medium value of effective range. In this case path produced
by novel approach has lesser number of curves and it avoids the obstacles more
smoothly as shown in graph.

5 Conclusion

In this paper integration of intent recognition with decision making for nav-
igation assistance of a mobile robot have been presented. Implementation of
the approach strengthens the claim to consider intention based decision making
for mobile robot navigation. Such a framework can predict the future course
of action much before the reactive systems. Conclusively, it can be observed
that the approach proposed in this paper has many advantages over the exist-
ing reactive techniques. Nevertheless, there are certain scenarios where reactive
methods may perform better. Implementation within a robotic platform like
ROS (Robotic Operating System) may provide a better way to evaluate the
claim. This is part of on-going research.
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Abstract. The purpose of this study is to analyse the Oporto Hospital Center
(CHP) corneal transplantation process using Data Mining (DM) techniques,
following the Cross Industry Standard Process for Data Mining (CRISP- DM)
methodology. The DM goals focused on the definition and evaluation of DM
models capable of predicting the priority of a request for a surgical procedure and
its waiting time. Thus, 320 models were generated using the Pervasive Data
Mining Engine (PDME) tool. The model results showed that although there is no
model capable of effectively predicting all priority target classes, a “normal” class
can be used to accurately perform this type of prediction, due to good sensitivity
results. In some models, the sensitivity achieved results of 94% or even 99% along
with an accuracy slightly over 80% for a specific target class.

Keywords: Corneal transplantation · Clinical intelligence · Data mining

1 Introduction

The cornea is a transparent, avascular and elastic tissue placed in the anterior part of the
eyeball, being considered the most powerful lens in the visual system [1]. Cornea main‐
tains the intraocular pressure, supporting the internal structures of the eye and resisting
trauma [2]. Diseases affecting the cornea are a major cause of blindness, second only to
cataract in overall importance [3]. Corneal transplantation remains the primary sight
restoring method for corneal blindness as well as is considered the most frequently
performed type of transplant worldwide [4].

According to Borges et al. [5], the CHP began corneal transplants in 1958, at a time
when few centers in Europe were performing. The CHP is considered a reference in the
field of transplantation, being the first cornea transplant program in Portugal to be certi‐
fied. Due to the importance of this type of transplantation to the CHP, a better compre‐
hension of the corneal transplantation process was required. As traditional database
systems are not sufficient for proper analysis of health data, a Clinical Intelligence (CI)
system was designed. This system allows the integration and transformation of ambig‐
uous, incomplete and inconclusive raw data, into knowledge. This knowledge will
provide timely information and insights, thus contributing to an effective information
platform for decision makers. To foster understanding of the corneal transplantation
process, this study aims to analyze the corneal transplantation process using DM
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techniques. By using the CI platform to collect and integrate the data, the DM will
provide a better understanding of how the process variables relate and thus unlocking
new information. The DM process will follow the CRISP-DM methodology and will
have as DM objectives, the definition and evaluation of DM models capable of predicting
the priority of a surgical procedure application as well as the patient’s waiting time. The
DM tool adopted is the PDME, which allows the automatic execution of DM processes,
the construction of parallel models, the registration and comparison of all instances of
the process [6].

This paper is divided into six sections: Introduction; Background; Methods and
Tools; Case Study; Discussion; Conclusion and Future Work. The second section
presents a description of the cornea as well as a brief explanation of the CI system
developed and the related work. In Sect. 3, the methods and tools utilized for this project
are presented and described. In Sect. 4 the case study is presented, following the CRISP-
DM process flow, including data comprehension, preparation, modeling, and evaluation.
In Sect. 5 the results are evaluated in the project context. Finally, in Sect. 6, a summary
of this paper is given, describing the identification of the main discoveries and a reflec‐
tion of the whole process. In addition, a short description of the future work is presented.

2 Background

2.1 Cornea

According to Sousa [1], the cornea is the first and most powerful lens of the eye’s optics,
accounting for about 70% of the total refractive power of the eye’s dioptric system. In
addition to the optic property, the cornea performs three mechanical functions: main‐
taining intraocular pressure together with the sclera, supporting the internal structures
of the eye and resisting trauma. Macroscopically, the cornea is a transparent, avascular,
fibrous membrane that lies in the anterior opening of the sclera presenting a greater
curvature than the rest of the eyeball. Microscopically, the cornea is divided into five
layers: epithelium, which contributes to the maintenance of the optic surface of the
cornea. The layer membrane, whose layer does not regain after injuries. Stroma, whose
anatomical and biochemical properties ensure the transparency, strength, and stability
of the cornea. Descemet’s membrane and the endothelium [3].

2.2 Clinical Intelligence System

A CI system was developed to analyze the process of CHP’s corneal transplantation,
based on the set of business indicators and the data provided by the organization. The
dataset contained a sample size of 428 pairs of eyes, through the period of 2013–2016.
The system, which development followed Kimball’s Lifecycle Methodology, is divided
into three main environments: Data sources, Development and Visualization. In Fig. 1,
the architecture is presented, identifying the system flow process as well as the tools
adopted.

• Data Sources: The data provided by CHP in an excel format.
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• Development: Initially, the extraction, transformation, loading (ETL) process occurs
with the extraction of the data into this environment. Then the data transformation
task is executed through procedures, such as data cleaning and aggregation or the
removal of duplicated data. Afterwards, the transformed data are loaded to the data
warehouse dimension models, on a star dimensional format. Next, the Online Analyt‐
ical Processing (OLAP) tabular cube was developed.

• Visualization: A set of reports are provided in a Power BI interface.

Fig. 1. CI architecture

The CI system provided a better understanding of the corneal transplant process
evolution regarding the number of surgeries applications and patients waiting time,
along with the identification of trends of procedures, diagnostics, anesthetics and main
patient’s characteristic. The implementation of this technology assured the quality and
the integration of the extracted data sources, along with the efficient data manipulation,
which allowed new insights to physicians and management, to support better and
informed decision making.

2.3 Related Work

In 2016, a study on the evolution of corneal transplants at the CHP was carried out [5].
This study presented a retrospective analysis of all corneal transplants performed at the
CHP from January 2005 to June 2015. Although the work analysed the same corneal
transplantation process as the present study, it was not carried out using data mining
techniques as well as CI solutions such as tabular cubes. This combination of tools and
techniques allowed greater manipulation, management and intuitive analysis of the data
as well as relevant process predictions, hence providing to the physicians and CHP
management, a complete analysis and a platform for informed decision making.

3 Methods and Tools

For the project as whole, the Design Science Research (DSR) was followed as it presents
a clear definition of the outputs and flow of the process as well the flexibility between
phases. [7]. Nevertheless, the present study is inserted in the “design and development
phase”, as it provides an additional analysis and solutions to the CI system previously

92 B. Carneiro et al.



developed. In order to perform the DM analysis, the CRISP-DM was chosen as the DM
methodology [8]. The adoption of this methodology is because is a globally accepted
framework, with a clear description of the tasks in each phase and the flexibility between
them. Below is presented the CRISP-DM life cycle in the context of this study.

• Business understanding: Comprehension of the CHP objectives and requirements,
to define the data mining problem and the work plan.

• Data understanding: An exploration of the two dataset files as well as performing
data quality assessment.

• Data preparation: Design of the final dataset using the CI system ETL process.
• Modeling: Application of classification techniques to the ten scenarios designed, as

well as the configuration of parameters in the PDME tool
• Evaluation: Review of the designed model’s results, in order to verify if the business

objectives were achieved.
• Deployment: In this study, this phase was not performed, since the purpose of this

study did not imply the implementation of the DM process in CHP.

In order to execute the designed models, the PDME tool, which is based on R
programming language, was used. According to Peixoto et al. [6], the PDME was devel‐
oped to facilitate the use of DM engines, which require optimizations by data mining
experts in order to provide optimal results. PDME adds pervasive characteristics, such
as invisibility and ubiquity, improving the user experience as well providing autonomous
and intelligent DM processes. The adoption of this tool was because it presented benefits
such as the automatic realization of DM processes, the friendly user interface, the
construction of DM models in parallel, the registration of all instances of the process
and the possibility of comparison between them.

4 Case Study

4.1 Business Understanding

Given the importance of the corneal transplantation for CHP, the need arose for a better
understanding of its process. Thus, the goal of this study is to analyze the transplantation
process using DM classification techniques. This study will assess how certain targets
can be accurately predicted, contributing to better management and physician’s effi‐
ciency. In this sense, the DM objectives are the definition and evaluation of DM models
capable of predicting the surgical procedure priority and its waiting time.

4.2 Data Understanding

The data, provided by the CHP, are organized in two Excel files. The first file, Cornea
(C) contains 472 records and 28 attributes, regarding the process of managing the corneal
transplant waiting list. The second file, Surgery (S) has 1319 records and 31 attributes
describing the surgical intervention elements. Table 1 maps the variables used as input
in the ETL process with the data sources along with the variables description.
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Table 1. Variables description

Attribute C S Description
NUM_PROCESSO X X Patient Hospital Process Identification Code (ID)
NUM_Sequencial X X Patient entry on a specific area ID
COD_RISCO_ANEST X Patient Fitness before surgery
SEXO X Patient Gender
DTA_NASCIMENTO X Patient Birth Date
EPISODIO X X Patient hospital entry in any area
CID_DIAGBASE X X ID of the Patient Diagnostic
CID_PROCIR X Procedure ID
LOC_PROC X Eye to be intervened
PRIORIDADE X Surgery priority
COD_ANESTESIA X Anesthesia ID
CON_ANEST X Pre-Anesthesia Consultation
DTA_PED X Surgery Application Date
DTA_SAIDA X Exit date

Afterwards, a data exploration was performed to obtain a better understanding.
Therefore, regarding the episodes collected in the first file, 51.27% are associated with
female patients while male occurrences are slightly smaller and correspond to 48.73%,
which demonstrate the balance between these two classes. The maximum age identified
is 98 years, and the minimum age corresponds to a baby with a certain age of 1 month.
Figure 2 presents the percentage distribution of each type of surgery. Penetrating Kerat‐
opathy and Posterior Lamellar procedures are the most frequent surgeries performed,
with 42% and 41% respectively. By a significant margin, the anterior Lamellar (17%) is
the third most performed procedure in CHP.

Fig. 2. Type of procedure distribution Fig. 3. Surgery priority distribution

As for the priority procedures (Fig. 3) which represent a target for the DM model,
there is a huge discrepancy between the three classes. The most common occurrences
are the normal applications, as expected, with 68%, followed by the priority requests
(28%) and then the urgent cases, with only 4%. In order to complete this phase, a data
quality assessment was conducted. This assessment contributed to the definition of
correction strategies that may have an impact on DM models. In general, in both datasets,
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it was possible to identify the following inconsistencies: attributes with null values;
numerical attributes with text; misspelling or identifier codes with different associated
descriptions.

4.3 Data Preparation

Initially, the two datasets were integrated through the sequence number of each existing
record in both files, thus generating a new dataset with 425 records. Subsequently, the
pertinent attributes were selected according to the objectives outlined by the CHP. This
new dataset was then subjected to an ETL process, using the previously conceived CI
platform integration system (Fig. 4).

Fig. 4. ETL process

As mentioned above, this ETL process starts with the extraction of the dataset for
the application, and then the data transformation phase emerges. In general, the data
transformation consisted of the following actions: treatment and grouping of the
different attribute values; standardization of the surgery application and exit date (day-
month-year); deriving three new attributes. Afterwards, lookups are performed in order
to, first, verify if a certain attribute exists on the platform database, second to identify
which attribute will appear in the final dataset. In the end, a new dataset is generated in
a CSV format. It should be noted that different iterations of this process were created in
order to adjust the data to the different scenarios conceived.

4.4 Modeling

The ETL process generated different test datasets according to the objectives defined
for each model. The attributes contained in these datasets are:

• VA: Gender: describes the patient’s gender
• VB: Diagnostic: identifies the cornea disease
• VC: Priority: classifies the Procedure Application
• VD: Surgery: describes the type of Procedure
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• VE: Eye: identifies which eye will be intervened
• VF: Risk Anesthesia: assesses the patient’s fitness
• VG: Pre-Anesthesia Consultation: identifies If the patient required pre-Anesthesia

consultation
• VH: Anesthesia: classifies the type of the anesthesia
• VI: Waiting Time: defines the time between the procedure application and the patient

exit.

With the testing datasets designed, the objective was to predict the priority of the
patient’s request for a procedure and the respective waiting time. Thus, different
scenarios and groups of variables were submitted to classification algorithms with the
PDME tool. Thus, the following scenarios were created:

• S1, S2, S3 = {VA, VB, VC, VD, VE, VF}
• S4, S5 = {VA, VB, VC, VD, VE, VF, VG, VH, VI}

In Scenario 2 (S2), the sampling technique was applied to the data in order to balance
the target values, in this case the duplication of the data, since the imbalance or domi‐
nance of one value under another can cause the minority of the data to present a greater
number of errors. In scenario 3, a new grouping of values in the “diagnostic” variable
was performed in order to balance the data as well. Scenario 4 and 5 have a different
target than the previous scenarios, and while the first, has a target with three classes, the
other only has two. These scenarios were submitted to the following thirty-two classi‐
fication algorithms:

• e1071_naiveBayes; caret_hdda; caret_lda; caret_rocc; LiblineaR; C50; caret_rf;
caret_fda; caret_rpart; caret_JRip; J48; e1071_rpartC; caret_ctree2; caret_nnet;
caret_C50; caret_RSimca; caret_deepboost; caret_gcvEarth; caret_earth; LMT;
caret_gbm; e1071_randomForest; caret_RRFglobal; caret_bayesglm; caret_PART;
randomUniformForest; caret_RRF; parallelSVM; caret_rotationForest; kernlab;
e1071_svm; caret_adaboost.

Scenarios 1, 2 and 3 can also be represented as DMM = {3 scenarios; 32 Techniques,
2 Targets} generating 192 models, while scenarios 4 and 5 can be described as
DMM = {2 scenarios; 32 Techniques, 2 Targets}, providing 128 models. Overall, 320
models were created through the PDME tool. The configuration of PDME is particularly
relevant when the user, first, has to define the scores and measures (ACC, Kappa, F1,
Precision, True Positive Rate and True Negative Rate) for the classification evaluation,
second, when the data partition percentages definition is needed (K-fold and Holdout).

4.5 Evaluation

Table 2 presents the models and scenarios (S) evaluation using the following metrics:
Sensitivity (ST), Accuracy (A) and Specificity (SP) according to the CHP.
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Table 2. DM model results

Target Scenario Class A SP ST
Procedure priority 1 Normal 83% 67% 95%

Priority_Urgent 95% 99% 67%
2 Normal 75% 75% 84%

Priority_Urgent 76% 85% 75%
3 Normal 80% 82% 82%

Priority_Urgent 78% 79% 82%
Waiting time 4 <10 84% 97% 86%

>=10–<120 78% 96% 85%
>=120 80% 73% 99%

5 <120 90% 94% 77%
>=120 82% 77% 93%

In scenario 1, the “Normal” class has an accuracy of 83%, a specificity of 67% and
a sensitivity of 95%. Therefore, the model can predict this class in a relatively accurate
way and to identify the priority of a procedure request, but it has difficulties in identifying
false positives. Regarding the “Priority_Urgent” class, the model is very accurate (95%),
but unlike the previous class, the model has difficulties in predicting the correct proce‐
dures priority. In Scenario 2, with the sampling of the data, the accuracy has a low
accuracy and specificity with 75%, however it can identify consistently true positives
(85%) for the first class. The “Priority_Urgent” class has a similar accuracy but has a
greater capacity to identify false positives than the true positives (85 and 75%). Scenario
3 presents a model with consistent and relatively accurate results for both target classes
(80% and 78%). There is little discrepancy between the target classes at a specificity and
sensitivity level, with values around 82%.

In scenario 4, which addresses the “Waiting Time” target the accuracy of the model
is balanced between the different classes of the target. In the “<10” class, the model is
relatively accurate (84%) and able to identify true positives (86%) as well as false posi‐
tives (97%). For the class “>10 && <120”, the model shows good results in terms of
specificity and sensitivity, with 85% and 96% respectively, however the model is not
very precise (78%). The Class “>=120” presents low acuity and specificity (80% and
73%), however it is necessary to identify the real priority of the waiting time (99%). In
scenario 5 the model presents particularly accurate results. For the class “<120”, the
model is very precise and able to clearly identify false positives, with 90 and 94%
respectively, however its sensitivity is already much lower (77%). The class “>=120”
presents low results, in terms of acuity and especially specificity, with 82% and 77%
respectively. With 94% sensitivity, the model can identify, for this class, the actual
waiting time precisely.

5 Discussion

As stated before, the models are evaluated using the following metrics (by order of
importance): Sensitivity, Accuracy, and Specificity. For the CHP, a model is considered
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acceptable if the following conditions are observed: Sensitivity >= 0.85; Accu‐
racy >= 0.75. In this evaluation, the sensitivity measure assumes the value 1 and the
specificity the value 0. Overall, these results demonstrated that for the surgery priority
target there is no model acceptable to the CHP standards considering target classes as a
whole. In fact, few target classes are presenting simultaneously acceptable CHP accu‐
racy and sensitive results. Nevertheless, the models for this target can still be used and
provide great assistance to physicians and management, if the focus is on a specific class,
as the models present good results for the sensitivity measure. As an example, in scenario
1 for target “procedure priority”, the model can clearly predict the class “normal”, with
a 95% sensitivity and an 83% accuracy. This class represents the most common appli‐
cations in the CHP. Regarding the waiting time target, there is in fact a model that
achieves the CHP results standard, allowing to perform an accurate prediction. As for
negatives notes, the models with low values of specificity can generate false positive
situations. Nevertheless, this aspect is irrelevant considering the fact it detects the true
positive cases accurately. When the prediction is wrong, the patient health can be jeop‐
ardized, so an accurate prediction is crucial.

In summary, these models proved that is indeed possible to predict the certain targets
classes accurately as it presents good results for sensitivity. These models will also allow
CHP to manage the patient condition accordingly as well as the CHP resources. Further‐
more, the physicians will mainly consider the sensitivity results to predict possible
transplantations priorities. In note, the model and data validation were performed, and
later this process will be assessed by the physicians.

6 Conclusions and Future Work

In virtue of this study, it was possible to analyze the process of the corneal transplants
using DM techniques. The purpose was to predict the surgery priority and the respective
waiting time. Using the CI system, the ETL process generated different test datasets
according to the objectives defined for each model. Based on the 320 generated models,
it was possible to verify that an accurate prediction can be performed, if the focus is on
the waiting time target, as no model had acceptable conditions for every priority target
class, according to the CHP conditions (Sensitivity >= 0.85 and Accuracy >= 0.75).
Nevertheless, these models are useful to predict certain classes, as the sensitivity results,
can achieve 94 or even 99 percent and hold an acceptable accuracy. In other words,
although the results are not good as a whole, they are indeed good predicting the certain
target values due to its sensitivity. Therefore, the CHP can properly predict the surgery
application priority and the patients waiting time, hence allowing to manage the patient’s
condition accordingly, coordinate the hospital resources as well as the corneal trans‐
plantation waiting list process more efficiently.

Regarding future work, it is expected that the CHP provides more data sources, hence
allowing to increase and add more historical context. Proven the benefits of the models,
the Data Mining process will be incorporated into the CI system. In the end, the system
will be implemented in the CHP.
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Abstract. Communication of the medical image and videos has now raised as a
vital concern for the telediagnosis of critical diseases. Currently, JPEG and
JPEG2k codecs are the default compression tool to facilitate their communi-
cation over band-limited channels. However, most often, the performance of
these existing codecs is found poor particularly at the higher compression levels.
Hence, this paper presents a new medical image compression codec to achieve
high-quality compression of the medical images, especially at the higher com-
pression levels. The proposed codec utilizes Discrete Orthogonal Cosine
Stockwell Transform (DOCST) for the higher pixel decorrelation and the
optimal integer bit allocation based quantization strategy for the efficient
quantization of the DOCST coefficients. Further, to justify and validate the
performance of the proposed codec an extensive performance analysis has been
presented for six medical images of two different modalities. It is reported that
the proposed codec outperforms the existing JPEG and JPEG2k codecs with
significant quality gain for all the compression levels.

Keywords: Medical image compression � Image transform codecs
DOCST transform � Optimal integer bit allocation � JPEG
JPEG2k � Image quality

1 Introduction

In the present scenario, almost all the hospitals are highly equipped with the modern
setups to avail telediagnosis and telemedicine facilities from the various prominent
specialists. Meanwhile, due to the rapid enhancements in the medical imaging systems,
they are now capable of acquiring high dimension slices with sound spatial resolutions
to provide minute information related to the diseases [1]. Consequently, day-by-day,
the extent of medical data generated by the hospitals is exponentially increasing.
Hence, for the telemedicine and telediagnosis process, the transmission of such high
dimension images through bandwidth-limited channels and their storage requirements
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have become an arduous problem. To properly handle these issues some efficient
medical image compression and their improved transmission techniques are of utmost
importance. One of the most important medical image compression methods is image
transform coding technique [2]. The popular existing codecs for the medical image
compression, like Joint Photographic Experts Group (JPEG) codec and JPEG2k codec
are all developed on the concept of transform coding technique [3–7]. These exciting
standard codecs are currently serving to deliver a good quality medical image com-
pression against the other available codecs. However, the increased dimension of
medical images, now demanding very high compression or equivalently compression at
low bits-per-pixel (bpp) levels for their transmission and storage. At the lower bpp
levels, the available JPEG and JPEG2k codecs mostly offer poor quality image com-
pression. Therefore, the present context of medical image compression aspects some
new advanced codecs which can able to deliver good quality compression over low and
very low bpp levels. To address this difficulty, in this paper, the authors present an
advanced medical image compression codec, which utilizes a recent image transform
Discrete Orthogonal Cosine Stockwell Transform (DOCST) for higher energy com-
paction [8, 9]; and an optimal integer bit allocation strategy to achieve efficient
quantization environment compared to existing uniform scalar quantizers.

The rest of the paper is organized as follows. Section 2 presents the designing
aspects of the proposed medical image codec. Section 3 shows the experimental results
of the present work. Finally, Sect. 4 presents the conclusive remarks of this work.

2 Proposed Medical Image Codec

The ultimate design goal behind the development of an image compression codec is to
deliver the best visual and objective quality over highest possible compression levels.
The term compression level generally referred in terms of compression rate measured
in bits-per-pixel (bpp); which defines the average number of bits used to encode the
pixels of the image [2].

As we have seen in the previous section, currently, the image transform coding
technique based codecs JPEG and JPEG2k are serving to deliver best possible visual
quality among the existing compression codecs. However, it is practically a tough task
to satisfy both the quality and the bitrate tradeoffs. Consequently, the existing codecs
often fail to maintain the quality and bitrate tradeoffs at the higher compression or
equivalently lower bpp levels, resulting in poor quality image reconstruction. There-
fore, to design the proposed medical image coder, the authors first investigate the
general structure of the image transform coding technique. In general, a transform
codec performs three main functions in the encoding process [2]:

(1) Image transformation to compact the signal energy.
(2) Quantization of the transform coefficients.
(3) Lossless entropy coding to generate a compressed bitstream.

Among the above three functions, the first two are much important and hence the
performance of the transform codecs are highly depending on these two functional
blocks. Therefore, for the first part of the proposed codec design, a recently developed
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Discrete Orthogonal Cosine Stockwell (DOCST) transform has been utilized to achieve
higher energy compaction than the popular Discrete Cosine Transform (DCT) and
Discrete Wavelet Transform (DWT). Whereas, in the second part an optimal bit
allocation strategy based quantization technique is employed to efficiently quantize the
DOCST transform coefficients. Since, among the above three functions, the entropy
coding part is a lossless strategy to map the quantized transform coefficients into
bit-stream. Hence this part has been removed from the proposed coder and the final
compression rate is simply determined through the first order entropy.

The first order entropy is a simple measure of an average number of bits per pixel
required to encode the complete image. Suppose a discrete random variable rk defined
in interval [0, L − 1], represents the intensities of an M � N image, then with the
occurrence probability of pr(rk), the first order entropy for the image is defined as,

H ¼ �
XL�1
k¼0

prðrkÞ log2prðrkÞ ð1Þ

Further, a brief description of the design process for the first two blocks of the
proposed medical image codec is given in the following subsections.

2.1 Designing of the Image Transformation Block for the Proposed
Codec

In general, the compression performance of transform coders highly governed by the
energy compaction capability of the image transform utilized in the coder. Over the
years, The DCT and the DWT are the most popular transform to facilitate the energy
compaction for the transform coders. However, the energy compaction characteristics
of the transforms highly depend on the nature of the input image to be compressed.
Recently, in [8], the authors have investigated the compression capability of newly
proposed DOCST transform on the two different compression modes over various bpp
levels. It has been reported that the DOCST transform offers better quality compression
than the DCT and DWT in the complete image compression mode, while delivers
comparable performance as DCT in 8 � 8 block-wise compression mode. Moreover, it
has been also reported that the higher time complexity of the DOCST transform is a
crucial problem related to its real-time application feasibility in 8 � 8 block-wise
compression mode.

These previous findings related to the DOCST transform lead to an important
trade-off between the complete image mode and the 8 � 8 block-wise compression
mode. In the complete image mode, the DOCST provides better compression perfor-
mance than DCT and DWT but offers higher computational complexity. Whereas, in
the 8 � 8 block-wise compression mode the DOCST offers less computational com-
plexity but at the cost of higher time consumption. Therefore, to obtain an intermediate
solution for satisfying both the constraints related to the DOCST transform, in this
paper, first, a comparative coding gain analysis for the DCT and DOCST transforms is
presented for different block sizes ranging from 4 � 4 to 64 � 64.
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The coding gain GTC is one of the measures for energy compaction of transforms,
defined as the ratio between the arithmetic mean to the geometric mean of the variances
ri’s (for i = 1, 2…, N) of all the components in the transformed vector of length N.

GTC ¼ 1
N

XN�1
i¼0

r2i

, YN�1
i¼0

r2i

" #1
N

ð2Þ

To analyze the coding gain for the DCT and DOCST transforms, three grayscale
test images Lena, CT_scan_1, and MRI_1, each of size 512 � 512 has been used
which are shown in Fig. 1. The resultant coding gain comparison of the DCT and
DOCST transforms for the three test images on different block sizes is shown in Fig. 2.

Fig. 1. Test images used for coding gain comparison, (a) Lena, (b) CT_scan_1, (c) MRI_1.

Fig. 2. Coding gain comparison on different block size DCT and DOCST transforms for,
(a) Lena image, (b) CT_scan_1 image, (c) MRI_1 image.
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From Fig. 2(a), it is evident that for the standard test image Lena the energy
compaction capability of the DCT transform is higher than the DOCST transform.
Whereas, Fig. 2(b) and (c) depicts that, for both the medical test images of different
modalities the energy compaction capability of DOCST transform is much higher than
the DCT for block sizes � 32 � 32. Hence, to satisfy the computational complexity
and higher time consumption constraints of DOCST, this paper proposes the DOCST
transform for medical image transformation in a block size of 32 � 32 instead of size
8 � 8. The proposed image transformation block with the DOCST transform is shown
in Fig. 3.

The forward DOCST transform can be easily analyzed with the help of
Fourier-based Discrete Orthogonal Stock-well Transform (DOST) given in a matrix
form as,

DOST ¼ �k
i¼1

Di

� �
DFT ð3Þ

Di ¼
1 0 � � � 0
0 �1 � � � 0
..
. . .

. ..
.

0 0 � � � ð�1Þn

2
664

3
775F�1 ð4Þ

where F is the Fourier transform and the direct sum of the matrices Di forms a
block-diagonal matrix with each sub-block (Di) being an altered inverse Fourier
transform. This factorization of the DOST allows to achieve O(Nlog N) running times
using the Fast Fourier transform.

Further, the DOST can be modified by using a Discrete Cosine Transform (DCT) to
generate real-valued transform coefficients. Hence, a cosine version of DOST based on
DCT (DOCST) may be defined by simply replacing the DFT in Eqs. (3) and (4) with a
DCT:

DOCST ¼ �k
i¼1

DCT�1ni

� �
DCT ð5Þ

Fig. 3. Proposed image transformation block
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When the DCT is used, all frequencies are positive, as a result, higher frequencies
are required, so the partitioning in frequency space can be adjusted. The most
straightforward choice is to continue using the dyadic partitioning. Given a signal of
length 2N, the widths of the frequency partitions can be defined as follows,

n1 ¼ 1 and ni ¼ 2i�2; 2� i�N � 1 ð6Þ

2.2 Optimal Bit Allocated Quantization Block for the Proposed Codec

Practically, the transform coefficients are a function of the activities of the image to be
compressed. Most often, the available image codecs utilize simple uniform scalar
quantization to achieve compression regardless of the activity of the image. Therefore,
it is important to design the quantizers with a different number of bits of quantization
instead to use the same number of bits for all the quantizers as in the case of existing
coders. The average bit rate in bits per pixel (bpp) is usually fixed for a given encoder.
This opens the question of how many bits to assign to each quantizer for the transform
coefficients to meet the bit budget. This question is generally answered by the optimal
bit allocation rule which is defined as,

Statement of the Problem: Given a unitary transform matrix A of size N � N and an
overall average bitrate of R bpp, the goal is to determine the individual quantizer bits
Ri, 1 � i � N2, such that the mean square error (MSE) between the input and
reconstructed images is a minimum. Then the average bit rate of the coder is related to
the individual quantizer bits by,

R ¼ 1
M

XM
i¼1

Ri;M ¼ N2: ð7Þ

The optimal bit allocation process is, therefore, an optimization problem which
requires satisfying both the rate and distortion criteria’s simultaneously. In most of the
cases, the available optimization rules do not guarantee either positive or integer value
for the number of bits. Therefore, one can use an iterative procedure for the assignment
of a positive integer number of bits for quantization. The procedure utilized for the
optimum integer bit allocation for the proposed image codec is as follows.

Given a 32 � 32 block DOCST transform, variances of the transform coefficients
r2t and an average bit budget of R bpp, where Rt = MR is the total number of bits for
each of the 32 � 32 block of quantizers and M = 322,

Procedure for Integer Bit Allocation [10]:

(1) Set step j to zero and all quantizer bits to zero, RðjÞi ¼ 0; 1� i�M.
(2) Sort the coefficient variances and denote the maximum variance by r2m.
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(3) RðjÞm  Rðj�1Þm þ 1 and r2m  r2m
�
2.

(4) Set Rt  Rt � 1. If Rt ¼ 0; stop. Otherwise, set j ← j + 1 and go to step 2.

Following the above steps, the optimized number of bits for each quantizer of the
proposed image codec has been determined which intern mapped to a quantization
table of size 32 � 32 using the following equation to achieve actual quantization of the
transform coefficients [11].

QðkÞ ¼ ð8� 27Þ
ð2bk � 1Þ ð8Þ

where, bk is the average number of bits for the kth quantizer and Q(k) is the quantizer
step size for the kth set of transform coefficients. Finally, with the successful designing
of all the proposed blocks, the complete block diagram of the proposed medical image
encoder is shown in Fig. 4. The proposed decoder exactly reverts the steps of the
proposed encoder to determine the reconstructed medical image.

3 Results and Discussions

This section presents the extensive experimental results for the image compression
performance of the proposed medical image codec and its comparative analysis on
different bpp levels against the baseline JPEG and JPEG2k codecs [12]. Meanwhile, to
particularly analyze the effect of the image transformation and quantization blocks the
entropy coding block from both the baseline JPEG and JPEG2k codecs have been
removed and final bitrate is again estimated by the first order entropy given in Eq. (1).
Finally, the performances of all the codecs are analyzed based on visual quality
assessment and image quality index Peak Signal to Noise Ratio (PSNR). All the codecs
are tested for the six medical test images of two different modalities such as CT scan
and MRI, each of size 512 � 512 (see Fig. 5).

Fig. 4. Block diagram of the proposed medical image encoder.
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Further, to present the visual quality assessment the reconstructed images obtained
for the first test images CT_scan_1 and MRI_1 from both the modalities for all the
coders on 0.097 and 0.12 bpp levels are shown in Figs. 6 and 7 respectively.

From Figs. 6 and 7, it can be easily observed that the reconstruction quality of the
existing JPEG and JPEG2k image codecs are very poor at the lower bpp levels for both

Fig. 6. Observations on 0.097 bpp level compression for the test image CT_scan_1. (a) the
original image; reconstructed images for (b) proposed medical image codec, (c) JPEG, and
(d) JPEG2k.

Fig. 7. Observations on 0.12 bpp level compression for the MRI test image MRI_1. (a) the
original image; reconstructed images for (b) proposed medical image codec, (c) JPEG, and
(d) JPEG2k.

Fig. 5. Test images used for performance evaluation of PMIC against baseline JPEG and
JPEG2k codecs, (a) CT_scan_1, (b) CT_scan_2, (c) CT_scan_3, (d) MRI_1, (e) MRI_2,
(f) MRI_3.
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the test images; whereas on the same compression level the proposed codec delivers the
very good visual quality of the reconstructed images. Therefore, the proposed codec
offers significant quality improvement as compared to the existing codecs and hence
able to compress the medical images on higher compression levels with the best
quality. Further, a comparative rate-distortion performance of all the codecs based on
image quality index PSNR for all the six medical test images is shown in Fig. 8.

From Fig. 8, it can be easily observed that the proposed medical image coder
delivers significantly higher PSNR for all the six test images on all the tested bpp

Fig. 8. Rate-distortion performance of proposed medical image codec against the existing JPEG
and JPEG2k codecs for, (a) CT_scan_1 image, (b) CT_scan_2 image, (c) CT_scan_3 image,
(d) MRI_1 image, (e) MRI_2 image, (f) MRI_3 image.
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levels. The visual quality assessment and the comparative rate-distortion performance
presented in this section clearly validates that the developed codec outperforms the
existing codecs for medical image compression with significant quality improvement.

3.1 Time Complexity Analysis of the Proposed Medical Image Codec

The encoding and decoding time consumption which is also known as time complexity
of the image coders plays an important role in the real-time compression applications.
Therefore, this subsection presents a comparative time complexity analysis for the
proposed codec to validate its real-time application feasibility against the existing JPEG
and JPEG2k codecs. For the time complexity evaluation of the image codecs, the total
time required for the encoding and reconstruction process has been obtained over
various bpp levels for all the six test images. Subsequently, the average values of the
respective time requirements have been taken for the comparison and analysis. The
obtained values of the Average Time Requirements (ATR) for the proposed medical
image codec, JPEG, and JPEG2k codecs are listed in Table 1.

From Table 1, it is clear that the proposed medical image codec takes average time
consumption of about 1.62 s to encode and reconstruct the input image which is
slightly higher than the JPEG2k and less than 50% of the popular JPEG codec.
Therefore, the proposed codec is fast as compared to the existing JPEG codec and
hence highly suitable for the real-time medical image compression applications.

4 Conclusions

In the present paper, an advanced image codec has been developed to deliver
high-quality medical image compression, especially over lower bpp levels. The ulti-
mate aim was to support the telemedicine and telediagnosis process by enhancing the
transmission of higher dimension medical images through the low bandwidth channel
with higher quality. To justify and validate the superiority of the proposed medical
image codec, it has been extensively evaluated and compared with the existing JPEG

Table 1. Time complexity comparison of image codecs

Test Image Average Time Requirements (ATR) for image
codecs in seconds
Proposed medical
image codec

JPEG codec JPEG2k codec

CT_scan_1 1.6626 3.8988 0.1432
CT_scan_2 1.6764 3.6994 0.1398
CT_scan_3 1.5694 3.7104 0.1482
MRI_1 1.6264 3.8785 0.1476
MRI_2 1.5768 3.6551 0.1371
MRI_3 1.6596 3.8681 0.1459
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and JPEG2k codecs on the higher compression levels. The obtained result shows that
the proposed codec offers a very high gain in the visual quality and the PSNR index as
compared the state of the art medical image codecs.
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Abstract. Compromise of biometric data may cause permanent loss of
identity since the biometric information is intrinsically linked with the
user. To revoke the stolen biometric template, the concept of cancelable
biometrics has been introduced. The idea behind cancelable biometric is
to transform the original biometric template into a new template and
perform matching in the transformed domain. In this paper, a coprime
transformation scheme has been proposed to generate the cancelable
fingerprint template. The method divides the fingerprint region into a
number of sectors with respect to each minutiae point and identifies the
nearest-neighbor minutiae in each sector. Then, ridge-based features for
all minutiae points are computed and mapped onto co-prime positions of
a random matrix to generate the cancelable template. The proposed app-
roach achieves an EER of 1.82, 1.39, 4.02 and 5.77 on DB1, DB2, DB3
and DB4 datasets of the FVC2002 database, respectively. Experimen-
tal results indicate that the method outperforms in comparison to the
current state-of-the-art. Moreover, the proposed method fulfills the nec-
essary requirements of diversity, revocability, and non-invertibility with
a minor performance degradation caused by the transformation.

Keywords: Biometric · Fingerprint verification · Template protection

1 Introduction

1.1 Background

Compromising the stored biometric template causes permanent losing his/her
identity due to irreplaceable and irrevocable characteristics of original biometric
data. There are several privacy issues associated with the sharing of biometric
information across many applications [1]. Therefore, it is necessary to provide
biometric template protection. The concept of cancelable biometric has been
introduced for template protection which state that a transformed template is
required to be stored instead of the original biometric template. The transfor-
mation relies on an irreversible function such that it is difficult to discover the
original template even if the attacker discovers the transformation function and
the transformed template. In the case of compromise, a new template can be
c© Springer International Publishing AG 2017
A. Ghosh et al. (Eds.): MIKE 2017, LNAI 10682, pp. 111–122, 2017.
https://doi.org/10.1007/978-3-319-71928-3_12
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derived by altering the parameter values of the transformation function. Fur-
ther, it should not exhibit significant performance degradation in comparison to
the true biometric system.

1.2 Existing Approaches

Recently, various approaches for cancelable template design have been proposed
in the literature. Ratha et al. [1] introduced cartesian, polar, and functional
transformation for fingerprint template security. Das et al. [2] introduced a graph
structure based on the nearest-neighbor distance from core point to all other
minutiae points. However, the methods proposed by Ratha [1] and Das et al. [2]
require core point to align two fingerprints before transformation. However, the
detection of the core point is not always possible.

Lee et al. [3] proposed a method to map aligned minutiae points into a 3-D
array based on the minutiae orientation and difference between minutiae coordi-
nates. The array is visited in sequence to derive a bit-string which is permuted
based on a user-specific PIN and the type of minutiae. In the alignment-free
method proposed by Wang et al. [4], pair-minutiae vectors are quantized, indexed
and converted to bit-string. Then, a user specific PIN is applied to the complex
vector derived by taking discrete Fourier transform onto bit-string. Moujahdi
et al. [5] proposed fingerprint shell which utilizes the distance between the sin-
gular point and all other minutiae points. The distances with an addition of
user-specific key are sorted in ascending order to derive spiral curve. In another
work, Wang et al. [6] presented a way to protect the bit-string derived using the
method proposed in [4]. The bit-string is utilized as an input to FIR filter with a
user-specific key. The performance of the methods proposed in [3–6] degrades if
user-specific token is compromised. Further, Wang et al. [7] proposed a method
which utilizes the partial Hadamard transform to the derived bit string.

Cappelli et al. [8] proposed a novel minutiae representation MCC (Minutiae
cylinder Code) which constructs a 3-D cylindrical structure around each minu-
tiae neighborhood. Later, Ferrara et al. [9] proposed protected-MCC (P-MCC)
which applies binary-KL projection onto MCC templates to overcome security
concerns against non-invertibility in MCC [8]. However, further investigations
unveil the irrevocability issue of P-MCC. To achieve revocability, Ferrara et al.
[10] proposed two-factor protected Minutiae Cylinder-Code (2P-MCC) which
performs partial permutation using a secret key over the cylinders in P-MCC.

1.3 Contributions

To alleviate the issues of the existing methods described above, we propose
a novel cancelable fingerprint template generation method based on coprime
mapping transformation. Our contributions in this work are highlighted in the
following:

(1) Ridge features are evaluated under ridge coordinate system to deal with
rotation, scale and translation distortions in the input fingerprint image.
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(2) The proposed work does not rely on pre-alignment of the core or singular
points as it is hard to detect the singularities in poor quality fingerprint
images.

(3) The nearest-neighbor transformation is applied around each minutia to
derive a fixed length descriptor instead of fixed-radius transformation. This
overcomes the limitation of performance degradation caused due to the bor-
der minutiae points.

(4) We have tested our approach with respect to the desirable criteria for can-
celable transformation i.e. revocability, irreversibility, and diversity.

(5) The performance of the proposed method is evaluated on all datasets of
FVC2002. The experimental results show that our approach performs better
than the existing approaches.

The organization of this paper is as follows. Section 2 describes the proposed
scheme for cancelable template generation. Experimental results are demon-
strated in Sect. 3. Section 4 presents the security analysis. Concluding remarks
and course of future work are described in Sect. 4.

2 Proposed Scheme

The overall design for the proposed method is illustrated by the block diagram
shown in Fig. 1. The proposed method consists of three main tasks including pre-
processing and minutiae extraction, feature extraction, and cancelable template
generation.

Fig. 1. Block diagram of the proposed method

2.1 Pre-processing and Minutiae Extraction

In this work, pre-processing and minutiae point extraction is performed by the
approach described in [11]. The minutia points are represented as:
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Vup = {mi}ni=1

mi = (xi, yi, θi) (1)

where, Vup is a set of unprotected minutiae points derived from a fingerprint
image, mi is the ith minutiae point and n is the total number of minutiae points
in Vup. The minutiae point mi is represented by the coordinate (xi, yi) and the
minutiae orientation θi. The preprocessing task also outputs a thinned fingerprint
image which is utilized for feature extraction.

2.2 Feature Extraction

There is a necessity to compute transformation invariant features from a finger-
print image since performance could degrade by rotation, translation and scaling
transformation caused at the time of acquisition. In this work, we compute ridge
features to deal with rotation and scale deformations present in the input finger-
print image. Feature extraction involves two steps: nearest-neighbor structure
construction and ridge feature computation.

Nearest-Neighbor Structure Construction: After the preprocessing task,
we obtain the thinned output image and minutiae information from the input
fingerprint. One of the minutiae from the minutiae set Vup is considered as a
reference minutiae. Next, we construct the nearest-neighbor structure around the
reference minutiae point utilizing ridge coordinate system as shown in Fig. 2(a).
The ridge coordinate system allocates the reference axis coinciding with the
orientation of the selected minutiae. Further, the fingerprint region is divided
into ‘s’ sectors of equal angular displacement utilizing ridge coordinate system
as displayed in Fig. 2(a).

Fig. 2. Feature extraction



Coprime Mapping Transformation 115

Ridge Feature Computation: First, each minutia is considered as a refer-
ence. Next, ridge count and average ridge orientation between reference minutiae
and nearest minutiae in each sector are calculated. Ridge count is evaluated by
counting the ridges between reference minutiae and nearest neighbor minutia.
For example, ridge count between two minutiae points (say m1 and m2) is 2 as
shown in Fig. 2(b). To compute ridge orientation, the angle subtended by the
tangent line and the straight line connecting two minutiae points is measured
for each ridge crossing. For example, the orientation of the first ridge in the first
sector as shown in Fig. 2(b), θk11 can be evaluated as:

for sector 1: θk11 = θr11 − θ1

where θ1 is the slope of the line connecting reference minutiae and nearest neigh-
bor minutia in the first sector. θr11 , is the angle subtended by the tangent line
from the intersection point of first ridge and reference axis. Similarly, we can find
out the orientation of second ridge, θk21 and evaluate the mean ridge orientation
for example shown in Fig. 2(b). The mean ridge orientation for each sector can
be formulated as defined in Eq. (2).

for ith, sector: rori =

(
θr1i − θi

)
+

(
θr2i − θi

)
+ ........ +

(
θrNri
i − θi

)

Nri
(2)

where Nri is the total number of ridges between the reference and nearest minu-
tiae in the ith sector. We store the ridge features into a 2-D matrix (F ). For
example, if a fingerprint image contains n minutiae points then, the feature
matrix F will contain n × 2s entries including s ridge count and s average ridge
orientation considering s sectors in a fingerprint image. We assign zero to the
ridge features corresponding to a sector if no minutia point is located in that
sector. At the time of matching, we do not consider the sectors with no minutiae
point.

2.3 Cancelable Template Generation

The generation of cancelable fingerprint template involves two tasks: matrix
generation and co-prime mapping.

Matrix Generation: We map the feature matrix into a high-dimensional
matrix to derive the protected template. For this purpose, a random matrix
CanTemp of size T × T is generated with a seed (ρ). The value of T is equal to
n×2s where n and s are the total number of minutiae points in the input finger-
print image and the number of sectors around a reference minutiae, respectively.

Co-prime Mapping: We map the feature matrix Fn×2s into CanTemp such
that there will be no overlapping. To perform this, we use co-prime based map-
ping in our method which maps all elements of F at T places of CanTemp.
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Rest of the entries of matrix are filled with is filled with some random data. The
following four keys are utilized for mapping:

(1) k1: initial row position (2) k2: initial column position (3) k3: number
of row jump from initial position (4) k4: number of column jump from initial
position.

The start position is calculated based on the user-specific key. We start at
position (k1, k2) in matrix CanTemp. The next position (NP ) is computed based
on the row and column jump to the initial position using the following relation
described in Eqs. (3) and (4):

NPi =
{

k1 + k3 if (k1 + k3 � T )
k1 + k3 − T if (k1 + k3 > T ) (3)

NPj =
{

k2 + k4 if (k2 + k4 � T )
k2 + k4 − T if (k2 + k4 > T ) (4)

To avoid overlapping in the matrix, the co-prime mapping is adopted. In this
technique, we select the value of k3 and k4 such that both should be co-prime
with T as defined in Eq. (5).

GCD (k3, T ) = 1 ∀ k3ε[2, T ]
GCD (k4, T ) = 1 ∀ k4ε[2, T ] (5)

For example, if the key values for start position are k1 = 2 and k2 = 2, respec-
tively and the key values for row and column jump are k3 = 3, k4 = 5, then the
co-prime based mapping is shown in Fig. 3.

Fig. 3. Example of co-prime based mapping procedure

2.4 Matching

Fingerprint matching refers to the process of comparing an enrolled fingerprint
template (say CT ) and a query fingerprint template (say QT ) to return a match-
ing score. In our method, matching is performed in two steps: Local matching
and global matching.
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Local Matching: In local matching, ridge feature set corresponding to a minu-
tiae point from QT is compared with ridge feature set for a minutiae point of
CT to return local match score. Mapped ridge feature set in the QT and CT are
accessed using user-specific keys k1, k2, k3 and k4. We compute the Euclidean
distance between the mapped non-zero entries of the query and enrolled tem-
plate. Next, we compute the mean of the minimum distances corresponding to
each non-zero entries of the two ridge features sets of CT and QT as described
in Eq. (6).

e dist =
√

(QTN [i][1] − CTM [j][1])2 + (QTN [i][2] − CTM [j][2])2 (6)

Global Matching: In global matching, we compute the number of matched
minutiae points between QT and CT utilizing the local match scores by com-
paring each ridge-feature set from QT with each ridge-feature set from CT . Next,
overall matching score is evaluated by the number of matched minutiae points
divided by the number of minutiae points in QT as described in Eq. (7).

overall match score =
match minutiae count

N
(7)

3 Experimental Results and Analysis

In our experiment, we use four datasets DB1, DB2, DB3 and DB4 of FVC2002
database [12] since the most of the existing approaches utilized these datasets.
Each datasets DB1, DB2, DB3 and DB4 of FVC2002 contains a total of 800
images of 100 subjects with eight samples each. The performance of the method
is evaluated with four parameters: False Acceptance Rate (FAR), False Rejection
Rate (FRR), Equal Error Rate (EER) which is defined as the error rate when
the FRR and FAR holds equality, and GAR is computed as 1-FRR.

3.1 Validation of Parameter: Number of Sectors (s)

After the preprocessing steps, the proposed method divides the input fingerprint
image into the s number of sectors with equal angular width. To validate the
parameter s, we have performed a number of experiments considering distinct
angular widths. We have computed the EER with angular width of 15◦, 30◦,. . .
and 90◦ corresponding to s = 24, 12,. . . and 4, respectively. The performance for
the different number of sectors is reported in Table 1. It has been observed that
the method performs the best for s = 8 on each of the datasets of FVC2002.
It has also been observed that for high values of s, EER increases as there are
more number of sectors without minutiae points. Therefore, we have considered
s = 8 for all other experiments.
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Table 1. EER obtained for databases FVC 2002 DB1, DB2, DB3 and DB4 in same
key scenario

Number of sectors (s) EER (in %)

FVC2002 DB1 FVC2002 DB2 FVC2002 DB3 FVC2002 DB4

4 3.93 3.79 5.86 6.83

8 1.82 1.39 4.02 5.77

16 5.04 4.93 8.83 12.7

32 9.63 5.19 11.24 19.3

3.2 Performance

We have followed FVC protocol to evaluate our method which compares each
subject against the first sample of the remaining subjects to calculate impostor
scores and each sample is compared against the remaining samples of the same
subject to calculate the genuine score. Therefore, 4950 and 2800 impostor and
genuine comparisons are required respectively if all samples are enrolled for each
set of the FVC2002 database. Further, we have conducted the experiments under
two scenarios to evaluate the performance of our method: Same key scenario and
different key scenario.

Same Key Scenario: In this scenario, we assume that a user’s key is stolen.
In this case, an imposter utilizes the key as a genuine user to gain access into
the system. To rectify this attack, we apply same keys (i.e. k1, k2, k3 and k4)
to enroll all users. The proposed method is applied onto DB1, DB2, DB3 and
DB4 dataset of database FVC2002. Figure 4 represents the ROC curves for each
dataset of FVC2002 for the optimal value of parameter s (i.e. s = 8).

For FVC2002 database, we achieve an EER of 1.82, 1.39, 4.02, and 5.77 for
DB1, DB2, DB3, and DB4, respectively using FVC protocol. Out of all FVC2002
datasets, the method performs better on DB1 and DB2 as these datasets contain
more number of good quality images as compared to datasets DB3 and DB4.
Further, the dataset DB3 and DB4 contain less number of minutiae points per
image due to poor quality images as compared to dataset DB1 and DB2. As a
result, we achieve high EER for DB3 and DB4 datasets.

Different Key Scenario: To test our method in different key scenario, we use
different keys (i.e. k1, k2, k3 and k4) to enroll different users. We obtain an EER
of 0 for DB1, DB2 and DB4 datasets and an EER of 0.09 for the dataset DB3
of FVC2002. Therefore, it is evident that our approach performs better in the
different key scenario.

3.3 Baseline Comparison

For baseline comparison, we perform two set of experiments. In the first exper-
iment, we compute the EER using the original fingerprint template comprising



Coprime Mapping Transformation 119

Fig. 4. ROC curves for FVC 2002 DB1, DB2, DB3 and DB4 under same key scenario

ridge features. In the second experiment, we apply coprime mapping transforma-
tion utilizing the keys (k1, k2, k3 and k4) and evaluate the performance. Table 2
shows that the performance is degraded by 0.19%, 0.41%, 0.05%, and 0.39% for
DB1, DB2, DB3, and DB4 dataset of FVC2002 database, respectively. From the
reported results, it is evident that the performance degradation caused by the
transformation is very low.

Table 2. Baseline comparison for FVC2002 database

FVC2002 EER (in %) Performance
degradation

Without cancelable
transformation

With cancelable
transformation

DB1 1.47 1.82 0.19

DB2 0.89 1.39 0.41

DB3 3.81 4.02 0.05

DB4 3.49 5.77 0.39

3.4 Comparison with Existing Approaches

The proposed method is compared with methods [2–7,9,10] described in Sect. 1.
Table 3 shows the comparison in terms of EER. From Table 3, it has been
observed that the proposed method performs better as compared to the
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approaches proposed in [2,3,5,10]. However, the performance of our method
is slightly lower than the approach in [9,13] yet comparable to the existing tem-
plate protection approaches. Therefore, from the reported results it is evident
that our approach outperforms over the existing methods.

Table 3. EER obtained for databases FVC 2002 DB1, DB2, DB3 and DB4 in same
key scenario

Methods EER (in %)

FVC2002 DB1 FVC2002 DB2 FVC2002 DB3 FVC2002 DB4

Das et al. [2] 2.27 3.79 - -

Moujahdhi et al. [5] 4.28 1.45 - -

Wang et al. [4] 3.5 5 7.5 -

Lee et al. [3] 10.3 9.5 6.8 -

Wang et al. [6] 3 2 7 -

Wang et al. [7] 1 2 5.2 -

Ferrara et al. [9] 1.88 0.99 5.24 4.84

Ferrara et al. [10] 3.3 1.8 7.8 6.6

Proposed method 1.82 1.39 4.02 5.77

‘−’ indicates that the author(s) have not reported the results or results are reported
for the partial dataset, in their work.

4 Security Analysis

A cancelable biometrics system needs to satisfy the criteria of irreversibility,
revocability, and diversity as described in Sect. 1. In the following subsections,
we will analyze our method with respect to these criteria.

4.1 Irreversibility Analysis

To analyze the irreversibility, we assume that an adversary is able to reveal the
stored protected template CanTemp. In this case, the attacker cannot be able
to reveal original template (F ) as he does not have any information about the
four keys utilized for mapping. For example, if the fingerprint image contains 50
minutiae points and it is divided into 8 sectors then the original template (F ) and
protected template CanTemp would contain 800 cells and 640000 cells, respec-
tively. It is very hard to compute initial positions (k1, k2) and next positions (k3,
k4) to retrieve the entries of original template as there are 640000×640000 = 409
billion brute force attempts are required.

Further, if the attacker reveals the keys (k1, k2, k3 and k4) utilized for map-
ping. In this case, the attacker cannot be able to derive original template since
keys k1, k2, k3 and k4 comprise of random coprime entries. From random coprime
entries, it is impossible to retrieve any information about the original template.
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4.2 Revocability Analysis

The revocability states that a new template must be issued if a stored protected
template is compromised. To test the revocability of the method, we derived
100 different transformed templates by varying the parameter values from the
same fingerprint. Next, genuine, imposter and Pseudo-imposter distribution are
calculated for the FVC2002-DB1 dataset. From the experiment, we achieve 0%
average FAR. The mean and standard deviation (μ;σ) of genuine, imposter and
pseudo-imposter are 0.3931; 0.019, 0.9231; 0.0326, and 0.891; 0.0376, respec-
tively. From the computed distribution, we observe that there is a strong over-
lap between the pseudo-impostor and impostor distributions as shown in Fig. 5.
This implies that the templates derived with different keys from the same sub-
ject are different enough to prevent the cross-matching attack. Therefore, it can
be stated that the transformed template differs from the compromised template
although derived from the same fingerprint.

Fig. 5. Genuine, imposter and pseudo-imposter distribution for FVC2002 DB2

4.3 Diversity Analysis

It is essential that it should derive numerous templates without allowing
cross-matching over various applications. Numerous different templates can be
achieved by altering the key values (k1, k2, k3, k4) and seed value (ρ). Moreover,
a change in the number of sectors (s) also suffices the generation of numerous
templates.

5 Conclusion

In this paper, we have proposed a novel cancelable fingerprint template genera-
tion technique. The proposed technique does not depend on detection of singu-
larities (core/delta). In this method, the input fingerprint image is divided into
a number of sectors of equal angular partition. Invariant ridge features for the
nearest neighbor minutiae in each sector are computed considering each minu-
tia as a reference. Further, ridge features are mapped into a higher dimension
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random matrix in coprime manner to derive the protected template. Experi-
ments carried out over DB1, DB2, DB3 and DB4 datasets of FVC2002 database
show a significant performance improvement as compared to the current state-
of-the-art. Further, the security analysis ensures that our approach fulfills the
necessary criteria for template protection schemes preserving the recognition
accuracy. However, the computation of ridge feature for low-quality fingerprint
and partial fingerprint images is a challenging task. This would be our future
research direction.
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Abstract. We propose a novel supervised distance metric extraction
technique. Given several original metrics and a finite set of labeled
objects, the problem is to produce a new metric which better agrees
with the labels of the training objects. The problem may be seen as the
best single metric extraction from a metric-based description. Feature-
based object descriptions are not used even implicitly. Unlike many met-
ric approaches, we treat intraclass and interclass distances differently.
The metric extraction problem is reduced to a linear programming prob-
lem that makes it possible to use effective optimization techniques. It is
proved that an admissible solution always exists and hence there is no
need to introduce any soft-constraint extension and the number of vari-
ables remains small. Thus, the computational complexity depends mainly
on the original metric calculation. The method is empirically tested on
biometric data where all the original and derived metrics are calculated
in real time.

Keywords: Multiple distance metrics · Similarity measures
Metric-based descriptions · Dimensionality reduction
Combined classifier · Constrained optimization

1 Introduction

In machine learning theory and data mining applications, there are increas-
ingly frequent situations when different ways to measure similarity are set on
the same objects. Such situations are typical in information retrieval, computer
vision, biology, social systems, finance, etc. In many of these domains, similarity
engineering is an important way to incorporate expert knowledge and similarity
learning is a way to produce a similarity function on the basis of some constraints.
In mathematics, one way to formalize the notion of similarity is a metric, i.e.
a distance function meeting metric requirements. In machine learning and data
mining, researchers usually admit zero distances between non-coinciding objects.
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Thus, it would be formally correct to talk about semimetrics, or pseudometrics,
however, for simplicity of reading, we will use imprecise word metric. A set pos-
sessing several metrics is called a multimetric space. When several metrics are
set on the object space, we say that there is a metric-based description.

By analogy with conventional machine learning problems where an object is
described by several features, it is reasonable to expect that when we have several
metrics even if the individual metrics do not discriminate between classes accu-
rately their combination will improve the quality of the discrimination. There-
fore, we recognize a notion of metric dimension reduction methods which produce
a set of derived metrics from a set of original metrics.

For the fundamental problems of machine learning primarily supervised
learning tasks some metric models have already become classic, especially the
methods of the nearest neighbors, ParzenRosenblatt windows, and potential
functions. It is important to note that these classical methods are formulated,
theoretically justified, and studied for situations with one metric only. There-
fore, it is necessary to recognize the problem of aggregating original multimetric
information, i.e. it is required to construct a new metric on the whole population
from a set of distances on the same objects. Like in the case of feature-based
descriptions, when formalizing the task of metric-based description aggregation,
one can proceed in different ways. Some metric analogs of blind signal separa-
tion methods were considered earlier, for example the metric versions of principal
component analysis and nonnegative matrix factorization are found in [1]. Those
methods are unsupervised.

In this paper, we consider the case where the original distances are computed
on a finite training sample, i.e. for all the pairs of the objects of a finite set of
samples. Actual class labels are given for the training objects. It is required to
construct a new metric on the whole population (not only training objects). The
derived metric must optimally (in a sense) agree with the labels of the training
objects. This task can be attributed to the group of metric extraction tasks.
From the numerous well-known metric learning tasks, our task differs in that a
new metric is constructed from the original metrics, and not from features of
any kind: no individual objects descriptions are given. We propose an approach
in which the problem is reduced to the problem of linear programming. The
theoretical properties of the problem are provided along with empirical results
to exhibit the performance of the proposed approach.

2 Metric Approaches in Machine Learning

In this work, we distinguish between metric learning and metric extraction. By
analogy with the feature extraction which transforms several original features
to several derived ones, we say that metric extraction produces new metrics
given original metrics. Metric extraction is a kind of dimensionality reduction
of metric-based descriptions. Unlike metric extraction, metric learning is a task
of producing metrics from conventional feature-based object descriptions. In the
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paper, metric extraction ignores object features (except class labels). The original
metrics may, but need not be based on object features. The original metrics can
be hand-crafted or produced by metric learning.

There is a far more general notion of multiple distance combination. It is not
uncommon in machine learning applications to use several distances. When there
is no single best distance in a domain and each distance has its own advantages
and limitations, the idea to combine the distances immediately comes to mind.
And there are many different strategies to do so, metric extraction being just a
group of them. Much more often than metric extraction, applied researchers use
ensemble approaches to combine single-metric classifiers.

Both metric learning and metric extraction can have different levels of super-
vision. In the paper, we consider a supervised metric extraction problem. Con-
ventional supervised learning has the common form of training: each training
object is annotated with its class label. Training information for supervised met-
ric approaches may be specified in different forms. The two most common forms
are link constraints and relative constraints. In the paper, we stick to link con-
straints: there is a set of must-link pairs of training objects and a set of cannot-
link pairs of training objects. In the conventional case when each training object
is annotated with its class label, the must-link set contains all the pairs of the
same class training objects and the cannot-link set contains all the pairs of train-
ing objects from different classes. Semantically, the must-link and cannot-link
sets jointly are expected to satisfy the equivalence relation axioms. Formally,
we will not require such constraints in this work though in most applications
the equivalence relation requirements are met. The general informal objective
of both supervised metric learning and supervised metric extraction with link
constraints is to learn a distance such that the distances between data points in
the same class are minimized and the distances between data points in different
classes are maximized.

Recently, distance metric learning has been widely applied to many inter-
esting machine learning problems (see [14,15] for recent surveys), such as infor-
mation retrieval, classification, computer vision and bioinformatics. Due to the
importance of distance metric learning in metric-related pattern recognition
tasks, a number of distance metric learning methods have been proposed [3].
These methods generally fall into two categories: methods based on eigen value
optimization and methods based on convex or non-convex optimization. In the
majority of these recent works on metric learning, one metric is constructed
according to a feature-based description of a finite set of training objects,
see survey [2]. In many of these works, the derived metric is the Euclidean
distance between the projected feature vectors (sometimes imprecisely named
Mahalanobis metric), and metric learning looks for the optimal projection. In
this direction, the most famous methods are based on the ideas of Large-Margin
nearest neighbor [3] and Information-theoretic metric learning [5]. The formula-
tions of metric learning are similar to multiple kernel learning, which is inten-
sively studied in the field of machine learning. The positive side of the approaches
is that they directly try to increase one or another target value characterizing
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the ‘compactness’ of classes. For example, they may require that an object’s
nearest neighbor should be from the same class. The negative side is that the
problems are often reduced to inconvenient optimization tasks which are difficult
to study and solve. Accordingly, authors are often content with some number
of iterations of gradient descent, without even checking convergence. In many
cases, this is due to the incompatible constraints which make researchers to use
soft-constraint approaches with many slack variables. In our approach, we can
provably avoid using slack variables. In many works on metric learning, like [4],
the derived distance may be calculated only to a training object, not between
any pair of objects. Our approach combines distance functions and hence one
can find the derived distance between among objects.

In our work, we have considered the size of the input data which is much
higher than many of the existing machine learning methods. The distances char-
acterize pairs of objects, and the variety of ways to compare objects to each other
leads to large amounts of comparative information. Therefore, it is of some inter-
est to formalize the metric aggregation problem in a way which reduces it to a
convenient optimization problem. We propose one such formalization.

When researchers try to formalize the natural idea that intraclass distances
should be small and interclass distances should be large, they usually introduce
one scalar value characterizing the ratio of intraclass and interclass distances
and solve an unconstrained optimization problem. Or, by analogy with SVM,
both intraclass and interclass distances can be introduced into constraints and
their greatest separation is required. We propose to consider intraclass and inter-
class distances asymmetrically, as in [3]: intraclass distances go to the objective
function, interclass distances go to the constraints. That is why our approach is
termed as Supervised Asymmetric Metric Extraction (SAME).

In [6,7] it was shown that it is convenient to theoretically investigate metric
methods and effective to calculate when the derived metric is a linear combina-
tion of the original ones. Anyway, there exists no theory describing other con-
venient families of metric transformations, so in machine learning applications
non-negative linear or convex combination of multiple metrics is ubiquitous.

3 Supervised Asymmetric Metric Extraction

We do not impose any assumptions on the object space except that it is being
multimetric. Let N be the number of pseudo-metrics, and let ρ1, . . . , ρN be the
original pseudo-metrics on the object space. Let T be a finite sample of size M ,
and let x1, . . . , xM be the objects of the sample. We do not suppose that x1, . . . ,
xM have any particular structure other than that we can obtain all N distances
between them.

Let the new metric r be a linear combination of the original ones: r(x, y) =
w1ρ1(x, y) + · · · + wNρN (x, y), where w1, . . . , wN are weights. It is guaranteed
that r is a pseudo-metric if the weights w1, . . . , wN are non-negative [6]. In most
domains, the scale of a distance has no specific semantics, so we do not demand
the weights w1, . . . , wN meet convexity constraints. Very much the other way,
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we will use the unity threshold for the derived metric no matter the scales of the
original metrics.

Let S be the set of must-link pairs, let D be the set of cannot-link pairs.
The pairs are unordered pairs of training object indices, and we do not consider
reflexive pairs (i, i). When the training objects have the actual labels y1, . . . ,
yM , we can set S = {(i, j) | yi = yj} and D = {(i, j) | yi �= yj}. We can say that
S indicates intraclass pairs and D indicates interclass pairs.

The SAME problem is to minimize the average intraclass derived distance
provided that all interclass derived distances are not less than 1 and the weights
w1, . . . , wN are non-negative. The problem is formalized as (1).

∑

(i,j)∈S

r(xi, xj) → min,

s.t. r(xi, xj) ≥ 1, ∀(i, j) ∈ D,

wn ≥ 0, ∀n ∈ {1, . . . , N}.

(1)

When we use the linear form of the derived metric r, (1) breaks down to (2).

∑

(i,j)∈S

N∑

n=1

wnρn(xi, xj) → min,

s.t.
N∑

n=1

wnρn(xi, xj) ≥ 1, ∀(i, j) ∈ D,

wn ≥ 0, ∀n ∈ {1, . . . , N}.

(2)

Changing the order of summation in the objective function, we get the con-
ventional linear programming problem (3). We use the Iverson bracket notation
here.

N∑

n=1

wn

∑

(i,j)

[yi = yj ]ρn(xi, xj) → min,

s.t.
N∑

n=1

wnρn(xi, xj) ≥ 1, if yi �= yj ,

wn ≥ 0, ∀n.

(3)

The formalization makes possible to consider the result as metric selection by
positive weights. As the scales are ignored in the approach, so the weight rank
has no semantics. The approach selects relevant metrics. To get rid of redundant
metrics, it is advised to use unsupervised metric extraction in advance [1].

This is a linear programming problem, hence there is a wide range of meth-
ods and software to find the global optimum. The dual problem to (3) has the
form (4).
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∑

i,k:yi �=yk

λik → max,

s.t.
∑

i,k:yi �=yk

λikρn(xi, xk) ≥
∑

i,j:yi=yj

ρn(xi, xj),

λik ≥ 0, yi �= yk.

(4)

Definition 1. A pair of objects from D is conflicting, if for all the original
metrics the distance between the objects is zero.

Theorem 1. In the linear programming problem, there is always an admissible
solution, unless there are conflicting objects in the sample.

It follows from the theorem that we can do without slack variables customary
for SVM. A soft-margin extension is not required at all.

4 Biometric Applications

Let us consider two classification problems from computer vision domain. Both
are related to biometric based person verification, i.e. in both cases the result-
ing classifier must provide which person (class) the given biometric informa-
tion (object) corresponds to. Under biometric information we understand some
numerical data, relatively small, obtained by a sensor or sensors and uniquely
characterizing a person in which this data is obtained from. This data can be,
for example, a person signature, as in the first problem, or an image of a per-
son’s palm, as in the second. In any case, it is quite natural to use distances
(metrics or semimetrics) and similarity functions to compare these data objects
and classify objects using their pairwise comparisons.

Further, in many cases, complexity of the data collected by the biometric
sensors makes it difficult to select or construct the distance having the best class
discrimination ability. In other cases, computation of such distance is unaccept-
ably time demanding. Therefore, a researcher is often restricted to a set of sim-
ple, quickly calculated functions, capturing only a few discriminative features.
Constructing a linear combination of them may be a good solution then. We
will show that the proposed SAME method is able to find linear combinations
of the original functions such that the resulting classification error is decreased
comparing to the classification errors of the original functions.

4.1 Datasets and Original Metrics

For the signature verification problem we used a set of 1296 images of signatures,
collected from 54 persons. Each person provided 24 images (slightly different, of
course) of his/her signature. This sample was divided into train set, containing
810 images with 15 images taken from every of 54 persons, and test set, contain-
ing the remaining 486 images (9 from each person). Each image was labelled,
i.e. it was known which person it had been taken from.
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Each image of a signature was divided into eight columns of equal width.
Histograms of each of these columns were calculated resulting in a feature vector
containing eight groups of features. Features of the corresponding groups of two
images were compared using the standard Earth Mover’s Distance (EMD). This
produced a set of eight metrics, each comparing characteristics of an individual
and small part of the whole image. As one can expect, none of these metrics
can be good for classification separately, as each one “sees” only an eighth part
of an image. At the same time, one can expect that some combination of these
metrics can result in a considerably good discriminative function.

For the hand verification problem we used an extended dataset provided
in [11]. It contains a total of 195 images of human palms taken from 35 persons.
Taking the small sample size into account, we used LOO procedure to evaluate
classification quality on this dataset rather than dividing it into train and test
sets. Again, each image was labelled. For more details, see [11].

Hand palm images were compared against each other by calculating Hausdorff
metric, measuring difference between skeleton curvature of the corresponding fin-
gers (five values for a pair of images), by calculating difference between width
of the corresponding fingers (five values). Hand palms were aligned before each
comparison. As with signature verification, these metrics are not good enough for
classification when used separately, but they are computationally efficient and are
easily calculated even on an android platform.

4.2 Learned Metrics

In both cases we used the proposed SAME approach to obtain a new metric which
was a linear combination of eight metrics in case of signature verification and
ten metrics in case of hand verification. Only the 810 training samples were used
to find the optimal linear coefficients in case of signature verification. In case of
hand verification linear coefficients were calculated from the samples, remaining
after excluding the test object in the LOO procedure. Hereafter, we will denote
the original metrics, either for signature verification, or hand verification, as ρi,
and the learned metric as r.

4.3 Performance Test

To compare the performance of original metrics with the learned ones, we used
the simple 1NN method, because our goal is to evaluate the performance of
metrics, rather than to build the best possible classifier. The error rate of the
classification is assessed on the test samples, while all the training objects are
used as prototypes in 1NN.

The table below shows the error rates for each of the original metrics and for
the learned metric for signature verification problem.

One can see, that the metric, learned by the proposed SAME approach, does
significantly better on the test sample, reducing the error rate almost fourfold,
comparing to the original metrics. At the same time, the learning procedure
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ρ1 ρ2 ρ3 ρ4 ρ5 ρ6 ρ7 ρ8 r

84.2% 89.7% 86.2% 89.5% 86.6% 84.8% 88.7% 85.0% 23.0%

implemented using Python is not computationally demanding, taking only 11.2 s
to converge on Intel(R) Core(TM) i7-3520M CPU @ 2.90 GHz.

It must be noted, that the proposed SAME method is not designed to improve
1NN quality directly. And if the linear combination is trained specifically for
1NN, which can be done by a stochastic black-box optimization method, then
the error rate can be reduced to 19.4%. But such brute force optimization can
take 2 orders of magnitude longer.

For the hand verification problem the resulting improvement is even more
dramatic. The following table shows the corresponding error rates.

ρ1 ρ2 ρ3 ρ4 ρ5 ρ6 ρ7 ρ8 ρ9 ρ10 r

21.0% 19.0% 17.4% 19.5% 31.8% 39.0% 31.3% 28.2% 40.0% 37.0% 1.5%

Again, the proposed SAME method constructs a metric that performs times
better than the original metrics. And in this case, time required to calculate the
linear coefficients is less than a second on the same machine.

Though it is possible to learn another linear combination, as for the signature
verification, aiming to improve 1NN performance directly and get 0.5% error
rate, it will take much more computational time.

5 Conclusion

In this paper we proposed a novel method, called Supervised Asymmetric Metric
Extraction (SAME), for learning a linear combination of several original metrics,
given their values on pairs of labeled train samples. We showed that this method
possesses a number of attractive characteristics. Firstly, it relies only on the given
values of the original metrics. In contrast to many metric learning approaches
no features are required. Secondly, intraclass and interclass distances are treated
asymmetrically with intraclass distances going to the objective function and
interclass distances forming a system of constraints. This leads to the third
characteristic. The resulting optimization problem is linear and can be effectively
solved by a wide range of linear programming methods and software. Finally, it
was proved that in the absence of conflicting objects the linear problem always
has an admissible solution.

The proposed SAME method was evaluated on two biometric verification
problems: signature verification and hand palm verification. Our experiments
showed that metrics learned by SAME had significantly, several times lower error
rates in comparison with the original, effectively calculated, but “weak” metrics.
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It was also confirmed that the learning procedure is computationally effective, tak-
ing only seconds to calculate coefficients of the linear combination.

Theoretical and experimental results presented in this paper make the pro-
posed method very promising and we are planning to compare it against other
metric learning and metric combining methods, e.g. [12,13], on various datasets
in our future works.
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Abstract. This work focuses on the proposal of a method for Off-line signature
verification based on selecting writer-dependent global Features. 150 Global
features of different categories namely geometrical, texture based, statistical and
grid features for offline signatures are computed. Writer dependent features are
selected through an application of a filter based feature selection method. Fur-
ther, to preserve the intra-writer variations effectively, the selected features are
represented by interval-valued data through aggregation of samples of each
writer. Here in this work, we recommend creating two interval valued feature
vectors for each writer. Decision on the test signature is accomplished by means
of a symbolic classifier. In the first stage, we conducted experiments with writer
dependent features by keeping a common dimension for all writers. Further, we
conducted experiments with varying writer dependent feature dimension and
threshold as done by a human expert. To demonstrate the effectiveness of the
proposed approach extensive experimentation has been conducted on both
CEDAR and MCYT offline signature datasets. The Error-rate obtained with the
proposed model is low in comparision with many of contemporary models.

Keywords: Off-line signature � Global features � Interval valued data
Writer dependent features symbolic classifier

1 Introduction

During the last two decades, significant research has been carried out on authentication
based on human body characteristics. Identity of a person can be established through
physiological characteristics such as finger print, face, palm-print etc., or through
behavioral characteristics such as signature, gait, voice etc. [1]. Signature verification
can be carried out either offline or online [2]. Verification based on the features
extracted from the geometry of the signature constitutes offline mode while the veri-
fication based on the dynamic properties such as velocity, pen-up and pen-down,
pressure etc obtained from a capturing device constitutes online mode. Due to the
non-availability of dynamic properties of writer, verification based on offline signature
is complicated than that of online. Even today, authentication based on offline signature
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finds applications in many of our day-to-day activities like transactions in bank, doc-
ument attestation etc.

Many models which use different features, different classification techniques and
different decision threshold have been proposed for offline signature verification during
last few decades. Features used for offline signatures include geometric features [3–6],
grid features [3], texture features [7], gradient features [8], statistical features [9], contour
features [10] and centroid-based features [11]. During verification, the test signature is
classified as either a genuine or a forgery based on the estimated similarity between the
test signature and reference signatures of a claimed writer. Pattern recognition techniques
such as support vector machine [8, 12–14] artificial neural network [4–6], hiddenmarkov
model [15, 16] and symbolic classifier [11] are adopted for verification.

The existing models share common characteristics that they consider a same set of
discriminating features for all writers. But a human expert, while verifying a signature
manually, considers different set of features for each individual. In addition, even the
matching strategy adopted is also not same for all writers. This necesisates the usage of
writer dependent features and writer- dependent classification technique for verifica-
tion. Few works have been reported on the usage of writer-dependent classifier [17] and
writer dependent threshold [18] for offline signature and limited attempts on the usage
of writer dependent features in case of online signatures [19, 20]. Due to variations in
the complexity of a signature, same number of features may not be necessary for all
writers. Moreover, the threshold that decides the authenticity of a signature need not be
same for all writers as some signatures are easy to forge when compared to others.
Another challenging issue in case of off-line signature verification is to preserve the
variations among the signature samples of a writer. In [11, 21], interval-valued sym-
bolic representation has been well exploited for effectively preserving the intra-class
variations and it has been well argued that interval-valued representation is more
effective in preserving such variations.

With this backdrop, an approach has been recommended in this work for authen-
tication based on off-line signatures, which exploits writer dependency at feature,
feature dimension and threshold level and interval-valued symbolic representation for
preserving intra-writer variations.

The paper is organized into 5 different sections. The various stages in the proposed
method are discussed in Sect. 2. Experimental setup with the obtained results is pre-
sented in Sect. 3. We compare the performance of the proposed model with other
similar models in Sect. 4. The overall conclusion is highlighted in Sect. 5.

2 Proposed Method

Following are the 5 distinct stages in the proposed method.

1. Feature computation
2. Selection of writer-dependent features
3. Fixation of feature dimension and decision threshold for individual writer
4. Clustering and creation of interval-valued feature vector
5. Verification
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2.1 Feature Computation

Altogether, we have computed 150 global and grid features belonging to geometrical,
statistical, texture and grid category as recommended in [3–5, 7, 9, 22, 23] after
applying binarization, noise removal and thinning as pre-processing steps. The details
of these 150 features computed are summarized in Table 1.

Table 1. List of 150 computed global features extracted and used

F# Description F# Description F# Description

1 Homogeneity [7] 17 MaxHorihistgrm [22] 45 No. of connected
components

2 Correlation [7] 18 Max.Vertical
histogram [22]

46, 47,
48 and 49

Four area

3 Energy 19, 20, 21,
22, 23 and 24

Six fold surface
features

50 Variance

4 Mean of a row
vector [9]

25 Outline feature [4] 51 Normalized area of
the signature [23]

5 Std. Dev. of row
vector [9]

26 Fine ink
distribution [4]

52 Core feature [4]

6 Mean of column
vector [9]

27 Coarse ink
distribution [4]

53 Slope

7 Std. Dev.
of column
vector [9]

28 High
pressure_Region [4]

54 Ratio

8 Max. vertical
projection

29, 30, 31,
32, 33, 34 35
and 36

Directional
Frontiers [4]

55 Area [5]

9 Max. horizontal
projection [3]

37 Total No_Of_
Background_Pixels

56 Slope of the
off-diagonal points
of the bounding
box

10 Hor.Proj . + Ver.
Proj.

38 Height [3] 57 and 58 Global centroid

11 Slant angle [3] 39 Width [3] 59 Perimeter
12 Kurtosis [5] 40 Aspect ratio [23] 60, 61, 62

and 63
Center of mass

13 Skewness [5] 41 Orientation 64 Major axis length
14 Baseline shift [3] 42 Wrinkleless 65, 66

and 67
Tri surface features

15 No. of end
points [22]

43 No. of branch points 68 Minor axis length
69 Center feature

16 Euler_Number 44 Mean 70 to 150 Grid features
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2.2 Selection of Writer-Dependent Features

In order to select features which are relevant for each writer, we have adopted the
feature selection approach proposed in [24] which is filter-based, computationally less
expensive and suitable for especially multi-cluster data. The motive to adopt this
method is its suitability to multi-clustered data like signatures where the signatures of a
writer form some natural cluster. Here, for every feature, its relevancy is decided based
on computing a relevancy score. The score depicts the capability of the individual
feature in maintaining the structure of cluster of the respective writer.

Let n denote the number of training signatures contributed by the writer
Wi (i ¼ 1; 2; . . .; N) where N denotes the number of writers. For each signature, P
global features are computed which results in a data matrix of dimension n X P for a
writer. For each of the P feature, a relevancy score is computed through the application
of a multi-cluster feature selection method (MCFS) [24]. The computed scores are
sorted in the decreasing order and we recommend selecting only the d features with
highest score. The selected d features vary from a writer to a writer. We preserve the
indices of all d features selected for every writer in the knowledgebase which is needed
during verification. For more details on MCFS method, reader can refer [24].

2.3 Fixation of Feature Dimension and Threshold for Individual Writer

The two parameters namely feature dimension and the threshold to be used for each
writer are determined empirically as follows. After computing the relevancy of all
features for each writer as discussed in Sect. 2.2, we estimate the FAR and FRR for
different values of d under varying similarity threshold from 0.1 to 1.0 and the EER is
computed. The decision on the feature dimension and the threshold for individual
writer is based on a minimum EER criterion. That is, the corresponding value of d and
the threshold at which the obtained EER is the lowest is fixed as the suitable feature
dimension and decision threshold for that writer. We arrive at the decision on these two
parameters based on the result of 10 trials with random selection of training signatures
in each trial. Table 2 shows the feature dimension and the threshold for sample 5
writers of MCYT dataset (With 30% of genuine signatures for training purpose).

Table 2. Feature dimension and the threshold obtained for sample 5 writers of MCYT
dataset along with EER obtained.

Writer-ID Feature
dimension (d)

Threshold EER

04 45 0.5 12.73
33 05 0.3 05.71
45 25 0.5 12.00
61 35 0.5 04.00
72 05 0.5 09.09
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2.4 Clustering and Creation of Interval-Valued Feature Vector

After selecting the writer-dependent features as discussed in Sect. 2.3, we recommend
clustering the training signatures of each writer based on the selected features. For the
purpose of clustering, we have adopted Fuzzy-C means method, as it is easy to
implement and also distribution free. The reason for clustering the signatures of a writer
is to have multiple representatives for a writer and to assimilate the variations in the
feature value of signatures of the same writer. For each cluster, a single representative
is created through symbolic representation. In this work, we have adopted the interval
valued symbolic representation proposed in the work [11]. The interval-valued sym-
bolic representation for a writer is computed as follows

Let fSig1; Sig2; Sig3 ; . . .; Signg represent the n signatures belonging to a cluster
Xcl, (cl ¼ 1; 2; . . .;Mc) where Mc is the number of clusters for each writer.

Let ffi1; fi2; . . .fidg be the feature vector characterizing signature sample Sigi of the
cluster Xcl(cl ¼ 1; 2; . . .;Mc). Let MeanclK (K ¼ 1; 2; . . .d) denote the mean and
StdclK (K ¼ 1; 2; . . .d) denote the standard deviation of the Kth feature value consid-
ering all the n training signatures of the cluster Xcl.

We recommend representing the Kth feature of a clth cluster as an interval-valued

feature as f�
clK
; f þclK

h i
, Where f�clK ¼ MeanclK � StdclK and f þclK ¼ MeanclK þ StdclK .

The interval f�
clK
; f þclK

h i
denotes respectively the lower limit and upper limits of a Kth

feature value of a clth cluster in the knowledgebase.
Similarly, all the d features are represented in the form of an interval-valued thereby

resulting in a reference feature vector for a cluster Xcl as

RFcl ¼ ½f�
cl1
; f þcl1 �; ½f�cl2 ; f þcl2 �; : : : ; ½f�cld ; f þcld �

n o
. Altogether in the knowledgebase we

need to store only N X Mc.

2.5 Verification

In order to decide whether a test signature claimed to be of a writer Wi is genuine or
forgery, the test signature is described by means of a set of P features of crisp type as
Fq ¼ ffq 1; fq 2; : : : ; fqPg. Out of the P features, we consider only d features for com-
parison purpose by retrieving the indices of all the d features from the knowledgebase.
A count of the number of features of a test signature that falls within the corresponding
interval of a reference signature is estimated and denoted as the acceptance count (Ac)
which is computed as follows

Ac ¼
Xd
K¼1

CðfqK; ½f�clK ; f þclK �Þ Where

CðfqK; ½f�clK ; f þclK �Þ ¼
1 if ðfqK [ ¼ f�

clK
and fqK \ ¼ f þclK

0 otherwise

� �
for any

c l ¼ 1; 2; : : : ;Mc
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3 Experimentation and Results

All experimentation are conducted on both CEDAR [25] and MYCT [26] off-line
signature datasets. CEDAR dataset consists of 24 genuine and 24 skilled forgeries from
55 writers. The MCYT dataset contains 15 genuine and 15 skilled forgeries from 75
writers.

In the first stage, we conducted the experiment with a common feature dimension
and threshold for all writers under varying percentage of genuine training signatures
from 30% to 70%. The genuine signatures not used for training and all the skilled
forgeries are used for testing purpose. For random forgery, one genuine signature of
every other writer is considered as random forgery. We conducted 10 different trials
with random selection of training and testing signatures. The Equal Error Rate
(EER) under varying percentage of training signatures based on a common feature
dimension and threshold are shown in Tables 3 and 4 respectively for CEDAR and
MCYT datasets.

Further, we conducted verification based on the usage of feature dimension and
threshold which are fixed for each writer as discussed in Sect. 2.3 and the EER obtained
are shown in Tables 5 and 6 corresponding to CEDAR and MCYT datasets
respectively.

Table 3. Error rate obtained on CEDAR dataset (With common feature dimension and
threshold)

Number of
training samples

Skilled_Forgery Random_Forgery

07 24.64 12.73
10 23.54 12.28
12 21.22 10.66
14 18.26 10.43
17 20.44 10.88

Table 4. Error rate obtained on MCYT dataset (With common feature dimension and threshold)

Number of training
samples

Skilled_Forgery Random_Forgery

05 21.06 11.54
06 19.33 08.79
08 17.20 08.19
09 14.73 07.99
10 14.64 06.32

138 K. S. Manjunatha et al.



4 Comparative Analysis

In this work, the performance of the proposed model is compared with other con-
temporary models for off-line signature verification. We have used EER as a measure to
compare the performance of our model with other models. As the number of training
samples used also varies and hence comparison of different models is difficult. For
comparative analysis, we considered the models evaluated on CEDAR and MCYT
datasets and the results are tabulated in Tables 7 and 8 respectively. In Tables 7 and 8,
the error rate obtained with only skilled forgeries are reported as most of the existing
models have reported the results for skilled forgeries only and EER with random
forgeries is lower than that of skilled forgeries as the former one is easy to detect.

Table 5. Error rate obtained on CEDAR dataset (With variable feature dimension and
threshold)

Number of
training samples

Skilled_Forgery Random_Forgery

07 14.82 08.28
10 16.39 06.73
12 14.87 06.28
14 07.66 05.41
17 13.04 05.61

Table 6. Error rate obtained by the proposed model on MCYT dataset (With variable feature
dimension and threshold)

Number of
training samples

Skilled_Forgery Random_Forgery

05 13.67 06.97
06 13.17 05.61
08 11.24 04.24
09 09.96 03.86
10 09.53 03.24

Table 7. EER of the various offline signature models on CEDAR dataset

Model Number of
training samples

EER

[18] 24 21.90
[29] 16 07.90
[27] 24 08.33
[30] 12 07.84
[14] 12 05.60
Proposed 14 07.66
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In Table 7, the best result reported is considered for comparative study. In Table 7,
it can be observed that the error rate obtained with the proposed model is lower than the
error rate of the existing models except [14, 28]. Ours is first of its kind on the usage of
writer dependent features for offline signature verification while other models are based
on the features which are writer-independent. This work is an initial attempt on
explotation of writer dependency for verification purpose. Further, exploration in this
direction only opens new avenues but further minimizing the error rate can be
investigated.

Generally, when the availability of training samples are more, a writer-dependent
model results in better performance when compared to a writer-independent model.
This is due to the fact, that a writer-dependent model needs more training samples as
the characteristics vary from a writer to a writer. Hence, from Table 8, it can be
observed that error rate obtained with the proposed model is lower than most of the
existing models except [7, 10, 28] with 10 training signatures. The performance of
model with 5 training signatures is poor when compared to other models. But there are
number of applications such as banks and credit card transaction where it is not hard to
collect the signatures as the customer provides his/her signature during every
transaction.

Table 8. EER of the various off-line signature models on MCYT-75 dataset

Model Number of
training samples

EER

[35] 05 22.4
[35] 10 20.00
[33] 05 15.02
[7] 05 11.28
[7] 10 07.23
[34] 05 12.02
[10] 05 10.18
[10] 10 06.44
[32] 05 13.86
[32] 10 09.87
[31] 05 13.44
[31] 10 09.86
[28] 05 03.58
[28] 10 02.87
Proposed model (Common feature
dimension and threshold)

05 13.67

Proposed model (Variable feature
dimension and threshold)

10 09.53
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5 Conclusion

A method for off-line signature verification is proposed based on the selection of
features which may vary from an individual to an individual. Relevant features for each
writer are selected through the application of an efficient feature selection method.
Further, the notion of interval-valued symbolic representation has been adopted for
representing the features which are selected for each writer. In order to have a compact
representation, the samples of each writer are aggregated using fuzzy-C means clus-
tering method and interval-valued data representation. In addition, writer dependency at
dimension and threshold level also have been exploited which resulted in further
reduction of error rate. The effectiveness of the model is demonstrated with rigorous
experimentation on two standard benchmarking datasets. The error rate obtained shows
the effectiveness of the method proposed for verification purpose.
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Abstract. This article presents a de-speckling technique for clinical
ultrasound images with an aim to preserve the fine structural informa-
tion and region boundaries in images. The algorithm generates restored
images by minimizing the variational energy on them. To compute vari-
ational energy, a weighted total variation based method is proposed
where the weights are determined from both historical (previous/earlier
time stamp) as well as instantaneous oriented structural information
of images. This helps in defining the anistropy at edges in the image
which, in turn, helps in identifying homogenous regions on it. Moreover,
the method is able to preserve the vague echo-textural differences which
might be of clinical importance but may get destroyed due to smoothing
operations. To elicit effectiveness, comparative analysis of the proposed
approaches have been done with four state-of-the-art techniques on both
in silico and in vivo ultrasound images using four standard measures
(two for phantom images and two for clinical ultrasound images). Qual-
itative and quantitative analysis reveals the promising performance of
the proposed technique.

Keywords: Clinical ultrasound image · Speckle de-noising
Bayesian MAP · Bregman alternate method of multipliers

1 Introduction

Speckles are inherent noise in ultrasound images which arise due to interference
of scattered signals from the interface of tissues with the reflected ones [17]. They
tend to obscure the structural details and hence induce heterogeneity in images.
Thus designing automated tool for localization of organ becomes a challenging
task. As a result, despeckling of images is considered to be an integrated pre-
processing module for such automated tool [14,17].
c© Springer International Publishing AG 2017
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Several researchers have been working on despeckling of clinical ultrasound
images [3,23]. Many filtering [3,23] and Partial differential equation (PDE)
[12,25] based approaches have been developed in this regard. However, most
of these algorithms fail to balance smoothing and preservation of edges in
images. Moreover, they suffer from broadening of edges as they evolve over
time. Recently, variational energy minimization based de-speckling strategy has
been in the spotlight. This approach is characterized by a regularization term
(measuring the variational vitality) and an information fitting term (measuring
the residual vitality) After a pioneering work from Aubert and Aujol [1], many
researchers [9,19] have been focusing on defining suitable data fitting term so
that the optimization function is a convex one. It is to be noted that the said
methodologies consider total variation (TV) as a regularizer, which yields piece-
wise smooth images. Though TV yields sharp edges, the restored images expe-
rience ill effects of staircase artifacts, expansion of edges and the methods do
not save the directionality of edges in images. To overcome this effect, many
non convex [8] and total high order variation [7] and their combination [11,22]
based regularizer have been developed. The TV as regularizer do not takes the
echo texture semantics into account due to which it is difficult to identify the
false variation due to speckle and vague structures. Furthermore, as the TV are
computed on instantaneous edge variation, there is a probability for failure in
preserving the vague structures.

This motivated use to define a regularizer that could take into account the
above information for preserving vague edges along with their directionality.
This direction specific information of tissue textures and edges can be of impor-
tance for diagnosis and tissue characterizations. In this article, a historical and
instantaneous local oriented structure information based weighing mechanism is
proposed. This oriented structure information introduces anisotropy in TV reg-
ularizer and historical edge information controls the loss of vague tissue bound-
ary across the scale space. A block diagram of the proposed approach is given
in Fig. 1.

Fig. 1. Block diagram of proposed method
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The proposed algorithm is compared with four state-of-the-art techniques
(namely, oriented speckle reducing anisotropic diffusion filters (OSRAD) [12],
optimized Bayesian non-local mean (OBNLM) [3], anisotropic diffusion filter
with memory based on speckle statistics (ADMMS) [16], Rayleigh based total
variation (RayleighTV) [9]) in different in silico and clinical ultrasound images.
Two performance measures viz. figure of merit (FoM) and structural similarity
index (SSIM) are used for comparing the results on in silico images and two
measures namely, speckle suppression index (SSI) and effective number of look-
ups (ENL) are used for comparing the result of clinical ultrasound images. To
demonstrate the effectiveness of the proposed algorithm for de-noising images,
results are analyzed both qualitatively and quantitatively. Experiment reveals
the promising performance of the proposed algorithm in reducing speckles while
preserving structural details in images.

The rest of the article is organized as follows. In Sect. 2, proposed de-speckling
procedure is described. Experimental results and analysis are provided in Sect. 3.
Finally, conclusion and future scope are put in Sect. 4.

2 Proposed Approach

In this approach, the de-speckling strategy follows a Maximum A Posteriori
(MAP) estimation based framework for recovering piecewise smooth image (orig-
inal signal) from a given noisy image. The direction and vague structures are
preserved using present and historical (earlier time stamp) local oriented struc-
tural information from images. We term the algorithm as “despeckling with
historical structure information weighted total variation” (DsHSIWTV).

Let Z ∈ R
m×n
+ be the noisy image and A be its noise free reflectivity which

is of the same size as Z. Then the multiplicative noise model can be written as
[2,24]

Z(x) = A(x)N(x) (1)

where x ∈ R
d is the spatial location in d dimensional space and N represents

noise and is of the same size as Z.
It may be noted that, clinical ultrasound images undergo a non-linear trans-

formation to fit the dynamic range of display. Thus the noise model defined in
Eq. (1) transforms to (as done in [5])

Y (x) = D log(Z(x)) + G. (2)

Here Y is the log compressed image which is of the same size as Z. D and G
are parameters representing the dynamic range of input and linear gain of the
amplifier, respectively. Substituting Eq. (1) in (2) and rearranging we get,

Y (x) = U(x) + W (x), (3)

where U(x) = log [A(x)]D + G and W (x) = log [N(x)]D.
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Here we assume that the log compressed speckle noise W follows Generalized
Fisher Tippett distribution given as

pW (w) =
2sem

√
2π
m

em[(2sw−lnΩ)−e(2sw−ln Ω)], s =
1
D

; (4)

where m and s are shape parameters and Ω is the scale parameter. Thus this
distribution is used to define the posterior probability of the MAP.

In Bayesian framework, let U be a random variable representing the piecewise
smooth reflective image that can be estimated from the observed image Y . Let,
u and y respectively, be the realizations of the random variable U and Y . η is
realization of noisy random variable N . Bayes’ rule in logarithmic form can be
written as

− log(p(U |Y )(u(x)|y(x))) = − log pN (η(x)) − log p(u(x)). (5)

The likelihood in Eq. (5) is computed considering the distribution defined in Eq.
(4). So, substituting the instance of noise η(x) with (y(x) − u(x)) in (5), we get

log(pW (y(x) − u(x))) � ∑
x

m(2su(x) +
1

2σ2
e2s(y(x)−u(x))). (6)

The prior probability p(u) can be modeled with Markov Random Field which
explains the statistical properties of the logarithm of a true image [13]. Thus,

− log(pU (u)) � ∑
x

λ (A(x) (| � u(x)|) , (7)

where weight A defines the anisotropy at each pixel position of the image.
Putting Eqs. (6) and (7) in the MAP estimation criterion, defined in Eq. (5),

unconstrained optimization function can be written as

argmin f(u)
û

=
∑
x

m

(
2su(x) +

1
2σ2

e2s(y(x)−u(x))

)
+ λ

∑
x

A(x) (|�u(x)|) ,

(8)
where the regularizer λ is determined empirically.

To incorporate local oriented and historical structural information, A is mod-
eled with delay differential equation (DDE) given as [16]

dA
dt

=
1

τ(U)
[A((x), t) − S{D((x), t)}] , (9)

where τ((x)) is the relaxation time and D is the instantaneous diffusion tensor
which is computed as [12]

Dt((x)) =

⎛
⎝

C (q, t) 0

0 Cmax

⎞
⎠ .
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Here, C : R+ → R
+ is a continuous function which takes large values at the

edges in order to cease smoothing near the edges. Mathematically,

C(q, t) = e

{
− [q2((x),t)−q20(t)]

[q20(t)(1+q20(t))]

}
(10)

where q represents the instantaneous coefficient of variation [25]

q =

√
0.5(|∇u(x)| /u(x))2 + 0.0625(∇2u(x)/u(x))2

[1 + 0.25(∇2u(x)/u(x))]2
(11)

and

q0(t) =

√
var(u((x), t))

u((x), t)
.

Cmax defines the amount of smoothing that is carried out along the boundary.
It is computed as

Cmax(x) = Lxx(x) + Lyy(x) +
√

(Lxx(x) − Lyy(x))2 + 4L2
xy(x) ; (12)

The diffusion tensor S{D((x), t)} is defined as

S{D((x), t)} = pc((x), t)D((x), t).

Here pc((x), t) denotes the degree of belonging of a pixel to the echotexture of
a tissue. As it is known from literature in medicine, an ultrasound echotexture
can be grouped into three categories (namely, echogenic, hypo-echogenic and
hyper-echogenic). In this context, a fuzzy C-means (FCM) algorithm is used to
cluster the intensity of the pixel into three echotextures and a cluster map is
constructed in decreasing order of intensity of cluster centers. The final echo-
texture map is generated by assigning each pixel x the intensity of the cluster
center to which it belongs.

The DDE of Eq. (9) can be easily integrated to find the solution as

A((x), t) = S{D(x, 0)}e
−t
τ +

t∫

0

e
s−t

τ S{D((x), s)}ds, (13)

where τ is the relaxation time which is responsible for selective historical edge
preservation mechanism. It specifies the contribution of historical edge informa-
tion in defining the weights at each location x. Thus τ is defined as

τ(pc((x), t)) =
1 − pc((x), t)
[pc((x), t)]n

. (14)

Equation (13) is continuous in nature and needs to be discretized. Hence we
adopt discrete form for Eq. (9) and is given as
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At+1(x) =
1

1 + βt

[
βtAt(x) + S{Dt(x)}]

, (15)

where βt =
(pc((x), nδt))

δt
and δt is the time interval between two time instances.

At+1 denotes the updated weights at time t + 1.
The functional f(u) is minimized by decomposing into two sub-problems

using Bregman alternate method of multipliers [21]. Such decomposition results
into following two functional forms

argmin f(u)
û

=
∑
x

(m(2su(x)+ 1
Ω e2s(y(x)−u(x)))+μ

2 (u(x)−vt(x)−dt(x))
2), (16)

argmin f(v)
v̂

=
∑
x

(
λA(x)(|�v(x)|)+μ

2 (ut(x)−v(x)−dt(x))2
)

, (17)

with dt+1=dt(x)+(Ut+1(x)−V t+1(x)); (18)

A closed form solution, derived for the first functional, is written as

û(x)= ν
0.25 (u(x))+(1− ν

0.25 )(v(x)+d(x))−ν(2sm(1− 1
2σ2 e2s(f(x)−u(x)))). (19)

The second function can be solved using the generalized Chambolle projec-
tion algorithm [6]. These two functions are solved iteratively to obtain the final
restored images. Here the number of iterations (pre-specified) is used as stopping
criteria for the algorithm.

3 Experimental Analysis

Experiments were carried out on an Intel Core i7 3.40 GHz processor, with
16 GB RAM, Windows operating system and Matlab programming environment.
Though experiments are conducted on various phantom and clinical US images,
quantitative results are reported on a test suite of 5 images with various scat-
tering scenario. However, due to the space limitation visual results of only two
images are discussed here.

As mentioned, performance of the proposed approach is compared with
those of different popular de-speckling methodologies present in the literature.
The algorithms, taken into consideration, include filtering approaches like opti-
mized Bayesian non-local mean filters (OBNLM) [3]; Partial differential equa-
tion (PDE) based approaches like oriented speckle reducing anisotropic diffusion
(OSRAD) [12] & anisotropic diffusion filter with memory model based on speckle
statistic (ADMMS) [16] are also considered. Along with it, total variation with
Rayleigh distribution (RayleighTV) [9] is used for evaluation.

Quantitative analysis of results obtained using different de-speckling meth-
ods is made based on the measures proposed in [14]. Here the structural fea-
tures are assessed using structural similarity index (SSIM) and Prattś figure of
merit (FOM) [4]. Higher value of the indices indicate better performance of the
algorithm.
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Let g represent the original image and û represent the de-noised one. The
measures are as follows:

SSIM =
(2gû + c1) (2σgû + c2)(

g2 + û
2

+ c1

)
(σg

2 + σû
2 + c2)

, (20)

where c1 = 0.001dr and c2 = 0.003dr with dr = 255 representing the dynamic
range of US images.

FOM =
1

max(Ng, Nu)

Ng∑
i=1

1
1 + di

2α
, (21)

where Ng and Nu are the number of edge pixels in ground truth and de-noised
images respectively. di is the distance between the ith pixel in the ground truth
image and the neighboring pixel of the denoised image. Here α represent a con-
stant used to penalise displaced edges.

There are a few direct measures for quantitative analysis of de-noising algo-
rithms on clinical US images. These include speckle suppression index (SSI) [4]
which is defined as the ratio of variance of homogeneous region (as specified by
user) before and after de-noising. The lower value indicates better suppression
of speckle noise. It is defined as

SSI =

√
var(û)

mean(û)
× mean(y)√

var(y)
. (22)

The effective number of lookup (ENL) [4] defined as the ratio of mean and
standard deviation of filtered image, is also considered in the present investiga-
tion, where

ENL =
mean(û)√

var(û)
. (23)

For experimentation, 10000 random regions were selected and the SSI and ENL
were computed to avoid bias in evaluating the performance of the algorithms.
The experiment is repeated 100 times and the average result is reported in this
article.

3.1 Dataset

Facsimile US images of two well known phantoms were simulated with a pseudo
ultrasound simulator as described in [12]. A 3 month old fetus is emulated in the
second phantom image (Fig. 2(a)). The echogenicity map is drawn by construct-
ing a bitmap image with different levels of scattering strength in the region
of interest. Shepp-Logan phantom [10] simulates the slice of a human brain.
The echogenicity map of the phantom contains ellipses with different absorption
properties, which resembles the outline of a head. Clinical test suite constitutes
real life US images collected from various US image databases. These test images
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include slice of sagittal plane of cardiac 3D image (captured with 3D X3-1 matrix
array transducer, Philips Healthcare, The Netherlands) [20]. A micro-calcified
thyroid USG images are collected from open access thyroid US image data-
base (TOSHIBA Nemio MX Ultrasound devices, Toshiba, Tokyo, Japan) [15].
In micro-calcified thyroid image, the calcified region gives a hyper-echogenic
texture. The longitudinal section of carotid artery ultrasound images were taken
from US carotid artery detection dataset (Sonix OP ultrasound scanner, Ultra-
sonix, Ohio, US and ATL HDI-3000 ultrasound scanner Advanced Technology
Laboratories, Seattle, USA) [14,18].

3.2 Result and Analysis

Experiments are done in two phases. In the first phase, phantom images cor-
rupted with speckle noise are denoised using the proposed DsHSIWTV and other
state-of-the-art approaches. The denoised images of a noisy phantom obtained
from these approaches are shown in Fig. 2 and the zoomed view of the same are
shown in Fig. 3. In the second phase, the de-speckling approaches are applied
on real ultrasound images. Figure 4 shows the restored images obtained from
different de-speckling techniques. Quantitative measures like SSIM & FOM (for
analysing phantom images) and SSI & ENL (for analysing of real ultrasound
images), computed from different denoised ultrasound images (obtained using
different algorithms) are reported in Tables 1 and 2, respectively. Entries in bold
denote the best result. It is noteworthy that two different kind of measures are
used for reporting the quantitative results. This is done due to the fact that the
ground truth echogenic maps are not available for the real ultrasound images.
From Fig. 2, it is seen that OSRAD and DsHSIWTV provide better results as

Fig. 2. (a) Noisy image of phantom with speckle variance σ = 0.01, (b) Echogenicity
map, de-noised results using: (c) OBNLM, (d) ADMMS, (e) OSRAD, (f) RayleighTV,
and (g) DsHSIWTV
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compared to other approaches both in terms of smoothing and edge preser-
vation. However, DsHSIWTV does not induce blurring effect near structural
boundary and preserves finer details better in images in contrast to OSRAD.
Rayleigh TV based method (Fig. 2(f)) also attains comparable results; however,
some spike noise is noticed in the restored images. Zoomed view of the results,
obtained using proposed approach and Rayleigh TV based method (Fig. 3), con-
firms this findings. Moreover, it is observed that due to use of TV as regularizer
in RayleighTV, a staircase artifact and loss of directional information is noticed
in the restored image (Fig. 3(a)) as opposed to the one obtained using proposed
approach. Analysis of quantitative results (Table 1) also corroborates this fact.
Among all the methods used, the proposed approach has the largest SSIM and
FoM value for restored images. Both from quantitative and qualitative analy-
sis, it can be seen that ADMMS has poor performance. This is due to the fact
that the said method explicitly inhibits smoothing in the hyper-echogenic echo-
textured region.

Table 1. Values of Structural Similarity index (SSIM) and Figure of Merit (FoM)
measures computed on de-noised results of phantom images obtained using various
algorithms

Algorithm used Values of different measures using

Fetus (Phantom 1) Brain (Phantom 2)

SSIM FoM SSIM FoM

ADMMS 0.9937 0.2583 0.9980 0.4633

OSRAD 0.9980 0.6504 0.9984 0.7769

OBNLM 0.9960 0.7639 0.9980 0.7533

RayleighTV 0.9829 0.6092 0.9955 0.5199

DsHSIWTV 0.9989 0.7445 0.9990 0.8046

Fig. 3. Zoomed view of fetus phantom result obtained from (a) RayleighTV and (b)
DsHSIWTV

Efficiency of the proposed approach over other strategies of denoising has
also been confirmed by experimenting with clinical ultrasound images. This is
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evident after observing the sample result as shown Fig. 4. Texture boundary and
fine edges (Fig. 4(e and f)) in the images are well preserved by Rayleigh TV and
proposed approach as opposed to others. Directional information is prominent
in case of DsHSIWTV. Moreover, spike noise is produced with RayleighTV.
OSRAD also preserves the strong edges but fails to preserve finer details and
vague texture boundary leading to over-smoothing of image (Fig. 4(d)). From
quantitative results (Table 2) it is found that the proposed approach has better
speckle suppression index in almost all images except for carotid artery image. It
is to be noted that though the output obtained using RayleighTV has good edge
preservation (Fig. 4(e)), quantitative result is not promising. This is due to the
isotropic nature of the regularizer that fails to differentiate the variations due to
edge and those due to noise. While, the proposed approach uses anisotropy of
the edge to measure the variation.

Fig. 4. (a) Noisy ultrasound image, De-noised results of micro-calcified thyroid ultra-
sound image obtained using: (b) OBNLM, (c) ADMMS, (d) OSRAD, (e) RayleighTV,
and (f) DsHSIWTV

To summarize the result, the proposed approach has an edge as compared
to other methods and provides a balance between smoothing and structural
details preservation. The use of directional information of edges in the regularizer
helps to induce the anisotropy while computing the variational energy of images.
The degree of preservation of historical edges depending on nature of the echo
texture helps to provide a implicit semantics coding of structures. Depending
on this implicit information, smoothing could be controlled at the vicinity of
the structures. Furthermore, the use of fuzzy clustering helped in capturing the
vagueness of the echo texture due to which a proper degree of preservation of
structural information could be defined. This in turn helped in identifying and
removing the false variation due to speckle. Thus, integrating all this together
in weights helps in preserving the structures in the restored images.
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4 Conclusion

In this article, a speckle denoising strategy for clinical ultrasound images is pro-
posed. The goal of the algorithm is to obtain a piecewise smooth restored ultra-
sound image while preserving fine structural details. A Bayesian MAP estima-
tion framework based optimization function is minimized to obtain the restored
images. To preserve the direction information of the edges and differential tissue
characteristics in images, a weighted total variation based regularizer is used.
The weights are recomputed from the present orientation information of the
edges as well as previous structural information which were preserved over time.

Experiments are carried on various in-silico and in-vivo clinical ultrasound
images to confirm the effectiveness of the proposed strategy. From the results it
is found that the proposed approach has better speckle suppression ability, and
the restored images are found to be piecewise smooth and highly contrasted.
The structural details are also well preserved in the restored images, though
vagueness in the echotexture in depth scan images makes the estimation of tissue
related information difficult. Exploration of spatial information may improve the
estimation of tissue information.

Table 2. Values of speckle suppression index (SSI) and effective number of look ups
(ENL) computed from restored images of various clinical US images

Algorithm
used

Values of different measures using

Sagittal slice Longitudinal carotid Microcalcified thyroid Prostrate

SSI ENL SSI ENL SSI ENL SSI ENL

ADMMS 0.7833
(0.0250)

7.9197
(0.6642)

0.5233
(0.0208)

5.0392
(0.3262)

0.8033
(0.0244)

6.0865
(0.3853)

0.445909
(0.0216)

7.007343
(0.0366)

OSRAD 0.6535
(0.0193)

9.4629
(0.8048)

0.5357
(0.0217)

4.1394
(0.3089)

0.5802
(0.0242)

8.5756
(0.5527)

0.495866
(0.0141)

6.460714
(0.5249)

OBNLM 0.5869
(0.0169)

8.9757
(0.7919)

0.4593(0.0257) 5.3135
(0.4489)

0.6055
(0.0320)

7.5775
(0.5502)

0.479192
(0.0172)

7.945573
(0.8990)

Rayleigh
TV

0.7872
(0.0274)

8.1895
(0.8733)

0.6065
(0.0253)

3.9604
(0.3086)

0.7164
(0.0233)

6.4428
(0.4092)

0.7995
(0.0158)

3.6595
(1.2613)

DsHSIW
TV

0.5655(0.0213) 9.6198(1.3770) 0.5534(0.0232) 4.8645(0.4219) 0.4635(0.02490) 9.0935(0.3907) 0.3227(0.0166) 14.8395(3.5979)
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Abstract. Fingerprint quality estimation is an essential step for elim-
inating poor quality fingerprint images which can degrade the recogni-
tion performance of automatic fingerprint identification system (AFIS).
A quality assessment technique along with fingerprint quality score will
enable AFIS system to make appropriate decision regarding rejecting
the low quality image and recapture a better quality fingerprint image.
In this paper, we propose an effective method for evaluating fingerprint
image quality (dry, normal dry, good, normal wet and wet) on a local
level (block-wise). Feature vector for evaluating fingerprint quality cov-
ers moisture, mean, variance, ridge valley area uniformity and ridge line
count. Block-wise quality label is assigned through pattern classifica-
tion based on these features. In addition to quality labels, our proposed
method also provides a quality score for a fingerprint image. Manually
labeled dry, normal dry, good, normal wet and wet quality blocks of FVC
2004 DB1 a dataset is used to create a classification model using decision
tree classifier. Block classification accuracy of 95.20% is achieved. Fur-
ther, the same classification model is utilized to compute overall quality
score of a fingerprint image. It has been observed that the overall quality
score is accurate according to the manually labeled fingerprint image and
also through visual inspection.

Keywords: Fingerprint · Quality label · Fingerprint block quality
Quality score · Decision Tree · Biometrics

1 Introduction

An automatic fingerprint identification system (AFIS) is a biometric recognition
methodology which utilizes digital imaging techniques for fingerprint acquisition,
storage as well as identification with minimum human intervention. However,
the performance of such systems relies on the quality of the acquired finger-
print sample. Poor quality images result in spurious features, which degrade the
performance of the system. So, fingerprint image quality assessment algorithms
would be beneficial to improve the performance of an AFIS. If the quality of a
fingerprint image is poor due to environmental factors such as dryness, wetness,
less or more pressure, presence of dirt then the quality assessment algorithms
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will help to reject poor quality images during fingerprint acquisition. A better
quality image can be obtained by asking user to adjust conditions of his fingertip,
rather than enhancing a low quality image. Generally, quality control is consid-
ered as an essential component of automatic biometric system prior to matching
stage. Quality control acts as a filter to remove low quality images which may
degrade the recognition performance.

Many of on-going and past efforts have been made for estimating the qual-
ity of fingerprint images [1,2]. Majority of them are focused towards assigning
a graded quality index to fingerprint images, from high to low or good to bad
quality [3–6] while other gives a quality score to fingerprint image [7,8]. Identi-
fication of the reason (dryness, wetness) behind the deterioration of the quality
is also important. This impairment information helps to obtain a better qual-
ity image by allowing user to adjust conditions of his fingertip. Quality (dry,
wet, good) identification of fingerprint images can also be utilized for adaptive
enhancement of fingerprint images. So, the main motive of our work is to design
a quality assessment and scoring module using quality dependent features, which
helps to improve the decision making capability (acceptance or rejection of fin-
gerprint image) of AFIS and performance of the enhancement process.

In this paper, we propose two-tier quality quantification approach which gives
quality label (dry, normal dry, good, normal wet and wet) to fingerprint blocks
as well as determines the quality score of a fingerprint image using these quality
labels. It is possible that some areas of the fingerprint exhibit thick ridges, some
other areas exhibit faint ridges and yet another areas have more equally spaced
ridge-valleys. Based on these properties different regions of a fingerprint image
can be labeled with the different qualities. Our two-tier quality quantification
approach first determines the quality labels for all fingerprint blocks using five
features, namely, moisture, mean, variance, ridge valley area uniformity and
ridge line count. Next, these labels are used to compute the overall quality score.
Decision tree classifier has been utilized to classify the feature values into dry,
normal dry, good, normal wet and wet quality blocks.

2 Related Work

A literature review of some of the eminent fingerprint quality assessment tech-
niques is presented in this section. The existing fingerprint quality estimation
methods are classified into three categories [1] namely, local, global and classi-
fier based quality estimation methods. Local quality estimation methods divide
the fingerprint image into non-overlapping blocks and estimate quality of these
blocks using block-wise features like orientation certainty level (OCL), ridge
frequency, ridge thickness etc. Global quality analysis methods use features of
entire image for quality assessment and classifier based methods assign good or
bad quality label to a fingerprint image based on local and global features. Lim
et al. [7] examines the local and global structure of a fingerprint image, where
local structure means the texture like pattern of the ridges and valleys while
global structure represents the smooth flow of the ridges and valleys. For exam-
ining the local structure it computes OCL, ridge frequency, ridge thickness and
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ridge-to-valley thickness. Global structure analysis is done with continuity (ori-
entation) and uniformity (ridge valley structure) features from the entire image.
An overall quality score is obtained by combining these local and global qual-
ity measures. Chen et al. [8] proposed two quality measures: ridge and valley
clarity to determine overlapping region of the distribution of ridges and valleys
and global orientation flow to test the smoothness of the orientation map of the
fingerprint. An overall image quality score is computed by combining the clarity
score with orientation score using suitable weights. Shen et al. [3] proposed a
method based on gabor features to estimate fingerprint quality. In this approach,
a fingerprint image is divided into N blocks of size w × w. For each block, m
gabor features with m different orientations and there standard deviations are
calculated. Standard deviations of the gabor features are used to determine the
quality of the block based on a predefined threshold. A classifier based method
in [4], defines the quality as degree of separation between match and non-match
distributions of a given fingerprint. It classifies the quality of a fingerprint image
into five levels: poor, fair, good, very good, and excellent using features vector
consisting clarity of ridges and valleys, size of the image and measure of num-
ber and quality of minutiae. A neural network has been trained based on the
mapping between feature vector and the normalized score to predict the suit-
able quality level of a given fingerprint image. Another classification method for
fingerprint quality based on neural network has been proposed in [5]. Effective
area, energy concentration, spatial consistency and directional contrast features
are used to classify fingerprint images as high or low quality. Further, a compar-
ative study of other ongoing and past efforts for quality assessment of fingerprint
images can be found in [1,2].

A block based quality evaluation method is proposed in [6], which uses direc-
tional strength, sinusoidal local ridge/valley pattern, ridge/valley uniformity and
core occurrences. It classifies the blocks in good and bad quality labels based on
these features using a self organizing map, radial basis function neural network
and naive based classifier. In [9], a method to estimate block quality of fingerprint
images is proposed. This method uses gray value of fingerprint block as input to
a back propagation neural network. Output of the neural network is a contin-
uous variable between 0 and 1, which represents the block quality score. Some
other block-wise fingerprint image quality estimation methods can be found in
[10,11]. In [12], various local and global features used for assessment and esti-
mation of fingerprint quality have been reported. A brief literature review of
different fingerprint quality assessment techniques using features mentioned in
[12] are presented in [13].

3 Proposed Method

Proposed system works in two phases: (1) Block quality labeling and (2) Fin-
gerprint quality score computation. Block diagram of phase 1 and phase 2 are
given in Fig. 1(a) and (b), respectively. In the first phase, a block quality labeling
model is built to assign a suitable quality label Q (dry, normal dry, good, normal
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wet and wet) to a fingerprint block. While in the second phase, overall quality
score for a fingerprint image is computed using quality labels of all foreground
blocks obtained using trained classifier model of phase 1. We have considered
the following quality labels in this work.

Fig. 1. Block diagrams of the proposed methods. (a) Block quality labeling and
(b) Fingerprint quality score computation

– Dry blocks have fainted ridge-valley structure because of low pressure on the
scanner surface or dryness of the skin as shown in Fig. 2(a). Large number of
false minutiae can be detected in these blocks because of broken ridges.

– Normal dry quality blocks contain scratchy ridges whose thickness is less
than the subsequent valley region in the block. Figure 2(b) shows some sample
of normal dry quality blocks.

– Good quality blocks are those which have clearly separated ridges and valleys
such that a minutiae extraction algorithm is able to operate very well as shown
in Fig. 2(c).

– Normal wet quality blocks as shown in Fig. 2(d) have dark and hazy ridges
with less valley region.

– Wet blocks are too dark that it is difficult to separate ridge-valley structure
in them. Figure 2(e) shows some sample of wet quality blocks.

A fingerprint image is divided into blocks which can be of different quality
labels and each quality labeled block should contribute certain score to obtain an
overall quality score. As good quality blocks contain clear ridge/valley structure,
there contribution should be the highest among normal dry, normal wet, dry and
wet blocks in the overall quality score of a fingerprint. Normal dry and normal
wet blocks have better ridge/valley representation than dry and wet blocks,
respectively. Therefore, to obtain overall quality score we assign appropriate
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Fig. 2. Manually labeled blocks of different quality from FVC 2004 Db1 a database.
(a) Dry (b) Normal dry (c) Good (d) Normal wet (e) Wet

quality weights to the different quality labels. A good quality block is assigned
quality weight of 1 while normal dry and normal wet blocks are with 0.7, and
dry and wet blocks are given 0.4 quality weights.

3.1 Block Quality Labeling

In block quality labeling, relevant quality features of each foreground block of
a fingerprint image are computed. The foreground blocks of a fingerprint image
are identified using variance based segmentation approach [14] with block-size
of 32 × 32. A decision tree classifier is modeled to map each foreground block of
a fingerprint image into a quality label using extracted quality features.

3.1.1 Fingerprint Blocks (Training and Test Set)
We have collected 500 foreground blocks [14] of size 32 × 32 for each of the
defined quality labels from the different fingerprint images of FVC 2004 DB1 a.
Out of 500 blocks of each quality label, 400 blocks are used for training set and
100 blocks are used for test set.

3.1.2 Quality Relevant Feature Extraction
To cluster fingerprint blocks into defined quality bins we have proposed five rel-
evant features which characterize dryness, wetness and good quality. We have
identified five features namely, mean, variance, moisture, ridge valley area uni-
formity and ridge line count of a fingerprint image. All of these features are
computed for a 32 × 32 sized foreground blocks of a fingerprint image. In a 500
dpi fingerprint image, a ridge valley pair is 8–12 pixel wide [15]. To accommo-
date at least two ridge valley pairs block size of 32 × 32 is selected. Features
like moisture, ridge valley area uniformity and ridge line count are computed in
a binary image, where the binary image is obtained using Otsu’s method [16].
Feature calculation for a block B is done as follows:

1. Moisture (MI): Moisture on a fingerprint will influence the dry or wet
nature of fingerprint images. Unwanted ridge pixels in the valley region of
fingerprint block are termed as moisture which is determined as the percent-
age of unwanted ridge pixels in the valley region of a fingerprint image. The
percentage of unwanted ridge pixels are determined by subtracting percent-
age of average number of ridge pixels (λ) in a manually labeled good qual-
ity block from the percentage of total number of ridge pixels in that block.
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The value of λ is obtained by averaging the percentage of ridge (black) pixels
in 100 manually labeled good quality blocks. Computation of moisture (MIb)
for a foreground block B of size 32 × 32 is done using Eq. (1).

MIB =
(

1
|B|

i=32∑
i=1

j =32∑
j =1

B(i, j)[B(i, j) = 0]
)

∗ 100 − λ (1)

λ =

{∑n=100
n=1

(
1

|Bngood
|
∑i=32

i=1

∑j =32
j =1 Bngood

(i, j)[Bngood
(i, j) = 0]

)
100

}
∗ 100

(2)
Here, MIB is the moisture level of block B, B(i, j) is the value at pixel
location (i, j) of binary block B, |B| is the count of all pixels in the block
(322 = 1024) and λ value is found as 51.25% using Eq. (2) where Bngood

is
manually labeled good quality block.

2. ROI Mean (M): Mean of foreground blocks of the fingerprint image shows
overall gray level of the block and used as a quality predictor of a fingerprint
block. Block-wise mean (MB) of each of the foreground block B of size 32×32
is computed using Eq. (3).

MB =
1

|B|
i=32∑
i=1

j =32∑
j =1

B(i, j) (3)

3. ROI Variance (V): In order to obtain uniformity of a foreground block,
block wise variance (VB) is calculated using Eq. (4).

VB =
1

|B|
i=32∑
i=1

j =32∑
j =1

(B(i, j) − MB)2 (4)

4. Ridge Valley Area Uniformity (RVAU): A good quality fingerprint block
should have almost equal regions of ridges and valleys. But in real fingerprint
blocks it is found that these regions are not uniform across the different quality
blocks. The ratio of ridge area versus valley area is calculated by determining
the total number of ridge and valley pixels in the block. RVAU of a block
(RV AUB) is calculated using Eq. (5).

RV AUB =

∑i=32
i=1

∑j =32
j =1 B(i, j)[B(i, j) = 0]

|B| − ∑i=32
i=1

∑j =32
j =1 B(i, j)[B(i, j) = 0]

(5)

5. Ridge Line Count (RLC): The number of ridge lines in a block represents
different quality of a fingerprint block. It is desirable that RLC in foreground
blocks of a fingerprint image will remain almost constant. However, this num-
ber varies largely across the different blocks of a fingerprint image as it may
have the different quality labels. RLC is computed for blocks of size 32 × 32
from a ridge map with one pixel thickness, which is obtained by thinning
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morphological operation. Ridge map is rotated vertically using orientation
estimation method adapted from [4] to make the ridge lines vertical and
count the pixels from white to black and black to white passing through each
row of a block. This gives the count of twice the number of ridges present in
each row of a block. The half of the maximum of these counts is considered
as RLC of the block (RLCB) which is defined in Eq. (6).

RLCB =
1
2

×Maxi

( j =32∑
j =1

B(i, j)[b− > w||w− > b]
)

for i = 1 to 32 (6)

3.1.3 Decision Tree Classification
A five dimensional feature vector is extracted from each of the 2500 blocks (2000
for training set and 500 for testing set) as given in Subsect. 3.1.2. Feature vectors
of 2000 training blocks are given as input to train a decision tree model for block
quality labeling. Decision Tree (DT) is a non-parametric supervised learning
method used for classification. Its goal is to create a classification model that
predicts the target variable or class by learning simple decision rules inferred from
the data features. The trained decision tree model is utilized to classify the 500
test set blocks (100 from each quality label) into the most suitable quality label.
DT also gives a probability score (PQ) to each classified block which represents
similarity with the assigned quality label (Q).

3.2 Fingerprint Quality Score Computation

It this phase, weight associated with each quality label (found using phase 1
trained decision tree model) is used to compute the quality score of each block
and these individual quality scores are utilized to compute the overall quality
score of a fingerprint image.

3.2.1 Fingerprint Segmentation and Block-Wise Feature Extraction
The foreground blocks of a fingerprint image are identified using variance based
segmentation approach [14] with block-size of 32× 32. Features from foreground
blocks are extracted as given in Subsect. 3.1.2, to form a five dimensional feature
vector for each block.

3.2.2 Decision Tree Trained Model
The trained DT model obtained in Subsect. 3.1.3 of phase 1 is utilized for quality
labeling of foreground blocks of a fingerprint image. It also gives a probability
(PQ) of similarity with the assigned quality label (Q).

3.2.3 Block Quality Score Computation
The quality label and probability score assigned to each foreground block of a
fingerprint image is utilized to compute the block quality score. Quality weights
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associated with block quality label is multiplied with its probability score to
obtain the quality score for a particular block. Contributions of the different
quality labels Q (dry, normal dry, good, normal wet and wet) in the overall
quality score are obtained by summation of block quality score of each quality
label as given in Eq. (7).

SQ =
1

NQ

i=NQ∑
i=1

WQ × PQ(i) (7)

Here, SQ denotes the contribution of quality label Q in the overall quality score
and WQ represents the block quality weights, which are 0.4, 0.7, 1 , 0.7 and 0.4
for dry, normal dry, good, normal wet and wet quality labels, respectively. NQ

and PQ are number and probability score of blocks labeled with quality Q.

3.2.4 Overall Quality Score
The overall quality score of a fingerprint image is obtained by summing up
the contributions of each defined quality label Q. The overall quality score is
computed using Eq. (8).

QS =
1
5

∑
Q

SQ × 100 (8)

4 Experimental Results

To assess the efficiency of the proposed block quality prediction method, a num-
ber of experiments have been performed on fingerprint blocks of FVC 2004
DB1 a dataset which contains varying quality fingerprint images. The dataset
was acquired using optical sensor and contains 8 impressions of 100 fingers. Each
of the fingerprint image is of 500 dpi with 640 × 480 size. First, the DT clas-
sification model is tested with 500 blocks of different quality labels (100 blocks
from each quality label). The results of block quality prediction are presented

Table 1. Results of block quality labeling.

Decision tree classification

Dry Normal Dry Good Normal Wet Wet Total

Subjective

Quality

Dry 98 2 0 0 0 100

Normal Dry 1 95 4 0 0 100

Good 0 4 93 3 0 100

Normal Wet 0 0 5 93 2 100

Wet 0 0 1 2 97 100

Total 99 101 103 98 99 500

Accuracy 98.00% 95.00% 93.00% 93.00% 97.00%
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in Table 1. Results obtained from DT classifier are compared with the manually
labeled blocks of the different qualities. DT classifier predicts 99 blocks in dry
quality bin, out of which 98 are predicted correctly and 1 is predicted in wrong
quality bin. So, accuracy of prediction of dry blocks is 98/100 × 100 = 98.00%.
Similarly, number of correctly classified blocks for normal dry, good, normal wet
and wet are 95, 93, 93 and 97, which give accuracy of 95.00%, 93.00%, 93.00%
and 97.00% respectively. Results show the accuracies of prediction of the correct
quality cluster for dry and wet blocks are very good. Overall accuracy of the DT
classifier is calculated using Eq. (9).

Accuracy =
Tblocks − Fblocks

Tblocks
× 100 (9)

=
500 − 24

500
× 100

= 95.20%

Here, Tblocks is the total fingerprint blocks in the test dataset and Fblocks is
number of wrongly classified with respect to manual labeling.

Results of the proposed quality labeling is compared with block quality analy-
sis method proposed by Lim et al. in [6]. Lim’s method classifies the fingerprint
blocks into two quality class (good and bad). The proposed quality labels are
divided into two classes namely, good and bad to make our block quality label-
ing method comparable with Lim’s method. The dry, normal dry, normal wet
and wet quality blocks are considered as bad quality class while good quality
blocks remain as good class. Comparison results in Table 2 show that the DT
classifier model with the proposed features outperforms the self organising map
(SOM), radial basis function neural network (RBFNN) and naive bayes classi-
fier with directional strength, sinusoidal local ridge/valley pattern, ridge/valley
uniformity and core occurrences features. The good and bad quality blocks are
predicted with accuracy of 93% and 95.75%, respectively with our proposed
approach, which are the highest for the good and bad quality blocks prediction
among the different classifier models.

Table 2. Comparison of the proposed block quality labeling with Self Organising Map
(SOM), Radial Basis Function Neural Network (RBFNN) and Naive Bayes classifier
proposed in [6]

SOM RBFNN Naive Bayes Proposed DT

Subjective
Quality

Good Bad Good Bad Good Bad Good Bad

Good (100) 86 (86%) 14 (14%) 91 (91%) 9 (9%) 89 (89%) 11 (11%) 93 (93%) 7 (7%)

Bad (400) 43 (10.75%) 357 (89.25) 20 (5%) 380 (95%) 28 (7%) 372 (93%) 17 (4.25%) 383 (95.75%)

To evaluate the performance of the proposed quality scoring method, qual-
ity scores of the 100 manually labeled fingerprint images of each quality (dry,
normal dry, good, normal wet and wet) from FVC2004 Db1 a are computed.
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Figure 3 shows fingerprint images of five different qualities and their correspond-
ing quality maps along with their quality score. Quality scores given by the
proposed quality scoring method for the fingerprint images of quality (Q) are
compared to the scores of NFIQ 2.0 [17]. Table 3 shows the mean of the quality
scores given by the proposed quality scoring method and NFIQ 2.0 method for
the fingerprint images of each quality label Q. Fingerprint images of different
qualities are well separated using the proposed quality scoring method (normal
dry:50.28, good:79.91 and normal wet:47.53) as compared to the quality scores
(normal dry: 62.30, good:68.82 and normal wet:62.80) of NFIQ 2.0. The good
quality fingerprint images are getting higher mean score (79.91) using the pro-
posed method as compared to the mean score (68.82) of NFIQ 2.0. Similarly,
mean scores of other quality labels are compared which show the quality scores
given by the proposed method are more accurate.

Fig. 3. Fingerprint images of different qualities from FVC 2004 Db1 a database and
their orresponding quality maps. (a) Dry (QS:39.95) (b) Normal dry (QS:49.17)
(c) Good (QS:78.14) (d) Normal wet (QS:47.74) (e) Wet (QS:36.13). Blocks with
brighter color in quality maps indicate higher quality region

Table 3. Average quality scores given by NFIQ 2.0 [17] and the proposed method
for manually labeled fingerprint images of dry, normal dry, good, normal wet and wet
quality (100 each)

Dry Normal Dry Good Normal Wet Wet

NFIQ 2.0 49.55 62.30 68.82 62.8 50.08

Proposed method 37.12 50.28 79.91 47.53 34.58

5 Conclusions

This paper proposes a method to assess fingerprint image quality on a local
level using DT classifier. Five dimensional quality relevant feature vector has
been proposed to build the DT model. Feature vector includes moisture, mean,
standard deviation, RVAU and RLC. DT model gives an accuracy of 95.20% to
predict the correct quality labels from the blocks of the different qualities. The
benefits of the proposed method are in two folds. The proposed method divides
the fingerprint image into the different quality regions using DT model. This
result can be utilized to enhance the fingerprint image using local enhancement
techniques. Further, a poor quality fingerprint image can be rejected based on



166 R. P. Sharma and S. Dey

the overall quality score and a new fingerprint impression can be recaptured by
asking users to provide his fingerprint impression for reacquisition. The proposed
method has been tested on the manually labeled FVC 2004 Db1 a dataset for dry,
normal dry, good, normal wet and wet images. Result shows accurate estimation
of the quality scores of low (dry, wet), medium (normal dry and normal wet))
and high (good) quality fingerprint images.
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port to carry out this research work.
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Abstract. In this paper, we present a multi-objective segmentation app-
roach for color images. Three objectives, overall deviation, edge value,
and connectivity measure, are optimized simultaneously using a multi-
objective evolutionary algorithm (MOEA). To demonstrate the effective-
ness of the proposed approach, experiments are conducted on benchmark
images. The results justify that the proposed approach is able to parti-
tion color images in a number of segments consistent with human visual
perception. For quantitative evaluation, we extend the existing Proba-
bilistic Rand Index (PRI) considering multi-objective segmentation. The
outcomes show that the proposed approach can obtain non-dominated
and near-optimal segment solutions satisfying several criteria simultane-
ously. It can also find the correct number of segments automatically.

Keywords: Image segmentation · Multi-objective evolutionary
optimization · Probabilistic Rand Index (PRI) · Color image ·
Pareto-front

1 Introduction

Images are considered one of the most important mediums of conveying infor-
mation. Understanding images and extracting the information from them is an
important aspect of many practical applications in various fields such as biology,
medicine, remote sensing, chemistry, robotics, and industry. Image segmentation
is one of the most significant and basic tasks in the field of image processing and
recognition. The main goal of image segmentation is to partition an image into
multiple non-intersecting regions (set of pixels) having high similarity among
the pixels within a region, while the pixels among neighboring regions are sig-
nificantly dissimilar with respect to some similarity measures. A large variety
of different segmentation approaches have been proposed for monochrome and
color images [2,3,5]. However, color image segmentation techniques are consid-
ered more appealing since they can provide more information than grey level
c© Springer International Publishing AG 2017
A. Ghosh et al. (Eds.): MIKE 2017, LNAI 10682, pp. 168–177, 2017.
https://doi.org/10.1007/978-3-319-71928-3_17
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images, and the human eye is able to better detect objects when color is avail-
able within the image [3].

Real-world image segmentation problems actually require considering multi-
ple objectives, i.e., minimize overall deviation, minimize segment overlap, max-
imize connectivity, minimize the number of features, or minimize the error rate
of the classifier. However, existing image segmentation approaches are generally
concerned with a single objective [4,11]. By contrast, practical segmentation
problems are multi-objective by nature and they require the decision makers to
consider a number of criteria before arriving at any conclusion. A segmentation
that is optimal with respect to a given criterion might be a poor candidate for
some other criteria. Thus, a single solution that can optimize all objectives simul-
taneously does not necessarily exist. Hence, the trade-offs (Pareto-optimality)
involved in considering several different criteria provide useful insights for the
decision makers. Consequently, image segmentation falls into the category of
multi-objective optimization problems.

To date, relatively few techniques have been developed for multi-objective
image segmentation [9,13]. Most of these algorithms suffer from the “cluster
number dependency” problem, where the user should provide an accurate num-
ber of clusters in advance [12]. However, in most practical situations, it is not
known in advance. In addition, none of the proposed approaches considers the
use of Pareto-optimality. The case is far worse in the case of color images, where
there exists no approach for segmentation considering multiple objectives.

Unlike conventional methods that aggregate multiple objectives to form a
composite scalar objective, multi-objective evolutionary algorithms (MOEAs)
are capable of considering each objective separately and guiding the search to
discover the global Pareto-optimal front. Motivated by this, in this paper, we
propose a multi-objective segmentation approach for color images with the use
of Pareto-front by simultaneous optimization of three objectives. The objec-
tives, (i) overall deviation, (ii) edge value, and (iii) connectivity measure, are
simultaneously optimized using the Strength Pareto Evolutionary Algorithm-2
(SPEA-2) [15]. Experiments on ten color images from the Berkeley Image Seg-
mentation Dataset (BSDS300) [8] show that our proposed approach is able to
partition natural and human scenes in meaningful objects. Experimental results
also justify that our approach can find a set of non-dominated and near-optimal
segmentation by simultaneous optimization of multiple objectives. This is par-
ticularly beneficial to decision makers, as they can select the best compromise
solution according to specific segmentation objectives required in different cases.

We also present quantitative evaluation based on the well known concept of
Probabilistic Rand Index (PRI) [14]. The original PRI was formulated for image
segmentation based on a single objective, where the approach under considera-
tion produces only one segmentation solution. Since we are using MOEA, instead
of a single output image solution, we will find a set of Pareto-optimal segmenta-
tion solutions. Therefore, we modify the original PRI for handling a set of final
solutions to produce the final PRI value. Based on this Modified PRI, we compare
our approach with the algorithms proposed by Amelio and Pizzuti [1]
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(single objective and considers only the gray-level information), by Maji et
al. [7] (single objective, but for color images), and by Amelio and Pizzuti [2] (sin-
gle objective, but for color images). Comparison shows that the proposed app-
roach gets better segmentation accuracy for most of the test images.

The rest of this paper is organized as follows. Section 2 explains the proposed
approach. Section 3 describes the Modified PRI as the proposed quantitative
evaluation criteria for color image segmentation. Section 4 provides the exper-
imental results and discusses the findings. Section 5 concludes the paper with
suggestions for future research.

2 Proposed Approach

Our approach can be summarized in the following steps: (i) representation of
the input image, (ii) generation of a minimum spanning tree (MST) from this,
(iii) initial segmentation from the MST, and (iv) utilizing the MOEA to optimize
the objectives and to produce the final set of Pareto-optimal segmented images.

2.1 Representation of Individuals

The representation of individuals is a graph structure [13]. Figure 1 illustrates
the genotype and phenotype for a 4 × 4 pixel image. In this figure, each number
represents an index in the genotype which corresponds to the pixel index in the
two-dimensional input image. The dotted sections in the phenotype indicate the
segmentation. The length of a genotype is equal to the number of pixels of the
input image. Each gene contains one out of five possible values; {left, right, up,
down, none}; that describes how the graph node representing the input image
pixel at the index of that gene is connected to its neighbors. Each graph node
can connect to either one of its four cardinal neighbors, or to itself. If a graph
node at an edge of the image plane points in an outwards direction, it is treated
as having the value none. This means that all possible chromosome permutations
are valid.

Fig. 1. Individual representation for a 4 × 4 pixels image.
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Initial genotype sequences are generated by constructing a MST from the
input image. This is to provide a good starting point for image segmentation. The
input image is treated as a graph where each pixel is a node that is connected to
each of its cardinal neighbors. The weight of each edge is given by the Euclidean
distance in RGB color space between the two neighbors. From the initial image
graph, we utilize Prim’s algorithm [6] to generate a MST from a random starting
point. Since a random starting point is used, a different MST is generated as the
basis of the genotype for each initial individual.

2.2 Generation of Initial Segments

In order to evaluate an individual, the genotype is requited to be converted into
the phenotype (initial segmentation). For this, the directions of edges in the
graph described by the genotype is ignored. Starting with the first pixel node
in the graph, all directly or indirectly connected pixel nodes are assigned to the
same segment. This process is continued until all pixel nodes have been assigned
to a segment.

2.3 Objective Functions

After creating the initial segmentation, three objectives are simultaneously opti-
mized using the SPEA-2. The first objective, the overall deviation, is a measure
of the similarity of pixels in the same segment, as defined in Eq. 1:

overall-deviation(C) =
∑

Ck∈C

∑

i∈Ck

dist(i, μk) (1)

where C is the set of all segments, μk is the centroid of the pixels in the segment
Ck, and dist() is the distance function. Overall deviation should be minimized.
Minimizing overall deviation roughly increases the number of segments. The
distance function, dist(), is the Euclidean distance in the RGB color space, and
is defined as:

δRGB =
√

ΔR2 + ΔG2 + ΔB2 (2)

The second objective, the edge value, evaluates the overall summed distances
on boundaries between the segments. This value is a measure of the difference in
the boundary among the segments. This objective should be maximized. How-
ever, to keep similarity with other two objectives, we convert it as subject to
minimization by negating it as shown in Eq. 3. Here, N is the number of pixels,
Fi indicates the 4 nearest neighbors of pixel i.

Edge(C) = −
N∑

i=1

(
∑

j∈Fi

xi,j

)
,

where, xc,s =

{
dist(c, s) if �Ck : c, s ∈ Ck

0, otherwise

(3)
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The third objective, the connectivity measure, is defined in Eq. 4. This objec-
tive evaluates the degree to which neighboring pixels have been placed in the
same segment, as follows:

Conn(C) =
N∑

i=1

(
L∑

j=1

xi,nn(j)

)
,

where, xc,s =

{
1
j if �Ck : c, s ∈ Ck

0 otherwise

(4)

Here, N is the number of pixels in a segment, nn(j) is the j-th nearest
neighbour of the i-th pixel, L is a parameter determining the number of neighbors
that contribute to the connectivity measure. In this work, we use L = 8. As an
objective, the connectivity measure will also be minimized.

2.4 Evolutionary Operators

We use a tournament selection of size 4 in our experiments. Simple uniform
crossover operator combines two randomly selected parent individuals to produce
two child individuals. When applied, the mutation operator selects a random
gene in a parent individual and sets it to a new value which is randomly selected
from {left, right, up, down, none}.

3 Evaluation Criterion: Modified PRI

The Berkeley dataset contains multiple human-traced segmentation for each
color image, all of those are considered equally reliable. Therefore, the com-
parison should be made against all the manually obtained ground-truth segmen-
tations. For such comparison, Probalistic Rand Index (PRI) is introduced in [14]
as an extension of Rand Index [10] which was designed to assess clustering meth-
ods. However, PRI is designed to evaluate the segmentation approaches those
produce single final segmented solution only.

On the contrary, our aim to find a set of Pareto-optimal segmented outputs
instead of a single output image by simultaneous optimization of three objectives.
Therefore, we have modified the PRI into Modified PRI to asses multiple trade-
off solutions. Given a set {GT1, ..., GTT } of ground-truth segmentations of an
image I consisting of n pixels, and a test set of Pareto-optimal segmentation
results {I1, ..., Ip}, the Modified PRI is defined as:

Modified PRI ({I1, ..., Ip}, {GT1, ...GTT })

=
1
H

∑

i�=j

[cijpij + (1 − cij)(1 − pij)]
(5)

where cij denotes the event that pixels i and j have the same label, pij is the
probability, and H = n × (n − 1)/2 is the total number of pixel pairs. Similar to
the PRI, the Modified PRI values also varies between 0 and 1, where 0 means
that {GT1, ..., GTT } and {I1, ..., Ip} are completely dissimilar.
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4 Experiments and Results

In this section, we present the results of our proposed approach on ten test images
from the BSDS300 [8] and compare the performances in partitioning natural
and human scenes in meaningful objects with the segmentations obtained by C-
GeNCut [2], and Biased NCut [7] (referred as C-NCut hereafter) both for color
images, and by GeNCut [1] that takes into account only gray-scale information,
on the same images.

4.1 Experimental Setup

The parameters for the SPEA-2 are: population size = 50; generations = 100;
archive size = 20; crossover probability = 0.7; mutation probability = 0.2. We
use a constraint on initial segment size within the range of 1 to 50. In our
experiments, five independent runs are made with each test image and the final
Pareto-fronts from these runs are combined. Finally, a non-dominated sorting is
performed to constitute the best non-dominated set of solutions.

Fig. 2. Segmentation obtained by our proposed approach. For each image, the original
version together with the segmentation results are presented.
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4.2 Results and Discussion

Figure 2 presents the segmentation outputs produced by the proposed approach
by depicting the contours of the regions on the original image. It is worthy to
mention that each of these ten examples are one member of the final Pareto-
optimal segmentation for each image. Each image of this figure is selected ran-
domly from the corresponding Pareto-front. The figure also shows that the visual
perception of the segmentation results is quite positive. For each test image, the
main objects are identified as well as the segmentation process can successfully
extract the most meaningful features.

Fig. 3. Examples of the image segmentation results for image index 147091 with num-
ber of segments.

Another objective of this work is to verify whether various trade-off segmen-
tations are obtained. Figure 3 shows examples of the segmentation results for
image index 147091. The results show that several trade-off segmentations with
different numbers and shapes, all of which can be considered to be relatively
good from visual perspective. This also shows that our proposed approach can
find the optimal/near-optimal number of segments automatically.

This is also justified by Fig. 4 which shows the obtained Pareto-front by the
proposed approach. From the figure, it can be found that our approach can
successfully optimize the objectives simultaneously and the obtained solutions
of each image have different Pareto-fronts. Although the shapes of the Pareto-
fronts are different, a wide range of solutions is found in all cases. The diverse
solutions, in particular the extreme solutions, are useful for real-world scenarios
where the decision maker can select the best compromising segmented solutions
from the non-dominated set of solutions according to the specific requirements or
scenarios. All these ultimately justify the effectiveness of our proposed approach
as a multi-objective image segmentation approach for color images.

Table 1 presents the quantitative comparison of our proposed approach with
C-GeNCut [2], C-NCut [7], and GeNCut [1]. This table is partially taken from [2].
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Fig. 4. Obtained Pareto solutions by the proposed method.

Table 1. Comparison based on Modified PRI

Image index GeNCut C-GeNCut C-Ncut Proposed Max Approach Avg

I1 (12074) 0.7308 0.782 0.7512 0.7424 0.7206

(0.0118) (0.0101) (0.0018) (0.0138)

I2 (42044) 0.8036 0.8288 0.7565 0.8311 0.7973

(0.0186) (0.0379) (0.0001) (0.0128)

I3 (86016) 0.6443 0.7526 0.7862 0.7946 0.7766

(0.0637) (0.0263) (0.0003) (0.0157)

I4 (147091) 0.7041 0.7052 0.6651 0.7476 0.7314

(0.0183) (0.0183) (0.0017) (0.0175)

I5 (160068) 0.8215 0.8361 0.8217 0.7475 0.7393

(0.0002) (0.0163) (0.0001) (0.02)

I6 (176035) 0.7797 0.8361 0.8557 0.7919 0.7203

(0.0375) (0.0075) (0.0001) (0.0363)

I7 (176039) 0.7889 0.8339 0.826 0.8341 0.7996

(0.0368) (0.0213) (0.0001) (0.0252)

I8 (178054) 0.7035 0.7613 0.7068 0.7653 0.7622

(0.0081) (0.0063) (0.0001) (0.0023)

I9 (216066) 0.7425 0.7653 0.7399 0.7719 0.7562

(0.0059) (0.0076) (0.0001) (0.0251)

I10 (353013) 0.8088 0.8235 0.8338 0.755 0.74

(0.0198) (0.0065) (0.0001) (0.0211)

It is necessary mentioning that all the compared methods produce single output
segmented solution. The first two methods are proposed for color images and the
last one for gray-scale information. Whereas, our proposed approach produces a
set of trade-off segment solutions. The values in bold face are the best and the
values within braces are the standard deviation values. Based on Modified PRI
as mentioned in the table, it is evident that our proposed approach finds the
best Modified PRI for most of the test images (6 out of 10 images). Moreover,
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for the other 4 images where our approach can not find the best values, the
values obtained by our approach are still satisfactory. In short, the Modified PRI
values show that our approach can find a number of segments equal to one of
the ground-truth segmentations.

From this table, it can also be observed that in some cases the standard
deviation values obtained by our approach are relatively large. Considering
multi-objective evolutionary optimization, this phenomenon can be considered
as “good”. It confirms an extra advantage of the proposed approach—its ability
to find extreme solutions along the Pareto-front. Finding extreme solutions are,
in particular, very important for MOEAs. This is because, the decision maker can
select the best compromise solution according to specific segmentation objective
required in different cases.

5 Conclusion

This paper presents a multi-objective segmentation approach for color images
by optimizing three objectives simultaneously. To quantitatively asses multiple
trade-off solutions in terms of test images with multiple ground-truth examples,
we also extend an existing performance criteria into a modified performance
index (Modified PRI ). Experimental results justify that our proposed approach
is able to segment color images in a number of regions that adhere well to
the human visual perception. The quantitative evaluation also shows that our
proposed approach is competitive with state-of-the-art methods for color image
segmentation. In addition, our proposed approach is capable of searching a set of
near-optimal trade-off segmentation solutions while finding the correct number
of clusters automatically. This is essential for real-world segmentation as the
trade-offs involved in considering several different criteria provide useful insights
to decision makers by providing the flexibility to consider a number of criteria
before choosing a solution. In the future, we would like to implement other
segmentation criteria as optimization objectives to test the effectiveness of each.
Implementing other recent MOEAs to analyze their behavior and performance
could be another interesting avenue for future works.
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Abstract. A face recognition system must be robust with respect to many
variability such as viewpoint, illumination, and facial expression of the face
image. The main aim of the proposed work is to represent and recognize face
images with different poses. An efficient face recognition system with face
image representation using wavelet and averaged wavelet packet coefficients in
the form of Discriminative Common Vector (DCV) and modified Local Binary
Patterns (LBP) and recognition using radial basis function (RBF) neural network
is presented. Face images are decomposed by 2-level two-dimensional (2-D)
wavelet and wavelet packet transformation. The discriminative common vectors
are obtained for wavelet and averaged wavelet packet coefficients. Newly pro-
posed LBP operator is applied on the DCV and LBPs are obtained. Histogram
values are generated for the LBP and recognized using RBF network. The
proposed work is tested on three standard face databases namely Olivetti-Oracle
Research Lab (ORL), Japanese Female Facial Expression (JAFFE) and Essex
face database. The extracted features are recognized by the proposed method
results in good recognition rates. The execution time for the proposed methods
is also less because of the meaningful extracted features obtained from the face
representation methods.

Keywords: Face recognition � Wavelet � Discriminative Common Vector
Local Binary Patterns � Radial Basis Function neural network

1 Introduction

This Face recognition is one of the most thrust research areas in the pattern recognition
and computer vision. An effective face representation is a key issue for face recogni-
tion. The face representation methods based on global features, subspace methods and
spatial-frequency techniques are available and used in face recognition system.
Subspace-based methods are Principal Component Analysis (PCA), Fisher’s Linear
Discriminant (FLD) [3] and Independent Component Analysis (ICA) which are widely
recognized as the effective and successful face representation methods.
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Wavelet domain such as wavelet transform [8] and Gabor wavelet [1] attracted
much attention for face recognition. Zhang et al. have proposed face recognition system
using wavelet subband representation and kernel associative memory [12]. The com-
pact and meaningful feature vectors are constructed using Wavelet Packet Transfor-
mation and is also used in face recognition [6]. Discriminant analysis and Common
Vectors have been proposed for face recognition problems. Cevikalp et al. have pro-
posed a face recognition method called the Discriminative Common Vector. The
within-class scatter matrix of the samples are used to obtain the discriminative common
vectors [4]. Kar et al. have presented a technique [10] by which high-intensity feature
vectors extracted from the Gabor wavelet transformation of frontal face images has
combined together with Independent Component Analysis (ICA) for enhanced face
recognition.

Local binary pattern (LBP) is a nonparametric descriptor, which efficiently sum-
marizes the local structures of images. In recent years, it has aroused increasing interest
in many areas of image processing and computer vision and has shown its effectiveness
[7]. Local Binary Pattern (LBP) method is applied for human face feature extraction
and features are computed from micro patterns created using modified LBP from
human faces [3].

Neural based classifiers such as Radial Basis Function neural networks (RBF) are
used in pattern recognition and classification processes [5]. Automatic recognition of
real time face and mouth in video sequences using RBF has been described by
Balasubramanian et al. [2]. A face recognition approach based on kernel discriminative
common vectors (KDCV) and RBF network is proposed [9].

Sharma et al. have presented an efficient face recognition method where enhanced
local Gabor binary pattern histogram sequence has been used for efficient face feature
extraction and generalized neural network with wavelet as activation function is being
used for classification [11].

A face recognition system is presented in this paper using RBF with a combination
of face representation methods such as wavelet, wavelet packet transformation, DCV
and LBP. The paper is organized as follows: the subsequent representation stages are
described in Sect. 2. The proposed recognition process using RBF is in Sect. 3. The
data set and experiment results along with discussions are presented in Sect. 4.

2 Face Representation

An effective face representation scheme using wavelet, wavelet packet transformation,
DCV and newly proposed LBP operator is described in this work. In the first step,
Wavelet and Wavelet packet transformation were used on the face images in order to
get a dimensionally reduced face features. In the second step of the proposed work, the
DCV values are obtained from the wavelet coefficients using the within class scatter
matrix method. In the third step, newly proposed LBP operations are done on the DCV
coefficients and the resultant LBP values are used to generate the histogram values. The
histogram values obtained are given as input to the RBF network for recognition stage.
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2.1 Wavelet Transformation

Wavelet transformation is applied for getting through a of filter bank stages. In level-1
of wavelet transformation, the face image is applied to low pass and high pass filter and
the values are down sampled by a factor in the horizontal direction. In level-2, the
filtered output of level-1 is then filtered by an identical filter pair in the vertical
direction. The decomposition of the image into four frequency subbands such as
approximation (LL) and detailed coefficients (HL, LH, and HH). The approximation
wavelet coefficient is known as low frequency subband and the changes in pose or scale
of a face affect only their low-frequency spectrum. The low frequency approximation
wavelet coefficients are only considered for further processing in this proposed work.

2.2 Wavelet Packet Transformation

Wavelet packet Transformation is an extension of the wavelet Transformation and
results in good recognition performance. The wavelet packet transformation is also
used in this proposed work. In wavelet transformation, a face image is decomposed into
approximation and detailed coefficients and then the approximation coefficient is only
used for the further level decomposition. But in the wavelet packet transformation, both
approximation coefficients as well as detailed coefficients of the face are used in the
second level for decomposition and so on.

After applying the wavelet packet transformation on the face images for two levels
and four wavelet packet coefficients namely approximation, horizontal details, vertical
details, and diagonal details are obtained. In the proposed work, the four coefficients
are added and the values are averaged.

2.3 Discriminative Common Vector

In this proposed work, in order to obtain a low-dimensional feature representation with
enhanced discrimination power, discriminant features are obtained from the wavelet
and wavelet packet coefficients using within-class scatter matrix method. Discrimina-
tive common vector for each individual class is obtained by removing all the features
that are in the direction of the eigenvectors corresponding to the nonzero eigen values
of within-class scatter matrix of all classes.

Let the training set be composed of C classes, where each class contains N samples.
Let xim denotes mth sample of ith class. Within-class scatter matrix of the samples is
constructed to obtain feature vectors, which is defined as [4].

Sw ¼ BBT ð1Þ

where the matrix B is given by

B ¼ ½x11 � l1; . . .; x
1
N � l1; x

2
1 � l2; . . .; x

C
N � lC� ð2Þ

where xi
j is i-th sample of class j and lj is mean of the samples in the jth class.
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Let us define Q = [a1,…, ar], which is the set of orthonormal eigenvectors corre-
sponding to the non-null eigenvalues of Sw and r is the dimension of Sw. Next choose
an input sample and project it on the null space of Sw in order to get the common
vectors, defined as:

xicom¼ xim � QQxim ð3Þ

where m = 1…N samples and i = 1…C classes. Calculate the principal components of
Scom (the eigenvectors wk ), which correspond to the non zero eigenvalues as defined as:

JðWoptÞ ¼ argmax
w

½WTScomW � ð4Þ

where Scom is computed as

Scom ¼ BcomB
T
com ð5Þ

where Bcom is given by

Bcom ¼ ½x1com � lcom. . .x
C
com � lcom� ð6Þ

The Feature Vector for training samples is calculated as

Xi ¼ WTxim ð7Þ

Similarly, feature vector of test image xtest, is obtained by

Xtest ¼ WTxtest ð8Þ

The above method is summarized as follows:

1. Compute nonzero eigenvalues and corresponding eigenvectors of Sw using Eqs. (1)
and (2).

2. Choose an input sample from each class and project it onto the null space of Sw to
obtain the common vectors.

3. Compute xicom using Eq. (3).
4. Compute the eigenvectors corresponding to the nonzero eigenvalues, by using the

Eqs. (4) and (5).
5. Calculate the feature vector for training set and test set using Eqs. (7) and (8)

respectively.

2.4 Proposed Local Binary Pattern

The LBP features of face image provide the micro level patterns. The original LBP
operator which assigns a label to every pixel except the edge pixels of an image by
threshold the 3 � 3 neighborhood of each pixel with the center pixel value and con-
sidering the result as a binary number.
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In this proposed work, a modified computation is done for finding the LBP features.
A binary bitmap is calculated for each pixel except the edge pixels using 3 � 3
neighborhood elements. The average value for 3 � 3 map is calculated and is used as a
threshold which is compared with each element of the 3 � 3 map including the central
point. If the averaged value is greater than the averaged value binary map set with 1
value, otherwise 0 is the binary map value. The binary map created with new LBP
operator is illustrated in Fig. 1.

A binary pattern is obtained by concatenating all these binary values by a row
major starts from left. The corresponding decimal value of the generated binary number
is then used for labeling the given pixel. The binary numbers obtained are referred as
the LBPs. In Fig. 1, the decimal value for local binary pattern 001011010 is 90. LBPs
are obtained by applying the proposed new LBP operator defined in 3 � 3 neigh-
borhood. The histogram values of the local binary patterns are supplied as input pattern
to the RBF for recognition.

In the preprocessing, both wavelet and wavelet packet transformations are per-
formed. The proposed work has two methods. The face images are decomposed by
2-level two-dimensional (2-D) wavelet transformation in the first method. The dis-
criminative common vectors are obtained for wavelet coefficient. Using the new pro-
posed LBP operator the LBPs are obtained and then histogram values are generated.
Similarly, in the second method, the wavelet packet coefficients are computed for the
face images using 2-level wavelet packet transformation and the resultant coefficients
are averaged. DCV and LBP values are computed for the averaged wavelet packet
coefficients. The entire proposed work is summarized as follows.

Proposed Method – I (Wavelet + DCV + new LBP + RBF)

1. Perform the steps 2–4 for all the training samples.
2. Apply wavelet transformation and compute the wavelet coefficients.
3. Determine the DCV Coefficients for the wavelet coefficients by the with-in class

scatter matrix method.
4. Find the Local Binary Pattern using the new proposed LBP operator.
5. Compute the Histogram values for the LBPs obtained in step 4.
6. Train the RBF network for recognizing the generated values of step 5 using

algorithm given in Sect. 3.1.

Fig. 1. Proposed LBP operator
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7. Repeat the steps 2–6 for the test samples.
8. Classify the test image using trained RBF network.

Proposed Method – II (Averaged Wavelet Packet + DCV + new LBP + RBF)

1. Compute the wavelet packet coefficients by applying the wavelet packet
transformation.

2. Add the four nodes of A1
0 namely A2

0, D
2
0h, D

2
0v, D

2
0d and compute its average.

3. Perform the steps 3–8 of Method – I (Wavelet + DCV + new LBP + RBF).

3 Recognition by Radial Basis Function Neural Network

Radial Basis Function neural network (RBF) contains three layers: input, hidden and
output. The number of nodes in the input layer corresponds to the size of input vector.

The input values are supplied to each of the neurons in the hidden layer. The basis
function of the hidden layer neurons are considered to be Gaussian and the computed
basis function output are passed to the output layer. The hidden layer output is cal-
culated as

ujðXÞ ¼ exp
� X � lk k2

r2

8
<

:

9
=

;
ð9Þ

where X ¼ ðx1; x2; . . .xnÞT is the normalized input vector, l is the center and r is the
width. The output of the output layer is computed as

yi ¼
Xk

j¼1

wjiujðXÞ ð10Þ

where k is the number of hidden neurons, wji are the weights connecting the hidden
layer neuron j and output layer neuron i. The weights are adjusted using the formula,

wðtþ 1Þ ¼ wðtÞ þ kðdi� yiÞujðXÞ ð11Þ

where k is a positive learning rate parameter and di is the desired output.

3.1 Algorithm

The training algorithm of Radial Basis Function Network is given as follows.

Step 1. Generate random number to initialize the weights of the RBF.
Step 2. Compute hidden layer output using the Eq. (9).
Step 3. Compute the output layer output using the Eq. (10).
Step 4. Find the error as the difference between desired and actual output obtained.
Step 5. Adjust the hidden layer weights according to Eq. (11).
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Step 6. Find output of the output layer.
Step 7. Compute sum of squared error of the network.
Step 8. Repeat steps 2–7 for all input patterns.
Step 9. Repeat steps 2–8 until the acceptable minimum error level is reached.

4 Results and Discussions

The proposed work has been carried out using MATLAB 7.1. The proposed system is
tested using face databases such as ORL, The Japanese Female Facial Expression
(JAFFE) and Essex Face database.

The ORL face data base contains 40 faces of size 112 � 92 and each face has 10
different facial views representing various expressions, small occlusion by glasses,
different scale and orientations. Hence, there are totally 400 face images in the data-
base. In the proposed methods are tested using 5 different poses of 20 person’s faces in
training stage and 5 different poses of 20 person’s faces are used for testing. The
Japanese Female Facial Expression contains different facial expressions of Japanese
female models. For training, 5 different poses of 15 models are used and the other 5
different poses of 15 models are used for testing. The dimension of the face image is
256 � 256. The Essex Face database is containing faces of more than 150 male and
female with 20 images per individual of http://cswww.essex.ac.uk/mv/allfaces/index.
html University of Essex, UK with the size of 180 � 200. The 5 different poses of 20
person’s face are used for the training and another 5 different poses of 20 person’s face
images are used as input for the testing. The 5 poses for training and 5 poses for testing
are sequentially considered.

The original image, LBP image and the resultant image after applying wavelet
transformation and new proposed LBP operator with its histogram are displayed in
Fig. 2.

The recognition rates are obtained by doing the training and then testing process
repeatedly for 25 times and averaged. The recognition rates of the three databases for
different wavelets namely Haar, Sym4, Sym8, Db4, Db6, Coif2, Coif4 are shown in

Fig. 2. Original image, LBP image, Wavelet + new LBP image and Histogram of the new LBP
image
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Table 1. For the proposed method – I, when Haar wavelet is used, the highest
recognition rate of 98% is obtained for all the three databases but lowest is 94% for
Db6 in both ORL and JAFFE database and 95.4% for Sym8 in Essex database. When
comparing the recognition rates of the two methods, the recognition rate for haar
wavelet is 98.3% in method – II which is greater than the proposed method – I.

The computed preprocessing time and training time are shown in Table 2 for both
the proposed methods. The preprocessing time is more than the training time because
of the computation involved. The preprocessing time for JAFFE database is more due
to the high dimension. Though the preprocessing time is different for different data-
bases, the training time is less and not having much difference between the three
databases. Preprocessing time and training time for the second method are shown in
Table 2. When comparing the preprocessing time, the first method’s time is less than
the second method. Training time for Essex database of the proposed method – II
consumes less time.

Table 1. Recognition rates of proposed Method – I and Method – II

Wavelet
name

Recognition rate of Method – I Recognition rate of Method – II
ORL
database

JAFFE
database

Essex
database

ORL
database

JAFFE
database

Essex
database

Haar 98.0 98.0 98.0 98.3 98.0 97.0
Sym4 97.0 97.33 96.3 97.0 96.7 96.0
Sym8 96.33 96.66 95.4 96.66 96.3 94.3
Db4 96.66 96.0 96.3 97.0 96.0 96.0
Db6 94.0 94.0 96.0 97.0 95.0 97.0
Coif2 95.67 96.0 97.0 96.3 96.6 97.3
Coif4 96.0 97.0 96.0 95.0 94.66 95.6

Table 2. Pre processing and training time of proposed methods

Wavelet
name

Method – I Method – II

Pre-processing time in
seconds

Training time in
seconds

Pre processing time in
seconds

Training time in
seconds

ORL JAFFE Essex ORL JAFFE Essex ORL JAFFE Essex ORL JAFFE Essex

Haar 4.281 13.664 7.174 1.147 1.301 1.414 7.543 24.308 16.093 1.142 1.718 1.368
Sym4 5.202 15.519 8.686 1.241 1.554 1.491 8.757 28.931 16.878 1.253 1.855 1.382
Sym8 5.872 21.697 10.854 1.280 1.946 1.656 9.492 37.114 21.653 1.322 1.988 1.569
Db4 5.011 15.576 8.668 1.220 1.669 1.500 8.821 28.322 16.112 1.265 1.879 1.484
Db6 5.374 18.158 9.756 1.257 1.938 1.610 8.608 33.072 19.277 1.190 1.943 1.533
Coif2 5.388 17.888 10.050 1.287 1.859 1.623 8.717 32.899 19.633 1.201 1.912 1.519
Coif4 6.913 28.091 14.481 1.353 2.120 1.736 11.46 49.62 27.050 1.510 2.245 1.649
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The recognition rates obtained for the ORL, JAFFE and ESSEX databases on
applying other methods are compared and displayed in Table 3. The recognition rate
97.54% is obtained for Push-Pull Marginal Discriminant Analysis method on ORL
database. The MLA + NM method resulted with recognition rate of 97% on JAFFE
database. Recognition rate of 97.2% has been achieved by Curvelet with SVM method
for ESSEX database. The methods such as Eigen face, wavelet face and SOM have
improved results when combined with neural networks (NN) or convolution neural
networks.

The recognition rates obtained for proposed method – I and method – II for the
ORL, JAFFE and Essex face databases for different wavelets are shown in Fig. 3.

In the proposed system, dimensionality reduction of the face image has been
achieved by wavelet based transformations. Using DCV method, Discriminant values
are obtained from the dimensionality reduced image. Micro patterns of the face image

Table 3. Recognition rates of other methods vs proposed method

Method name ORL Method name JAFFE Method name Essex
Eigen faces 89.5% MLA + NN 91.14 Wavelet + HMM 84.2%
Direct LDA 90.8% LDA + SVM 91.27% DWT + PCA 86.1%
Eigen faces + NN 91.2% SVM 91.6% PZM 88.02%
Waveletface + NN 93.5% Adaboost 92.4% Gabor + SHMM 88.7%
Gabor + rank correl. 96% LBP + SVM 92.0 DM 91.72%
2DPCA 96% PCA + SVM 93.43% Fisher faces 92.62%
Push-Pull Marginal
Discriminant Analysis

97.54% MLA + NM 97% Curvelet + SVM 97.2%

Proposed Method – I 98.0% Proposed
Method – I

98.0% Proposed
Method – I

98.0%

Proposed Method – II 98.3% Proposed
Method – II

98.0% Proposed
Method – II

97.3%

Fig. 3. Comparison of recognition rates – Method I and Method II
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are obtained using newly proposed LBP operator. Finally, RBF network recognized the
histogram which is obtained from the micro patterns. This good recognition rate is
because of the extracted discriminant features from the efficient face representation
methods in the proposed work.

5 Conclusion

In face recognition system, constructing an effective face representation is a key issue
as it plays an important role in face recognition. A face recognition system for different
poses is devised with effective and collective face representation methods. The face
representation includes the approach of wavelet or wavelet packet transformation,
discriminative common vectors and newly proposed LBP operator. The generated
histogram values from the LBP features are recognized by RBF network. The recog-
nition rate is not affected by the combined method used in the face representation stage.
Since the number of features has been reduced the computational complexity is also
minimized. The proposed work yielded the better recognition rates for ORL, JAFFE
and ESSEX face databases. The improved recognition rate is due to the combined face
representation methods which provide necessary discriminate information for classi-
fication and RBF network.
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Abstract. The main focus of this paper is towards the development of
a large vocabulary Telugu speech database. Telugu is a low resource lan-
guage where there exists no standardized database for building the speech
recognition system (ASR). The database consists of neutral speech sam-
ples collected from 100 speakers for building the Telugu ASR system and
it was named as IIIT-H Telugu speech corpus. The speech and text cor-
pus design and the procedure followed for the collection of the database
have been discussed in detail. The preliminary ASR system results for
the models built in this database are reported. The architectural choices
of deep neural networks (DNNs) play a crucial role in improving the
performance of ASR systems. ASR trained with hybrid DNNs (DNN-
HMM) with more hidden layers have shown better performance over the
conventional GMMs (GMM-HMM). Kaldi tool kit is used for building
the acoustic models required for the ASR system.

Keywords: DNNs · HMMs · GMM · ASR · MFCCs

1 Introduction

The presence of high variability in human speech makes speech recognition as
a challengable task. This variability is due to different attributes of the speaker
(i.e. gender, emotions, health status), various accents and uncertainity in train-
ing and testing environments. In ASR, the indefinite length speech signals are
mapped as sequence of phonetic symbols or words. HMM models were very effi-
cient in dealing the indefinite length sequences and are extensively used to model
the sequential patterns. This modeling is done by considering the particular state
sequences associated with the observations at a particular probability distribu-
tion. The estimation of these probability distribution which are associated with
HMM states is done using GMMs. The development of ASR systems for the real
world tasks was made possible with Expectation maximization (EM) algorithm
c© Springer International Publishing AG 2017
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along with the generative methods such as GMM-HMM. GMMs represent the
relation between the acoustic input and states of HMM. [17] made an attempt
in which GMMs were constrained to improve the assessment time. To resolve
the overfitting issue, the trade off is maintained among the assessment speed
and the training data size. Improvement in the accuracy of the GMM-HMM
system is observed when the input features i.e. Mel frequency cepstral coeffi-
cients (MFCCs) are concatenated with the bottle neck or tandem features [9].
The inefficiency of the GMMs lies in modeling the data when they lie on or
near the nonlinear manifold. Apart from generative training methods (GMM-
HMM), several discriminative training methods with the EM algorithm [8,11]
were employed which yielded better results in word error rate (WER) for HMM
based ASR systems.

Artificial neural networks (ANN) has the potential to learn and build models
for overcoming the inefficiency of GMMs. Training of these ANNs is done by
backpropagating the error derivatives. The HMM states were predicted from the
several frame coefficients representing the acoustic input. This prediction was
done using ANNs by considering a single layer of non-hidden units [3]. In the
recent days, HMM models that use ANNs instead of the existing GMMs have
gained more prominence [4,5,13]. The usage of single hidden layer in ANNs was
not sufficient enough to challenge GMMs. The ANNs were limited to provide
the bottle neck features for building the ASR systems [2,6,7].

Deep neural networks (DNNs) are trained with many non-linear hidden units
and a large output layer [10]. A large number of HMM states are accomodated
at the output layer. The reason for accomodating more number of HMM states
is due to the modeling of triphone HMMs where the phones on either side are
taken into account. The different states of these triphone HMMs are combined
or tied together to generate many number of tied states. In this paper, a feed for-
ward DNN models trained with cross entropy [1] are considered for the acoustic
modelling of the large vocabulary Telugu speech ASR system. The speech sam-
ples are taken from large vocabulary Telugu speech corpus for the evaluation of
ASR system. The acoustically trained DNN-HMM ASR system performance is
compared with the existing GMM-HMM trained system.

Remaining parts of the paper are described as follows: Details of Telugu
speech corpus is discussed Sect. 2. In Sect. 3 overview of the proposed system
is given. Section 4 describes the DNN-HMM acoustic modelling. In Sect. 5, pro-
posed ASR system is evaluated and presented. Conclusion and future scope are
discussed in Sect. 6.

2 IIIT-H Telugu Speech Corpus

In this paper, the major focus is to collect speech samples for the low resource
Telugu language. There is no standard database for building the Telugu ASR
system. This IIIT-H corpus of neutral emotional speech has been collected with
a motto to meet the needs of proper Telugu ASR system building. This neutral
speech corpus and the text corpus design have resulted from the joint efforts of
Speech Processing Lab at IIIT-Hyderabad, India.
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In order to build the large vocabulary Telugu speech corpus, neutral speech
samples are collected from speakers of different regions to have taken care of dif-
ferent dialects. The Telugu language is widely spoken in the states of Telangana
and Andhra Pradesh. The speech samples are collected from the speakers of dif-
ferent regions in these two states. The speakers from 8 different dialect regions
are considered in this corpus. The speech corpus consists the speech from 100
speakers which comprises of 60 male and 40 female speakers. Among these 100
speakers 34 speakers speech samples were collected in a noise-free recording stu-
dio with help of a Zoom voice recorder. The sampling rate of all the speech
samples is maintained at 16,000 samples/second. Another 56 speakers speech
samples are collected from DD-Telugu news corpus and the remaining 10 speak-
ers neutral speech samples are considered from emotional IITKGP-SESC Telugu
corpus. The total utterances from speech samples considered by combining all
the speakers are around 14,560. The total duration of speech samples collected
is around 10 h. A total of 25,700 unique words were considered in the speech
corpus.

In the process of collecting the speech samples from the first set of 34 speak-
ers, they have been provided with the text material in the IIIT-H prompts a
day before the recordings. These 34 speakers were students from the institute
of IIIT-Hyderabad. The age group of these speakers was from 19–30 years. The
text material consists of 500 text sentences which differ from one speaker to the
other. Each speaker was given a choice to select his own 150 text sentences from
the given 500 text sentences and those 150 text sentences were spoken by the
speaker in the recording studio. A separate set of 20 text sentences along with
the chosen 150 sentences is spoken in common by every speaker.

The text material in these IIIT-H prompts consists of phonetically compact
sentences which were designed in such a way to provide a proper and entire cov-
erage of the pairs of phones in the Telugu language. A total of 5,780 utterances
are recorded from these speakers. In the second set of 56 speakers, speech sam-
ples were collected from DD-Telugu news corpus. The reason for considering the
speech samples from DD-news corpus is to balance the IIIT-H Telugu corpus
with experienced artists alongside the student’s data. The age group of these 56
speakers was from 32–60 years. The utterances considered from this set of speak-
ers are around 7280. The other set of samples are considered from IITKGP-SESC
emotion corpus. The neutral speech samples from the 10 speakers are consid-
ered, where each speaker has spoken 15 sentences. The data were collected in
10 sessions from each speaker. A total of 1500 utterances were considered and
added to the existing speech data. The main reason for considering the speech
samples from other databases is to increase the size from small vocabulary to a
large vocabulary. Speakers from the age group of 19–60 years were considered
from both the two Telugu speaking states covering the 8 different dialects. All
the speech files are recorded in ‘wav’ format. The associated orthographic tran-
scription of the words spoken by the speaker are provided with ‘.txt’ for the
corresponding ‘wav’ files.
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3 System Overview

The overview of the proposed system is clearly shown in Fig. 1. This system
includes DNN-HMM acoustic modeling. To perform this model training, the
processing of speech samples are done to extract the MFCC and log Mel-
filterbank (FilterBank) features. For directly modeling the DNN should be
trained with input FilterBank features and the HMM states are the learning
target. The final decision about the speech in the testing phase is taken by con-
sidering the average output of the neural networks for each input frame features
of the speech.

Fig. 1. System overview

The acoustic label with the best result is chosen. In this paper, the concen-
tration is towards ergodic DNN-HMM modeling [1] where the ergodic HMMs are
trained in the first stage using MFCC features per acoustic class and perform the
classification using the maximum likelihood classification [16]. In the next stage,
the state labels are produced from HMM models by performing forced align-
ments [18]. In building the hybrid DNN-HMM system the FilterBank features
are the input and the HMM states are considered to be the learning targets. The
DNN-HMM based experiments are implemented using Kaldi toolkit [14].

4 DNN-HMM Modeling

In this section the implementation of DNN and ergodic HMM are explained in
detail. The training and testing stages of the DNN-HMM are also explained.
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4.1 Deep Neural Networks

DNNs are popular form of feed forward ANNs with more than one hidden layer.
These networks are mostly employed for acoustic classification tasks shown in [1].
For the objective to classify a feature of interest y among the available Q classes,
DNNs are helpful in estimating the probabilities pi, where iε{1...Q} of each class
for the given input y. The input features are the time-frequency representation of
the input signal, such as MFCCs and Mel-filterbanks. The consecutive feature
frames are concatenated through the sliding window to provide the acoustic
context to the DNN. Figure 2 shows the graphical representation of the DNN
architecture for classification. For a hidden layer (H-layer) DNN, the non-linear
function is computed as below,

gW (y) = gH(WHgH(Wh−1...g1(W1y))), (1)

Fig. 2. A DNN architecture described by an input, a given number of hidden layers
and the output probabilities

where y are the input features, gh, h = 1, ....H represent the activation func-
tion and Wh, h = 1, ...H are the corresponding DNN weights. Indexes with
h = 1, ....,H − 1 represent the number of hidden layers. Sigmoidal functions are
used as the hidden layer activations. Index H layer represents the output layer
with activations gH . The softmax activation function is used in the computation
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of output for the classification task. The training of DNN weights is done by
minimizing the cost function of cross entropy which is given as below,

C = −
Q∑

i=1

qilogpi (2)

where C is the Cross entropy cost function, pi denotes the output of softmax
and qi is the target.

4.2 Ergodic HMMs

HMMs are the effective parametric representation for the given time series obser-
vation. In ergodic HMMs the sequential property of the observations are mod-
eled. The uncertainity in the structure of the speech [15] has made these ergodic
HMMs more suitable for the classification. The classification is done by consider-
ing the training of GMM-HMM for all classes with features as MFCC coefficients.
These GMM-HMMs with a set of states represent each class. The parameters
of GMM-HMMs for all the classes are learnt according to maximum likelihood
estimation. Baum-Welch and EM algorithms are adopted to estimate the state
prior and transition probabilities along with the weight/mean/covariance para-
meters of GMMs. For decoding the HMM state sequences, viterbi algorithm is
used.

4.3 Training for DNN-HMM

In recent years, hybrid DNN-HMM systems [1,19] have been adopted for the
speech recognition task. These hybrid systems have a advantage of DNNs strong
learning power and HMMs sequential modeling ability to outperform the exist-
ing GMM-HMM systems. The DNN-HMM system require state labels for the
subsequent training of DNN models. The steps for the parameter learning using
the cross entropy criteria is as below,

Step1: Initialization. The set of GMM-HMMs for all the classes are learnt using
maximum likelihood estimation criterion. The HMM topology is generated based
on GMM-HMM model, which is used for the hybrid DNN-HMM system which
include state prior and transition probabilities.

Step2: Forced Alignment. The main reason for performing the forced alignment
is generate the frame-level state labels by matching the acoustic speech with the
corresponding labels from the viterbi algorithm with GMM-HMM. The state
labels are the learning targets of DNN output layer.

Step3: Cross Entropy Training Criterion. The DNNs are trained in such a way
that the estimation of the posterior probabilities of the HMM states from the
given observation which is shown in Fig. 3. Cross entropy training is done by
applying the criterion which is discussed in Sect. 4.1.
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Fig. 3. Architecture of DNN-HMM hybrid system.

4.4 Testing for DNN-HMM

Posterior probabilities of states at the given observations are generated after
decoding the DNN. During the decoding process, HMMs requires the likelihood
estimation instead of the generated posterior probabilities. The posterior prob-
abilities are converted to likelihood estimates. The HMM state sequences are
decoded by using the viterbi algorithm [12].

5 Results and Discussion

The speech recognition performance of hybrid DNN-HMM system is examined
on the large vocabulary Telugu speech Corpus. The dataset consists of 10 h of
speech duration. In the first step, a conventional triphone based HMM model is
built with 39-dimensional MFCCs using 23rd order filter-bank analysis. During
the training of DNNs, the state labels of HMMs are considered to be the learning
targets. These systems are built using Kaldi tool kit. The learning rate needed
to run the first 20 epochs is 0.015 and the reduced learning rate for the next
10 additional epochs is around 0.002. The system training for the DNN-HMM
is done through cross entropy criterion discussed in Sect. 4.3. The size of the
hiddenlayers is around 300 units for each layer. DNNs having both two and
three hidden layers were considered for the evaluation. SRILM toolkit is used
to perform language modelling. Trigram language model is considered in the
evaluation of an ASR system.
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Table 1. WER comparison of GMM-HMM system with Hybrid DNN-HMM system.

Performance of the baseline and hybrid models in WER (%)

Baseline (GMM-HMM) Hybrid (DNN-HMM)

Triphone
(LDA+MLLT)

Triphone
(LDA+MLLT+SAT)

1-hidden
layer (MLP)

2-hidden
layers

3-hidden
layers

26.52 26.24 23.35 22.20 22.56

Table 1 shows that the hybrid DNN-HMM improves the WER perfor-
mance over the existing GMM-HMM. Baseline GMM-HMM system WER
is reported for the cases of monophone, triphone (LDA+MLLT), triphone
(LDA+MLLT+SAT) in C:1–2. The WER for the DNN-HMM system is reported
in C:3–5 for one, two and three hidden layers respectively. From the results shown
in Table 1 it is observed the best performance i.e. WER is minimum for the case
of DNN with two hidden layers shown in C:4. Hence it is observed that the
hybrid DNN-HMMs perform better than the conventional GMM-HMM system.

6 Conclusion and Future Scope

In this paper, the advancements in the recent literature has been explored regard-
ing the replacements of the existing GMM-HMM based ASR with DNNs. The
DNN structures could directly accomodate some type of speech variability. The
hybrid DNN-HMM systems have the advantage of adopting the strong learn-
ing power from DNNs and the sequential modeling ability from HMMs. Good
results have been achieved in the ASR performance using DNN-HMMs when
compared to existing GMM-HMMs. This study can be extended to End-to-End
DNN systems replacing the existing HMMs.

Acknowledgements. The authors would like to thank TCS for partially funding the
first author for his PhD programme.

References

1. Bao, X., Gao, T., Du, J., Dai, L.R.: An investigation of high-resolution modeling
units of deep neural networks for acoustic scene classification. In: Proceedings of
International Joint Conference on Neural Networks (IJCNN), pp. 3028–3035. IEEE
(2017)

2. Bao, Y., Jiang, H., Dai, L., Liu, C.: Incoherent training of deep neural networks
to de-correlate bottleneck features for speech recognition. In: Proceedings of Inter-
national Conference on Acoustics, Speech and Signal Processing (ICASSP), pp.
6980–6984. IEEE (2013)

3. Bourlard, H.A., Morgan, N.: Connectionist Speech Recognition: A Hybrid
Approach, vol. 247. Springer, New York (2012). https://doi.org/10.1007/
978-1-4615-3210-1

https://doi.org/10.1007/978-1-4615-3210-1
https://doi.org/10.1007/978-1-4615-3210-1


DNN-HMM Acoustic Modeling 197

4. Dahl, G., Mohamed, A.R., Hinton, G.E., et al.: Phone recognition with the mean-
covariance restricted Boltzmann machine. In: Advances in Neural Information
Processing Systems, pp. 469–477 (2010)

5. Dahl, G.E., Yu, D., Deng, L., Acero, A.: Large vocabulary continuous speech
recognition with context-dependent DBN-HMMS. In: Proceedings of International
Conference on Acoustics, Speech and Signal Processing (ICASSP), pp. 4688–4691.
IEEE (2011)

6. Deng, L., Seltzer, M.L., Yu, D., Acero, A., Mohamed, A.R., Hinton, G.: Binary cod-
ing of speech spectrograms using a deep auto-encoder. In: Proceedings of Eleventh
Annual Conference of the International Speech Communication Association (2010)
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Abstract. The task of assigning tags to the words of a sentence has many appli‐
cations today in natural language processing (NLP) and therefore requires a fast
and accurate algorithm. This paper presents a Part-of-Speech Tagger based on
Global-Best Harmony Search (GBHS) which includes local optimization (based
on the Hill Climbing algorithm that includes knowledge of the problem to define
the neighborhood) for the best harmony after each improvisation (iteration). In
the proposed algorithm, a candidate solution (harmony) is represented as a vector
of the size of the numbers of word in a sentence, while the fitness function
considers the cumulative probability of tagging each word and its relation to its
predecessor and successor word. The proposed algorithm obtained 95.2% preci‐
sion values and improved on the results obtained by other taggers. The experi‐
mental results were analyzed with Friedman non-parametric statistical tests, with
a level of significance of 90%. The proposed Part-of-Speech Tagger algorithm
was found to perform with quality and efficiency in the tagging problem, in
contrast to the comparison algorithms. The Brown corpus divided into 5 folders
was used to conduct the experiments, thereby allowing application of cross-
validation.

Keywords: Global-Best Harmony Search · Part-of-Speech Tagging
Hill Climbing · Metaheuristic algorithms · Memetic algorithm

1 Introduction

The tagging problem has become an essential part of natural language processing, given
the various applications that nowadays use it as a first step in pre-processing data. Part-
of-Speech Tagging (POST) consists of assigning a tag to each word, taking into account
its corresponding morphosyntactic category, for example: name, verb, adjective, adverb,
article, and determinant, among others [1]. The tagging problem is complex given the
contextual limitations of each language [2], for example the ambiguities of words,
among other aspects. POST proposals can be classified into statistical methods [3–7],
rule-based methods [8, 9], neural network based methods [10, 11], and metaheuristics
methods [12–14]. In general terms, the most recognized and best-performing POST are
those based on statistical methods. However, the new proposals from the metaheuristic
approach have performed very well and seek to be simpler, more efficient, and more
robust. As their starting point, these proposals can take rules, statistical information, or
both approaches.
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This paper presents a memetic algorithm for the POST problem. This algorithm is
based on Global-Best Harmony Search as a global optimization strategy, Hill Climbing
that does local optimization, and a local neighborhood built with knowledge of the
problem, which allows the algorithm to obtain better results than a state-of-the-art algo‐
rithm called HSTAGger and a baseline established with an algorithm that performs a
random walk.

The rest of the paper is organized as follows: Sect. 2 presents a brief description of
related works for the building of POST, tagset and the tagged corpus most used to eval‐
uate English taggers. Section 3 provides a background on the Harmony Search algo‐
rithm. The proposed algorithm is then presented in Sect. 4. Section 5 presents the results;
and finally, Sect. 6 presents conclusions and intentions for future work.

2 Related Works

2.1 Traditional Approaches to Build POS Taggers

Some work related to POST based on statistical information includes proposals for
traditional languages such as English, and non-traditional languages such as Kazakh,
Nepali, Tamil, Odia, and Bengali, among others. The most relevant are those that use:
(1) Hidden Markov models [3, 4]; (2) models of Maximum Entropy (ME) [4–6, 15]; (3)
Trigrams (TnT) [7]; (4) Support Vector Machines [16, 17]; and (5) Conditional Random
Fields [18]. This type of tagger has the advantage that it does not require much knowl‐
edge about the language for which it is developed and has as its main difficulty
complexity both in its construction process and in the computational requirements given
the amount of information that must be handled [19].

At the level of rule-based taggers, the Brill proposal is mainly found for English [8,
9], which is the basis for other approaches and proposals. Some relevant works include:
specialized POST in source code comments [20], and taggers for Malayalam [21], Hindi
[22], and English [23]. These types of POST have very good levels of precision, but
their construction is complex since advanced knowledge of the language is required for
rule definition.

At the level of POST based on neural network are those proposed by Schmid [10]
in 1994 and Nakamura [11] in 1989, which are the basis for other research such as those
using artificial neural networks with parameter management for several languages [24,
25] and a tagger for German [26]. These types of proposals have a high dependence on
both the data and the knowledge of the language for the refinement of the parameters.

Also, other approaches are found that use combinations of recurrent neural networks
and graphs, or modifications that have as starting point POST based on statistical such
as the proposal of Zenaki et al. [27], which includes the use of a neural network and tag
projection between languages, and its starting point is a TnT tagger [7]; the proposal of
Duong et al. [28] that uses a POST based on maximum entropy and parallel alignment
of words to obtain a multilanguage approach, which presents mismatches among the
tags given the noise that may exist in the parallel alignment. Despite obtaining good
results, these are complex proposals.
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2.2 Metaheuristic Algorithms as an Approach to Build POS Taggers

Recently, the use of metaheuristic algorithms for developing POST proposals from both
statistical and rule-based approaches has taken off. These include: Forsati et al. in 2010,
who presented HSTAGger [12], a tagger based on Harmony Search with good results
compared to previous taggers; in 2012 BEETAGGer was presented [29], a tagger based
on Bee Colony Optimization (BCO); in 2015 version II of their tagger HSTAGger was
presented [28], modifying some parameters and the fitness function, achieving a slight
improvement in the precision of the algorithm. Silva et al. in 2014 presented a tagger
based on the evolution of rules using Particle Swarm Optimization (PSO) [30], obtaining
improvements in precision compared to their previous proposals. A tagger based on a
genetic algorithm, GA-Tagger, was developed in 2012 [14] and also in the same year,
a tagger that uses two evolutionary algorithms, one to discover the rules and another to
do the tagging, using statistical data in the objective function [31], and in 2013, a POST
algorithm based on genetic and PSO algorithms [32] and a tagger based only on PSO
[33]. Bachir et al. in 2014 presented a POST based on genetic algorithms for Arabic [34].
Ekbal and Saha in 2013 proposed a tagger based on mono- and multi-objective optimi‐
zation techniques for Bengali and Hindi [35] and in 2011 presented a multi-objective
classifier for Bengali, Hindi, and Telugu [36].

2.3 Tagsets for Tagging Corpus and Tagged Corpus

The set of possible labels for a word for each language may vary according to the contexts
and morphological structure of each language, for example: In 2014, Dinakaramani
et al., [37] established a set of 23 POS tags to label 10,000 sentences from the IDENTIC
corpora of the Indonesian language. In 2012, Petrov et al. [38], proposed the Universal
tagset, defining 12 possible tags: NOUN (nouns), VERB (verbs), ADJ (adjectives), ADV
(adverbs), PRON (pronouns), DET (determiners and articles), ADP (prepositions and
postpositions), NUM (numerals), CONJ (conjunctions), PRT (particles), ‘.’ (punctua‐
tion), and X (a catch-all for other categories such as abbreviations or foreign words).
And in 2008, Rabbi, et al., [39] presented the procedure followed for the design of a
tagset for the Pashto language, obtaining 215 tags.

The following is a brief review of some of the most commonly used English tagged
corpus in the literature to evaluate POST: In 1979, Francis and Kucera [40] proposed
the Brown corpus for American English, containing 1,014,312 words in text categories.
This corpus has a total of 473 categories arising from the subdivisions of the 82 main
tags and is widely used for tagging in English. In 1993, Marcus et al. [41] presented the
Penn Treebank corpus with a reduction in the tagset in comparison with the tagset of
the Brown corpus (48 tags). In 2005, Kohen [42] presented the Europarl corpus extracted
from the Proceedings of the European Parliament, which includes versions in most
European languages.
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3 Harmony Search Algorithm

Evolutionary metaheuristic algorithms use a population of individuals who represent
solutions to a complex optimization problem. The population undergoes certain trans‐
formations and then a selection process that favors the best to generate a new generation,
so that after a specific number of generations, the best individual in the population
approaches the optimal solution or reach [43].

Harmony Search (HS) algorithm is an evolutionary metaheuristic that mimics the
improvisational process used by musicians to seek the best harmonies on their instru‐
ments [44]. It was proposed in 2005 by Lee and Geem [45]. HS is oriented by the
Harmony Memory Considering Rate (HMCR) and Pitch Adjusting Rate (PAR) param‐
eters that control the global and local search, an arbitrary distance bandwidth (bw) for
changing or mutating some values in new solutions (harmonies), Harmony Memory Size
(HMS) that defines the size of the harmony memory (HM) (population) and maximum
number of improvisations (NI) that is used as a stopping criterion. It consists of the
following steps [45]: (1) Initialize the optimization problem and algorithm parameters,
either maximization or minimization, the fitness function, the range of variables, the size
of the harmony memory, among others; (2) Initialize the harmony memory (HM) that
is usually random; (3) Improvise a new harmony, taking into account three rules:
Considering memory, Tone adjustment and Random selection; (4) Update the HM: the
new vector generated (improvised) replaces the worst harmony in HM only if its fitness
is better. (5) Repeat steps 3 and 4 until the termination criterion is satisfied, usually when
the number of improvisations is reached.

In 2007 Mahdavi et al. [46] proposed the improved harmony search algorithm (IHS),
which proposes two equations to dynamically update the PAR parameter and bw, which
have a significant effect on HS performance. In 2008, Omran et al. proposed the Global-
Best Harmony Search (GBHS) algorithm [47], which hybridizes HS with the swarm
intelligence concept proposed in PSO, where a swarm of individuals (called particles)
flies around the best solution known on search space. GBHS modifies the pitch

Fig. 1. Pseudocode of the Global-Best Harmony Search algorithm (Adapted from [46])
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adjustment step in HS so that the new harmony can mimic the best harmony in the
harmony memory; this allows GBHS to work more efficiently in continuous, binary,
and discrete problems than HS and IHS [46]. It was therefore selected as the basis for
this proposal. A summary of the GBHS algorithm is shown in Fig. 1.

4 Algorithm Proposed for the Tagging Problem

4.1 Part-of-Speech Tagging (POST) Problem

A POST chooses a sequence of tags with the maximum probability for the set of words
of a sentence [44]. To do this, Bayes interpretation considers all possible tag sequences
[6], that is, it looks for a solution in T that maximizes Eq. 1 [13].

(1)

where T* is the optimal solution with respect to all other possible solutions Ʈ = {T1,
T2,..TN(n)}, each Ti = {ti

1, ti
2,…., ti

n} represents a candidate tag, n is the number of words,
in a sentence, S = w1, w2,.., wn, (wi indicates each word to be tagged), Pr

(
wi|ti

)
 represents

the probability of a word in a sentence given a tag and Pr
(
ti|ti−1

)
 represents the proba‐

bility of a tag given the previous tag and the probability of the tag of the same word [13].

4.2 Part-of-Speech Tagging as an Optimization Problem

To represent the POST problem as an optimization problem it is necessary to keep in
mind that the aim is to find the best tags for a sequence of words. The following consid‐
erations were taken into account:

• The possible tags of a word will be identified according to the tag set proposed by
Petrov et al. [38]

• Next considerations are based on previous works [12, 13, 48]:

– Candidate solutions will be the most probable sequence of tags for the set of words
to be tagged, which are obtained from the different tags that a word can have in view
of its context. Each solution is represented as a vector of the size of the number of
words in the sentence (each word is a position of the vector). In this work, an addi‐
tional vector representing the cumulative probability of tagging each word, and its
relation to its predecessor and successor was included. Finally, the solution includes
the fitness function as the sum of the logarithms of these probabilities of each word,
calculated according to Eq. 3. Figure 2 shows the representation of each solution or
harmony.
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Fig. 2. Representation of the solution vector

– The context for selecting the most likely tag for a word will consider the window of
a predecessor word and a successor word of the word to be tagged.

– Considering the two previous items, the fitness function includes the probability that

each of the possible tags (tj) of the word (wi) to tag P
(
wi|tj

)
, which is independent of

its context and the probability of the tags of the predecessor word and the successor
word to that which it is desired to tag, given the tag of that word. The trigram will be
evaluated as Eq. 2 as it is presented in [13].

Fitness =
∏n

i=1
P
(
wi|tj

)
× P(ti|ti−1, ti+1) (2)

– To avoid the evaluation of the fitness function becoming zero after multiplying
several probabilities close to zero, it was necessary to apply logarithms to each of the
products of the objective function and make a sum of these, as shown in Eq. 3. In
addition, whenever a trigram evaluated in the solution was not found in the training
dataset, a default value of 0.000001 was assigned.

Fitness =
∑n

i=1

[
log10 P

(
wi|tj

)
+ log10 P(ti|ti−1, ti+1)

]
(3)

4.3 Global-Best Harmony Search Tagger

Taking into account the fact that the GBHS algorithm performs better than the original
version of HS, the possibility arose of using it to solve the tagging problem as an opti‐
mization problem, given the results presented in [13, 48] using HS as a base for the
construction of a POST. The proposed GBHS Tagger algorithm involves the same
parameters as its original version, such as HMCR, PARMin, PARMax, HMS and NI. It
also involves two parameters such as: probability of optimization (ProbOpt), which
controls the percentage of times that a local optimization process will be applied to the
best harmony (solution) in harmony memory and the number of neighbors (MaxNeigh‐
bors) that will be evaluated in the local optimization process. Additionally, an Alpha
parameter is included that controls whether the components of each harmony in the
population are randomly generated from their possible labels or taken from the label
with the greatest probability.
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Figure 3 summarizes the structure of the GBHS Tagger, which involves local opti‐
mization to optimize the best harmony in the HM. The evaluation of the objective func‐
tion involves the registration in a hash table of the solution vectors (harmonies) that have
already been considered, like a tabu list and it’s calculated with Eq. 3.

Fig. 3. Pseudocode of proposed GBHS Tagger algorithm

In Fig. 4, the local optimizer used in line 28 of GBHS Tagger is detailed. The algo‐
rithm is an adapted version of Hill Climbing [43], which evaluates the maximum number
of neighbors of the harmony. To define the neighbor, the word with the worst probability
(Pi) of the harmony is selected and the tag assigned is changed to another possible value.
If this new harmony is better than the original, the last one is replaced with the new one.
The process is repeated but, to create the next neighbor, a different word must be selected,
and so on. This constraint avoids over-exploitation of the same word in the harmony.
Removing the word with the worst probability helps the optimizer find better solutions
than using random selection (knowledge of the problem).
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Fig. 4. Pseudocode of local Hill Climbing optimizer for GBHS Tagger algorithm

5 Experiments, Analyses, and Comparisons

5.1 Configuration

For the experiments, the Brown corpus [40] was used for English. This corpus is one of
the most widely used for carrying out this type of experiments, consolidating 52,998
sentences, where each word was tagged with its corresponding universal tag [38]. The
sentences of the corpus were divided into 5 folders, so that the tests could be performed
using cross-validation. Table 1 shows the distribution of the sentences and words in each
test and training data sets, for example, if the sentences of folder 1 are taken as test data,
the training sentences are taken from folders 2 to 5 and so on for the other folders.

Table 1. Train and evaluation datasets used for the experiments.

Test data
folder

Sentences
in test data

Words in
test data

Training
data folders

Words in
training
data

Common
words

Unknown
words

1 10595 23105 2, 3, 4, 5 45113 18398 4707 (20.4%)
2 10600 22852 1, 3, 4, 5 45199 18231 4621 (20.2%)
3 10600 23130 1, 2, 4, 5 45009 18319 4811 (20.8%)
4 10600 22929 1, 2, 3, 5 45130 18239 4690 (20.5%)
5 10603 23111 1, 2, 3, 4 45025 18316 4795 (20.8%)

Next, the base probabilities for running the POST algorithms were calculated, i.e.
the probability of each word and its possible tags in the different sets of information, as
well as the probabilities of the trigrams.

The precision measure was then established that would be used for the performance
evaluation of the algorithms with which the tests were performed (see Eq. 4) [13]:

Precision = # correctly tagged words ∕ # words (4)

Finally, two implementations of HSTAGger [13, 48] (which presents good results in
contrast to recognized methods, Hidden Markov Models, Maximum Entropy, and a
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version of Brill’s model) and of a Random Tagger algorithm (generates new solutions
randomly) were used for comparison with the proposed algorithm. The first implemen‐
tation of HSTAGger corresponds to that proposed in [48] and the second one to that
proposed in [13]. Comparison against GBHS Tagger was made without local optimi‐
zation and with different probability optimization values (i.e. ProbOpt equal to 0.3, 0.5,
and 0.7). Also, two versions of GBHS Tagger were built. The first version uses random
initialization and the second one uses the Alpha parameter for the improved initialization
of the harmony memory (GBHS Tagger 2).

Each algorithm was run 30 times over each sentence and the mean precision values
and their standard deviation were calculated. All algorithms were run by performing a
maximum of 110 evaluations of the objective function for each sentence.

The parameters used for HSTAGger were: HMS = 20, HMCR = 0.65 and PAR = 0.25.
The parameters used for GBHS were: HMS = 10, HMCR = 0.95, PARMin = 0.01,
PARMax = 0.99, ProbOpt = 0.0, 0.3, 0.5, 0.7 and MaxNeighbors = 5, Alfa = 0.5. A param‐
eter tuning process must be performed since the values taken are those recommended in the
paper of HSTAGger and those of GBHS Tagger recommended in GHS.

In addition, the NLTK software [49] and its data were used to execute the TnT tagger,
using the Brown corpus as training and testing data.

5.2 Results

Table 2 shows the performance of the algorithms under the conditions described above.
GBHS Tagger with local optimization (memetic version in both versions) presents better
precision values than Random, TnT, HSTAGger, HSTAGger2 and GBHS Tagger
without local optimization. This table also shows the performance of taggers in sentences
containing unknown words observing that the proposed GBHS Tagger show better
values of precision in both versions, but that version 2 obtained the best results.

Table 2. Results of running algorithms. Best results are shown in bold

Algorithms Parameters # of
sentences

Precision
(%)

Standard
deviation

Precision (%)
unknown
words

Standard
deviation

TnT – 52998 83.5007 0.0659 80.9674 0.0225
Random – 52998 82.4409 0.8313 79.9964 0.0074
HSTAGger – 52998 91.5903 0.3232 88.8583 0.0028
HSTAGger2 – 52998 92.2751 0.0511 90.2307 0.0013
GBHS Tagger 0.0 52998 92.2474 0.3820 89.7843 0.0035
GBHS Tagger 0.3 52998 93.4417 0.2516 90.8924 0.0024
GBHS Tagger 0.5 52998 93.4444 0.2512 90.8959 0.0024
GBHS Tagger 0.7 52998 93.4414 0.2514 90.8923 0.0024
GBHS Tagger 2 0.0 52998 94.5615 0.0481 91.6568 0.0008
GBHS Tagger 2 0.3 52998 95.1959 0.0314 92.8542 0.0005
GBHS Tagger 2 0.5 52998 95.1959 0.0314 92.8542 0.0005
GBHS Tagger 2 0.7 52998 95.1959 0.0314 92.8542 0.0005
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In Fig. 5, the performance of the precision values for each one of the evaluated
algorithms can be appreciated. A significant difference between the precision values of
the algorithms can be seen, confirming that the GBHS Tagger2 algorithm performs
better.

Table 3. Precision obtained by folder. Best results are shown in bold

Algorithm Folders Total Stdev Avg. time
(seconds)1 2 3 4 5

GBHS Tagger 2 with 0.3 95.2239 95.1787 95.2025 95.2299 95.1444 95.1959 0.0314 25.2849
GBHS Tagger 2 with 0.5 95.2239 95.1787 95.2025 95.2299 95.1444 95.1959 0.0314 24.80547
GBHS Tagger 2 with 0.7 95.2239 95.1787 95.2025 95.2299 95.1444 95.1959 0.0314 24.800,8
GBHS Tagger 2 with 0.0 94.6291 94.4980 94.5209 94.5980 94.5615 94.5615 0.0481 23.7773
GBHS Tagger with 0.5 93.6805 93.0410 93.2689 93.5547 93.6768 93.4444 0.2512 12.0091
GBHS Tagger with 0.3 93.6769 93.0373 93.2665 93.5519 93.6758 93.4417 0.2516 11.4179
GBHS Tagger with 0.7 93.6769 93.0373 93.2665 93.5519 93.6747 93.4414 0.2514 10.6113
GBHS Tagger with 0.0 92.6221 91.6444 91.9596 92.4364 92.5747 92.2474 0.3820 10.9308
HSTAGger 2 92.2904 92.3189 92.2742 92.3140 92.1782 92.2751 0.0511 22.3344
HSTAGger 91.9486 91.0889 91.3380 91.8070 91.7693 91.5903 0.3232 12.0829
TnT 83.5415 91.9662 78.8870 83.3974 83.5573 83.5007 0.0659 13,7691
Random Tagger 83.3960 81.2045 81.7253 82.8884 82.9901 82.4409 0.8313 11,7691

Table 3 shows the precision values for each algorithm and for each folder. For all
test sentences the GBHS Tagger algorithms reports better precision values than the
Random and HSTAGger algorithms, obtaining their best value when the probability
of local optimization is 0.5 for GBHS Tagger and 0.2 for GBHS Tagger 2. It can also
be seen from this table that the precision values are similar in each algorithm regard‐
less of the folder that has been used. This can be seen with the last row that shows the
standard deviation of each algorithm and its precision data by folder. The Random
algorithm is the one with the highest deviation and GBHS Tagger 2 algorithms with
optimization and improved initialization those that show the least deviation or most
consistent precision results.

The Friedman test was applied to these data to establish the differences between
the algorithms, obtaining the scores shown in Table 4. In this table, we can see that
the best tagging algorithm is GBHS Tagger 2 with a local optimization (of 0.3, 0.5 and

Fig. 5. Comparison of GBHS Tagger algorithms
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0.7). This test has 11 degrees of freedom (53.215385) and a p-value of 1.641E−7. The
results of GBHS Tagger 2 with a probability of optimization from 0.3 onwards are
better than those without probability for the same algorithm and better than the GBHS
Tagger algorithm (version 1) for all values of optimization. HSTAGger2 is better than
HSTagger and TnT and finally, TnT is better than Random Tagger. These results also
make it possible to appreciate that the use of improved initialization of the harmony
memory (GBHS Tagger 2 algorithm) makes local optimization impact the perform‐
ance of the algorithm only until a value of 0.3, thereafter, the algorithm does not show
performance improvements. The performance of TnT is affected by the manual toke‐
nization process of the Brown corpus whereas the meta-heuristic proposals do not.
For example, in the sentence “… the recent atlanta’s investigation…”, TnT label the
token “atlanta’s” wrongly, but if this token is divided in two: “atlanta” and “s”, TnT
label each token correctly. The same situation affects the performance of other tagger
in NLTK such as HMM and Perceptron.

Table 4. Friedman ranking

# Algorithm Ranking # Algorithm Ranking
1 GBHS Tagger 2 with 0.3 2 7 GBHS Tagger with 0.7 6.6
2 GBHS Tagger 2 with 0.5 2 8 GBHS Tagger with 0.0 8.6
3 GBHS Tagger 2 with 0.7 2 9 HSTAGger 2 8.6
4 GBHS Tagger 2 with 0.0 4 10 HSTAGger 10.2
5 GBHS Tagger with 0.5 5 11 TnT 10.8
6 GBHS Tagger with 0.3 6.4 12 Random Tagger 11.8

6 Conclusions and Future Work

GBHS Tagger algorithm (with or without improvement in the initialization of the
harmony memory) is a proposal for a POST from the perspective of an optimization
problem that finds the best combination of tags for a set of words in a sentence, obtaining
outstanding results in its performance compared to the other algorithms evaluated.
GBHS Tagger includes an additional parameter that controls the probability of local
optimization, achieving the best results for the first version when the probability is 0.5
(with no improvement in the initialization of the harmony memory) and for GBHS
Tagger 2 when the probability is of 0.3 onwards (using improved initialization of HM).
The experiments used the sentences of the Brown corpus for English and were divided
into 5 folders to evaluate the algorithms using cross validation.

As future work, the research group hopes first to make improvements in the objective
function and the way in which the local optimization is done, given that including
knowledge in that optimizer will potentiate the performance of the algorithm; secondly,
to develop a complete tuning process of the parameters for the proposed algorithm;
thirdly, to propose and evaluate other metaheuristic algorithms for POST problem such
as Differential Evolution hybridized with k-means [50] and PSO [51]; and finally, to use
the GBHS Tagger algorithm over other traditional and non-traditional languages, as well
as other English corpora.
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Abstract. The crossmodal correspondence in sensory pathways of human can
get revealed by subjecting them to forced choice task as in sound-symbolism.
Sound–symbolism is a term used for a hypothetical systematic relationship
between word and meaning. A well known case in sound symbolism is the Kiki-
Bouba phenomenon in which a subject labels a jagged figure as Kiki and rounded
figure as Bouba when presented with both figures and words and asked to label
the figure with the words. In the current experiment the words for cotton and
sword were chosen from foreign languages and the subjects were asked to label
the figure with that pair. Majority of subjects labeled the pointed figure with the
word for sword for most of the languages. The word for sword had higher
frequency components in most languages. The subjects may be associating words
with higher frequency components to the jagged figure which implies possible
crossmodal correspondence between visual and auditory pathways as was also
indicated by neuropsychologists for natural language understanding.

Keywords: Sound-symbolism · Phonology · Cognitive linguistics · Semantics ·
Multisensory perception · Natural language understanding

1 Introduction

Sound-symbolism is a term used for a hypothetical systematic relation for word and
meaning. The concept of sound-symbolism goes as far as Plato who records the conver‐
sation between two philosophers, Socrates and Hermogenes. Hermogenes argued that
all names are conventions and habits of users while Socrates argued that names by nature
have a truth in them [1, 2]. Mainstream linguists today hold the view of Ferdinand de
Saussure that the connection between words and meaning in languages are arbitrary.
However there is also enough interest and research in the field of sound-symbolism.
Saussure’s contemporary Otto Jespersen surveyed the word for little, “child or young
animals”, “small things”, and diminutive suffixes and found that that vowel ‘i’ is used
cross linguistically to denote the things that are “small slight and insignificant” [3].
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Sapir performed an experiment following this in which 74.6%–96.4% of participants
labeled an object of bigger size mal and smaller size mil when they were asked to label
the two using the same words. Wolfgang Köhler performed a similar experiment in
which majority of Spanish speaking subjects labeled a rounded/curvy shape maluma
and an angular shape takate. This phenomenon received considerable attention when
Ramachandran and Hubbard reported that majority of subjects label a rounded shape as
Bouba and jagged shape as Kiki when they were asked to do so [4].

The analysis of these relations will be useful in several areas of natural language
processing [5]. Human subjects are known to perform better than chance in picking up
the correct adjectives like big/small, loud/quiet in unknown foreign languages with those
having synesthesia performing better than the others. Synesthesia is a condition in which
one sensory input can evoke other sensations [6]. A statistically significant portion of
non-Himbusan language speakers were able to perform better than chance when asked
to identify between bird names and fish names in Himbusian language [7]. Modeling
and understanding how the brain accomplishes such tasks can help in natural language
processing.

In the present study, words for naturally angular objects like “sword” and blunt
objects like “cotton” from languages of various origins are studied to learn about the
effect of sound-symbolism based forced choice tasks and their relationship in the
cross-modal correspondence in sensory pathway. The theory section gives an over‐
view of the phenomenon followed by the material and method section where the data
preparation and analysis is described. Here, the subjects were shown the figures used
by Ramachandran and Hubbard [8] and were asked to label them using the word pairs
given to them. For large majority of the cases the jagged object was labeled to sword
and the rounded one to that of cotton. An attempt has been made to deduce ways by
which a machine could guess between the words for sword and cotton from the anal‐
ysis of their frequency spectrum. It was found that the word for sword had higher
frequency components than that of cotton in most of the languages.

2 Theory

The exact nature of sound-symbolism is unknown where Ramchandran and Hubbard
have suggested that the phenomenon involves synesthesia like cross connections in the
brain [8]. The sharp sounds in kiki could be mimicking the sharp inflection of tongue in
the palate and the boobaa sound could be mimicking the curves via the smooth rounding
and curving of the lips [9]. Others like Ohala have suggested that that acoustic features
of sound themselves could be the driving force [10].

It is known that different regions of basilar of cochlea vibrate in resonance to different
frequencies [11]. The higher frequency components of sound wave could lead to trans‐
duction of neural impulses encoding higher frequencies. In case the frequency compo‐
nents of the words do play a part in the subjects’ decision in the forced choice task, we
can analyze them using fast fourier transform (FFT).
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The words that bear some form of symbolism with their meaning can be more easily
learned and remembered and can thus become more common in vocabulary. The
crossmodal connections could also have initiated the early evolution of language [9].

3 Materials and Methods

3.1 Participants

A total of fourteen subjects (6 males, 8 females, age 20–30) volunteered for the experi‐
ment. The subjects were native Bengali or Hindi speakers and did not have any prior
knowledge of the languages used.

3.2 Stimuli

The words for sword and cotton in twenty four languages were downloaded from https://
www.collinsdictionary.com/. In addition the Maori words for cotton ‘miro’ and sword
‘hoari’ in Maori dictionary were obtained from Maori dictionary at http://maoridic‐
tionary.co.nz/. Maori was selected because in this language the word ‘sword’ was
included in Maori dictionary much later for historical reasons, which has been discussed
later in Sect. 4. The words for sword downloaded had a mean duration of 0.75 s and the
words for cotton had a mean duration of 0.763 s. European and Brazilian versions of
Spanish and Portuguese were treated as different languages. Though they all had similar
words they were pronounced by different speakers in slightly different manner. The
subjects were asked to assign the words as names for two figures (Fig. 1).

Fig. 1. The visual stimulus presented to subjects on computer screen.

3.3 Procedure

PsychoPy (version 1.84.2) is an open source psychophysics toolkit for python was used
for displaying the stimulus and experiment design. The words were played twice to the
subject via a computer speaker when they were looking into the above stimulus on the
computer screen as shown in Fig. 1. A number was displayed for each language and the
subjects were instructed to write down the words that they felt to correspond to each
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shape along with the number on paper. The subjects could play the sounds again by
pressing ‘r’ button on the keyboard. They could go to next set of sounds by pressing ‘n’.
The subjects were not informed of the origin of the words.

3.4 Analysis of Words

The sound waves were subjected to a Fourier transformation in the amplitude space.
The frequencies of different words thus transformed had different sets of frequencies.
To make the frequencies used in FFT transformation of all words used the same; the
corresponding amplitudes were interpolated to a frequency range of 0 to 20000 Hz in
steps of one hertz. The maximum frequency was capped at 20000 Hz as the human
audible frequency is between 20 Hz to 20000 Hz. The interpolation was done with
numpy.interp function in the python library. A parameter high frequency fraction for a
word was calculated for a particular frequency by summing up the amplitudes for
frequencies above that particular frequency f and then dividing them by the total sum of
amplitudes of all frequencies for that word. Then the ratio of high frequency fraction of
sword to cotton in a language was calculated.

The high frequency fraction for a word at f hertz has been calculated as follows. The
amplitude at a particular frequency obtained by FFT has been denoted as Amplitude
(frequency).

High Frequency Fraction (f ) =

20000∑

f

Amplitude (frequency)

20000∑

0
Amplitude (frequency)

The high frequency fraction ratio (HFFR) for a language at a particular frequency
has been calculated as:

High frequency fraction ratio (f) =
frequency fraction of word for sword at f

high frequency fraction for word for cotton at f

4 Results and Discussion

The median number of languages in which the words for sword were matched to the
jagged figure by subjects was 17.5 (Fig. 2). It can be seen by visual inspection that the
word for sword has more elements in frequencies above about 2000 Hz in most of the
words (Fig. 3). One of the exceptions was the Maori language (Fig. 4). Only two of the
seven people who matched the word for sword to cotton in 18 or more languages, labeled
the Maori word for sword to the jagged figure.
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Fig. 2. The number of languages in which a particular person mapped the word for sword to
round

Fig. 3. The amplitude spectrum for the words denoting sword and cotton in Brazilian Portuguese.
The difference of their amplitude spectrum has also been plotted. Curve has been smoothed with
a Gaussian filter of sigma 20.
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Fig. 4. The amplitude spectrum for the words denoting sword and cotton in Maori language. The
difference of their amplitude spectrum has also been plotted. Curve has been smoothed with a
Gaussian filter with sigma 20

It was found that the high frequency component of the word for sword was higher
than cotton for most languages in most frequency ranges. Twenty three of twenty five
languages had a high frequency fraction greater than one in the range of 260–379 Hz
and 950 Hz to 2589 Hz (Fig. 5). The sum of all the amplitudes for frequencies from 0
to 20000 Hz was greater for the word for sword than cotton in nineteen languages. Only
two languages had a high frequency fraction lesser than one in the 950 Hz to 2589 Hz
range were Korean and Maori (Fig. 6). The languages in which the seven subjects who
got maximum correct labeled the jagged figure with word for sword had a high frequency

Fig. 5. The number of languages for which the ratio of high frequency ratio was more than one
at various frequencies.
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ratio above 1 near 950 Hz to 2589 Hz range, four of which have been plotted (Fig. 7).
Of the 7 subjects who matched word of sword to the jagged figure in eighteen or more
languages, five people had marked the Maori word for cotton to the jagged figure.

Fig. 6. The high frequency fraction ratio of four languages in which seven subjects above median
did not match the word for sword with jagged figure. Number of matchings was 3 for Arabic, 2
for Maori, 4 each for Korean and Thai.

Fig. 7. The high frequency fraction ratio of four languages in which all subjects matched 18 or
more words for sword with jagged figure (4 languages are shown for better visibility).

The Maoris were Polynesian islanders who settled in New Zealand without metal‐
lurgy. The Maori weapons did not include the sword and they quickly adopted muskets
after the start of trade relations with Europeans [12, 13]. This could have prevented the
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evolution of a word with higher frequency components for sword for Maori unlike other
languages.

Majority of languages were found to have a higher frequency ratio for sword to cotton
greater than one and most people matched the word for sword with the jagged figure.
Spearman’s rank correlation was calculated for the number of people who matched the
word for sword to the jagged figure in various languages to ratio of high frequency
fraction at various frequencies (Fig. 8). As, the study population is small in size, subjects
scoring a value above the median were considered for analysis. A maximum correlation
coefficient of 0.46 was obtained at around 2500 Hz.

Fig. 8. The Spearman’s rank correlation coefficient of the ratio of high frequency component
fraction of sword and cotton in various languages to the number of matchings of sword to jagged
figure in those languages obtained by people who did above median matchings at various
frequencies

5 Conclusions

The angular shape of the sword and non angularity of cotton could have facilitated the
evolution of the word for sword and cotton in different languages. The subjects have a
tendency to match the word for sword thus evolved to a jagged shape than a rounded
one when presented with a forced choice task. The words for sword generally have a
higher frequency fraction than those of cotton in same language. The acoustic features
of the word including their frequency components would have a role to play in choice
of subjects’ pairing of the words with the shapes in forced choice tasks. The subjects
associate higher frequency components in the word with the jagged figure implying
possible cross-modal correspondence between visual and auditory pathways in the brain
as was also indicated by neuropsychologists [9]. Further investigations with a larger
number of subjects can be made by digitally manipulating components and segments in
the sound files and then performing forced choice tasks.
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Abstract. The paper proposes an approach for noise robust speech
recognition in low resource setting. The approach involves formulation
of whole word point process model based on word specific spectral peak
event in selected groups of mel banks. The performance of the proposed
approach is demonstrated on an isolated word recognizer on noisy speech
samples (additive white Gaussian noise) at different SNR levels ranging
from 0dB to clean speech. The training is carried out with examples
varying from 5 to 80. Performance comparison with HMM based system
trained with mel-frequency cepstral coefficients (MFCC) features show
an improvement of 8–17% (absolute) depending on SNR level when the
number of training examples are less than 10. Since the approach relies
only on positions and magnitudes of spectral peaks derived from spoken
word examples without any language specific resources, the same can
potentially be applied for any language. It is also shown that our app-
roach recognizes those words better that are poorly recognized by HMMs
across all SNR levels.

Keywords: Speech recognition · Low resource · Spectral peaks
Point process modeling

1 Introduction

The state-of-the art techniques of speech recognition employing Hidden Markov
Models [8] and Deep Neural Networks [1] are often of limited use in low resource
setting due to their requirements of statistically significant amounts of training
resources. These techniques are able to learn the various model parameters faith-
fully when presented with adequate training examples thereby demonstrating
high recognition accuracies under matched conditions. But in real life scenarios
it may not always be possible to get large number of training examples either
because of limited training resources as in the case of low resource languages [3]
or due to operational constraints such as availability of a few training templates
in a query-by-example framework. The difficulty gets compounded with intro-
duction of noise in speech in addition to limited number of available examples
c© Springer International Publishing AG 2017
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that results in steep decrease in recognition accuracies. This motivates explor-
ing alternate representation that will be robust to additive noise. It is seen that
spectral peaks obtained framewise from mel-scale weighted magnitude spectro-
gram of a speech utterance remain preserved in presence of additive stationary
(Gaussian) noise. This is unlike mel-frequency cepstral coefficients (MFCC) that
are known to get affected significantly. The spectral peaks exhibit sparse tempo-
ral patterns that can be considered as a collection of independent point patterns.
In view of the sparseness of representation, point process modeling (PPM) of such
pattern as an inhomogenous Poisson process is proposed. This is because PPM
is known to exhibit a natural resilience to non-stationary noise [5,6] apart from
being suitable for temporal modeling of sparse events [2]. We build a isolated
word recognizer, combining our spectral peak representation with point process
modeling. We evaluate its performance on stationary noisy (additive Gaussian
noise) speech data derived from TI46 [11] database at various noise levels and
limited number of training examples. However, there are significant differences
of our approach from [2,6,7,9], primarily in sparse event representation and
formulation of PPMs. While all of the above use acoustic event detectors (vari-
ants of phone recognizers), our approach uses spectral peak detectors for sparse
event representation. The acoustic event detector uses a phone recognizer trained
on clean speech that is sensitive to the presence and distribution of noise and
requires adequate training resources. Our proposed approach is different in that
it does not depend on phone recognizer and exhibits robust performance on noisy
speech with limited number of examples. It makes use of both peak position and
amplitude while the above approaches use only the positions of acoustic event
position and not their strength. The approach is also language independent as
the spectral peaks are derived purely from the signal and does not make an
assumption of an underlying language. Our approach is also different from [4]
that considers peaks from all filter banks for PPM formulation while our app-
roach focuses on word specific groups of mel banks. We demonstrate this using
an isolated word recognizer trained on TI46 database with various number of
examples in presence of various noise levels. This establishes the better suitabil-
ity of our proposed approach compared to HMMs for robust speech recognition
in a low resource setting under low SNR conditions.

The rest of the paper is organized as follows. We begin with a description
of the baseline HMM recognizer used in this study in Sect. 2. The point process
representation of spectral peaks is discussed in Sect. 3, followed by that of bank-
wise segmentation of the spectral peaks in Sect. 4. The PPM based isolate word
recognizer is presented in Sect. 5. The experimental studies and the performance
of our proposed approach in context of noisy speech is reported in Sect. 6. Finally,
the paper concludes with discussions and directions for future research.

2 Baseline HMM Recognizer

The baseline recognizer in our study comprised of a standard HMM based
isolated word recognizer trained using speech samples from TI46 database.
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The database consisted of twenty isolated words (10 English words and 10 digits)
from 8 males and 8 females totaling 160 examples for training and 256 exam-
ples for testing for each word class. Each word was modeled using a seven state
HMM. Further, each HMM state was modeled using single Gaussian with diago-
nal covariance matrices. The baseline system was evaluated using HTK ToolKit
v3.4 [10] and MFCC features computed with the following parameter settings:
A hamming window of 25 ms, window shift of 10 ms, pre-emphasis coefficient set
at 0.97, number of channels = 40 with energy and cepstral mean normalization
options enabled. The 13 base coefficients were combined with delta and accelera-
tion coefficients to derive a 39-dimensional final feature representation. Separate
acoustic models were created for clean and noisy speech by varying the num-
ber of training examples and noise levels. The process is more fully described in
Sect. 6. The next section discusses point-process representation based on spectral
peaks.

3 Spectral Peak Based Point Process Representation
of Speech

Speech signals in real world scenarios are often corrupted by noise that introduces
distortions in the signal depending on noise type and strength. This often leads
to degradation in recognition accuracy. The drop in recognition accuracy is non-
linear and depends on the overall signal-to-noise ratio of the noisy speech signal.
The relevant mitigation techniques can be applied at any of the following stages
in the processing pipeline: during any pre-processing of the noisy speech signal
or feature representation or modeling. In this work, we focus on a representation
that will be robust to additive noise. The steps of obtaining such a representation
from a speech utterance is described next.

3.1 Identification of Spectral Peaks

A linear speech spectrogram is obtained by applying short-term-Fourier-
Transform (STFT) on speech signals of the spoken word template using over-
lapped Hamming windows at of length 25 ms. An overlap duration of 10 ms is
maintained between successive frames. The window length is kept on the higher
side to offer lower time resolution that results in the better continuity of the
high energy formant tracks in the spectrogram image. The linear spectrogram
is quantized into 40 frequency banks with mel-scale weighing followed by trans-
formation to its log magnitude representation. The peaks in the log magnitude
mel spectrogram are identified framewise and a matrix is created by assigning
non-zero values (peak magnitudes) to the cells corresponding to the peak posi-
tions and zero otherwise. The matrix values are normalized between zero and
one. Let P = {pf,b} be the set of spectral peaks obtained from log magnitude
mel-scale spectrum after normalization where f and b represent the frame index
and mel-bank index respectively. Let V = {vpf,b

} be the corresponding magni-
tudes. Here 0 ≤ vpf,b

≤ 1, f = {1, 2, ..., N}, b = {1, 2, ...,M}, assuming N frames
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and M mel-banks are used for analysis. Thus a spoken utterance is represented
by its spectral peaks in a time-frequency matrix. On observation, it was found
that under very low SNR conditions only the peaks having high magnitude were
retained faithfully. Hence, it was decided to partition the peaks into three clus-
ters depending on their normalized magnitudes and discard those with medium
and low magnitudes. Let Ch = {hf,b} represent the cluster of peaks with high
magnitudes and Vh = {vhf,b

} be the corresponding magnitudes. It is expected
that the peaks in Ch, which are also referred to as the peaks will be affected least
by noise. Thus the spectral peak based representation is a matrix PD defined as:

PD(f, b) =

{
vhf,b

if (f,b) is a spectral peak position
0 otherwise

(1)

A visual inspection of the image of the matrix PD(f, b) reveals the presence of
three distinct clusters of non-zero values. In the next step, the spectral peaks are
further clustered and their values are assigned from the set {30, 31, 32} depending
on their membership in high, middle and low value clusters. This results in
a matrix in which the spectral peaks correspond to the non-zero elements of
the matrix. It is found that spurious spectral peaks (caused by noise) co-exist
with genuine peaks particularly in the high frequency bands that needs to be
eliminated along with empty frames at the word boundaries. The modeling is
performed on the representation after removal of the spurious peaks.

3.2 Removal of Spurious Spectral Peaks

The steps for removal of such spurious peaks are described below:

1. Construct a new matrix MD comprising of columns between the first non-zero
columns from either ends of the matrix PD.

2. Compute a matrix M ′
D from MD such that

M ′
D(f, b) =

{
1 if MD(f, b) > 0
0 otherwise

(2)

3. Compute the standard deviation (σf ) of positions of non-zero elements in
each row of M ′

D,

σb = std(f) where M ′
D(f, b) �= 0 ∀f and a given b (3)

4. Find
b′ = arg(σb > τ), τ being a word independent threshold (4)

5. Set ND(:, b′) = MD(:, b′).
6. For each b′ in ND, let r′2

b and r′1
b respectively denote the continuous runs of

32 and 31 of length > 4.
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7. Set

N ′
D(f, b′′) =

⎧⎪⎨
⎪⎩

32 if ND(f, b′) ∈ r′2
b

31 if ND(f, b′) ∈ r′1
b

0 otherwise
(5)

8. Set MD(:, b′′) = N ′
D(:, b′′).

The matrix MD denotes the spectral peak matrix after removal of empty
boundary frames and spurious peaks. It is observed that rows containing spurious
peaks have mostly non-zero elements spanning the entire row with few zeros in
between. This causes the frame index values of the non-zero elements to have
high variance. A word independent threshold τ determined empirically is kept
on the variance for identification of such candidate rows. In our study, the value
of τ has been set to 15. Figure 1 illustrates the steps for deriving spectral peak
based representation for a clean instance of the spoken word ZERO and shows
visual representation of each step of the process. It also illustrates the same for
a noisy instance of the same word at SNR level of 10 dB.
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Fig. 1. Illustration of steps for representation based on spectral peaks. (a) speech
waveform, (b) mel-scale weighted magnitude spectrogram, (c) clustering of peaks in
the mel-scale magnitude spectrogram into three clusters, (d) peaks in the highest value
cluster after assignment of quantized values and (e) representation after removal of
spurious peaks in (d). The top and the bottom rows respectively illustrates the steps
for clean and noisy (SNR = 10dB) instances of spoken word ZERO.

4 Bankwise Segmentation of Spectral Peaks

An observation of the spectral peak representation reveals that the temporal
variation of the peaks across different mel-bank frequency bins exhibits similarity
within a given word class, however differing significantly across word classes. This
implies that the representation can be used for characterizing spoken words.
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It is seen that the dominant regions in the representation are limited to only
certain concentrated regions in peak matrix. The group of banks that contribute
to characterization of a particular word is estimated by bankwise profiling of
peaks. Subsequently, point process models are derived for regions that exhibit
concentrated presence of peaks. The steps for identification of such regions are
as follows:

1. Let {MDj
}j=N

j=1 be the set of representations of N examples of spoken words
of a given class.

2. Construct a matrix S by horizontal concatenation of all MDj
’s.

3. Compute rS = rowsum(S). This results in a column vector having same
number of rows as MD.

4. Identify top B peaks (in terms of magnitude) in rS and get the corresponding
row indices for peak positions and width.

5. For each MDj
, construct B sub-matrices comprising of rows identified in the

previous step {MSji
}j=N,i=B

j=1,i=1 .

Each sub-matrix MSji
represents a dominant region in the spectral peak

representation matrix. Next, a bank specific amplitude detector is employed
in each row of the sub matrix MSji

. The detector indicates the presence of
a peak of a given amplitude (strength) in that bank with a binary indicator
(0/1) per column. Thus independent detectors for detecting peaks of magnitude
{30, 31, 32} are employed in each row. The absence of a peak is indicated by a
zero. This results in a new sparse matrix MSSji

of dimension 3 · m × n where
MSji

has dimension of m × n. The values of the elements of MSSji
are assigned

as follows:

[
MSSji

(3(x − 1) + 1, y),MSSji
(3(x − 1) + 2, y),

MSSji
(3x, y)

] =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

[0, 0, 0] if MSji
(x, y) = 0

[1, 0, 0] if MSji
(x, y) = 30

[0, 1, 0] if MSji
(x, y) = 31

[0, 0, 1] if MSji
(x, y) = 32

(6)
MSSji

being a sparse matrix, motivates us to create a whole word model of a
spoken word based on inhomogenous Poisson process modeling of spectral peak
events.

5 Point Process Model Based Isolated Word Recognizer

Our small vocabulary isolated word recognizer consists of a set of bank specific
amplitude detectors Dφ corresponding to a given bank amplitude combination
φ as explained in Sect. 4. The set of bank amplitude combinations is denoted
F = {φ1, φ2, ..., φn} where each φ ∈ F corresponds to a row of the matrix
MSSji

. The observations O are defined to be a collection of temporal point
patterns R = {Nφ}φ∈F generated by the detectors {Dφ}φ∈F .
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The rate parameter λφ(t) is approximated by a piecewise continuous rate
parameter that remains constant over a time segment. This is achieved by seg-
menting the word duration T into D segments, where the rate parameter of
the dth segment for a given φ is denoted by λφ,d. The value of D is determined
empirically and is set to 10 for reported experiments. The remaining formulation
is same as in [2].

The values of the rate parameter λφ,d are derived independently for all φ’s
and d’s using the sub-matrices {MSSji}j=N

j=1 . Thus a model of each word class w is
denoted by the set {ppw

i }i=B
i=1 each having B dominant regions and ppw

i = {λw
φ,d}

representing the point process model for the ith region.
For a set of observations O from a test utterance, the recognition task can be

formulated as finding the word class with highest posterior when tested against
models of all word classes.

w∗ = arg max
w

[
B∑

i=1

P (O|ppw
i )

]
(7)

6 Experimentation and Results

The design of experiments was guided by two objectives. The first was to evalu-
ate the robustness of our proposed approach on noisy speech with lesser number
of training examples. The second was to compare its performance with HMMs.
Towards this, a baseline HMM recognizer was trained on clean speech with
MFCC features. The parameters for HMM modeling and MFCC feature extrac-
tion were mentioned in Sect. 2. Separate acoustic models were created by varying
the number of training examples from 5 to 80. A PPM based recognizer was also
trained in parallel on the same set of examples used for training HMMs following
the process described in Sect. 5. This exercise was repeated three times, each for
HMM and PPM by randomly choosing examples from the entire training set.
Each run generated a set of models specific to the number of training exam-
ples used. This was to study the sensitivity of HMMs and PPMs to variation in
input data. The reported recognition accuracies were obtained by averaging the
recognition accuracy scores over three runs.

The testing was done both on clean and noisy utterances generated by adding
white Gaussian noise to the clean speech samples at {0, 5, 10, 15} dB SNR levels.
The corresponding 1-best recognition accuracy figures (in %) for HMM with
MFCC and PPM with spectral peak representation given in Table 1.

A comparative analysis of the two methods shows that under low resource
conditions (10 training examples or less), our approach exhibits higher recog-
nition performance compared to HMMs for all SNR levels. However, HMMs
tend to outperform our proposed method when the number of training examples
are increased. It is observed that the recognition accuracies for HMMs shows
a sharp increase when the number of training examples crosses 20. It is also
observed that for a given SNR condition, most of the learning in our approach
saturates with few examples and the incremental increase in the recognition
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Table 1. 1-best recognition performance of HMMs on noisy speech with models trained
on clean speech using MFCC features. The number of training examples are varied
during training. (maximum 80 examples per class).

Method #train ex. SNR (dB)

MFCC+HMM 0 5 10 15 Clean

5 5.14 11.12 25.37 36.57 72.34

10 5.07 11.40 23.27 38.15 79.82

20 13.1 28.81 50.81 62.05 93.95

40 13.65 30.0 56.23 70.60 97.98

80 19.27 41.95 60.90 75.30 99.80

Spectral peak+PPM 5 13.85 24.95 39.20 49.62 89.32

10 13.93 25.06 39.85 49.8 89.79

20 14.25 25.18 40.72 51.44 89.90

40 14.27 25.21 40.85 51.62 90.03

80 14.40 25.41 41.08 51.80 90.10

accuracy is insignificant with increase in the number of examples. This is prob-
ably because the positions and magnitude of the spectral peaks remains largely
invariant across different instances of the same spoken word class resulting in
no new learning with increase in the number of training examples. Also, the
occurences of such peaks are sparse (rare) events that are better modeled using
Poisson process. The combined effect of the two results in better performance of
our approach under low resource conditions. In addition, the study also inves-
tigates whether both the approaches can complement each other to explore the
possibility of combining both towards improving the overall accuracy. Towards
this, the confusion matrix derived from the outputs of HMM based recognizer
corresponding to the highest achievable recognition scores at each SNR level
is analyzed. The words that are misrecognized most (bottom five) by HMMs
and their corresponding recognition accuracies are shown in Table 2. For these
words, the recognition accuracies obtained by using PPM based recognizer is
also reported.

It can be seen from Table 2 that for almost all words that are poorly recog-
nized by the HMM based recognizer, the PPM based recognizer performs better
often by several orders of magnitude. The only exception is the word GO whose
short duration also results in poor recognition by PPMs, mostly attributed to
weak duration modeling. This shows that HMM and PPM based recognizers can
complement each other.

It is also to be noted that PPM of spectral peaks are achieving superior per-
formance over HMMs under very low resource conditions without any assump-
tion of any specific language. The pattern of spectral maxima events across dif-
ferent mel banks are only used to characterize the spoken words. The same can
thus be potentially be applied for recognition of spoken words of any language.
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Table 2. Words having the lowest (bottom five) 1-best recognition scores (in %) for
HMM based recognition with 80 training examples per word class. The adjacent column
reports the corresponding recognition scores for PPMs.

SNR (dB) Method

Words MFCC+HMM Spectral peak+PPM

0 SEVEN 0.0 3.9

START 0.0 12.7

NINE 0.0 0.0

ENTER 0.0 93.8

REPEAT 0.0 31.5

5 SEVEN 0.0 12.5

START 0.0 46.8

NINE 2.4 13.5

ENTER 3.9 32.0

EIGHT 14.9 41.4

10 START 4.2 57.9

NINE 8.5 33.3

EIGHT 24.3 47.7

GO 25.7 10.16

ENTER 31.5 58.6

15 NINE 21.6 57.1

START 25.1 65.0

GO 28.2 14.0

EIGHT 50.1 59.4

STOP 65.1 66.4

7 Conclusion

In this work, a method has been proposed for robust recognition of noisy speech
under low resource conditions. The proposed method uses keyword specific spec-
tral peak events in selected groups of melbanks for obtaining a sparse representa-
tion of the speech. The temporal pattern of such peak events results in a family
of independent point patterns that are modeled using an inhomogenous Poisson
process model, generating whole word models of a spoken word. This method of
spoken word representation and modeling shows an absolute improvement of in
the range of 8–13%(absolute) over HMM systems using MFCC features when less
than 10 training 10 examples are available for SNR levels from 0–15 dB. Greater
improvements in recognition accuracies are observed for speech at higher SNRs
under similar constraints of training examples. In case of similar recognition
accuracy figures for a given SNR level, our proposed approach requires much
lesser number of training examples compared to HMM. Analysis of confusion
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matrices reveal that recognizers trained using HMMs on MFCC features and
PPMs on spectral peaks show complementary results. This was inferred from
the observation that the later approach had exhibited better recognition perfor-
mance on those examples that were poorly recognized by HMMs. Future work
can hence be undertaken towards combining both the approaches towards a
higher overall recognition score. It might also be interesting to study the effect
of considering spectral peaks from all mel banks instead of a selected group of
mel banks as a future work.
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Abstract. The furtherance of social media led people to share the
reviews in various ways such as video, audio and text. Recently, the
performance of sentiment classification is achieved success using neural
networks. In this paper, neural network approach is presented to detect
the sentiment from audio and text models. For audio, features like
Mel Frequency Cepstral Coefficients (MFCC) are used to build Deep
Neural Network (DNN) and Deep Neural Network Attention Mechanism
(DNNAM) classifiers. From the results, it is noticed that DNNAM gives
better results compared to DNN because the DNN is a frame based one
where as the DNNAM is an utterance level classification thereby effi-
ciently use the context. Additionally, textual features are extracted from
the transcript of the audio input using Word2vec model. Support Vector
Machine (SVM) and Long Short-Term Memory Recurrent Neural Net-
work (LSTM-RNN) classifiers are used to develop a sentiment model.
From the experiments it is noticed the LSTM-RNN outperforms the
SVM as the LSTM-RNN is able to memorize long temporal context.
The performance is also significantly improved by combining both the
audio and text modalities.

Keywords: Multimodal sentiment analysis · MFCC · Word2vec
SVM · Deep neural networks · DNNAM · LSTM-RNN

1 Introduction

With rise of social media, most of the information available in the Internet is in
the form of video, audio, image and text. As each modality have some special
information in it, all kinds of information are required for classification of the
input. For any kind of approach like audio, video and text, sentiment can be
extracted using machine learning approaches [22]. The sentiment analysis plays
a key role in classification of many applications such as in online songs [3,9],
reviews [16,23] and twitter information [1,2].
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Speech data is extracted from the vocal track, prosody and excitation. The
prosodic and spectral features can be used to build the sentiment classifier [6].
Audio features like pitch, intensity and loudness, are extracted using OpenEAR
toolkit and SVM, Hidden Markov Models (HMM), Gaussian Mixture Model
(GMM) classifiers are built to identify the sentiment [13,21]. Instead of using
SVM, HMM and GMM, currently research work is going on the deep neural net-
works which has ability to discover multiple levels of features from input. Deep
neural networks (DNN) are applied in many applications like speech, language
recognition, sentiment analysis, etc. By using deep neural networks in acoustic
modeling for speech recognition the performance is significantly improved [8]. In
[7,11], a single DNN acoustic model is used to train both the language recogni-
tion and speaker recognition tasks. For sentiment classification also DNN model
is built and observed significant improvement compared to GMM [10]. The draw-
back of the DNN system is that, the decision is taken at every frame and the
context used is fixed which is assigned to the entire utterance and it cannot
memorize long temporal context. To overcome this problem, a feed-forward deep
neural network with an attention mechanism [5] is proposed to solve long range
dependency memory problems. This attention mechanism is used for the lan-
guage recognition task in [14], which results in better performance compared to
the DNN. In this paper, we used this architecture for sentiment analysis and
referred as deep neural network attention mechanism (DNNAM). This attention
mechanism is parallelized because it is a feedforward neural network with no
recurrent networks and it is able to memorize the long temporal context. This
architecture is used for classifying whole utterance where as in DNN a frame-
level decision is considered and all the decisions are combined to extract the
sentiment.

For text sentiment classification a variety of features like unigrams, bigrams
and combination of both are explored, and SVM classifier is built using these
features. To detect the polarity of tweets two different Naive Bayes classifiers
are developed using the polarity lexicon [15]. The most commonly used text
based classification techniques like SVM, Maximum Entropy and Naive Bayes
are based on a bag of words model in which the sequence of words is ignored.
This may result in inefficient in extracting the sentiment from the input because
the sequence of words will affect the sentiment present in it. By overcoming
this problem many researches reported by employing deep learning in sentiment
analysis. A deep neural network architecture that jointly uses sentence, word,
character levels to perform sentiment analysis is proposed [4]. A DNN is applied
for language modeling [24] which outperforms the n-gram model. A DNN can
have any number of hidden layers and any number of nodes in each layer in
which the weights are connected in between. A DNN can learn a more complex
model when the layers of architecture are more. But, a simple feedforward neural
network cannot be more accurate just by only adding layers because the training
process is ineffective when there are more layers [12] and it may not capture the
temporal context accurately. To capture the temporal context better Recurrent
Neural Network (RNN) has been proposed [19]. They applied RNN on speech



Significance of DNN-AM for Multimodal Sentiment Analysis 233

recognition for language modeling. It has been shown that RNN outperforms
n-gram technique. The advantage of RNN is that it will use previous state infor-
mation to compute its current state, which is similar to the context in most of
the natural languages. However, simple RNN has a problem in passing the long
sequence. A solution to this is LSTM, a RNN with additional long term memory,
that was proposed in [17]. In this paper an LSTM-RNN classifier is proposed to
extract the sentiment from the input.

Multimodal sentiment analysis is a combination of more than one modality to
identify the sentiment present in the data. Modalities can be combined by using
feature or decision level fusions. By combining different modalities, an improve-
ment over classification is observed when compared to a single modality [18]. A
Spanish database [20] is collected and explored the combination of three modal-
ities such as audio, video and text features which results in significant improve-
ment compared to single modality. In this work, audio and text modalities are
combined to detect the sentiment from the reviews database. From the litera-
ture, most of the sentiment models are built using the several features which are
extracted using OPENEAR/OPENSMILE tools. Instead of using tools, MFCC
features are used to build the sentiment models using DNNAM classifier. To
detect the sentiment from the text, features which are computed using word2vec
are used to build the LSTM-RNN classifier. Finally, sentiment is extracted in
combination of both the modalities.

Rest of the paper is organized as follows: Databases used are discussed in
Sect. 2. Audio sentiment classification is proposed in Sect. 3. Text sentiment clas-
sification is described in Sect. 4. Multimodal sentiment analysis and experimental
results of proposed method is presented in Sect. 5. Finally, Sect. 6 concludes this
study with a mention on the future scope of this work.

2 Databases

2.1 Spanish Database

This database used in this study is MOUD (Multimodal Opinion Utterances
Dataset) which is obtained from [20]. Database is collected from YouTube, con-
sists of a variety of product reviews on book, movies and perfume. The dataset
has 100 videos, among them 42 positive, 22 neutral and 36 negative. Two basic
sentiments considered are negative and positive. Among them 80% is used for
training and 20% is used for testing. For text based sentiment classification, sen-
timent annotations and transcription are done manually The average number of
words in each input is around 50. Annotators were provided with both the audio
and transcribed text to correctly figure out the opinion.

2.2 Hindi Database

The database is obtained from [10]. The dataset has reviews on various phones,
shampoos and lotions. As variety of product reviews are used, the database
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has some degree of generality. Both the modalities such as audio and text are
provided for annotators to figure out the exact opinion of the input. A total of
110 reviews are collected, among them based on inter-annotator agreement 100
reviews are considered. The average number of words in each input is around
40 and the average length of each input is thirty seconds. Transcriptions were
manually performed for text sentiment classification.

3 Audio Sentiment Classification

The classifiers like Gaussian Mixture Models (GMM), DNN and DNNAM are
built using MFCC features. Recently sentiment analysis model is build using the
DNN classifier [10] and achieved good performance. A DNN can have any number
of hidden layers and any number of nodes in each layer. But, a simple feedforward
neural network or DNN cannot achieve good performance just by adding more
layers to it because the training process is inefficient if there are more layers.
The main drawback of the DNN system is that, at each frame decision is taken
and the context used is fixed which is usually assigned to an entire utterance.
DNN cannot memorize the long temporal context. To overcome these problems
a DNNAM architecture is proposed to better capture the temporal context and
to do utterance-wise sentiment classification.

3.1 DNNAM

A DNNAM is a simple DNN implement with attention mechanism. The advan-
tage of DNNAM is, it is able to memorize and is also parallelized because of the
strictly feedforward neural network. Rather than taking a frame level decision as
done in DNN here an entire utterance is classified. The attention mechanism will
also go deep into the input feature frames which are more important to extract
the sentiment. In the DNNAM architecture, the attention is computed by using
the input feature vectors. The block diagram for deep neural network attention
model is shown in Fig. 1.

Fig. 1. Deep neural network attention model [5]
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Given an input sequence, Y = {Y1, Y2, Y3, . . . , YT }, a hidden layer sequence
H = {h1, h2, h3, · · · , hT }, is computed by the DNN and attention is computed
on the hidden features.

The attention mechanism a(ht) which is shown in Fig. 1 is computed using
single layer perceptron and then softmax operation is performed to normalize
the values between zero and one.

H = [h1 h2 h3 · · · hT ] (1)

γ = tanh(WaH + ba) (2)

α = softmax(γ) (3)

In the above equations, γ is a hyperbolic tanh function and Wa, ba are the
parameters of the attention mechanism. By using back propagation algorithm
these parameters are optimized, where as α is referred to a attention vector. The
hidden state sequence vectors ht are fed into the attention mechanism a(ht) to
produce a probability vector α.

The context vector c which is shown in Fig. 1 is computed using weighted
average of H with weight α.

c = Hα (4)

Then, the output vector is computed by transforming the c using output
layer weights U and then softmax operation is performed.

Z = softmax(Uc + bo) (5)

In the above equation bo is the output bias. From the above equation it is infer
that from the entire input utterance Y , a single decision vector Z is predicted.

The architecture can have any number of layers before or after the attention
model. The number of layers in this architecture are termed as the hidden layers
present before the context vector plus one additional output layer. This archi-
tecture is trained for different number of epochs and with the ADAM method
which is hyper parameter learning algorithm. MFCC features considered are
13-dimensional, 65-dimensional (five successive MFCC frames are combined) and
130-dimensional (ten successive MFCC frames are combined) feature vectors. As
single frames cannot carry the sentiment, the frames are combined and observed
that combination of frames results in significant improvement in performance
compared to each frame. The input layer units are linear that can have 13 or
130 or 65 nodes and the output layer is of softmax layer with two nodes as two
classes are considered for this study. For testing five seconds of data is used and
the node which gives maximum score is assigned as the claimed class.

From the Tables 1 and 2 it is observed that DNNAM performance is better
compared with DNN which is proposed in [10] because DNNAM with hidden
layers before the attention mechanism captures the context and put the informa-
tion before getting the final decision. From the Table 2 it is also observed that
DNNAM with 65-Dimensional feature vector has performed better compared
to 130-Dimensions because when we combine frames, features are less therefore
they are not enough to train the DNNAM.
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Table 1. Performance (in %) of sentiment analysis using deep neural network for Hindi
and Spanish databases.

Features Hindi [10] Spanish

2 layers 3 layers 2 layers 3 layers

13-Dimensional 41.6 58.3 50.0 61.2

65-Dimensional 58.3 75.0 66.7 72.0

130-Dimensional 58.3 66.7 61.2 66.7

Table 2. Performance (in %) of sentiment analysis using deep neural network attention
mechanism.

Features Hindi Spanish

2 layers 3 layers 2 layers 3 layers

13-Dimensional 50.0 62.5 56.2 68.7

65-Dimensional 68.7 81.2 72.0 77.4

130-Dimensional 62.5 68.7 61.2 75.0

Table 3. Performance (in %) of sentiment analysis using different classifiers.

Classifiers Hindi Spanish

SVM [20] - 46.7

GMM 58.3 66.4

DNN 75.0 [10] 72.0

DNNAM 81.2 77.4

Experiments are also done using GMM classifier. GMM is tested with differ-
ent number of mixtures like 16, 32 and 64. From the Table 3 it is observed that
DNNAM outperforms the DNN [10] and GMM with 64 mixtures for the data-
bases. It is also observed that the performance of spanish data with DNNAM
classifier is improved significantly [20].

4 Sentiment Analysis Using Text Features

Word2Vec is used to represent the input in fixed length feature vector. This
feature vector is used as input for the classifiers like SVM and LSTM-RNN.

LSTM-RNN and SVM are build for text classification. By using Word2Vec
vectors, SVM classifier is trained. Word2Vec takes data from a corpus, and churns
out vectors for each word. The length of word vector is independent from the
size of dictionary. This vector will be input to a machine learning algorithms.
The problem with SVM is that it just uses the given features directly without
modeling the sequence information. To overcome this, experiments performed
on LSTM-RNN model.
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A recurrent neural network (RNN) is a network of neurons with feedback
connections. It can learn sequence tasks that are not possible by the traditional
methods such as feedforward networks and SVM which does not have any inter-
nal states at all. In-spite of its advantages RNN suffers from vanishing gradient
descent problem which is overcome by LSTM-RNN. LSTM-RNN prevent the
back propagated errors from vanishing. The errors can flow backwards through
any number of virtual layers which are unfolded in space. The LSTM-RNN model
will automatically learn a flexible history length which has an abstracted fea-
ture representation. The LSTM-RNN model [17] is a recurrent neural network
model with multiple hidden layers and a special memory unit. In LSTM-RNN,
the information is stored in two ways: Long-term Memory as weights and Short-
term Memory. LSTM-RNN can capture the long dependencies in a sequence by
introducing a memory unit and a gate mechanism which aims to decide how to
utilize and update the information kept in the memory cell.

In this work an LSTM network with 32 units and a single output neuron
with a softmax activation function is used for making 0 or 1 predictions for the
two classes. A log loss function is used and the network is optimized using the
ADAM optimization function. The model is fit over 50 epochs with a batch size
of 128.

Table 4. Performance (in %) of sentiment analysis using text features for both the
databases.

Classifier Hindi Spanish

SVM 65.5 63.6

LSTM-RNN 72.4 68.3

From Table 4, it is noticed that the performance for Hindi and Spanish data-
bases is high with LSTM-RNN compared to SVM.

5 Multimodal Sentiment Analysis

As sentiment classification with both textual and audio features had few limita-
tions, in our work multimodality sentiment analysis is implemented. A decision
level fusion is implemented here, means after calculating average probabilities
for both modalities which class gives highest average probability that test case
is hypothesized from that class. Compared to textual data, audio information
provide more natural experience as it allows the listener to better sense the
human being intentions. From experimental results, it is observed that the com-
bination of two modalities create a better sentiment analysis model compared
to individual modality.

From the Table 5, it is observed that by combining both the two modalities,
rate of detecting the sentiment is improved significantly compared to individual
modality.
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Table 5. Performance (in %) of multmodal sentiment analysis for Hindi and Spanish
datasets.

Modality Hindi Spanish

Audio 81.2 77.4

Text 72.4 68.3

Audio + Text 85.6 82.3

6 Summary and Conclusions

In this paper, an approach to extract sentiment from audio and text modalities
using deep neural networks is presented. For audio, DNNAM, DNN and GMM
classifiers are built using the MFCC features. From our experimental results, it is
observed that DNNAM classifier outperformed DNN and GMM classifiers as the
attention mechanism captures the context and put the information before taking
the decision for an utterance. DNNAM classifier with 65-dimensional MFCC fea-
tures are more accurate compared to 130-dimensional because when we combine
frames number of features are less therefore not enough to train the classifier.
For text, Word2Vec vectors are used to build the classifiers such as SVM and
LSTM-RNN. From experimental results, it is observed that LSTM-RNN out-
performs the SVM classifier because SVM does not model sequence information.
The performance of sentiment is significantly improved by combining both the
modalities.
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Abstract. This paper is devoted to the research and development of machine
learning methods aimed at discovering potentially dangerous extremist informa‐
tion in social networks using pattern based approach. In this approach, a text
document containing extremist information is used for automatic extracting
keywords to query a social networks search engine, and then found messages are
filtered according to the topic based measure of relevance with the pattern. N-
gram based algorithms are proposed for constructing hidden topics and keywords
that allow applying the proposed approach in the case of multilingual and illiterate
texts. The performance of the proposed methods is experimentally studied on
benchmark Ansar1 dataset.

Keywords: Social network analysis · Anti-extremist intelligence
Latent semantic analysis · Keywords extraction · Orthogonal NMF · N-gram

1 Introduction

During the last decade, terrorist and extremist organizations have significantly increased
their presence on the Internet and in social media. These tools are used for recruiting
and training new members, for preparing and organizing terrorist attacks, for promoting
violence, distributing extremist literature, etc. The Internet is global, free, and open
resource. It allows disseminating any information fast and anonymously, addressing
directly to the audience of social networks and forums, without fear of censorship
existing in traditional mass media. Security measures such as identifying terrorists and
persons associated with them, stopping the distribution of extremist literature,
preventing planned terrorist attacks require analysis of all information received from the
members of potentially extremist groups. Therefore, the analysis of the Internet
resources comes to the fore. The aim of such analysis is identifying potentially dangerous
users, prompt removing extremist materials, analyzing information on terrorists and
upcoming terrorist incidents. Large amount of information, published on various
languages, distributed through the Internet should be monitored in real-time. Therefore,
it is necessary to use automated text analysis procedures.

This paper presents an approach for extremist information detecting on the Internet.
The approach is based on the latent semantic analysis (LSA) [1] applied to a text with
extremist information for finding specific hidden topics and keywords. Keywords are
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used to form search queries for popular social networks (such as twitter, vk, etc.). All
found documents and messages are ranked according to their relation to the extracted
topics using specially developed topic based relevance measure.

In the case of detecting potentially extremist information in social networks, the
analysis should take into account the following features:

• different parts of a single text may be written on different languages (e.g., Russian,
English and Arabic in one document);

• texts may contain slang and lingo words used only in closed communities and
unknown to others;

• texts may suffer from grammar errors and usage of special coded words (such as
coded names of drugs, weapons, particular persons and locations).

These peculiarities lead to the requirement of language independent preprocessing
of words in a document. We satisfy this requirement using N-grams [2] for words repre‐
sentation and applying LSA (topic modeling) based on orthogonal nonnegative matrix
factorization [3, 4] for N-gram representation of the text to discover main topics. Then
the topics are used for finding language independent keywords for querying search
engine. Finally, the relevance measure based on the found topics is being applied to find
semantically close documents in the search engine output.

This paper is organized as follows. The suggested approach is described in Sect. 2.
Experimental evaluation on benchmark data is presented in Sect. 3. Finally, conclusions
are formulated in Sect. 4.

2 Proposed Approach

2.1 General Scheme

The suggested approach is represented as a three-stage scheme (see Fig. 1).

Fig. 1. General scheme of the proposed approach.

Stage 1 extracts keywords from a pattern document; stage 2 uses the extracted
keywords to run search queries in social networks and saves the documents found; stage
3 ranks the found documents according to their relation to the main topics of the pattern
document. On stages 1 and 3, the topic models are used. The topic modeling is based
on orthogonal nonnegative matrix factorization (ONMF) of a pattern document. Ortho‐
gonality of NMF is necessary, because one needs to apply the obtained topic model to
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new documents, i.e. to projects the found documents to the topic space of the initial
pattern document. The projection provides the possibility of estimating their relevance
to the initial document. Usually latent semantic analysis uses text data represented as
bag-of-words. In this model, lexemes of the text are used as text’s features (terms). In
our approach, lexemes extracted from the text are presented in the form of N-grams. An
N-gram is an N-character slice of a longer string (for example, lexeme “TEXT” is
represented in the form of 3-grams as the sequence: _TE, TEX, EXT, XT_) [2]. It makes
possible to use the model for multilingual and poor quality texts. The following points
are considered below in this section:

• matrix representation of the text from the pattern document;
• construction of a topic model for the pattern document with the use of ONMF;
• keywords extraction from the text using topics representation and run search query;
• relevance estimation of the documents found in social networks on the basis of the

topic model of the pattern document.

2.2 “N-Gram Vs Sentence” Matrix Text Representation Model

We use the modified documents vector model, which presents a text of the pattern
document as a numeric matrix A ∈ ℝm×n with rows corresponding to N-grams and
columns corresponding to the sentences of the text, not to the whole text as in traditional
approach. The sentence Aj (1 ≤ j ≤ n) is represented as a numeric vector
Aj =

[
a1,j, a2,j, … , am,j

]T of a fixed length m, where m is the dimension of N-gram vector
space and ai,j is ith (1 ≤ i ≤ m) component of the vector Aj that stands for the weight of
ith N-gram in jth sentence. Weight ai,j is calculated as product of three factors:
ai,j = Li,j · Gi · Nj, where Li,j is local weight of feature i in the sentence j, Gi is global
weight of feature i in all sentences, Nj is normalization of the vector Aj [5, 6]. Combi‐
nation of local weight, global weight and normalization is called a weight scheme. The
weight scheme is chosen depending on the problem to be solved.

On the keywords extraction stage, we use the following scheme: binary local
weights, where Li,j = 1 if ith N-gram presents in jth sentence and Li,j = 0 otherwise,
entropy-based global weights

Gi = 1 −

N∑

j=1

(
pi, j log pi, j

log N
), pi, j =

ti, j

Fi

, Fi =

N∑

k=1

ti, k, (1)

where ti,j is a number of occurrence of ith N-gram in jth sentence, and no normalization
with Nj = 1.

For relevance estimation we use another scheme: logarithmically scaled frequency
local weights

Li, j = 1 + log(ti, j), (2)

where ti,j is a number of occurrence of ith N-gram in jth sentence, IDF global weighs
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Gi = 1 + log(N
/

ni), (3)

where N is the number of sentences in the document and ni is the number of sentences
containing ith N-gram, and cosine normalization

Nj = 1

/√√√√
m∑

i=0

(
Li, jGi

)2. (4)

Both schemes were chosen experimentally.
The usage of the N-gram approach does not require any additional complex linguistic

preprocessing of a text. Dividing words to N-grams is much easier than stemming. Each
language has finite alphabet, therefore maximum number of different features (N-grams)
is also finite. The main disadvantage of the method is that N-grams increases number
of features very much in comparison with usual term-based approach, especially for
small n. Besides, usage of N-grams leads to non-interpreted text model. Bag-of-words
model does not take into account the order of the features in the text. Therefore, the text
composed of words divided to N-grams is not understandable as a sequence of words.
Moreover, analyzing text as N-grams matrix, it is difficult to find out words presented
in the initial text. This problem arises in keywords extraction.

2.3 Extracting Hidden Topics Using ONMF

In our approach, ONMF is used for topics extraction. Being applied to the text presented
in the form of matrix A ∈ ℝm×n, ONMF finds a mapping matrix of the space of k topics
to the space of m N-grams Wk ∈ ℝ

m×k and a matrix of representation of the text sentences
in the topic spaces Hk =

[
H1, … , Hn

]
∈ ℝ

k×n. ONMF factorizes the matrix A ∈ ℝm×n

into nonnegative matrices Wk ∈ ℝm×k и Hk ∈ ℝk×n that minimize the following objective
[4]:

f
(
Wk, Hk

)
=

1
2
‖‖A − WkHk

‖‖
2
F
+

𝛼

2
‖‖WT

k
Wk − I‖‖

2
F
, (5)

where k < < min(m, n) and α ≥ 0 is regularization parameter needed to ensure the matrix
Wk is close to its orthogonal and normalized form. That is, if α > 0 then additional
condition is to be satisfied: WT

k
Wk = I. Matrices Wk ∈ ℝ

m×k and Hk ∈ ℝ
k×n are obtained

as the result of ONMF applied to the text matrix A ∈ ℝm×n, they have the following
properties (see Fig. 2).

Columns of the matrix Wk correspond to k topics extracted from the text. Element
wij defines weight of the ith N-gram for the jth topic. The higher is the value of wij in
comparison with other elements of the jth column (jth topic), the more typical is ith N-
gram for the given topic. Therefore, the extracted topics may be described by the N-
grams with the highest weight. Matrix WT

k
∈ ℝ

k×m maps the space of m N-grams to the
space of k topics. Nonnegative element of the matrix Hk may be considered as a contri‐
bution (weight) of the topic to the corresponding sentence. The higher is the value of an
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element hij compared with the other elements of jth column, the more is the meaning of
ith topic to the sentence. This property is widely used in text data clusterization [3, 7].

The solution of (5) for fixed α can be found by multiplicative update rules based
algorithm [4] (see Fig. 3). The update rules are obtained from the Karush–Kuhn–Tucker
(KKT) conditions for the objective (5).

Fig. 3. Iterative ONMF algorithm.

2.4 Using N-Gram Based Topics for Keywords Extraction and Document’s
Relevance Estimation

In usual case, interpretability of the topic space constructed using ONMF allows to
describe each topic by a set of key terms. This useful feature is absent in our case, when
we use N-grams instead of terms. Obviously, a set of key N-grams is not informative
for human understanding. To discover keywords, we map back N-gram based topics to
the space of terms. Each word Zi (1 ≤ i ≤ q, q is number of different words of the text)

of the analyzing document is represented as the vector Zi =
[
z1,i, z2,i, ⋯ , zm,i

]T in the N-
gram space of the pattern document. Thus, we have a matrix Z ∈ ℝm×q of all words of
the text. Matrix Z is mapped to the obtained topic space by multiplying by WT

k
. The

resulting matrix

Hz = WT

k
Z (6)

corresponds to representation of all words of the text in the topic space. Element Hzi,j
shows the correspondence between jth word and ith topic. To compose a set of keywords

Fig. 2. ONMF of a pattern document.
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for each topic i (1 ≤ i ≤ k), we choose p words with indices (j1, j2, …, jp) corresponding
to maximum elements in ith row of the matrix Hz. Normalization of a word’s weight by
its length in symbols Hzi,j : = Hzi,j / (1 + len(Zj)) is well established. This approach gives
greater weights to short words. The greatest weight has the shortest of all morphological
forms of a word.

Keywords extracted by the proposed method are used for querying social network
or web search engine to obtain the list of documents (web resources, messages, forum
threads, etc.) containing these keywords. In the case of detecting extremist information,
the most part of the search engine output obtained with the extracted keywords usually
consists of irrelevant document such as news articles, religious (not terrorist) discussions
and poetry, etc. That is why the next step is filtering or ranking found documents
according to their relevance to the initial pattern documents with extremist information.
In our approach, the relevance measure of a new found document is based on its repre‐
sentation in the topic space of the pattern document. Let’s assume that the representation
of the new document in “N-gram vs sentence” space is described by matrix B. To map
the document to the space of k topics, one needs to multiply the matrix B by the matrix
WT

k
. The resulting matrix

Hnew = WT

k
B (7)

corresponds to the representation of the new document in the form of “N-gram vs topic”
space of the pattern documents determined by the matrix Wk. Relevance measure of the
new document is a norm of the matrix Hnew. In our research, we use ‖ ⋅ ‖∞, which is the
maximum absolute column sum of the matrix. The higher values the elements of the
matrix Hnew have, the better the text of the considered document is characterized by the
topics of the pattern document.

3 Experimental Evaluation

To estimate the performance of the suggested approach, we run several experiments on
the benchmark Ansar1 dataset [8]. It was transformed to the set of documents, each of
which corresponds to a thread of the forum. Small documents with the size less than
5 Kb are excluded. Ten documents from Ansar1 of the most size are taken as pattern
documents. We assume that the possibility of discovering more meaningful keywords
is higher in a large document. Besides, top largest documents do contain extremist
information in Ansar1 dataset. The rest of Ansar1 documents are used for retrieval as
“positive” examples, potentially containing extremist information. We use talk.poli‐
tics.misc, talk.politics.guns, talk.politics.mideast, talk.religion.misc, alt.atheism,
soc.religion.christian documents from well-known 20 Newsgroups [9] dataset as “nega‐
tive” examples that definitely do not contain extremist information. We selected these
themes to make experiment more real, because messages in these themes use vocabulary
similar to Ansar1 dataset. As we checked the intersection is more than 50% for English
vocabulary words in Ansar1 and selected Newsgroups datasets. We considered only
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words that appeared at least in 10 documents. See Table 1 for the characteristics of the
formed sets of documents.

Table 1. Dataset characteristics.

Dataset purpose Dataset name Documents
Pattern documents Ansar1 10
“Positive” documents for retrieval Ansar1 2732
“Negative” documents for retrieval 20 Newsgroups 5049

Experiments are carried out for each of the pattern documents according to the
following scenario:

Step 1. Extract keywords from the pattern document.
Step 2. Choose documents with at least 10 keywords in the whole set (both “posi‐
tive” + “negative” examples).
Step 3. Rank chosen documents using topic model relevance measure. More relevant
document are assumed to be more “positive”.

In the approach, we use the N-gram (N = 3) text lexeme representation. In all
experiments we use fixed value of ONMF regularization parameter α = 100 in (5). To
evaluate the proposed approach, we also consider the traditional “baseline” approach in
which the following standard methods are applied: stemming for processing text
lexemes [5]; cosine similarity in the bag-of-words model for documents ranking [5];
NMF for keywords extraction [3, 4]. We denote this approach as “Standard”.

To estimate performance we use Average Precision (AP) measure which is calcu‐
lated as the square under precision-recall curve, and Precision at k documents (P@k)
that corresponds to the number of relevant results among top k ranked documents:

AP =

n∑

k=1
(P(k) × Δr(k)), (8)

where k is the rank in the sequence of the retrieved documents, n is the number of the
retrieved documents, P(k) is the precision at cut-off k in the list, and Δr(k) is the change
in recall from items k-1 to k.. According to [10] for modern information retrieval, recall
is no longer a meaningful metric, as many queries have thousands of relevant documents,
and few users are interested in reading all of them. Extracted keywords for each of ten
pattern documents are shown in Table 2 below.
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Table 2. Extracted keywords.

Pattern document Keywords
1 province, afghanistan, invader, mujahid, destroyed, invaders, soldiers,

mujahideen, afghan, killed
2 shabaab, government, islamist, fight, islamic, shabab, somalia, somali,

fighting, governments
3 afghanistan, battalion, explosive, assigned, soldier, improvised, soldiers,

identifies, afghan, casualties
4 province, emirate, terrorist, district, terrorists, allah, islamic, destroy,

mujahideen, mujahid
5 des, dan, de, , , , , daan, , 
6 allah, mujahid, prophet, peace, allan, battles, thing, battle, mujahids, wing
7 afghanistan, iraq, police, policemen, source, kill, roadside, bomb, afghan,

killed
8 hasan, intention, nation, militant, soldier, military, hassan, soldiers, hood,

fort
9 australia, police, bring, terrorist, somalia, somali, policy, ring, australian,

terror
10 standing, king, allah, people, allāh, nation, action, deed, red, islam

Performance is estimated with the help of the abovementioned criteria calculated for
two cases. Filtered Documents — AP is calculated only for documents found by
keywords. All Documents — AP is calculated for all documents.

Obtained AP results for the described two cases are presented in Tables 3 and 4 for
“Our” and “Standard” approaches, respectively.

Table 3. Filtered documents average precision.

Pattern document Our approach Standard approach
AP #documents AP #documents

1 0.9969 1089 0.9914 688
2 0.9915 944 0.9887 450
3 0.9990 544 0.967 494
4 0.9968 1056 0.9957 766
5 0.8613 9 0.9804 70
6 0.9923 597 0.9735 608
7 0.9905 1218 0.9898 511
8 0.9827 517 0.9516 800
9 0.9774 359 0.9819 736
10 0.9483 833 0.8974 1142
Average 0.9737 717 0.9717 627
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Table 4. All Documents (7781 documents) Average Precision.

Pattern document Our approach Standard approach
AP AP

1 0.7925 0.7358
2 0.7606 0.7188
3 0.7322 0.6420
4 0.7964 0.7582
5 0.6207 0.6692
6 0.7292 0.7374
7 0.7949 0.7030
8 0.7120 0.7304
9 0.6859 0.7471
10 0.7104 0.7124
Average 0.7335 0.7154

Analyzing the resulting AP values, we can state the following. Ranking with the
proposed relevance measure based on ONMF topics mined from “N-gram vs sentence”
matrix text representation model works pretty well, since AP values are high enough
especially for the filtered documents. Proposed keywords extraction method works well
too, because its usage for filtering documents significantly improve AP. Proposed
method outperforms traditional approach, based on language-dependent stemming, bag-
of-words model and cosine similarity measure.

4 Conclusions

Discovering extremist information resources on the Internet is very important and
complex problem. Simple approaches based on expert specified keywords search do not
work well. It happens because of several reasons, primary related to the multilingual
nature, poor grammar and special efforts of authors of extremist texts to hide or code
key concepts of their information. In attempt to solve this problem, we have developed
the new approach based on usage of a document containing extremist information as a
query pattern in three-stage scheme. This scheme includes automatic multilingual
keywords extraction from the pattern document, search engine querying using these
keywords, and search output results filtering and ranking using the relevance measure
with pattern document. We develop a special representation model for text data, where
a document is described as “N-gram vs sentence” matrix. We propose ONMF based
LSA method to find hidden topics in such texts, and we develop algorithms for keywords
extraction and relevance calculation using discovered hidden topics. The performance
of the developed methods is experimentally evaluated on benchmark data. It is worth to
note that proposed approach can be considered as quick-and-dirty solution that allows
to find potentially extremist information on the Internet applying relatively small efforts.
Sophisticated linguistic-based search systems tuned by professional anti-terrorist
experts very likely outperform our method. Though, efforts spent to develop and support
such language-dependent systems are much bigger than in our case.
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Abstract. Many text documents are temporal in nature, i.e., the con-
tents of the document can be mapped to a specific time period. For
example, a news article about the Kargil War can be mapped to the year
1999. Identifying this time period associated with the document can be
useful for various downstream applications such as document reasoning,
temporal information retrieval, etc. In this work, we propose a graph
based approach for estimating the focus time of a document. The idea is
to treat documents and years as nodes which are connected by interme-
diate Wikipedia concepts related to them. The focus year of a document
can then be identified as the year which has the maximum influence over
the document computed using the flow between the year node and the
document node through all intermediate Wikipedia concept nodes. We
evaluate our approach on two different datasets which were curated as a
part of this work and show that our approach outperforms a state of the
art method for estimating document focus time.

1 Introduction

The focus time of a document refers to the specific time period to which the con-
tent of the document refers to. For example, a document on the Cuban Missile
Crisis would have the focus time as 1962 as all the events described in such a
document would have occured in that year. It should be obvious that the focus
time of a document is different from the creation or modification time of the
document. For example, one could write an article on the Cuban Missile Crisis
in 2017 in which case the creation time of the document would be 2017 but
the focus time would still be 1962. Identifying this focus time of the document
could play an important role in several downstream applications such as tempo-
ral information retrieval document understanding, question answering, etc. For
example, it is easy to identify that the question “Who was the Man of the Series
in the ICC World Cup 2015” pertains to the year 2015. If the focus time of
all the documents in the corpus is already known then the search space can be
restricted to those documents which have a focus time of 2015. Of course, in
some cases a document could have multiple time periods associated with it. For
example, a blog on the Greatest Cricket Matches of all Times would presumably
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span multiple years. However, in this work, we focus on documents which have
a single focus time (or year) associated with them.

Previous work on estimating document focus time [4] uses a large collec-
tion of news articles to extract associations between words and time periods.
For example, “Apollo” and “Armstrong” would be strongly associated with the
time period “1969–1972” as these words frequently co-occur with the said time
period. Once such word-year associations are computed, the focus time of a given
document can be estimated by considering the word-year associations for all the
words in the document and picking the year which has the strongest association
with most words in the document. One drawback of this approach is that relying
on words could often lead to a temporal drift. For example, the words “cuban”,
“missile” and “crisis” may independently have strong associations with various
years and thus add noise to the process of estimating document focus time. Note
that Cuban Missile Crisis is a Wikipedia concept and when treated as such can
be uniquely mapped to a single (or few) times periods thereby reducing the
noise in the estimation. We propose to use Wikipedia concepts associated with
the document (instead of words) in our graph based method as outlined below.

We propose a method for estimating the focus time of a document by con-
structing a concept based graph. The graph contains a single node representing
the document at one end and one node each representing a specific year (or
time period) at the other end. Each document and year node are connected to
Wikipedia concepts related to them. The Wikipedia concepts related to a doc-
ument are extracted by computing the ESA similarity [3] between a document
and all Wikipedia concepts and retaining the top k concepts. The Wikipedia
concepts related to a year are simply the top n concepts which co-occur with
the year in a sentence containing the year. The edge weights are computed using
ESA similarity or co-occurrence frequency. Once such a graph is constructed, we
compute the influence of a year node over a document node as the sum of the
flow across all paths between the year and the document. The year node which
has the maximum influence is identified as the document focus time.

2 Related Work

Temporal Information Retrieval (TIR) [1,2,5,6,10] aims to meet the user infor-
mation need by taking underlying temporal factors into account along with tra-
ditional notion of document relevance. Identifying document focus time plays an
important role here. Some early work on identifying document focus time was
reported in [4]. The authors use word statistics collected from a of news corpus
by associating each word with absolute reference to past years. For example, if
a document contains the word “tsunami” and if use of the word “tsunami” was
more frequent over the time 2004–2005, then it can be assumed that the time
period 2004–2005 is a good candidate for the document focus time. An impor-
tant characteristic of this work is that it does not depend on the presence of
temporal expression in the text. However, as explained before, associating each
word with time may introduce noise with respect to actual time of text.
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Document age estimation is another research problem relevant to our work,
in which the creation time of an given document is to be predicted. In [8,9] a
method for document dating based on language models has been proposed. This
work uses corpus statistics for determining the date of a document. A temporal
language modeling approach proposed in [7] has been used as the underlying
framework. They divide a text corpus with respect to time segments based on
word occurrences. Then correlation scores of a non-timestamped document with
the language model of the documents present in each partition are calculated.
The document is assigned the time stamp of the partition with which it has
the maximum correlation score. Similarly, [11,12] use the term “burstiness” for
searching a document in large time-stamped document collection. Lappas et al.
[12] introduces a term burstiness model that uses discrepancy theory concepts to
search for contiguous document sequences. They show the importance of tempo-
ral dimension of the data that facilitates in ranking and indexing the document.
Similarly, Kotsakos et al. [11] propose a burstiness-aware method for dating a
document. The authors utilize the lexical similarity as well as the burstiness
of terms over time to predict the timestamp of a document. All these methods
depend on the burstiness or the associations of a word over time. As mentioned
before, our approach is fundamentally different in the sense that we aim at cap-
turing the temporal concepts of the text and position these concepts onto a
timeline.

3 Background

Our work anchors on the fundamental observation that humans tend to associate
events (rather than words) to time. Hence using concept level description of text
can lead to a more effective estimation of time. To get these concepts we use
Explicit Semantic Analysis (ESA). Gabrilovich el. at. [3] introduced ESA
that is used to find the Wikipedia articles which are semantically related to a
given document. ESA represents a document as a vector in a high dimensional
Concept space. The dimensions in this space represent the Semantic Concepts
drawn from Wikipedia. Entries in the vector representing the text quantify the
association with these Concepts. To motivate the importance of identifying the
concept, consider the following example

“Mahatma Gandhi leads a 240-mile march from Ahmadabad to the sea to defy the
British salt tax, thus launching a campaign of civil disobedience”

We will use this as a running example to explain our approach in the subse-
quent sections. The top 5 Wikipedia articles (or concepts) which have been iden-
tified by ESA for the given text are shown in Fig. 1. It can be observed that ESA
effectively captures concepts related to the sentence. We are able to distinguish
“march” as the protest march rather than the month “March” by identifying
“Salt March” as one of the Wikipedia articles. The intuition behind finding the
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concepts is that the focus time is the time with which the concepts present in the
text are related to. In this particular example the concepts “Mahatma Gandhi”,
“Salt March” and “Civil disobedience” relate to the year “1930” which is also
the focus time of the text. We explain the process of capturing this relation in
the next section.

4 Our Approach

Given a document D our aim is to find the focus time t of the document. To
achieve this we propose an algorithm which contains the following steps:

Step 1: Finding Wikipedia Concepts Related to the Document D. As
mentioned earlier, we believe that the concepts associated with a document play
an important role in estimating the focus time of the document. To find these
concepts we give the document D as input to the ESA algorithm. The output of
the algorithm is a list of Wikipedia articles (concepts) C related to the document.
The concept ci ∈ C has an ESA similarity score αi with the document D.

Step 2: Identifying Candidate Focus Times for D. Once we have identified
the concepts related to the given document we extract all dates appearing in the
Wikipedia articles. The granularity for the date is year in our experiments. The
set of all these dates forms our candidate set (i.e., we expect the focus time of
the document to be one of these dates).

Step 3: Extracting date-context Associations. For a given date d, we find
out all the sentences in the Wikipedia articles (corresponding to the concepts in
C) which contain this date. We associate each date d with the Wikipedia concepts
which co-occur in the same sentence as the date. Specifically, we construct a
context vector for each date by collecting all the concepts which co-occur with
this date. Note that it is easy to extract these concepts as these are simply
the Wikipedia hyperlinks appearing in the sentence. We refer to this as the
date-context. A snapshot of the date-context extracted from Wikipedia page
“Mahatma Gandhi” for some of the dates appearing in that article is shown in
Fig. 1. We emphasize that for constructing the date-context, we consider only
those articles which correspond to the concepts in C as defined above.

Fig. 1. Explaining Concept Exploration for the example text from Sect. 3.
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Step 4: Constructing a Date Concept Graph. We now construct a
weighted, directed graph G(V,E). The graph contains one vertex correspond-
ing to the document D and one vertex corresponding to each of candidate dates
d. Next, we have a node corresponding to each concept ci ∈ C relevant to the
document D as identified by ESA. We have an edge between the document node
and each of these concept nodes. The weight of the edge is equal to the ESA
similarity αi between the document D and the concept ci. This is estimated as
the projection of the document vector on the concepts in ESA concept space.
Similarly, we have a node corresponding to each concepts appearing in the date-
context of all the candidate dates. We have an edge between the date node and
each of its date-context nodes. The weight of the edge can either be just 1 (indi-
cating presence of an edge) or it can be proportional to the number of times the
date occurs in the Wikipedia article corresponding to this context. Finally, we
have edge between the document concept nodes and the date-context nodes and
the weight of this edge is given by the ESA similarity between the date-context
and the document. A snapshot of the graph is shown in Fig. 2.

Fig. 2. Snapshot of the graph (not all nodes and edges are shown). Concept and Con-
text are Wikipedia articles related to D, Shaded Concept nodes are event articles.
(Contexts are also Wikipedia concepts)

Step 5: Assigning Influence Scores to Dates. Let, αi be the weight of the
edge between concept node ci and the document D and βij be the weight of the
edge between document Concept ci and date context kj . The function f(kj , t)
is a function that returns the relevance score between the date context kj and
the date node t. The influence flow I(t) from a date t to the document D can
be computed as

I(t) =
N∑

i

M∑

j

αi × βij × f(kj , t) (1)
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where N and M are the total number of document concepts and time contexts
respectively.

Step 6: Boosting Date Scores. We check if any of the concepts C related to
the the document D is an event concept (i.e., it corresponds to an event page on
Wikipedia). If so, we extract the date range present in the Infobox corresponding
to that event page and boost the scores of all the candidate dates which lie in
this range. The boosting is done by simply adding the ESA similarity scores of
the event Concept nodes (shaded nodes in Fig. 2 are the Wikipedia event articles
where the date is present in the Infobox) to the score of the date estimated by
our method.

Step 7: Propagating Influence to Adjacent Dates. In the last step, we
propagate the influence score computed for a given date t to its neighboring
dates (years). This acts as a smoothing process, giving a score to the date nodes
that gather less influence but are temporally near to a high scored date node
(edges connecting date nodes in Fig. 2). We use a decaying function for the
influence propagation so that the date nodes that are not adjacent will receive
low activation. The propagated influence score is given by

Ip(t) = I(t) +
L∑

l �=j

I(tj) × prox(tj , tl) (2)

where L is the total number of years node in the graph. The function prox(tj , tl)
gives the proximity between two Year nodes ti and tl and is given by

prox(tj , tl) = 1 − |tj − tl|
Y earmax − Y earmin

(3)

Y earmax −Y earmin gives the range of all the year present in the graph. Finally,
the date t which has the maximum score at the end of this step is output as the
document focus time.

5 Experimental Setup

In this section, we describe the datasets that were used for our experiments and
the various algorithms that we compared.

5.1 Datasets

To the best of our knowledge there is no publicly available dataset for this task.
In particular, the dataset used in the previous work [4] on document focus time
estimation is not available publicly. To evaluate our algorithm we crawled data
from two websites as described below.

1. Google Arts and Culture: This portal contains short articles which
describe a particular event (typically, related to Arts and Culture). On aver-
age each article contains around 2–3 paragraphs and there is a time period (year
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range) associated with the article (or event). We collected 501 such event descrip-
tions as test data (note that our algorithm does not need any training data).
These include articles ranging from year 1900 to year 1999. We found that most
of the event descriptions on this website are actually taken from Wikipedia. We
refer to this as the GAC dataset.

2. Historycentral.com: This website contains articles about historical events. The
articles are typically shorter than the ones described earlier. Specifically, each
article typically has around 2–3 sentences. Also, here each event is associated
with exactly one year (and not a range of years). Further, unlike the previous
dataset, the descriptions here are not taken from Wikipedia. We collected 351
such event descriptions from this website. These include articles ranging from
year 1900 to year 1999. We refer to this as the HC dataset.

5.2 Models Compared

We compare the performance of the following methods:

1. EDFT: This is the model proposed in [4]. As mentioned earlier, they compute
word-year associations from news articles (essentially, count the number of times
a word appears in the context of a year). They then compute the document’s
focus time based on the year associations of all the words in the document. They
used news articles from google news archive. Unfortunately, as of this writing,
articles from google news archive are no longer freely available. Further, there are
restrictions in accessing them using APIs which made it difficult for us to collect
these articles. To the best of our knowledge there is no other publicly avail-
able news archive which contains articles from 1900–1999 (as required by our
datasets). To circumvent this issue, we used Wikipedia event pages for calculat-
ing the word-year associations as required by their algorithm. We used petscan1

which allows us to find Wikipedia articles belonging to a specific category. Specif-
ically, we collected 120 K Wikipedia event articles from 1900–1999 listed under
the Wikipedia category “Events by decade”. We set the depth search in petscan
to 5 which essentially means that it will search upto 5 levels of subcategories.
Our search covered most of the major events and historical figures. Out of all
the methods proposed by the authors the best results are obtained when the
combination of context-based association, temporal entropy and document-term
frequency is used. We report results in the result section using this combination.

2. Infobox Event Information: Here, we simply consider those ESA concepts
related to the document which happen to be Wikipedia event pages. We then
take the event dates mentioned in the Infobox of these articles and rank them
based on the ESA similarity between the concept (corresponding to the article)
and the document.

3. Graph Based Method: This is our method as described in Sect. 4. We first
report the results obtained by performing only steps 1 to 5. We then report the

1 https://petscan.wmflabs.org.

http://www.Historycentral.com
https://petscan.wmflabs.org
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results obtained by adding steps 6 and 7. For rows 4,5,6 in Table 1 we set weight
of edges connecting a date node to a context node .i.e, f(kj , t) in Eq. 1, to 1.
Finally, we report the results obtained when the weight for f(kj , t) is replaced
by real valued weight proportional to the number of times the date appears in
the article corresponding to the concept.

5.3 Evaluation Metrics

We use two metrics as described below for comparing the performance of different
models.

1. Average Year Error: This measure was used by [4] and is computed as
follows.

e(tpre) =

{
min{|tb − tpre|, |tpre − te|} if tpre /∈ [tb, te]
0 otherwise

(4)

where tb and te are the start and end years of the time period as mentioned
in the ground truth data and tpre is the year predicted by a given method. We
report the average of the above quantity over all the test instances. Note that
for the GAC data both tb and te are available whereas for the HC data only a
single year ty is specified as opposed to a year range. In this case, we simply
set tb = te = ty and compute the error as defined above. Simply put, the year
error for the HC data is just the difference between the actual year (ty) and the
predicted year.

2. Average Probability Mass Around the Ground Truth Date: If we
normalize the scores assigned by a model to all the candidate years then we
can treat them as a probability distribution over the candidate years. A good
model should ensure that most of the probability mass is concentrated around
the actual year as specified in the ground truth. We could treat the predictions of
our model as a probability distribution over years. We introduce another metric
which computes the percentage of the probability mass within a range of k years
around the actual date. For the GAC data we compute the probability mass over
all the years in the range [tb − k, te + k]. For the HC dataset we compute the
percentage of the probability mass over all the years in the range [ty −k, ty +k].

6 Results

We now discuss the results of our experiments comparing all the models described
above are summarized in Table 1.

1. Comparison with Baseline Models: Our model performs significantly
better than the baseline (EDFT) model and a simple heuristic based model
(Infobox event dates) which simply ranks the dates appearing in the infoboxes
of event concepts related to the document based on the ESA similarity between
the document and the concept. In general, the results are better for the GAC
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dataset than for the HC dataset. One clear explanation for this is that most of
the texts appearing in the GAC dataset are actually extracts from Wikipedia.
Hence, it is easier for the ESA algorithm to find related concepts. However, this
is not true for the HC dataset because of which the concepts extracted by ESA
are noisy. Also, the articles in the HC dataset are shorter and hence ESA gets a
smaller context as input making it harder for it to find relevant concepts. Further
to speedup the time.

2. Boosting Based on Infobox Event Dates: On the GAC dataset, our
basic model (steps 1 to 5) benefits from boosting based on the dates appearing
in the event concepts related to the document (step 6). This is understandable
because intuitively we would expect the event concepts related to a document to
be more important for determining the focus time of a document. These dates
extracted from the event concepts essentially reduce the noise by boosting a
specific range of the dates which are important. For the HC dataset, this step
actually deteriorates the performance. Once again, this is because the event
concepts identified by ESA for the HC dataset are noisy and hence this step
could end up boosting irrelevant candidate dates.

3. Effect of Smoothing: The smoothing done in step 7 using influence prop-
agation on top of step 6 improves the performance by propagating the score
to adjacent dates. It essentially boosts candidate dates which do not appear
frequently in the text and hence do not have multiple paths to the document.

4. Using Occurrence Based Weights for Date-Context Edges: The last
row of the table suggests that using co-occurrence based weights for date-context
edges instead of binary weights deteriorates the performance. This is a bit
counter intuitive and needs further investigations.

Table 1. Results using evaluation metric average year error (lower is better) and
average probability mass (higher is better). For average probability mass, we compute
the mass within a 5 year range of the true date.

Method Average Year
Error

Average Probability
Mass

GAC HC GAC HC

EDFT 10.15 19.63 44 22

Infobox Event Dates 7.8 28.36 62 19

Graph Based Method (Steps 1 to 5) 4.5 15.32 75 35

+ boosting based on Infobox (Step 6) 3.24 16.86 78 31

+ Influence propagation (Step 7) 3.03 15.81 80 38

+ real date-context weights 6.8 17.33 72 37

Table 1 presents the results based on the average mass around the ground
truth date evaluation criteria. These results are obtained by incorporating
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Infobox dates. This evaluates the overall quality of the estimation. To measure
the statistical significance of the approaches on evaluation measure we perform
paired t-test by dividing data into N number of non-overlapping folds. In both,
the datasets results for all the methods are significantly better than EDFT as
the p values are always less than 0.05 in all the settings. In the experiments our
focus was on the effectiveness of the approach and not on efficiency, thus we have
not analyzed time complexity.

7 Conclusion

In this paper, we presented a novel concept based approach for solving the prob-
lem of finding focus time of a document. We exploit the temporal relation that
exists between the concepts present in the text to predict the focus time by using
a graph based method. By experimenting with two new datasets, we empirically
show that our method outperforms a current state of the art method thereby
demonstrating that using concepts, instead of words, is more helpful in predict-
ing the focus time. As future work, we aim to make the date-context association
more robust. For example, we observed that some sentences containing dates
have more than one concept associated with them. This makes it hard to asso-
ciate the date with the right concept. We plan to exploit the syntactic association
between the concepts and the dates present within the same sentence to make
the date-context association more reliable.
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Abstract. Evolution of Extremely large databases is a vital challenge for data
processing via traditional database systems, such as scientific DB, Genome DB,
Social Media DB etc. As these DBs are often stored in a complex schema, and
inherent vastness raises challenges to a naïve user on initial data request formu‐
lation and comprehending the resulting content. A discovery-oriented search
mechanism delivers good results in these information seeking scenario, as the
user can stepwise explore the database and stop when the result content and
quality reaches his satisfaction point. In this, understanding user’s actual search
intentions and how the search motives change with session progress will help
greatly in achieving a search goal. A proximity-based data exploration approach,
which explores the neighborhood and subsequently guides a user to overcome
these limitations, named as ‘Query morphing’ is proposed in this paper. Various
design issues and implementation constraints of the proposed approach are also
listed.

Keywords: Data exploration · Hierarchical clustering
Proximity-based exploration · Query reformulation

1 Introduction

Search has become a fundamental life activity. An individual looks for meaningful
information for psychological and social satisfaction. Initially, a naïve user issues short,
ill-defined and imprecise queries to phrase. In turn, the search system retrieves the results
based on some predefined relevance norms. This traditional query-result paradigm is
capable to deliver sensibly, as information requests are short, and navigational and close,
but not it is not always adequate [1]. Particularly, either a user is unaware of database
semantics or uncertain of his exact information needs, and thus becomes challenging
task for the users to phrase the informational requests [2]. Similar in discovery-oriented
applications, as finding meaningful information in scientific data, genomics, health data,
users requires additional help to navigate through the unknown data [3]. As user’s initial
search aims and intentions evolve gradually [4]. Therefore, a notion that realizes the
importance of users and their intent with multiple phases of discovering, analyzing, and
learning is needed; Data Exploration (DE) is one such notion. DE provides recall-
oriented navigation over complex and huge datasets via short typed ill-phrased query to
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precise query along with user’s intent, thus requires stronger user-system interactions
[5, 8].

Example-Exploratory system computes and provides results, which although not in
the result set of an initial query. This allows users to explore additional information and
lead towards his interest. For example, a user has searched for the movies that are
directed by ‘M. Scorsese’ (Qi) on the schema given in Fig. 4(a). There is a high proba‐
bility that user also interested in a movie with the similar characteristic such as genre
and production year, some results set are shown in Fig. 4(c). Generally, users intend
carving for a wider query/data spectrum that fetches additional results for queries.
Several kinds of adjustments like addition/dropping of predicate terms are required
generating query variations. The various kind of variations (Qi+1, shown in Fig. 4(b)) is
achieved by generating morphs/variants of the initial query.

With an increase of information technology, multiple terabytes of structured and
unstructured data are generated through various sources (sensors, lab simulations, social
media, etc.). Due to big data occurrences, acquisition of relevant information is turned
into a complex processing task. As these data are often stored in a vast and complex
schema and formulating data request requires the fundamental understanding of the
schema semantics. Formulating queries becomes a cognitive challenging to a naïve user.
As poorly chosen or wrongly formulated queries can not only lead to huge/empty results
but also get stuck in a part of the database where no satisfying results exist [6, 7, 9]. For
this recurring situation, we proposed a novel proximity-based data exploration strategy
that collects relevant data objects from the neighborhood of previously labeled objects.
Each derived neighborhood acts as data retrieval strategy, ‘Query variant/reformula‐
tion’, and based on the initial query. Proposed approach primarily identifies data objects
relevant to initial query in dataspace than derive neighborhood regions around each data
objects. Each neighborhood-region represent region-of-interest thus treated as ‘query
morphs/transformation’. We named the approach ‘Query Morphing’, here morphing is
meant for creating a small transformation of input query. Traditionally, morphing is used
to create probable transformations of input, e.g. for Image morphing [7, 35], Data
Morphing [36].

There are various traditional techniques for reformulation in information retrieval
(IR), as shown in Fig. 1. These techniques, the initial query submitted by information
seeker goes through various transformations. The key objective of these transformations
is to retrieve relevant information and improve systems performance as well [10, 11].
A user query goes through various transformations, driven by either user cognitive effort
or systems assistance [12]. Query rewriting technique transforms search query in order
to better represent the searchers intents, similarly, query rewriting can be viewed as a
generalization of query relaxation, query expansion [12], query substitution [13] and
query expansion [14]. Query substitution is modification process done based on typical
possible substitutes searcher make to their query to generate new transformed query
[15]. An off-the-shelf dictionary/treasure is required for all these query transformation
techniques [16]. Similarly, another set of approach is in which user should be assisted
for precise and unambiguous query formulation and execution. To assist users in real-
time query suggestion [17] and reformulation various relevant query recommendations
are generated [20]. Query suggestion can be achieved through query auto-completion
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and query chain also. For recommendation and query steering [11] interactive query
session is required to achieve ultimate search goal [2].

Fig. 1. Query transformations and various equivalent techniques

The traditional approach of query transformations often faces challenges of rele‐
vance and in leveraging user intent for search that recognize the importance of user
participation. Query morphing as a proximity-based approach, is contrived as a solution
for inherent challenges in data exploration of large databases. This approach mainly
relies on the exploration of database and user feedback for the generation of reformu‐
lations and suggestion of the relevant objects. The data space is explored and exploited
for the retrieval of the relevant data objects. We observed that the user’s query and
corresponding results analogous to history log for reformulation in the process, hence
it is established that query morphing will inherit the properties of traditional techniques
as well.

1.1 Contribution and Outline

An algorithm for data exploration and assisted query reformation ‘Query morphing,’ is the
key contribution of the paper. The algorithm explores the n-dimension dataspace and
suggests additional relevant data objects to the user in response to the initial query. We
anticipate that proposed algorithm, guides on an effective exploration over various volu‐
minous databases. Another contribution of proposed work is an effective query reformu‐
lation approach, which is inherently supported by proximity-based data exploration.

In next section listed various related research effort and prospects. The proposed
approach is discussed in Sect. 3, in which conceptual scheme depicted in a schematic
diagram and algorithm. Section 4 describes various design issues and intrinsic imple‐
mentation complexity in proposed approach and the analysis of implementations. Lastly,
a conclusion is presented.

2 Literature Review

Next generation query processing engines should provide a much richer repertoire and
easier to use querying techniques to cope with the deluge of observational data in a
resource-limited setting [2, 18]. Good is good enough as an answer, provided the journey
can be continued as long as the user remains interested? Searching for relevant infor‐
mation over huge dataset mainly affected by aspects such as Automatic exploration of
data space, approximate query formulation and finally how a system assists to a user in
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query formulation process. Hence, in the paper, we considered some of the prominent
research works of relevant areas.

Automatic Exploration
User unable to formulates his information need in the query, which often leads to irrel‐
evant information and a large set of returned data items. For effective results set user
must be assisted throughout his exploratory session by suggesting predicates that collect
all relevant information and reduce the size of returned data. Traditional DBMSs are
designed for application by aiming that query is well understood by user that poses a
query [1]. An application that belongs to interactive data exploration (IDE) class does
not function well with this traditional DBMSs. Interactive data exploration enables a
user to uncover and extract information hidden in large data through a highly ad-hoc
interactive session.

Automatic Interactive Data Exploration [3] framework is developed to address such
need of IDE application. AIDE integrates machine learning and data management tech‐
nique to lead user towards data area of his interest. Tacking relevance feedback from
user AIDE generates user exploration profile that collects sample objects and classifies
data into relevant and irrelevant objects. AIDE eliminates expensive exploration quires
and assists user in discovering informative and relevant data patterns. The frequency of
attribute-value pair based framework like YMAL (You May Also Like) [4] can also be
effective to assist user for exploration. In such techniques, computation is done based
on the frequency of attribute-value pair used in query result and database instance. The
assistive explorative system commonly built using relevance-feedback and models
develop by facet search technique that steers user in data so that information need is
fulfilled.

Query Approximation
Efficiency in data exploration is also one important concern in an explorative system
when you dealing with massive amount of data. Perform several improvements in
exploratory property of system without changing underlying architecture is a chal‐
lenging task. Query approximation approach presents approximate result that helps in
improving the response time of exploratory quires where user satisfied with ‘closed-
enough’ answer. Several approximation techniques are developed for controlling the
quality of query result where execution time is bounded and have limitations of disk and
memory bandwidth. Approximation modules are designed without changing the under‐
lying architecture like in Aqua approximate query answering system [15] that provides
an approximate answer by rewriting and executing a query over summary synopsis.
Statistical techniques based on synopsis [19] are widely used for Automatic Query
Processing (AQP). An approximate synopsis is built to analyze large data because it’s
impractical to manage such big data. Four main key synopses is used is random samples,
histograms, wavelet, and sketches.

A random sampling of the database space most fundament and widely used synopsis
which fetched the subset of data objects based on stochastic mechanism. It’s very
straightforward to drawn samples from simple data table but advanced techniques are
needed for big data to make sampling process scalable. BlinkDB [17] architecture a
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dynamic sampling strategy that select sample based on query’s accuracy and response
time. Similarly, a Histogram technique summaries frequency distribution of attributes
or combination of attributes and group that data values into the subset. It’s also used to
approximate more general class of query such as aggregation over joints. Another
approach, Wavelet technique is closely worked to the histogram but the key difference
is that wavelet transforms data and represent most significant into a frequency domain.
AQP provide faster response time but speedup is useful when the accuracy of the
returned result must be verified. Error estimation [16] and error diagnosis technique has
done via bootstrap or closed forms for interactive approximate query processing ensures
efficiency of the runtime as well as resource usage.

Assisted Query Formulation
Increase in growth of data availability in the day to day life enables users to peruse more
and more complex information need. With the complex information retrieval, formal‐
isms of the query are required which is mastered by a small group of adapted user. In
real life user with little knowledge of querying formalisms apply brute force approach
for manipulating data by hand. To resolve this issue assisted query formulation technique
is used that assist user to write their queries. Several techniques are proposed to suggest
terms for the incremental query formulation that minimize irrelevant data retrieval. For
Boolean membership query two fundamental and critical operation equijoin and semi‐
join [18] are characterized to decide the tuples are formative or not in polynomial time.
A learning algorithm based on user membership question [13] can also be a solution for
simple Boolean query formulation. In most real-life enterprise has complex schemas
and the user often unable to locate schema element of interest. Discovering query
approach [25], locate minimal project join queries whose answer is similar with example
tuples in output. A mastered user is often aware with the example tuples that should
exist in query answer but only top-k project join query [26] requires suggesting for the
better result set.

Morphing means to undergo a gradual process of transformation. Morphing is an
image processing technique. In morphing process sequence of intermediate images put
together with the original images that would present changes from one image to another.
Similarly, in exploratory search queries should be gradually transformed to satisfy user’s
information need. Query morphing can be introduced as the generalized approach for
several transformation techniques. A new query area formulated with the help of
morphing surrounds the user request, including both past and a new variation of the
query. Therefore, morphing a query gradually leads a user to a direction where infor‐
mation available at low cost.

3 Query Morphing: A Data Exploration Approach

Traditional lookup search is not sufficient to gain knowledge, as it retrieves best literal
match optimum processing time. For this, users should aware about of ‘what they are
looking for’ means, must have a familiarity of the schema of database and context. In
these cases search tasks are ineffective when user know what they want but may not
articulate terms that would return useful results [21, 22]. Traditional search only satisfies
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the information locating need but not information discovery need [23]. When user
unaware or uncertain of the suitable search term for his search a traditional search tech‐
nique may fails. Therefore, a system is more suitable for skill or domain expert user [24].
With the ever-increasing data volumes a serious challenge, as a naïve user has to deal
with the huge set of results set in his information seeking task and complex schema. A
naïve user faces challenges, primarily in the formulation of a query and intermediate
queries and secondly by reviewing the query results.

Many advanced search strategies have been devised in traditional systems to narrow
down the accessible information. In traditional systems, information search strongly
relies on the user’s ability to formulate precise queries [2, 25] and the user is expected
to know how to reformulate these queries on their own. This ‘Query-Result’ paradigm
is inadequate for guiding a user towards relevant result via interactive exploration, as
initially, a user is uncertain what exactly the information needs are [26, 29]. User’s
information needs evolve as the search progresses, while traditional approaches take no
account of the changes in search intentions and retrieve results merely based on user
queries and predefined relevance criteria. Information fetched in this way is not sufficient
enough to meet user’s cognitive and intellectual satisfaction. Hence, user-intent by
means of feedback must be realized into fundamental search. In most of the occurrences,
user feedback acts as strong relevance criteria for next search iteration [27]. This result-
driven strategy is an immense help in two ways, first, it helps users to record their actual
need informally into the system and second, gradually navigate through the overall
search process towards more precise results. This means these systems support ‘Query-
Result- Review-Query’ paradigm of computing.

Three kinds of search activity lookup, learn and investigate exist. Lookup is similar
to traditional search task. In lookup tasks, searcher poses a query; the system performs
retrieval and return best-ranked result [37]. In this user have clear understating for what
he wants in his mind and have an idea about the result. Learning is used to develop new
knowledge. It aims to knowledge acquisition for understanding problem context and
increases knowledge in the domain. In the investigation, the goal is to reach a decision
[38]. For example, a user might perform an investigation to decide which hybrid car
models to test-drive. This activity supports the investigation into a specific topic of
interest. The exploratory search consists of learning activity and investigates activity
[31, 37]. The goal of the traditional search is to find best in shortest time but in this we
want a user to spend more time with the search for reflection. An exploratory session is
of several queries where one query is a doorway for the formulation of other [32, 33].
This formulation of queries is done by morphing initial query called query point into
another query point [30, 34].

3.1 Proposed Approach

The proposed approach mainly consists of two activities, first traditionally query
processing and another is the generation of query variants/morphs. The exploration
begins with user’s submission of an initial query Qi to query evaluation component. The
validated query will be processed by a query engine and queries of subsequent interac‐
tions also processed, similarly. The major difference lies in the result visualization and

266 J. Patel and V. Singh



assessment. The evaluated results set consist of data objects in entire data space, these
objects are relevant to search interest and thus partially fulfill user’s interest. Tradition‐
ally, an exploratory search system fetches results by considering the recall-factors of
each result item and these results will be used in subsequent queries. The iterative and
interactive search leads to more precise result at the end.

After processing initial query Qi, retrieved data objects are identified in dataspace
and exploited in subsequent interactions. In case of high-dimensional data space, it is
assumed that, relevant results present in the close neighborhood [3, 27, 28]. Thus,
exploration of a neighborhood of each object of the previous query is pivotal for futur‐
istic search. For, each data object’s neighborhood is initialized as a cluster. A ‘Cluster-
Clique’ algorithm is adapted for cluster/morph generation, Using clustering we have
tried to generate possible variants with small edit distance. We want morphs of similar
data which can be achieved using clustering easily. As cluster-clique is a subspace clus‐
tering algorithm we can explore morphs in any subspace means in single or overlapped
subspace. It is considered that the d-dimensional spatial representation of data already
created and thus partitioned into non-overlapping rectangular cells. The initial query
result is projected over identified data points that identified the initial object in space,
thus each data object is considered as a different unique cluster. The neighborhood of
each cell containing query’s data object is explored as well as exploited to form a cluster,
which covers the maximal region. A cell is dense if total data point in that cell excesses
input model parameters. Identify neighboring dense cells that form a cluster containing
data point at the lower dimension (Fig. 2).

Fig. 2. Query Morphing and User’s interactions

A cluster-clique assumption is that if a k-dimensional unit is dense, then so are their
projections in (k-1) dimension. Therefore, potential dense units in k-dimension can be
found from (k-1) dimensional space. By examining all dense unit cluster is generated at
higher dimensions. Each cluster identified is represented as morphs for our initial query.
Top n keyword terms are suggested from the cluster to formulate a query for further
iterative query session.

For a user posed initial query Qi, an initial phase of the proposed system process
query and returned initial result object D {di1, di2…din}. Returned result objects are
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projected on d-dimension spatial representation which is partitioned into non-overlap‐
ping rectangular cells. Initially projected objects are considered as independent clusters
C {ci1, ci2,..cin}. In next step, neighborhood cells are explored and exploited if a cell
is dense enough means cell contains at least t data point then merge such cells and form
clusters C{c1, c2,.., cn} at the lower dimension. After constructing cluster at 1-dimen‐
sion next move to 2- dimension space. If there are intersecting cluster c1 and c2 at 1-
dimension and that intersection is dense enough then merge them and form a new cluster
c12 at 2-dimension and remove c1 and c2 cluster from the set. The subsequent process
is done on 3rd, 4th, and up to dth dimension. Once all clusters are retrieved, we take
each cluster as different morphs of the initial user query (Qi). From all morph dataset of
top-K relevant morphs with the initial data set is suggested to user for subsequent
exploratory queries (Fig. 3).

Fig. 3. Cluster-clique alias Query Morphing Algorithm

An example: Consider the movie schema, variant of the initial query (Qi + 1) and the
corresponding result set shown in Fig. 4. {G.genre = “Biography”} is a cluster at 1-
dimension. {G.genre = “Biography”, 1990 < M.year < 2009} is cluster at 2-dimension.
We are looking for interesting pieces of information at the granularity of clusters: this
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may be a value of a single attribute (1-dimensional cluster) or the value of m attributes
(m-dimensional cluster). Consider example query, which retrieves movies directed by
‘M. Scorsese’. User likely to interested in movies with {G.genre = “Biography”} since
it is associated with many of the movies directed by ‘M. Scorsese’. The same holds for
{G.genre = “Biography”, 1990 < M.year < 2009}. Besides this system also retrieve
data potentially related to user need but not part of the result set of the original query.
For example, consider following exploratory/variant of the initial query (Qi + 1):

Fig. 4. (a) movie schema database (b) variant of initial query Qi_1 and (c) Result set of query Qi+1

Retrieve other movie directors that have also directed drama movies, which may be
an interesting result for the user. In the proposed approach, these query morphs/variants
generated using subspace clustering and retrieve these result set from variant quires,
which might belong to user interest. A system will compute dataset of the initial query
shown in Fig. 4(b) and project it on the space.

Initially, all data point is treated as the initial cluster and then neighborhood is explored
to form a larger cluster. In movie database, for query Qi clusters are created for a genre and
similar for year at 1-dimension. After forming the cluster at 1-dimension next step is to
steers towards higher dimensions, and at 2-dimension ‘G.gemre = Biography and
1990 < M.year < 2009’, ‘Drama and year > 1963’ etc. clusters are constructed. Subse‐
quently, move to 3rd, 4th.. dth dimension in search of the relevant cluster at the higher
dimension. This completes the exploration of each data subspace around the relevant
objects of initial/previous query. Now each constructed cluster is equivalent to query
morphs. The data items present in each morphs are considered relevant by some measure
to previous query and future probable search interest. Hence, a retrieved dataset of morphs
(top-K) displayed to the user based on implicit and explicit relevance. In movie database,
query morphs movies of genre ‘Biography’ and year > 1963 are more relevant then morph
with genre ‘Thriller’. Therefore, morphs with ‘Biography’ year > 1963 considered as high
relevance. The system would also suggest top-K keywords from morphs like ‘Biog‐
raphy’ based on relevance with the initial query as well result set to the user for his next
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exploratory/variant query formulation. As a next step, a user may shift his interest towards
another query results, inspired by result variations.

4 Design Issues and Analysis

Each query morph is a transformation of original query; in which systems are trying to
develop a data retrieval strategy available in neighborhood or adjacent to original query’s
results. Many design issues are involved in the conceptualization of the solution, as
follows:

(i) Neighborhood region creation: Defining the boundary of relevant data object’s
neighborhood is key challenge and address in various research efforts. There are
many traditional techniques exist for exploring the neighborhood region of a data
objects. In our approach, defining a non-overlapping boundary based on the rele‐
vance values is pivotal.

(ii) Generation of Query Morphs/Variants: Each derived neighborhood represents
to a region-of-interest hence to be converted as query morph/variants. Subspace
clustering is used as the core for morph generation which uses grid-based approach.
If data sets represented on d-dimensional spatial cells are not dense then forming
cluster becomes a challenging task. Forming cluster at higher dimension may
require entertaining issue such cluster overlapping.

(iii) Evaluation of data object’s relevance: The data object to be retrieved based on
a relevance measure with user previous query and previous result as well [39].
Relevance for data objects within each cluster is evaluated and used to define the
importance of the result items. Identification of statistical information to measure
the relevance of each data object is key aspects, as they influence overall systems
relevance accuracy.

(iv) Suggestion of Top-K Morphs and their result set: In the proposed approach,
each cluster created at level is analogs to query morphs/variant. For each query
morphs relevance score is evaluated and used for identification of Top-K query
morphs. Relevance score will be based on the relevance score of morph dataset
with previous query and dataset retrieved through that query. The identification of
criteria of relevance, techniques to compute the relevance score and approach of
result visualization of each morph are the key issues.

(v) Visualization of retrieved data objects with additional Information: It is not
feasible to visualize all the data set returned by morphs, therefore, data summari‐
zation technique should be implemented. For example, relevant keywords from
the morph dataset are made available to the user in a selective manner so a user
can use those keywords easily for his subsequent queries.

Traditionally several kinds of adjustments can be considered to create the query
variants of a user query, such as addition/dropping of predicate terms, varying constants,
widening constants into ranges, joining with auxiliary tables through foreign key rela‐
tionships, etc. The kind of adjustments can be statistically driven from queries ran in the
past, or exploitation of database statistics gathered so far, or even intermediate results
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[40]. Since we have already spent part of our time on processing Q, the intermediate
query results produced along the way can also help to achieve a cheap evaluation of Qi.
Our sketched approach aligns to proximity-based query processing, but it is generalized
to be driven by the neighborhood-region in combination with re-use of previously
retrieved intermediate results.

Query morphing can be realized with major adjustments to the query optimizer
because it is the single place where normalized edit distances can be easily applied for
generation of query alternatives. The ultimate goal would be that morphing the query
pulls it in a direction where information is available at low cost. Various query formu‐
lation and suggestion techniques used currently to improve users search. But all these
methods are not enough to achieve an exploratory goal. Our approach is implying prox‐
imity-based data exploration, for enlarging the returned result set, in order to enable the
user to rich his goal with higher accuracy. In the ideal case, it becomes even possible to
spend all time T on morphed queries.

5 Conclusion

Understanding the user’s actual search intentions and how the search motives change
with session progress will help greatly in achieving a precise and effective system. To
provide a solution, several ideas are sketched for implementation. More control is
provided to the user to understand the relationship between the queries and results. Query
Morphing as a query reformulation mechanism, which primarily designs to suggest
additional data objects from the neighborhood of the user’s query results. There multiple
variant/morphs are generated and optimally selected for reformulation.

In the solution design, we observe multiple issues including (i) Neighborhood selec‐
tion, (ii) Generation of Query Morphs/Variants, (iii) Suggestion of Top-K Morphs and
their results, (iv) Evaluation of data object’s relevance, (v) Visualization of retrieved
data objects with additional Information, and (vi) Incorporating User’s feedback. Our
sketched approach aligns to proximity-based query processing, but it is generalized to
be driven by the query edit distance in combination with statistics and re-use of inter‐
mediate results. It could be realized with major adjustments to the query optimizer. It
can also use the plan generated for Q to derive the morphed ones. The ultimate goal
would be that morphing the query pulls it in a direction where information is available
at low cost.
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Abstract. Wikipedia is the pervasive knowledge source for widely uti-
lized applications like Google’s Knowledge Graph, IBM’s Watson and
Apple’s Siri system. Wikipedia articles contain internal links and See
also section links. According to Wikipedia, one of the purposes of See
also links is to enable readers to explore tangentially related topics. Cur-
rently, Wikipedia relies on human judgments for adding See also links.
We attempt to automate the process of See also recommendation by uti-
lizing the aspects of Wikipedia articles like category knowledge, Backlink
and the ESA concept vector similarity and external knowledge retrieved
by web search engine. Our proposed ensemble based approach combines
similarities obtained from these aspects to give a final prediction score.
We evaluate our approach on datasets of Wikipedia articles and present
our empirical comparison and case studies results with the state-of-the
art approaches. We envisage that this work will aid Wikipedia editors
and readers to facilitate information search.

1 Introduction

Wikipedia is a prime example of collaboratively created and maintained con-
tent repository with English Wikipedia alone containing 5 million articles.
Widespread applications like Google’s Knowledge Graph, IBM’s Watson and
Apple’s Siri system rely on Wikipedia for knowledge acquisition. Consequently,
Wikipedia’s content reaches millions of users and thus its content needs to be
timely and accurate. Wikipedia relies on editors or readers for maintenance,
improvement of its articles and for information search. However, owing to the
huge size and growth rate of Wikipedia, a manual search for information is
unworkable in the long run. We address this issue through automated sugges-
tion of See also’s.

Wikipedia quotes that the links in the See also1 section might be only indi-
rectly related to the topic of the article because one purpose of See also links is
to enable readers to explore tangentially related topics. Subsequently, these links
can act as pointers to relevant literature. We believe that adding those links
1 https://en.wikipedia.org/wiki/See also.
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gives an opportunity to the reader to explore more. Consequently, these links
might result in expanding the breadth of the Wikipedia article.

We try to motivate the use of tangentially related topics with the follow-
ing scenario. For example, consider a Wikipedia article on Kruskal’s algorithm,
which is an algorithm to solve Minimum Spanning Tree problem. Other algo-
rithms which solve the same problem like Prim’s algorithm, Reverse-delete algo-
rithm and Boruvka’s algorithm can also be of interest to the Wikipedia readers
and editors. These other algorithms can acts as tangentially related topics to
Kruskal’s algorithm and as pointers to the relevant literature for Wikipedia edi-
tors. In the context of this paper, our goal is to find these pointers for a given
article which can aid Wikipedia editors and can be an important tool for informa-
tion search. More specifically, we address the following research problem: Given
a target Wikipedia article with it’s preliminary information like Content, Links,
and External Knowledge from Search engines, can we identify its relevant See
also links or tangentially related topics?

Identifying See also’s for a given article is hard since it requires domain
expertise on the topic to identify its tangentially related topics. However, the
final decision of whether a link can be in See also or not is subjective to the editor
and depends on his common sense knowledge. In addition to this, the ground-
truth of See also links is incomplete and an evaluation in comparison to it may
not reflect the effectiveness of the approach. The problem of finding related
pages in Wikipedia is posed in many variants. Solutions proposed by (Adafre
et al. 2007) [1], (West et al. 2009) [2], (Noraset et al. 2014) [3] and (Siddiqa et
al. 2017) [4] were focused on predicting future and missing hyperlinks. However,
all the above methods focused only on recommending hyperlinks whereas our
prime focus is on recommending See also links. (Schwarzer et al. 2016)’s [5]
solved a similar problem by investigating citation and proximity of citations. To
the best of our knowledge, these are the only works relevant to the problem of
recommending links to Wikipedia articles.

The novelty of our method lies in coming up with various similarity mea-
sures namely BackLink similarity, Concept Vector similarity, and Web search
similarity, which are effective in identifying See also’s and elegantly integrating
this information from various sources. BackLink similarity ensures the diver-
sity required in identifying desired tangentially related topics, Concept Vector
similarity ensures that See also’s being tangentially related topics share similar
text at a conceptual level, and Web Search similarity identifies web links which
act as supporting evidence when sufficient information is not available within
the Wikipedia. Finally, we combine these similarities using different methods
like manual weights and classifier based weights which gives a score for each
candidate and lastly output a ranked list of suggestions.

2 Background

Explicit Semantic Analysis (ESA): In order to obtain a concept-based
representation of text, we use Explicit Semantic Analysis (ESA) proposed by
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(Gabrilovich and Markovitch 2007) [6]. ESA uses Wikipedia as its source of world
knowledge and estimates semantic relatedness between two text fragments. ESA
takes a text fragment as input and returns a list of Wikipedia concepts as out-
put which are weighted by the relevance of the concept to the text. ESA works
on the assumption that each article in Wikipedia article corresponds to a single
concept. An inverted index containing a mapping from words to Wikipedia arti-
cles that contain them is prebuilt and stored as a preprocessing step. To obtain
the ESA representation of a text fragment each word is looked up in the ESA
inverted index and then the corresponding concepts containing that particular
word are retrieved. These concepts are combined to form a weighted concept
vector ordered by the weights corresponding to the TF-IDF value of the word.

3 WikiSeeAlso

In order to suggest See also links, we use some of the most common and generic
properties of the See also’s. As discussed in Sect. 1, See also’s are in general
tangential concepts to the target article wherein target article is nothing but the
article for which we want to suggest See also links. Additionally, they also satisfy
the property that all these links are in some way either directly or indirectly
related to the target article. We capture these properties by first collecting a set
of potential tangential candidates for a target article using Wikipedia’s Category
tree structure and then we calculate the relevance of each these articles with
the target article using various measures and combine all of them together to
obtain ensemble relevance measure of a candidate article with the target article.
This gives a final ranked list of candidates that have both the properties of
tangential and relatedness to the target articles. WikiSeeAlso has two main steps:
(1) Candidate Generation and (2) Candidate Ranking. We give the outline of
WikiSeeAlso in Table 1.

Table 1. Outline of the Proposed solution for See-also links

1 Generate candidates using the sibling articles in the corresponding
categories of the target article as explained in Candidate Generation step.

2. Prune these articles using Concept Vector Similarity i.e., articles with
Concept Vector Similarity above a certain threshold are only considered
as candidates for later steps.

3. Capture relevance of candidate articles using Concept Vector, Web
Corpus, and Backlink similarities. Compute these similarities as described
in the corresponding similarities subsections.

4. Since our aim is to recommend See also sections but not content (body)
hyperlinks to the target, we remove these hyperlinks from our
suggestions. Produce a ranked list of See also suggestions as the output
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Wikipedia Category Graph (WCG) Definition: Wikipedia categories2 are
organized in a tree like structure called the Wikipedia Category Graph (WCG).
This graph captures hyponymy or meronymy relations. Wikipedia category may
contain subcategories which in turn recursively contain Wikipedia articles.

3.1 Candidate Generation

All the Wikipedia articles are assigned to categories under which they can be
broadly classified. Target article is the which we are suggesting See also’s. Target
articles can belong to several categories. These other articles in the category can
be connected to the category in a similar way to how the target article has been
connected. Therefore, these other articles can be tangential to the target article
because they might be sharing a common property in terms of their connection
to the category. These other articles can be called as sibling articles of a target.

For instance, one of the categories assigned to Prim’s algorithm is Spanning
Tree since it solves the problem of Minimum Spanning Tree. We observed that
the other algorithm solving the same problem or problems related to Spanning
Tree can be found in the category Spanning Tree like Kruskal’s algorithm. So,
all these other articles in a category can be considered as potential tangential
candidates to the target article Prim’s algorithm. We are motivated by our above
observation that tangentially related articles are typically found among sibling
articles. In order to get our candidates, we hypothesize that Tangentially related
articles or See also’s are generally found in articles under Wikipedia categories
of the target article.

We confine ourselves by considering only the articles under the categories of
the target as potential candidates for tangentially related articles. Considering
the sibling articles of the target in all the categories help us capturing the breadth
of the target in these different dimensions. Considering only categories present in
the target article also restricts the breadth to a certain extent, therefore limiting
the broadness of the tangential concepts and also keeps it specific to a target.
However, it should be noted that the categories are added by humans hence the
list may not be exhaustive which limits the quality and size of the candidate set.

3.2 Candidate Ranking

We have considered three aspects for candidate ranking namely Backlink, ESA
Concept Vector and Web Corpus similarities.

3.2.1 Link Based Similarity in terms of Backlink (BL)
A Backlink is a type of inlink to the target from the potential tangential articles.
Backlink of an article A from B can be perceived as an outlink from B to A.
The basic intuition behind Backlink is that if relevance between two concepts is
very high then one of the concepts is likely to appear in the content of the other

2 https://en.wikipedia.org/wiki/Category.

https://en.wikipedia.org/wiki/Category
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article either as a follow through or as a tangentially related or as a parallel
concept. Backlink is a binary valued measure i.e., if the target article appears
in hyperlinks of a candidate article in any form then it gets a back link score
of 1, otherwise 0. We noticed that Backlinks are typically present in between
two parallel concepts rather generic concepts and it is supported by our analysis
performed on the dataset given in Sect. 4 for the Backlink property among See
also links of a target. From our analysis, we observed that 63% of the times if
Backlink exists, See also links exist as well.

3.2.2 Content Based Similarity in terms of ESA Similarity (CV)
Backlink being a pure link based measure might not be effective in identify-
ing tangentially related concepts. This issue is predominantly observed in less
enriched Wikipedia articles like Stub and Start articles which contain very few
links. Therefore, we utilized a content based similarity measure called ESA Con-
cept Vector (CV) similarity which estimates the similarity between two texts at
the Wikipedia concept level rather just at the word level. By our analysis on
CV similarity between See also links and target articles for the dataset given in
Sect. 4, we observed that on an average ESA CV similarity between a See also
link and a target article is 0.158. Further, we noticed that the average ESA CV
similarity among the candidates considered in our approach is 0.09. By this, we
can conclude that we are able to select candidates with at least greater than
50% of the desired similarity for providing See also suggestions.

3.2.3 External Knowledge in terms of Web Corpus Similarity (WS)
For scenarios where within Wikipedia is insufficient for identifying relatedness
between the articles for identifying See alsos, we leverage Web Corpus similarity.
One such example is a query Constellation and stars will have many pages
relevant to both of them whereas a query like Constellation and zebra will have
pages about either one of them but not both. Web Corpus similarity utilizes
external knowledge from web pages retrieved by a search engine to estimate
relatedness. The intuition behind Web Corpus Similarity is that if two articles
are related then there should be at least some web pages describing about both of
them together. Each retrieved web page will give a relevance score between the
target and the candidate and we further combine all these relevance scores to
give a final relevance measure. This measure is analogous to a Co-citation score
between two cited documents wherein the cited documents are Wikipedia articles
and the citing documents are the web pages retrieved by a search engine. We
calculated Web similarity between See also links and target article and observed
that on an average Web similarity between See also links and target article is
0.57. Further, we noticed that the Average Web based similarity among the
candidates considered in our approach is 0.50. Thus, we can conclude that we
are able to select candidates with the Average Web based similarity (i.e., 0.50)
with respect to the target article which is very close to the desired similarity
(i.e., 0.57) with respect to the target for providing See also suggestions.
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3.2.4 Ensemble approach for Ranking
We use an ensemble approach to elegantly combine all the above similarity mea-
sures i.e., Concept vector similarity (CV), Backlink (BL), Web Corpus based
similarity (WS) obtained from various sources. These similarities are computed
between a target Wikipedia article and a list of candidates obtained from Can-
didate Generation step. The score obtained from the ensemble measure is used
to rank the candidates of the target. This has been done in two different ways:
(1) Manual weights and (2) Classifier based weights.
(1) Manual combination based ensemble: Our Manual combination ensem-
ble approach is simply the summation of all similarities i.e., CV+BL+WS.
The manual ensemble is the incorporation of all the functionalities in a single
measure.
(2) Decision Tree based ensemble: In the Decision Tree ensemble approach,
we use Decision Tree classifier with each similarity measure acting as a feature to
classify whether a candidate is a valid See also link or not. Using these features
for each candidate of target, we make a feature vector which is a composition
of Backlink, Concept Vector and Web based similarities. The classifier predicts
the probability for a candidate being a See also link and is used to rank the
candidates for See also predictions. It can be noted that typically 5–10 See alsos
typically exists in Wikipedia articles where as our candidate list for suggesting
See alsos comprises of 200–300 articles (i.e., sibling articles of a target) and
this leads to class imbalance. To handle this issue, we experimented with two
techniques: (i) Over sampling by Synthetic Minority Over-sampling Technique
(SMOTE) [7] and (ii) Cost Sensitive Decision Tree Classifier.
(i) Synthetic Minority Over-sampling Technique (SMOTE) is an over
sampling technique where minority class is over sampled by creating synthetic
examples of the minority class. Over sampling is done by taking each minority
class sample and finding k - nearest neighbors (NN) to it. Further, the synthetic
examples are incorporated along the lines joining to the k - nearest neighbors
from the minority class.
(ii) Cost Sensitive Decision Tree Classifier (Cost Matrix): For our prob-
lem, we realized that False Positives can be given lesser penalty than False
Negatives. This is essential since we can not afford to classify a See also link as a
non See also link compared to the case of a non See also link being classified as a
See also link. Therefore to incorporate this prior, we gave different costs to these
values in Decision Trees and incorporated it while building the Decision Tree.
Subsequently, in the Cost Sensitive Decision Tree Classifier the nodes are split
in terms of the cost provided instead of the accuracy of the classifier. We experi-
mented with different values of Cost Matrix for Cost Sensitive Classification and
fined the costs on our training data.

4 Empirical Evaluation

4.1 Datasets

For all our further experiments, we curated a dataset of 150 articles chosen
from different domains like Machine Learning, Physics, Computing and Envi-
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ronment. This dataset consists of articles at different levels of generality. It has
some generic articles like Bird, Oxygen, DNA etc., as well as specific articles like
AdaBoost, Dimensionality Reduction etc., Wikipedia articles corresponding cat-
egories and their category members were extracted with Wikimedia API3. We
perform all our experiments and analysis on this dataset. By considering such
diverse set of articles, we ensured that our analysis can be generalized to other
articles also and are not biased by choice of one particular domain.

4.2 Performance Measures

For the qualitative evaluation of See also suggestions, we use the rank-based
Mean Average Precision (MAP). MAP stands for the mean average of the pre-
cision scores for a given set of queries Q. Queries in our experimental setting are
nothing but the titles of Wikipedia articles.

MAP(Q) =
1

|Q|
∑

q∈Q

1
|Rq|

|Rq|∑

j=1

Precision(Rq,j)

In the above formula, Rq,j stands for a relevant result for query q retrieved at
rank j. Standard definition of Mean Average Precision (MAP) is applied to top-
k suggestions with k = 10 and 50. Our second performance measure is Recall.
The recall is calculated for top-10 and top-50 suggestions.

Recall =
Number of See also links present in the top-k suggestions for all the targets

Total number of See also’s present in all the target articles

4.3 Implementation Details

4.3.1 Backlink similarity
We identified Backlinks by parsing pages of target Wikipedia articles. An alter-
nate way could be getting Backlinks from Wikipedia link graph.

4.3.2 Concept Vector Similarity
To obtain ESA Concept Vector similarity, we use the ESA implementation pro-
vided in Descartes library4. We used the latest June 2017 XML dump to build
the ESA inverted index. The ESA technique has to prime functionalities namely
Concept Vector retrieval and Semantic similarity estimation. We utilized both
the functionalities for our experiments.

3 https://www.mediawiki.org/w/api.php.
4 http://cogcomp.cs.uiuc.edu/software/descartes/descartes-0.2/doc/README.html.

https://www.mediawiki.org/w/api.php
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4.3.3 Web based similarity
To obtain Web Corpus based similarity, we obtained Google search results for this
we used Google selenium driver5. A combined query (target title, candidate title)
is fired as query against the search engine and the top 20 results are obtained.
Further, for each web page wi, a count score for target and candidate is calculated
which represents the relevance of the web page to target or candidate accordingly.
We got the count score by the count of keywords (i.e., hyperlinks) of the target
or candidate in the web page. Web similarity obtained from Google is then the
total relevance score obtained by combining WS wi(t, c) of all web pages.

WS wi(t, c) =
x ∗ y

x2 + y2 − x ∗ y

where x = Count scoret(wi), y = Count scorec(wi)

4.4 Results

In this section, we present our qualitative results for See also suggestions in
Tables 2 and 3. We further compare our results with the CPA, Cocit and MLT
algorithms used in (Schwarzer et al., 2016)’s work. For this comparison, we
consider only the articles with the See also section. Table 2 presents results where
variants of our method are compared among themselves for 90 articles. Table 3
presents results where our method variants are compared with CPA, Cocit and
MLT. We observed that only 63 out of 100 of our test queries matched with the
queries for which CPA, Cocit and MLT suggestions. Thus, for a fair comparison,
we report results only on these matched queries and the comparison is done only
for top-10 since these methods only output 10 suggestions. Compared to CPA,
Cocit and MLT, we are doing better in terms of both MAP and Recall. Our
best results are highlighted in bold. We further describe our results in Sect. 5
thorough empirical comparison and case studies.

Table 2. MAP and Recall obtained by WikiSeeAlso for top-50 suggestions. All the
Decision Tree results reported are averaged over 10-fold cross validation.

Methods MAP Recall

Decision Tree (oversampling + cost matrix) 0.0327 0.2201

Decision Tree (oversampling) 0.0945 0.2200

CV + BL + WS 0.1257 0.2251

5 https://en.wikipedia.org/wiki/Selenium (software).

https://en.wikipedia.org/wiki/Selenium_(software)
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Table 3. MAP and Recall obtained by WikiSeeAlso for top-10 suggestions. All the
Decision Tree results reported are averaged over 10-fold cross validation.

Methods MAP Recall

CV + BL + WS 0.1337 0.1438

Decision Tree (oversampling + cost matrix) 0.0216 0.0579

Decision Tree (oversampling) 0.102 0.126

CPA 0.069 0.096

MLT 0.079 0.102

Cocit 0.032 0.047

5 Discussion

5.1 Existing approaches

Prior works focused on enrichment of Wikipedia stub articles by recommending
hyperlinks. (Schwarzer et al., 2016) [5]’s work studies the properties of citation
based algorithms namely - Co-citation (Cocit) and Co-proximity Analysis (CPA)
and the Apache Lucene MoreLikeThis (MLT) function, which is a traditional
text-based similarity measure. Cocit measure is based on the intuition that if
two documents are cited frequently together in other documents then they are
more related. In addition to, citations CPA utilizes proximity of citations for
estimating relatedness between the documents. CPA works on the assumption
that if two documents are cited in closer proximity in other documents then
are more related than the ones cited farther way. MLT finds documents that
are like in a Vector Space Model (VSM) and ranks them by TF-IDF score.
(Schwarzer et al., 2016) [5] concluded from their results that MLT performed well
in identifying similarly specific articles. Complementary to MLT, CPA approach
is better suited for identifying a broader spectrum of related articles and popular
articles. We perform a thorough empirical comparison with (Schwarzer et al.,
2016)’s [5] work, these details are provided in Sect. 4 and case studies in Sect. 5.

5.2 Empirical Comparison

Hereby, we present our empirical comparison results. Any approach designed for
this is desired to be recall-centric since we are building an author aiding tool,
we can not afford to miss any link which is potential enough to be a desired See
also. Thus, we included recall as one of the performance measures for compar-
ison. Since ours is a recall centric approach, we considered top-50 suggestions
in Table 2 to ensure that most of the See alsos are being identified by our app-
roach. We observed that Decision Tree with oversampling and cost matrix gave
close to highest recall value with lowest MAP. This trend is as expected because
we biased our Decision Tree by giving higher penalty for False Negatives (FNs)
compared to False Positives (FPs) as desired for our approach. We did not ana-
lyze the other case since our goal is to make the approach recall-centric. We
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observed that CV+BL+WS achieved the highest MAP and recall. This can be
justified by the fact that this combination approach does not have a bias towards
FNs and simply combines all the functionalities which result in its overall best
performance.

To compare with the other state-of-the-art approaches like CPA, Cocit, and
MLT, we considered our top-10 suggestions instead of 50 since these methods
provide only top 10 of them. We observed that our methods CV+BL+WS and
Decision Tree with oversampling gave highest MAP and recall compared to other
approaches. We further observed that Decision Tree with oversampling and cost
matrix method could not recognize desired See alsos in top-10 suggestions but
they were provided in later suggestions because it gave a higher penalty for False
Negatives (FNs) compared to False Positives (FPs) consequently. Further more,
we performed statistical significance test to test how significant is the difference
obtained between the previous approaches and our method for the MAP and
recall values. Our results have proven to be statistically significant with paired
t-test with 90% confidence interval.

5.3 Case Studies

Hereby, we present nature of our results by comparing with the results of
WikiSeeAlso, MLT, and CPA. We observed that CPA results are in general
broader in nature and more diverse from the target article whereas our results
are not that broad. However, our results are some what related to the target.
The broadness of our results is restricted by the broadness of the categories that
have been considered to obtain candidates. In addition to this, our results are
also more closer and specifically relevant to the target because of the various
relevance measures we are calculating corresponding to the target as desired for
See alsos.

We explain these characteristics in detail by example. Consider the example
Atmosphere of Earth given in Table 4, Our method WikiSeeAlso gave results like
water vapor, carbon dioxide in earth’s atmosphere, leaching which are related
to the Atmosphere of Earth and also match with four Actual See alsos. CPA
results are much broader in the sense it gives elements of atmosphere and earth
like water, oxygen and soil. Similarly, for the second example Bird, our method’s
results are more confined to different types of birds and other closely related
articles like crane, list of threatened birds of the united states whereas CPA
gives articles like mammal, reptile which can be considered as sibling articles in
terms of a taxonomy. Wikipedia Category structure can be much different from
a taxonomy and in case of Bird, categories of Bird are more specific to Bird.
Therefore, our results are much more specific in this case but still they are able
to capture one of the See alsos.

In complementary to CPA, MLT results are very narrow and biased towards
the suggestions sharing same words. For example, suggestions where a part
of the title target’s title is getting matched with suggestions titles. However,
WikiSeeAlso is not predominantly effected by this bias since we use the ESA
Concept similarity which is defined at the Wikipedia concept level it ensures
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that there won’t be any bias on the similar words. In addition to this, our
method also uses Backlink which can capture tangential concepts. Therefore,
our results are broader compared to MLT.

Table 4. Top 10 results for WikiSeeAlso, CPA, MLT and Actual See also’s for
Atmosphere of Earth and Bird

WikiSeeAlso CPA MLT Actual see also’s

Atmosphere of earth

Atmosphere Water Jupiter Hypermobility
(travel)

Water vapor Oxygen Atmosphere of
uranus

co2 in earth’s
atmosphere

co2 in earth’s
atmosphere

Earth Magnetosphere of
jupiter

Atmosphere

Anacoustic zone Carbon dioxide Jovian infrared
auroral mapper

Airshed

Maximum parcel level Fire Extraterrestrial
atmospheres

Global dimming

Leaching (agriculture) Nitrogen Uranus Water vapor

Saturation vapor
density

Soil Juno (spacecraft) Leaching
(agriculture)

Radiosonde Temperature Comet
shoemaker-levy 9

Hydrosphere

k-index (meteorology) Gas Exploration of
jupiter

Atmospheric
electricity

Heat index Hydrosphere Adrastea (moon) Aviation

Bird

List of threatened
birds of US

Chordate Ornithurae Animal track

Bird house Passerine Xiaotingia List of threatened
birds of US

Superb
bird-of-paradise

Animal Modern birds -

Western parotia Birdlife Archaeornithes -

Tit (bird) Habitat Alvarezsauridae -

Fecal sac Mammal Maniraptoriformes -

Crane (bird) Species Coelurosauria -

Crested pigeon Endemism Origin of birds -

Song-bird Reptile Paraves -

Bird-of-paradise Columbidae Enantiornithes -
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For example, consider the queries given in the Table 4. For Atmosphere of
Earth, MLT is biased with title Earth giving results like Jupiter, atmosphere of
Uranus etc., whereas WikiSeeAlso results are tangentially related to the concept
Atmosphere of Earth. Similarly, in the case of bird, MLT results are affected by
the origin and evolution of birds present in the text of the article and gives articles
like Archaeornithes, Maniraptoriformes etc., whereas WikiSeeAlso results are
relevant to birds and not biased by the text.

As mentioned in Candidate Generation step, we limited our candidates to the
ones belonging to the category. However, other ways of identifying “See also”
links spread across various categories and studies on identifying tangentially
related links for a topic could be interesting future research directions.

6 Conclusions and Future Directions

In this paper, we present a novel approach to suggest See also links for Wikipedia
articles. We provide recommendations using the semantics of Wikipedia articles
like category knowledge, Backlink as well the ESA concept text similarity and
external knowledge retrieved by web. We outline implications of the approach
for identifying relevant literature on a given topic. We envisage that this work
will aid Wikipedia editors and readers to facilitate information search.

As a part of future work, we intend to investigate how can we extend our app-
roach to Literature Recommendation Systems which suggest relevant literature
on a given topic. Such systems can be central components of the research sup-
port tools for identifying the relevant papers and thus encourages us to develop
such similar tools.
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Abstract. Machine Translation (MT) among Indian languages is a chal-
lenging problem, owing to multiple factors including their morphologi-
cal complexity and diversity, in addition to lack of sufficient parallel
data for most language pairs. Neural Machine Translation (NMT) is a
rapidly advancing MT paradigm and has shown promising results for
many language pairs, especially in large training data scenario. We build
110 NMT systems for translation among 11 Indian languages - the first
effort in the direction of NMT for Indian languages to the best of our
knowledge. Also, since the condition of large parallel corpora is not met
for most Indian languages, we propose a method to employ additional
linguistic knowledge which is encoded by different phenomena depicted
by Indian languages; like Vibhakti, Sandhi and so on. We compare the
results obtained on incorporating this knowledge with the baseline sys-
tems and demonstrate significant performance improvement. We observe
that although NMT models have a strong efficacy to learn language
constructs, the usage of specific features further help in improving the
performance. To summarize, this paper demonstrates the use of NMT
techniques for Indian languages, with an emphasis on the incorporation
of specific linguistic knowledge to improve translation quality.

1 Introduction

Neural Machine Translation (NMT) has shown promising results for various
language pairs and is an emerging alternative to phrase-based Statistical Machine
Translation (SMT). The primary appeal of NMT lies in its ability to employ
algorithms which learn linguistic rules on their own from the parallel corpus,
thus making it conceptually simple and eliminating the need for complex feature
engineering by providing end-to-end translation. NMT generates more fluent
translation as compared to phrase based SMT systems especially on lexically
rich texts. Bentivogli [3] demonstrates that NMT output contains lesser lexical
errors (−17%), lesser morphology errors (−19%), and significantly lesser word
order errors (−50%) than its closest competitor MT paradigms for each error
type. NMT systems have achieved competitive accuracy scores under large-data
training conditions for language pairs such as En → Fr (English - French) and
c© Springer International Publishing AG 2017
A. Ghosh et al. (Eds.): MIKE 2017, LNAI 10682, pp. 287–296, 2017.
https://doi.org/10.1007/978-3-319-71928-3_28
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En → De (English - German) [16]. However, on the other hand, NMT models
are unable to extract sufficient language constructs like morphology, vocabulary
and word semantics in low resource scenario.

Indian languages are extremely diverse, belonging to various language fami-
lies (See Table 1), employing various scripts and spanning across a multitude of
dialects. The majority of Indian languages depict a high degree of agglutination
and rich morphology. These factors coupled with unavailability of large parallel
corpora makes translation among Indian languages especially challenging.

Table 1. ISO-639-2 codes and language families for Indian languages. IA: Indo-Aryan,
DR: Dravidian, IE: Indo-European

Hindi hin IA Gujarati guj IA

Urdu urd IA Marathi mar IA

Punjabi pun IA Konkani kon IA

Bengali ben IA Tamil tam DR

Telugu tel DR Malayalam mal DR

English eng IE

In this paper, we explore different techniques to build effective NMT systems
for Indian languages. The proposed techniques do not require any modification
to the underlying neural network architecture during various training phases.
The major contributions of this paper are summarized below:-

– We build 110 baseline NMT systems for translation among Indian languages
and compare their performance with state-of-the-art phrase-based SMT sys-
tems trained over the same corpus. We observe a decent performance despite
the low size of training corpora.

– We propose a method which employs linguistic knowledge captured by phe-
nomena inherent in Indian languages to improve NMT performance. We
observe significant improvement in performance for all language pairs over
the baseline method, and comparable performance to Phrase-Based SMT,
the state-of-the-art for Indian languages.

The rest of this paper is organized as follows: Sect. 3 gives the details of our
NMT architecture. Section 2 briefly describes related work. Section 4 describes
the datasets and resources employed in our experiments. Section 5 gives a
detailed explanation of our proposed method, the experiments conducted using
this approach and the results obtained. We conclude the paper and discuss future
work in Sect. 6.

2 Related Work

Recent advances in the past mainly employ statistical and rule based methods for
Indian language MT. Kunchukuttan [10] uses phrase-based statistical machine
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translation for Indian languages using Moses [8] for phrase extraction as well
as lexicalized reordering. Sampark [1] is a transfer based system which uses a
common lexical transfer engine for Indian language translation. Most recently,
[9] uses orthographic features to produce promising results in SMT for related
languages. Neural Machine Translation, proposed and enhanced by [2,4,14] has
been a major breakthrough in the field of Machine Translation, by providing a
simple, scalable mechanism to generate end-to-end translation without extensive
feature engineering. [5] proposes the use of statistical features like translation
tables and language model to improve translation quality for Chinese → English.
The use of linguistic features to improve NMT was shown by [13]. While they
employ generic features for the language pair English → German, we propose
the incorporation of linguistic knowledge which is specific to Indian languages
and not encoded by traditional generic features.

3 System Architecture

The main component of our NMT model is a single neural network trained
jointly to provide end-to-end translation [2,4,6,14]. Our architecture consists
of a two-layered encoder-decoder framework, comprising of bidirectional Long
Short Term Memory (LSTM) units, a type of Recurrent Neural Network (RNN)
[12] as shown in Fig. 1, which translates a source sentence “I eat food” into a
target sentence . ‘EOS’ denotes the end of the sentence.

Fig. 1. A two-layered encoder-decoder based NMT architecture as proposed by [14]

The encoder encodes the source sentence into a vector from which the
decoder extracts the target translation sentences. This facilitates learning of
long-distance dependencies, thereby enabling the system to learn an end-to-end
model. Specifically, we model the conditional probability p(y|x) of translating a
source sentence x = x1, x2...xu to a target sentence y = y1, y2, ...yv. Let ’s’ be
the representation of the source sentence as computed by the encoder. Based on
the source representation, the decoder produces a translation, one target word
at a time and decomposes the conditional probability as :

log p(y|x) =
v∑

j=1

log p(yj |y1 : j -1, x, s) (1)
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The entire model is jointly trained to maximize the (conditional) log-likelihood of
the parallel training corpus (via a softmax layer) with back-propagation through
time [15].

max
θ

1
N

N∑

n=1

log pθ(y(n)|x(n)) (2)

where (y(n), x(n)) represents the nth sentence in parallel corpus of size N and θ
denotes the set of all tunable parameters.

We also use an attention mechanism [2] that allows the target decoder to
look back at the source encoder.

4 Datasets and Resources

Table 1 shows the ISO-639-2 codes for various Indian languages - these are used
further throughout the paper to maintain brevity. We employ the multilingual
Indian Language Corpora Initiative (ILCI) corpus1, which contains 50,000 sen-
tences from the health and tourism domains aligned across eleven Indian lan-
guages. We employed manual preprocessing to eliminate misalignments - the
resultant dataset has a size of 47,382 sentences. These are split randomly into
training set, validation set and test set containing 44,000, 1382 and 2000 sen-
tences respectively. The features used in Sect. 5.2 are generated from the inter-
mediate outputs of Sampark [1] and the shallow parsers. The shallow parsers
are available for nine Indian languages2. We describe the features which are
extracted using these in Sect. 5.2 (Table 2).

Table 2. Training, Development and Validation splits for the ILCI corpus

Training Validation Test

ILCI 44000 1382 2000

5 Experiments and Results

In this section, we describe our proposed method, the related experiments and
discuss the results obtained. The method employs linguistic features specific
to Indian languages in addition to some generic features to improve translation
quality. We use the NMT architecture as described in Sect. 3, and the tool Open-
NMT [7] for its implementation. The parameters are tuned using grid search.
The methodology along with the experiments are described in the following sub-
sections. We report the results using BLEU score [11] as the evaluation metric
(Table 3).

1 This corpus is available on request from TDIL: https://goo.gl/VHYST.
2 https://goo.gl/Dt3zHi.

https://goo.gl/VHYST
https://goo.gl/Dt3zHi
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Table 3. Corpus statistics - ILCI

Tokens Vocabulary

hin 850968 39170

pan 849679 849679

guj 759380 62780

tam 849679 86462

ben 715886 50553

urd 832776 36738

tel 632995 86997

kon 643605 70030

eng 808370 35134

mar 663597 77057

mal 599422 101869

5.1 Building 110 Baseline NMT Systems for Indian Languages

The ILCI parallel corpus is available for eleven Indian languages, consisting of
47,382 sentences spanning the domains of health and tourism. We train a baseline
NMT model over the ILCI corpus for every possible permutation from the eleven
languages, yielding 110 models. We call this model NMTBase. The learning rate
is set to 1 and the model is trained for 60 epochs. We employ two hidden layers
and a bidirectional encoder and decoder framework.3 In order to compare our
results with the state-of-the-art, we train a phrase based SMT model using the
same corpus. The SMT model is trained using Moses [8] for phrase extraction
and lexicalized reordering as described in [10]4. We call this model SMTSA.

The BLEU scores obtained by NMTBase are reported in Table 4. We observe
slighlty lower performance than Phrase-based SMT, i.e. SMTSA for most lan-
guage pairs. The reason behind this can be attributed to the relatively low size
of the training corpus coupled with the need of NMT for relatively higher sized
training datasets. We propose a method which improves performance in such
low data conditions in the next section.

5.2 Exploiting Linguistic Information to Aid NMT

Large parallel corpora for Indian languages are not easily available. In order
to compensate for the lack of large parallel corpora needed for NMT training,
we propose the integration of linguistic knowledge encoded by specific linguistic
phenomena in Indian languages as additional information to improve translation.
This helps in better learning of the characteristics of Indian languages - like a

3 The detailed parameters are provided here: http://bit.ly/2xfUj6c.
4 We train our own SMT model since the training, validation and testing sets used by

Sata-Anuvadak are unavailable to us.

http://bit.ly/2xfUj6c
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Table 4. Baseline NMT results

hin urd pan ben guj mar kok tam tel mal eng

hin — 48.71 68.47 33.91 51.49 31.08 32.63 8.75 18.75 6.97 24.74

urd 56.88 — 51.53 24.03 38.28 16.95 22.31 5.25 11.13 4.13 16.98

pan 69.17 42.59 — 26.85 43.92 22.79 27.72 5.77 14.33 3.89 22.80

ben 35.06 22.24 29.88 — 29.26 17.70 20.32 5.04 10.46 5.69 15.79

guj 51.22 31.94 46.02 26.48 — 23.15 26.21 5.57 12.40 4.43 17.00

mar 40.94 24.02 33.14 22.28 31.70 — 25.42 5.08 8.58 3.82 12.96

kok 36.47 23.27 30.67 21.78 30.64 20.36 — 3.82 9.84 5.56 14.60

tam 19.01 11.90 15.48 11.84 13.87 7.91 10.42 — 6.69 4.01 7.62

tel 24.37 16.46 21.52 13.53 17.76 9.38 14.29 4.83 — 4.14 8.78

mal 10.51 7.02 9.23 7.06 7.17 3.48 5.04 2.14 4.27 — 5.24

eng 25.21 16.38 21.10 11.96 14.85 7.54 10.24 1.42 2.14 2.44 —

relatively free word order paradigm (with the Subject-Object-Verb (SOV) struc-
ture commonly used) where constituents of a sentence can occur in any order
without affecting the overall meaning; high degree of inflection like syncretism,
agglutination and allomorphism; usage of converbs; reduplication; relative par-
ticipial forms and correlative clause constructions.

We extract the following features specific to Indian languages using the
tools mentioned in Sect. 4. We provide examples for each feature in Hindi and
Tamil, languages belonging to two different language families (Indo-Aryan and
Dravidian respectively). This helps in understanding the encoding of linguistic
knowledge which these features provide.

1. Part-of-Speech tags: Indian languages have several unique POS tags; like
the following:

– Quotative
• (‘maane’, meaning ‘means’)
• (‘en

¯
r
¯
u’, A quotative particle)

– Demonstrative
• (‘wahaan’, meaning ‘there’)
• (‘anta’, meaning ‘that’)

– Noun denoting spatial and temporal expressions (NST)
• (‘aage’, meaning ‘ahead’ or ‘further’)
• (‘pin

¯
pu’, meaning ‘after/behind/later’)

– Reduplication (RDP)
• (‘chhote (JJ) chhote (RDP)’, where ‘chhote’ means ‘small’

and reduplication implies the meaning ‘all of the small ones’)
• (‘dheere (RB) dheere (RDP)’, where ‘dheere’ means ‘slow’

and the reduplication implies the meaning ‘slowly, slowly’)
• (‘pār-tt-u (VB) pār-tt-u (RDP)’, where ‘pār-tt-u’

means ‘see’ (PST-CONJ) and reduplication adds emphasis).
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2. Vibhakti - ‘Vibhakti’ is a Sanskrit term for inflecting nouns and verbs, more
generally used for case markers for nouns. Indian languages depict different
behavior in how nouns mark their cases. Some languages have suffixes (sur-
face case endings); some, such as Hindi, use post positions and some use a
combition of the two. For example:

Vibhakti in Hindi
(a)

Manish ne Deepa ko kitaab di.
manish -ne deepa -ko book give.
(Manish gave the book to Deepa.)

(b)
Deepa ko Manish ne kitaab di.
Deepa -ko Mansh -ne book give.
(Manish gave the book to Deepa.)

Vibhakti in Tamil

(a)
Manish deepaavukku puttakattai koduttaan.
Manish deepaavu-kku puttakatt-ai koduttaan
(Manish gave the book to Deepa.)

(b)
deepaavukku puttakattai maneesh koduttaan.
deepaavu-kku puttakatt-ai maneesh koduttaan
(Manish gave the book to Deepa.)

In the Hindi sentences, ‘ne’ and ‘ko’ act as the vibhakti markers. In the Tamil
sentences, ‘kku’ and ‘ai’ act as the vibhakti markers. The Vibhakti information
helps in mapping of semantic relations. This phenomenon allows the language to
have a relatively free word-order. It can be seen that both sentences convey the
same meaning, possibly with a different emphasis - which is clarified only from
context. The difference in the way the markers attach to the words in Hindi and
Tamil should also be noted.

3. Sandhi - This is a particular characteristic which leads to merging of words
into a composite word. For example:
(a) (‘Himalaya’, meaning ‘Abode of snow’) is a composite of

(‘Heem’, meaning snow) and (‘Aalay’, meaning abode).
(b) (‘Yogasana’, meaning ‘A yogic posture’) is a composite of

(‘Yoga’, meaning union) and (‘Asana’, meaning posture).
(c) (‘Cokucuppēruntu’, meaning ‘Luxury bus’) is a com-

posite of (‘cokucu’, meaning comfort) and (‘pēruntu’,
meaning bus).
(a) and (b) are compounds and may not pose much problem. However,
for highly agglutinative languages such as Dravidian languages (c); any
two words can combine if the conditions for Sandhi are met, making it
much more challenging to handle.
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4. Verbal inflections - Indian languages depict significantly rich verbal inflec-
tions, which represent important grammatical information like person, num-
ber, gender, case and so on. For example, The following sentences depict the
information represented by the inflections (‘tā’), (‘gā’) and (‘āl.’):

–
main khel-tā hoon.
I play.
Here, ‘tā’ represents the following information: singular, male and par-
ticiple.

–
vaha naache-gā.
He will dance.
Here, ‘gā’ represents the information of singular, male and future tense.

–
aval. vantāl..
She came.
Here ‘t’ represents past aspect and ‘āl.’ indicates that the subject of the
action is female, singular.

Apart from the above-mentioned features, we also use two generic features -
lemma and chunk heads. We train an NMT model over the ILCI corpus for 110
language pairs after performing features addition to the corpus. This is done by
using piped delimintation to the OpenNMT input. We observe that feature addi-
tions helps in easier extraction of language constructs from the corpus, leading
to faster learning and convergence. We call the resultant model as NMTf . We
observe a significant gain in performance over NMTBase described in Sect. 5.1.
Table 5 compares the results obtained by NMTf and SMTSA on the ILCI test
set (We compare NMTf with the state-of-the-art since it obtains better scores
than NMTBase for all language pairs).

Table 5 shows that the results obtained by NMTf are comparable to SMTSA,
although NMT systems are more data hungry. We observe that although NMT
models are good at learning language constructs from the parallel corpus itself,
exploiting additional linguistic information in the form of features - specially in
low data conditions, provides further improvement in performance.

The scores obtained by NMTf follow a general trend - better performance
for Indo-Aryan Languages and considerably poor performance for Dravidian
Languages. The primary reason behind this can be attributed to larger structural
similarity among Indo-Aryan Languages as well as lesser inflections as compared
to Dravidian Languages, which are much more agglutinative in nature.
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Table 5. Comparison of NMTf with SMTSA in terms of BLEU score

hin urd pan ben guj mar kok tam tel mal eng

SMTSA hin - 50.1 70.13 36.69 53.45 33.5 35.63 11.64 21.54 10.4 27.87

NMTf - 51.04 71.01 36.34 53.65 33.74 35.07 10.61 20.57 8.86 27.76

SMTSA urd 57.51 - 52.3 26.36 39.08 20.7 24.84 8.36 14.9 7.92 20.64

NMTf 58.91 - 53.81 26.04 40.43 20 24.55 7.11 13.62 6.15 19.85

SMTSA pan 70.83 44.75 - 30.25 46.33 25.55 29.87 9.25 18.03 7.25 24.21

NMTf 71.59 44.87 - 29.38 46.63 24.86 30.14 7.47 16.82 5.86 24.3

SMTSA ben 36.4 24.67 31.61 - 31.13 19.84 23.18 8.68 13.6 8.94 18.44

NMTf 37.56 25.31 32.31 - 31.62 19.75 23.36 7.21 12.03 7.96 17.89

SMTSA guj 52.98 34.33 47.61 28.99 - 26.51 29.17 9.35 16.57 7.64 19.42

NMTf 53.32 34.88 48.75 28.85 - 25.83 29.3 7.86 14.59 6.04 19.62

SMTSA mar 41.97 24.99 34.51 23.89 33.54 - 27.77 8.34 12.34 7.63 16.11

NMTf 43.02 26.38 35.44 24.37 34.77 - 27.9 6.82 10.96 6.11 16.01

SMTSA kok 38.59 25.86 33.26 24.68 31.44 23.31 - 7.41 13.25 8.41 16.93

NMTf 39.15 26.01 33.53 23.87 32.76 23.4 - 5.55 11.51 7.39 17.46

SMTSA tam 21.87 15.96 19.19 14.94 17.09 11.21 14.18 - 9.13 6.61 10.7

NMTf 20.52 14.27 17.91 13.35 15.78 9.45 12.44 - 8.17 5.93 10.2

SMTSA tel 27 19.24 24.89 16.98 22.02 13.06 17.09 7.08 - 6.76 11.98

NMTf 25.98 18.19 23.65 15.36 20.24 11.81 16.13 5.97 - 5.89 10.48

SMTSA mal 13.9 10.44 12.08 10.31 10.64 7.03 8.83 4.98 6.7 - 8.2

NMTf 12.56 9.28 10.81 8.96 9.61 5.93 7.27 4.13 6 - 7.88

SMTSA eng 26.84 17.53 22.4 14.24 17.14 10.47 13.14 4.18 5.96 5.15 -

NMTf 27.24 18.94 23.19 14.76 17.83 10.56 13.31 2.95 4.34 3.76 -

6 Conclusion and Future Work

We conclude that Neural Machine Translation is an effective method to approach
the challenging problem of translation among Indian languages. We demonstrate
two methods to leverage NMT techniques for Indian language translation. The
first method builds baseline NMT models for 110 Indian language pairs. These
models obtain a decent performance on the test set. The second method com-
prises of employing linguistic knowledge encoded by phenomena which are spe-
cific to Indian languages to improve NMT performance. We observe significant
improvement over a baseline NMT model using this method. As part of future
work, we would like to work on improving the coverage of NMT models. We also
observe consistently lower performance in Dravidian languages as compared to
Indo-Aryan languages. We would like to specifically address the challenges faced
in Dravidian language MT in the future. We would also like to explore the use of
Zero Shot Neural Machine Translation for languages where no parallel corpora
are available. The employment of synthetic corpora for translation among these
languages is also a promising direction to work in.
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Abstract. This article presents an extractive text summarization technique for
single document using partition based clustering algorithms. Clustering of sentences
is performed where the importance of each sentence in a document is attributed with
three features namely, term score, keywords and average cosine similarity. Two
clustering techniques, namely, k-means and fuzzy C-means are considered. To
generate the summary, sentences are selected using two similarity calculation
methods and the results are obtained for different compression rates (20%–60%). The
results are quite promising with respect to the references used for evaluation.

Keywords: Text summarization · Sentence clustering
Extractive summarization · Similarity measures

1 Introduction

In order to tackle the ever-growing mass of available information, text summarization
is in need [1–3]. Summarization of texts also stems out to be the need of the hour, as
most of the information, generated today, is in the form of “streaming media” [4]. It is
the process of reducing a text document and producing a condensed version while
retaining the semantics of the original [1]. Single document summarization works on a
single document by extracting out the key information from it [5]. The information
content on it is never uniform and to find out different aspects of a single entity and
extract the most important ones out of them is often a difficult task.

The very first pioneering work on rank based text summarization was carried out by
Luhn [6]. In his approach, statistical values were generated by considering the word
forms. The relative importance of a sentence was calculated based on the score of
frequencies of words and position of sentences. Baxendale [7] introduced the sentence
position feature to find out the salient parts of a document. Edmundson [8] considered
four basic machine-recognizable characteristics, namely, Cue, Key, Title, and Location
and assigned weights to sentences as an accumulative sum of all these four characteristic
features. Other related works using statistical approaches are found in [9–12]. Linear
combinations of statistical approaches as well as linguistic techniques for summarization
are used in [1, 13, 14]. Recently, Fang et al. [15] introduced a word-to sentence co-rank
strategy for ranking the sentences. The major issue with the ranking approach is that it
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does not take into account the local relation of the sentences and provides a global view
of the document.

In terms of clustering approaches towards text summarization, Zhang and Li [16]
used resemblance of words between two sentences as a measure of semantic similarity
between the sentences and executed k-means clustering to form similar sentence clus‐
ters. Deshpande and Lobo [17] used only the cosine similarity between the sentences to
perform clustering and then used statistics based feature scores to rank each sentence in
individual cluster.

To perform clustering, the use of average cosine similarity between the sentences as
feature might exclude semantically related sentences which have very few words in
common among them [18]. Thus to overcome this hurdle, other sentential semantics
based features along with cosine similarity can be considered to better capture the
semantic relation between sentences. Thereafter, clustering based approaches can be
applied to form groups/clusters of semantically related sentences encompassing the
entire diverseness of subjects presented in the source document. With this motivation,
in the present article, an attempt is made to use two popular partitioning based clustering
techniques namely, k-means and fuzzy C-means, on a feature space modeled from the
sentences, for text summarization. Three features namely, term score (a function of term
frequency), keywords and average cosine similarity are used to define the feature space.

To execute k-means or fuzzy C-means, the number of clusters is to be known a-
priori. In our work, we have used the Elbow method [19, 20] to determine the optimal
value of k (in k-means) or C (in fuzzy C-means) for carrying out sentence clustering.
We have worked with a combination of three features, namely, term score, keywords
and average cosine similarity to execute clustering; while most of the existing methods
performed sentence clustering using only cosine similarity [17, 18]. As to the knowledge
of the authors, researchers mostly used rank based approach to produce the summary;
while we have employed a within cluster similarity statistic (using any one of the two
complementary aspects, Jaccard similarity as well as Jaccard dissimilarity) to select the
summarizing sentences.

The rest of the article is organized as follows. Section 2 describes the proposed
methodology for text summarization. In Sect. 3, experimental results and their evalua‐
tion are presented. Finally, conclusion and future scope are given in Sect. 4.

2 Proposed Work

In the present work, each sentence of the source text is defined in terms of vector represen‐
tation of features extracted from it. k-means and fuzzy C-means clustering algorithms are
used to fragment the document into its constituent topics or subjects and then the sentences
belonging to each topic are assembled. Thereafter, for each cluster, two similarity (dissim‐
ilarity) measures, namely, Jaccard similarity and Jaccard dissimilarity are used to obtain the
representative sentences for the summary. Finally, based on similarity score (of sentences),
a certain number of sentences are selected from each cluster (with varied compression rates,
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20%–60%) to obtain the summary. The complete process is divided into several stages: pre-
processing, feature extraction, learning k in k-means (or C in fuzzy C-means), clustering and
post-processing. Each of them is described in more details.

2.1 Pre-processing

It involves three steps: sentence segmentation, stop word removal and word stemming. The
Break Iterator class [21] has been used to perform sentence segmentation. Stop words
(e.g., “a”, “and”, “is”, “the”, “his/her”) are the words that have little or no importance in a
text, and including them would negatively influence the selection of sentences. List of stop
words has been accessed from English stop word list [22]. Word stemming reduces a word
into its root word form. This is done by removing all of its derivable affixes (suffixes and
prefixes). In our work, the sentences are stemmed using Porter stemmer algorithm [23].
Here a sentence is segmented into its constituent words and then each word is stemmed to
obtain its root form (e.g., ‘playing’ and ‘plays’ are stemmed to ‘play’).

2.2 Feature Extraction

As mentioned earlier, each sentence is modelled into a vector representing various
feature values. A combination of three different features namely, term score, keywords,
and average cosine similarity are used in this regard.

Term Score
Term score gives an indication of how important a term (word) is within the given text
document [14, 24, 25]. To obtain it, initially the weight values of the words are computed
using Eq. 1, where the frequency of a word is divided by the total number of words present
in the document. Thereafter, the term score of a sentence is calculated by summing the
weights of all the words present in the sentence and dividing it by the length (total number
of words present) of the sentence (Eq. 2). Given a sentence S containing words w1, w2, …,
wN, the weight of a sentence S is determined by TF(wi) and Term Score(S):

TF(wi) =
frequency of the term

Total number of terms in the document
(1)

Term Score(S) =

N∑
i=1

TF(wi)

len(S)
.

(2)

Here, N is the total number of words and TF(wi) and len(S) represent the term
frequency of the ith word in sentence S and the length (total number of words) of S,
respectively. This grades the importance of each sentence depending on how relevant
the words are with respect to the document.
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Keywords
Keywords are the high frequency (relevance) words present in the document. In our
work, m keywords are generated from the text and a normalized frequency dependent
weight value is assigned to each of it in the following manner (Eq. 3).

Weight
(
keywordj

)
=

TF(keywordi)

m∑
i=1

TF(keywordi)

,
(3)

where, m is the total number of keywords and TF(Keywordi) is the term frequency of
the ith Keyword. It is to be noted that the total number of generated keywords may vary
with documents. In our case we have set it to 10 as it was observed during experiment
that 10–15 keywords are sufficient to cover the majority of the text.

Average Cosine Similarity
Average cosine similarity determines how much similar a sentence is with respect to the
rest of the sentences present in the document [24, 26]. It does so by calculating the cosine
of the angle between two sentences at a time, each represented in its vector form having
binary values for each word token (Eq. 4). Here, the similarity between sentences is
calculated purely based on word count and not on word order.

Avg. Cosine Similarity(Si) =

n∑
j=1

Cosine(Si, Sj)

n − 1

Cosine(Si, Sj) =
Si Sj

||Si
|||||Sj

|||

(4)

Here Si and Sj represent the ith and jth sentence of the document and n is the total
number of sentences. It is to be noted that cosine similarity provides a more precise
measure of similarity and would be high only if both the sentences share a great part of
their attributes. Moreover, it takes into account the variability in length of the sentences
as opposed to other similarity measures (e.g., Jaccard coefficient).

2.3 Learning k in k-means

The optimum number of clusters varies with shape and scale of the distribution of
sentences present in the document. In the present work, the optimal value of k in k-means
(or, C in fuzzy C-means) algorithm is determined using Elbow Method [19, 20]. The
Elbow Method plots the cost function for different values of k. It is noticed that the
average distortion decreases with increasing value of k. However, the improvement to
the average distortion declines as k increases. The value of k where the improvement to
the distortion declines the most is called the elbow point (e.g., in Fig. 1, k = 4). It is
obtained using the second derivative function on the sum of squared error (SSE) value
for iterative clustering process for each value of k (Eq. 5).
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S
(
xi

)
= (x[i + 1] − x[i]) − (x[i] − x[i − 1]), (5)

where x(x1, x2, …, xk) contains the SSE values for each clustering process for increasing
values of k (starting with 1) and S(xi) is the second derivative for the ith value of k.

Fig. 1. Variation of SSE values with number of clusters

2.4 Clustering

In the present work, clustering is used to group similar sentences. The intuition for
clustering is that it would allow capturing the topic and subtopics in a single document
and provide an opportunity to exploit the locality of sentences while generating the
summary. In this regard, two types of clustering algorithm viz., k-means [24, 27] and
Fuzzy C-means [24, 28] are studied for capturing the topics or subject of the single
document. Euclidean distance [24] measure is used for partitioning the clusters.

2.5 Post-processing

As mentioned earlier, most of the existing work used rank based approach to select the
sentences for the summary. While, in our method, a cluster intrinsic similarity based
approach is investigated. Post-processing involves the following steps: similarity calcula‐
tion, sentence ordering, sentence selection and mapping. These are further discussed below.

Similarity Calculation
In terms of text data, the central (mean/representative) sentence of each cluster is assumed
to cover a particular topic of the source document and is included in the generated
summary. To select other sentences, we have explored two criteria, Jaccard similarity and
Jaccard dissimilarity [29] (Eqs. 6 and 7), being complementary in nature. The reason behind
considering Jaccard similarity is that the most similar sentences with respect to the central
sentence are to be included in the summary. While, if Jaccard dissimilarity, a measure of
contrast, is used as a criterion for sentence selection, entire diversity of a topic present
within each cluster of the sample sets are assumed to be included in the summary. In our
investigation, experiments are done using both in a separated manner.

Partitioned-Based Clustering Approaches 301



Jaccard Similarity =
||S1 ∩ S2

||
||S1 ∪ S2

||
, (6)

Jaccard Dissimilarity = 1−Jaccard Similarity, (7)

where, S1 and S2 are two sentences in consideration. It may be noted that Jaccard simi‐
larity/dissimilarity measure is considered here as in case of such a measure the length
of the sentences have minimal effect while selecting the sentences.

Sentence Ordering
After similarity calculation, sentence ordering is performed. Here, the sentences of each
of the clusters are sorted in descending (or, ascending) order of their similarity (or,
dissimilarity) values with respect to the central sentence of the cluster using Jaccard
similarity (or, Jaccard dissimilarity) metric. As mentioned, the central sentence of each
cluster is always included in the summary.

Sentence Selection
Based on sentence ordering, a certain specified number of sentences (depending on the
compression rate) are chosen from each cluster for the summary. In our work, this ratio
is taken to be in the range of 20%–60% of the original text document.

Mapping
Since each word present in sentences is in its root word form and has no semantic
meaning, the selected sentences are mapped back to its original form in order to be
displayed in the final summary in a human readable form. An index based mapping is
performed in this regard and after mapping, the summary sentences are ordered in the
same way as they appeared in original text.
The proposed clustering based text summarization method is given in Algorithm 1.
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3 Evaluation and Results

To show the effectiveness of the proposed method, experiments have been conducted
on different datasets and various performance measures are used for evaluation. Experi‐
ments are carried out on a machine with Intel Core i5 processor with 16 GB RAM and
Windows 7 operating system. The algorithm was implemented in Java programming
language.

Datasets Used
Experiment was carried out with twenty one single documents from three test files (each
consisting of multiple single documents) of DUC 2001 test corpus [30]. We have also
used an Essay dataset from [31] for the experiments. Results of six of the essays (of 12–
200 sentences) are presented here.

Performance Metric
In this work, we have used ROUGE metric [32] to evaluate the summary generated by
the proposed method. It uses precision (P), recall (R) and F-score. For each document,
the method compares the candidate summary, i.e., the summary generated by our system
(denoted by, summsys) with the reference summary (denoted by, summref) and values of
P, R and F-Score are computed using the following formulas. F-score parameter of
ROUGE-1 (unigram co-occurrence statistics) metric is considered for evaluating the
generated summary.

P =

|||Summref ∩ Summsys

|||
|||Summsys

|||
, R =

|||Summsys ∩ Summref

|||
|||Summref

|||
,

F − Score = 2 P ∗ R

P + R
.

As mentioned, we have worked with varied compression rates for generating
summary. However, like most existing techniques, the results with 30% compression
rate are reported here. For comparison purpose, the reference summary also has 30%
compression rate.

The Recall, Precision, and F-Score values obtained using two partitioned based
clustering methods with Jaccard similarity (denoted as, JS) and Jaccard dissimilarity
(denoted as, JD) as sentence selection criteria using DUC dataset with 30% compression
rate are analysed and it is noticed that for this dataset summaries obtained using Jaccard
similarity metric are better as compared to those produced using Jaccard dissimilarity.
Due to space limitation, the table is not presented here. However, the average results
can be seen from Tables 2 and 3. k-means algorithm mostly provides better results using
Jaccard similarity measure while the summary generated using both the clustering algo‐
rithms are comparable with Jaccard dissimilarity metric.

Considering F-Score values as one of the performance measuring criteria, the results
obtained using the clustering algorithms with both Jaccard similarity and Jaccard dissim‐
ilarity using Essay dataset for 30% compression rate are put In Table 1. The better F-
Score values with respect to sentence selection criteria are marked in bold and like the
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previous dataset, it is observed that for an essay document relating to a single major
subject, for majority of the cases both the clustering processes perform better when
Jaccard similarity metric is used. However, here results with fuzzy C-means are found
to be better than those obtained using k-means. The reason for the success of fuzzy C-
means lies in the fact that it has the ability to better capture the overlap in sentences
present due to semantic interrelationships in topics of the text.

Table 1. Evaluation of the summaries for Essay dataset

Essay Clustering algorithm used F-score
JS JD

Essay 1 k-means 0.61853 0.56081
Fuzzy C-means 0.60439 0.60453

Essay 2 k-means 0.58314 0.41478
Fuzzy C-means 0.64079 0.41559

Essay 3 k-means 0.37846 0.50304
Fuzzy C-means 0.59892 0.59439

Essay 4 k-means 0.67806 0.49635
Fuzzy C-means 0.61239 0.52714

Essay 5 k-means 0.6071 0.60225
Fuzzy C-means 0.58822 0.65707

Essay 6 k-means 0.57251 0.61742
Fuzzy C-means 0.65874 0.57163

To analyze further, the maximum and average values (obtained over 21 single docu‐
ments of DUC dataset) of recall, precision and F-score using Jaccard similarity and
Jaccard dissimilarity as sentence selection criteria are depicted in Tables 2 and 3, respec‐
tively. From the tables, it is observed that for both the sentence selection strategies for
all the cases k-means clustering method is providing better results as compared to its
fuzzy version. However, the deviation in maximum and average values of recall, preci‐
sion and F-score in k-means is more as compared to fuzzy C-means. Moreover, the
average results of the two partition based clustering algorithms are comparable in nature.
Thus it is evident that fuzzy C-means provides more stable clusters for text summari‐
zation as opposed to k-means. The comparable performance of fuzzy C-means in this
dataset may be due to the non-overlapping nature of the topics present in it.

Table 2. Maximum and Average values (over 21 single documents) of Recall, Precision and
F-Score for DUC dataset using Jaccard similarity (for sentence selection)

Algorithms
used

Jaccard similarity for sentence selection
Recall Precision F-score
Max Av Max Av Max Av

k-means 0.7922 0.5529 0.9143 0.5891 0.7177 0.5629
Fuzzy C-
means

0.5952 0.4173 0.6831 0.4827 0.6159 0.4441
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Table 3. Maximum and Average values (over 21 single documents) of Recall, Precision and
F-Score for DUC dataset using Jaccard dissimilarity (for sentence selection)

Algorithms
used

Jaccard dissimilarity for sentence selection
Recall Precision F-score
Max Av Max Av Max Av

k-means 0.7922 0.5363 0.7143 0.5574 0.7177 0.5367
Fuzzy C-
means

0.7544 0.4847 0.6327 0.4917 0.6667 0.4818

4 Conclusion

Extractive text summarization is performed with partitioning based sentence clustering
methods using a combination of three features with two similarity dependent sentence
extraction strategies. Our approach consists of firstly extracting out the sentence based
features from the given text document. This set of features is used to perform sentence
clustering using clustering algorithms (namely, k-means and fuzzy C-means). There‐
after, importance of each sentence for each topic (expressed as a cluster) in comparison
to the central sentence is found out using similarity calculation methods (Jaccard Simi‐
larity and Jaccard Dissimilarity). Results are obtained for varying compression rates.

For both the datasets, Jaccard similarity mostly yields better results. Regarding the
superiority of clustering algorithms, the results are contrasting in nature for the two
datasets. Fuzzy C-means provide more stable clusters as compared to its crisp version.

Investigation needs to be carried out for finding out the superiority of clustering
approaches using a wide variety of datasets with several other features embedded with
semantic information. The scalability of the algorithm may also be investigated.
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Abstract. At present, news channels are using social media to dissem-
inate news to a large audience. These news channels try to convey the
news in such a way that attracts more user interaction in the form of
views, likes, comments, and shares. In online news, one of the important
factors in getting higher user interaction is to recommend the top news
articles that would attract more number of users to give opinion, espe-
cially in the form of comments. When a news article starts getting many
comments, it automatically attracts other readers to participate in the
discussion. We say that a news article has “high-arousal” content if it
can attract more number of comments from users. When a new news
article is written it has no user interaction information, such as number
of views, likes, shares or comments. In this paper, our aim is to predict
news articles which have higher potential to generate high-arousal. In
other words, they would attract a large number of users to give opinion
in the form of comments. Unlike previous studies, we predict the arousal
of news articles prior to their release, which brings the possibility of
appropriate decision making to modify the article content or its ranking
in audience newsfeed. We generate multiple features from the content
of news articles and show that our best set of features can predict the
arousal with an accuracy of 81%. We perform our experiments on social
media page of CNN news channel, containing four years of data with
33,324 news articles and 226.83 million reactions.

1 Introduction

Online news channels have become one of the most popular means of mass com-
munication. Their popularity has increased rapidly due to the extensive usage of
smartphones and social media [11,25]. News channels generate a large volume of
information every day. Without a good recommendation system [1], especially
personalized recommendation system [6,13,14], it would be too overwhelming
for users to browse through all the news articles.

In this paper, we particularly take up the task of predicting arousal for online
news articles published in social media. We say that a news article has “high-
arousal” content if it can attract more number of users to express their opinion

c© Springer International Publishing AG 2017
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on the news topic. Arousal is similar to popularity with the difference being that,
arousal ensures lots of user feedback or comments. Posts with high arousal are
an asset to news channels and can give a big thrust to their businesses. A news
channel can become more popular if it attracts a large number of user opinion.
When a news article starts getting many user opinions, it attracts other users
to read the article and give their opinion. We can enhance the existing news
recommendation systems if we recommend to users, articles that are relevant to
their interest and also have high-arousal content.

In the traditional print media, a user does not have the option to express
opinion or read opinion of other users. However, online news channels allow
users to express opinion in the form of likes, shares, and comments. Likes and
shares are positive reactions, where the user most often agrees with the news
article. Opinion in the form of comments can be both positive and negative.
Generally, comments are more aggressive form of opinion compared to likes or
shares. In online news channels, users are not only interested in reading the news
article, they are even more interested to read the comments of other users. In this
paper, we define arousal as a function of these three user interactions, namely
likes, shares, and comments. Given a new news article based on its content we
predict whether the article would generate high arousal or not.

Apart from news article recommendation, there are many other advantages
of showing high-arousal articles to users. This is the easiest way to get valuable
user opinion, which can be mined to understand opinion of users. As e-commerce
reviews are very useful in online purchase, the opinion of readers on news articles
can help us to understand the opinion of population on various important issues.
Often these comments give a more accurate picture of the reality compared to
the original news article, which may be written in a biased manner due to various
reasons. If a news article is genuine, a majority of the comments will support
the article, otherwise they would disagree with the article. By improving news
article recommendation, we can get more reader participation. In this paper, we
address the general problem of finding whether a news article is of high-arousal
or not. This can be combined with recommendations systems to recommend
articles that have high-arousal and is of high interest to the reader.
Our key contributions are as follows:

– We predict arousal of news articles using social media interactions.
– We define arousal of a news article in terms of social interactions such as

likes, comments, and shares.
– We perform an extensive analysis to find the suitable methods for arousal

prediction.
– We conduct several experiments to find the features relevant for arousal

prediction.
– We perform experiments on one of the most popular social media news chan-

nels CNN where the best approach predicts the posts of high arousal with
81% accuracy.

– Finally, we show the topics that can lead to high arousal for the news articles.
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2 Related Work

Online news analysis is a popular research topic in the field of computer science,
communication, and psychology [5,8,23]. Arousal of news articles is a subjective
measure, which is defined in terms popularity metrics such as views, clicks, likes,
comments, shares etc. Several related works have been proposed to forecast the
popularity of news articles [2,23,24]. A growing number of studies [3,24,29] have
been proposed to predict the early popularity of news articles, which has been
found to have a strong correlation with the popularity of the content. All these
works can be mainly categorized into two types: social connection based and
content based.

Social connection based methods [20,22,27,30] use social features such as
number of friends, followers, etc., to predict content popularity. Zaman et al. [30]
studied reaction behaviour of retweetability among users. They used author
information such as number of followers, identity of the source, etc. Suh et al. [22]
analyzed the factors that impact retweeting and showed that the number of fol-
lowers and friends have a lot of impact, while, e.g., number of statuses and
favorites do not. Petrovic et al. [20] used passive-aggressive algorithm to pre-
dict if a tweet will be retweeted which would lead to high information spread
through a large number of users. Weng et al. [27] predicted future popularity of
an article using its early spreading patterns. They concluded that features based
on community structure are the most powerful popularity predictors.

There are several content based methods to predict the popularity of news
articles [12,19,23,28]. Lee et al. [12] proposed a framework that can predict
the number of comments by observing an article for 2–3 days. Tatar et al. [23]
proposed a method to rank the news articles by predicting users comments.
Naveed et al. [19] showed that a news would be passed to other users in the
network based on its content i.e., negative news spread faster than positive news.
Wu et al. [28] showed that the most negative news fade rapidly and positive news
fade slowly. Their study mainly focused on polarity of news article which showed
that the most negative information quickly disappears and the most positive
tends to persist. In contrast with existing works, we perform our analysis on
social media pages of news channels where the goal is to predict the arousal of
news articles before it is published in social media. We derive the features from
news articles that are related to news coverage and popularity and select the
features related to arousal prediction using word embeddings.

3 Methodology

We perform the following steps to determine whether a new article has high
arousal or not: (1) Use unsupervised approach to create a training dataset of
posts with high and low arousal; (2) Generate the candidate features; (3) Select
features relevance to arousal prediction; (4) Predict posts of high arousal; (5)
From posts with high arousal find the topics of high arousal. In the rest of the
paper, we use terms such as ‘post’, ‘news article’, ‘news post’, and ‘news content’
interchangeably.
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3.1 Finding the Posts of High Arousal

In this paper, we use supervised learning to predict post arousal. However, there
is no existing dataset that has labeled posts with high and low arousal. Moreover,
this kind of manually labeled training dataset is not so useful because the topics
that arouse people today will not be the arousing topics after sometime. It is
also difficult to label thousands of news articles manually. Thus our first step is
to use an unsupervised approach to find posts that have high arousal.

Arousal of news article is a highly subjective term. We define it in terms
of popularity. There are many popularity measures such as number of likes,
comments, shares, clicks, views, etc. Among all these popularity measure likes,
comments and shares are publicly available measures. If a post has high pop-
ularity, it means that post content is interesting enough that many people are
interested in it. When many users are interested in something, it might also
arouse other users to look at the content. Therefore, we use popularity as one of
deciding factor in the computation of arousal. We measure the popularity score
(ptscore) as follows:

ptscore = l + α ∗ c + β ∗ s (1)

where l, c, s are the number of likes, comments, and shares respectively. α and
β are the comment and share popularity constants. As suggested by Bucher et
al. [4], ‘comment’ and ‘share’ require higher cognitive effort or commitment than
‘like’. Therefore, ‘comment’ and ‘share’ outweigh ‘like’ suggesting that α, β values
are greater than one. Further, ‘share’ generates higher amount of engagement
compared to ‘comment’ as shared post appears on user’s profile page. A shared
post is pushed towards user’s connections as it constitutes a part of user’s self-
presentation. This indicates that ‘share’ outweigh ‘comment’ (or β > α). In our
experiment, we set the value of α, β to 2, 4 respectively which are derived from
the analysis conducted by Kim et al. [10].

Having high popularity does not ensure high arousal as there are many pop-
ular posts with a large number of likes and shares, but very few comments. Likes
and shares signify that users like and agree with the post content. It is through
comments that the users express their agreement, disagreement or opinion with
the news article. Therefore, out of the total number of reactions if comments con-
stitute the major fraction, then we acknowledge the post as a comment dominant
post. We compute the comment dominant score (cdscore) as follows:

cdscore = c/(l + β ∗ s) (2)

A large value of cdscore indicates that post has received a considerable amount
of user comments. From our empirical evaluation, we found that if a post is
popular and it has value of cdscore greater than 0.16, then it has a large number of
comments. We found this number using user study. We created different labeled
datasets based on different values of cdscore. We asked 5 users to go through
the different labeled dataset and find the parameter that gives the best training
sample.

Further, if we use only Eq. 2, we may get posts that have relatively a large
number of comments, but they may not be much popular. In other words, posts
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containing a large proportion of the comments are obtained. However, their
popularity score, as defined in Eq. 1 is low. Such articles will be of interest to
only a small audience. In Eq. 3, we define arousal score (ascore), where we exalt
the comment dominant score by multiplying it with the log of popularity score.

ascore = cdscore ∗ log(ptscore) (3)

ascore ensures that post should have a large number of comments as well as it
should be popular. Logarithmic value of popularity ensures that if a post receives
too many reactions, arousal is not increased too much. We rank the posts based
on arousal, with the first post being the post of highest arousal and the last one
being the post of lowest arousal.

3.2 Generate the Candidate Features

We use the following sets of features to classify high and low arousal news articles:

POS Tag Based Features. We use part-of-speech (POS) tagging to select
features that are of interest to readers and news channels. Bandari et al. [3]
showed that mentioning well-known entities in the post can increase its likelihood
of becoming a popular post. For instance, consider the following news posted by
CNN: “I don’t want to do that at all. Trump said: I just want what’s right.”
This post received lots of user attention because it mentions a well-known entity,
Mr. Trump. Interestingly, important entities like ‘Trump’ are noun features. We
therefore perform POS tagging, and then select the nouns and noun phrases as
entities [9]. The POS Tagger assigns part-of-speech tag to each word of the
given text, such as noun, verb, adjective, etc. Nouns are represented by ‘NN’,
adjectives are represented by ‘JJ’, etc. We use the Stanford POS tagger [17] to do
the tagging, and then extract the words with ‘NN’, ‘NNS’, ‘NNP’, and ‘NNPS’
tags as features.

Frequency Based Features. Important issues or entities appear frequently in
news articles. We use term frequency and inverse document frequency (TF-IDF)
to find unigram and bigram terms that are important news topics. TF.IDF score,
which is often used in text mining, shows how important a word is to a document
in a corpus. The importance increases proportional to the number of times the
term appears in the document (TF), but it is offset by the frequency of the word
in the corpus (IDF). In our problem, we found that just using the TF score gives
better result compared to using the product of TF and IDF score. The IDF
score scales some terms inappropriately. Although IDF is very useful for ranking
documents in information retrieval, it is not so useful in our problem. IDF gives
more importance to terms that are rare in the corpus. However, to get high
audience engagement we need terms that are popular among audience. Although
we don’t use IDF score explicitly, we are able to remove less important words
with high term frequency by using POS tags and seeing the term’s relevance to
the article domain through the use of word-embedding, which is described below
in Sect. 3.3.
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3.3 Feature Selection

We take a combination of all the features from the previous section, and build
a bag-of-words feature set, which is a high-dimensional dataset. All features
obtained in the previous step may not be relevant for arousal prediction. In
this section, we explain the irrelevant feature pruning steps. Our first step is to
remove all features with sparsity more than 0.99 as it helps in generalization of
classification task and prevent overfitting.

We then use semantic relevance to remove more irrelevant features. News
articles are categorized into various categories, such as entertainment, sports,
politics, classifieds, etc. Users are recommended news articles based on the cat-
egories that they are interested in. An entity or topic popular in the sports
domain may not be popular to users who are interested in some other domain,
say politics or entertainment. Since the articles are ranked with respect to other
articles in the same category, we use semantic relevance to prune features that
are not relevant to the category.

For example, let’s consider the following post from politics domain: Kellyanne
Conway told CNN’s Anderson Cooper that Donald J. Trump remains uncon-
vinced that any breaches were part of an attempt to push him into the White
House. Here, Anderson Cooper is a CNN journalist, who is one of the primary
CNN anchor and author. Even though the term ‘Anderson Cooper’ is a noun
and it appears very frequently in news posts, it has no connection with poli-
tics. Thus for news articles in the politics category, we identify terms that are
not semantically related to politics and remove them from the list of potential
features.

We use Google’s Word2vec model [18] to measure semantic similarity.
Word2vec model creates word embeddings by generating vector space from the
text corpus where each word in the corpus is assigned to a vector in the space.
We use the publicly available word2vec vectors that were trained on 100 billion
words from Google News and each of these vectors has dimensionality of 300.
We then find the similarity between word and category using word2vec similarity
function. We select only those words that have similarity greater than 0.1.

3.4 Arousal Based Post Classification

In this paper, we use the post content to do arousal prediction. Using Eq. 3, we
find arousal score of all the posts and then sort them in decreasing order of the
arousal. We select the first k posts as posts of high arousal and last k posts as
posts of low arousal based on arousal value (in this paper, we set k to 5,000). We
then find the features from these two classes of posts as discussed in Sects. 3.2
and 3.3. We then train a binary classifier using these features. Moreover, our
classification algorithm suffers from a class imbalanced problem due to different
variety of posts assigned to the classes which leads to generate unequal number
of features for the classes. This results in biased prediction and misleading accu-
racy. To make an accurate prediction, we apply SMOTE algorithm [15] which
maintains class balanced training set for the classification.
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Further, integrating multiple classification techniques usually produces more
improved and accurate results than a single classification technique. Dietterich et
al. [7] have also shown that combining multiple classifiers give better prediction
compared to a single classifier. Therefore, we use ensemble based Voting Clas-
sifier [21] that weigh several individual classifiers and combine them in order
to get a classifier that outperforms every one of them. The Voting Classifier
implements ‘hard’ and ‘soft’ voting. We use hard voting, where we predict the
final class label as the class label that has been predicted most frequently by the
classifiers. In other words, the predicted final class label for a particular sam-
ple is the class label that is predicted by majority of the classifiers when they
perform the classification task individually on the same sample. In our experi-
ment, we use Random Forest, Decision Trees, k-Nearest Neighbours, and Extra
Tree classifiers. As each classifier gives different accuracy while performing the
classification on the same sample, we assign the different weights to these classi-
fiers based on their prediction accuracy (described in Sect. 4.2). A new post that
doesn’t have arousal is passed to the Voting Classifier which predicts whether
the post would achieve high arousal or not.

3.5 Determining the Topics of High Arousal

We use posts with high arousal to find high arousal topics. The topical entities
present in a post affect the arousal of the post [3]. For example, a post on
president ‘Donald Trump’ is expected to generate higher arousal compared to
posts on trivial topics.

In order to determine the topics of high arousal, we use the posts with high
arousal. We perform Named Entity Recognition (NER) [16] over the posts and
then use term-frequency to get topical entities that appear frequently in the
posts. If two entities are consecutive, we merge them to form a single entity, as
these consecutive entities often refer to a single entity, such as, Donald Trump,
Hillary Clinton, Brad Pitt, etc. We also remove those unigrams that are part
of some bigram and they refer to a single person, place or thing. For example,
‘Obama’ and ‘Barack Obama’ both represent the former president of United
States. We remove the redundant term ‘Obama’ from the list of the topical enti-
ties. We do not remove unigrams that appear significantly without its superset
bigram, such as gold, Olympics, President, Night, etc., which are the parts of
gold medal, Olympics gold, President Obama, Saturday Night respectively.

Using only NER, we may lose many important topics that lead to high
arousal, such as vote, surgery, competition, punishment, etc. Moreover, NER
may give many entities that are not related to the domain of interest. We there-
fore apply word2vec similarity module to select the domain specific topics.

4 Evaluations

In this section, we first describe our dataset. We then compare the performance of
proposed methods and present the topics of high arousal from various categories
of the news articles.
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4.1 Experimental Setup

We perform our experiments on Facebook pages of news channels. These pages
are publicly accessible through the Facebook Graph API [26]. Our proposed
technique can be used in all types of social media news channels. In this paper,
we use the Facebook page of CNN1, which is one of the most popular television
based news channel.

Our dataset contains the following information: post, audience reaction
namely likes, comments, and shares; link to the actual news article, and var-
ious page attributes such as organization name, post creation time, reaction
time, etc. Audience react to posts through likes, comments, and shares. Each
comment reactions has an opinion text with the count of likes for that comment.
We consider all the posts from April 2012 to December 2016, which aggregates to
33,324 posts and 226.83 million reactions. News posts are classified into different
categories such as politics, health, sports, entertainment, etc.

We do arousal analysis for each category separately, as the number of audi-
ence reaction varies greatly with category. Some categories, such as politics,
sports, etc., get disproportionately high share of attention from users. We also
performed basic text pre-processing such as removing of stop-words, stemming
and lemmatization.

4.2 Effectiveness of Methods

As mentioned in Sect. 3.4, we use the Voting Classifier, which is a blend of mul-
tiple classifiers. Our voting classifier uses Random Forest, Extra Tree, Decision
Tree, and K-Nearest Neighbour (KNN) classifiers. We assign weights to these
classifiers based on their performances in our classification task. Random For-
est and Extra Tree give the best performance followed by Decision Tree, which
performs better than KNN.

To evaluate the importance of different feature sets and the proposed feature
selection technique using word2vec, we compute the accuracy, precision, recall,
F1 score for the following feature sets: (1) POS tagged features, (2) TF based
features, (3) Intersection of POS tagged and TF features, and (4) Union of POS
tagged and TF features. Both POS tag and TF generate a large number of
features. By doing intersection we get a smaller feature set, which contains the
common features from the two set. By taking union we get a much bigger feature
dataset. Our aim is to find which of these feature sets give the best classification
accuracy. For each of these cases, we consider both with and without feature
selection. For feature selection, we use word2vec to prune features that are not
relevant to the domain. In the following table, ‘w/o’ and ‘w/’ means ‘without’
and ‘with’ respectively.

As can be seen from Table 1, POS without feature selection has 76.8% clas-
sification accuracy. Applying feature selection with POS does not improve the
accuracy. Instead, its accuracy decreases when the number of features decreases.

1 https://www.facebook.com/cnn/.

https://www.facebook.com/cnn/
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POS tagging generates noun features that can capture useful entities such as,
Donald Trump, Hillary Clinton, Brad Pitt, etc. If we apply feature selection then
some of the less popular entity names are removed during feature selection, as
they show very less similarity with a post category while using word2vec simi-
larity function, which results in lower classification accuracy. On the other hand,
for the TF based feature set the accuracy and F1 score increases by 3.3% and
5.9% respectively with the use of feature selection. Using term frequency we get
many terms that are frequent but has no relevance to the post category. We are
able to prune such irrelevant terms using word2vec.

Table 1. Performance evaluation of arousal prediction

Feature Set Accuracy % Precision % Recall % F1 score %

POS w/o FS 76.8 58.4 54.5 56.4

POS w/ FS 75.2 56.2 54.0 55.1

TF w/o FS 75.7 58.9 56.2 57.5

TF w/ FS 79.0 66.3 60.9 63.4

{POS ∩ TF} w/o FS 68.4 47.6 48.2 47.9

{POS ∩ TF} w/ FS 67.3 54.8 57.9 56.3

{POS ∪ TF} w/o FS 77.0 60.2 54.3 57.0

{POS ∪ TF} w FS 81.0 64.5 56.1 60.0

Intersection of POS and TF feature sets (w/ or w/o feature selection), gives
the lowest classification accuracy. One of the reasons for this is that the inter-
section of POS and TF feature sets results in less number of features. Many
important features that are frequent but not noun or noun but not frequent, are
ignored while performing the intersection of two feature sets. Applying feature
selection does not improve accuracy. On the contrary, it decreases the accu-
racy because it further reduces the number of features and ignores some of the
frequent noun features.

It is interesting to note that taking the union of frequent and tagged feature
sets without feature selection, improves the accuracy compared to the intersec-
tion of feature sets. The reason for this is that the union of both feature sets
generate a sufficient number of frequent or tagged features which are able to
capture the relevant entities. However, the best result (81%) comes when we
apply feature selection on the union of POS, TF feature sets. One of the reasons
for this is that word2vec method in feature selection generates word embeddings
that preserve the aspect of the word’s context, which is an effective means to
capture semantic relevance.

Overall, among the four feature set, the feature set obtained using union
of POS and TF features gives the best classification, with 81.0% accuracy and
60.0% F1 score, and the one using intersection gives the worst classification, with
67.3% accuracy and 56.3% F1 score with feature selection, and 68.4% accuracy
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and 47.9% F1 score without feature selection. The TF feature set with feature
selection gives the highest F1 score of 63.4% compared to the second highest F1
score of 60% using union of POS and TF features.

4.3 Analyzing the Topics of High Arousal

We present some potential topics from four categories namely Politics, Health,
Entertainment, and Sport that can increase the chances of getting high arousal
on a post.

Table 2. Topics of High Arousal from Different Categories

Category Topics of High Arousal

Politics Barack Obama, Bernie, Bush, campaign, Clinton, debate,
Donald Trump, election, Hillary Clinton, immigration,
Marco Rubio, poll, president Obama, White House,
Republican candidates, United States, vote

Sport Competition, quarterback, FIFA, first olympic, gold medal,
grand slam, legend, Leo Messi, match, medal, Michael
Phelps, NBA, NFL, Olympic gold, phelps, punishment,
relay, rugby, Ryan, Serena, soccer, superyacht, swimmers,
tennis, Wimbledon, world series

Health Autism, kids, blood, body, brain, cancer, children,
conjoined twins, doctor, drug, Ebola, experts, hospital, life,
listeria, lunch, measles, medical, outbreak, pain, prevent,
recovery, risk, surgery, transformation, treatment, tumor,
virus, world health

Entertainment Actor, Angelina, Baldwin, Brad Pitt, breaking news,
comedian, emotional, family, fan, favorite, films, Grammys,
Harry Potter, history, Jennifer, Katy Perry, Lady Gaga,
legend, Miss universe, NBC, night live, Saturday night,
series, singer, talent, tv show, weekend

As can be seen in Table 2, all the categories show very prominent topics which
are quite attractive and engaging. In the politics category, there are the topics
such as Donald Trump, Barack Obama, Republican candidates, immigration,
attacks, debate, etc., which can arouse people to interact or comment on posts
related to these topics. Similarly, the topics captured under the entertainment
category such as Brad Pitt, Katy Perry, Jennifer, Lady Gaga, comedy, movie,
music, etc., are highly trending topics that can garner huge user response. These
celebrities often have a huge eager fan base who actively respond to every news
about them. Sport is another one of the most followed categories. News related
to sport often covers major sport events and the players involved in these events.
Sport events such as FIFA world cup, Olympics, Wimbledon and Michael Phelps
the Olympic swimming champion are some of the appealing topics that can
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attract the user attention. Health is a major concern throughout the globe. We
can see that news on issues such as the Ebola outbreak, the life threatening
diseases, symptoms and precaution measures for various diseases are critical.

5 Conclusion

In this paper, we formulated the problem of predicting the arousal of news
articles on social media news pages. High arousal on a news content indicates
that people are interested in interacting with the content by providing their
opinions. We modeled it as a classification problem and predicted if a news
article can achieve high arousal. We extracted the arousal determining features
from the content of news articles. Using the best feature set for classification,
we achieved overall accuracy of 81%. We further analyzed the features or topics
of high arousal from predominant categories such as politics, sport, health, etc.
Interestingly, we found that news articles related to some particular topics such
as popular celebrity, event, or controversial topics achieved high arousal. On the
other hand, news articles related to some general issues or topics did not gain
much arousal.
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Abstract. Sentiment analysis in natural language processing (NLP) is
an important task as the text content contains several opinions about
events, product and movie reviews, trading, marketing etc. In the past
decade, researchers have performed the sentiment analysis using hand-
crafted features and machine learning methods such as support vec-
tor machines, naive Bayes, conditional random field, maximum entropy
method etc. Sentiment analysis on social media text gained lot of pop-
ularity as it contain recommendations and suggestions. Compared to
the high-resource languages such as English, Chinese, French etc., sen-
timent analysis task in low-resource language suffers due to (1) absence
of annotated corpus, (2) tools to extract features. The present paper
derives its motivation and addresses the sentiment analysis task for
tweets in Malayalam, a low-resource language. Due to the absence of
dataset, 12922 tweets in Malayalam language is collected and annotated
to either of three sentiment categories namely positive, negative and
neutral. Recently, deep learning methods like long short-term memory
(LSTM) and convolution neural network (CNN) have gained popular-
ity by showing promising results for the problems in speech and image
processing, tasks in NLP via learning feature rich deep representation
from the data automatically. The current paper is first in its attempt
to perform sentiment analysis of tweets in Malayalam language using
LSTM and CNN. The paper presents 10-fold cross-validation results.

1 Introduction

Sentiment Analysis is an important task in Natural Language Processing (NLP).
The text data can contain information as opinions and/or sentiment about sev-
eral events, products or brands, movies, services, etc. It also contains the infor-
mation like emotions - happy, love, sad, anger, drool etc., suggestions and rec-
ommendations. Analyzing such text provides a comprehensive view about an
opinion or sentiment which can be categorized into positive, negative and neu-
tral. Online forums and discussion groups, chat services, blogs and microblogs,
social networking sites such as facebook, google plus, twitter etc. are the vir-
tual place where people share their opinion or express their sentiment. Several
c© Springer International Publishing AG 2017
A. Ghosh et al. (Eds.): MIKE 2017, LNAI 10682, pp. 320–334, 2017.
https://doi.org/10.1007/978-3-319-71928-3_31



Sentiment Analysis of Tweets in Malayalam 321

such opinions spawns different other threads to exchange and interact on indi-
vidual views (opinion). The existing technologies and applications facilitates for
explosive rise of data in textual form every day [1,2]. As the text data contains
several opinion and sentiment which gives a comprehensive perspective, it has
become an interesting area of research to extract such information from texts
automatically. The textual content has extensively became favorites for com-
panies, government, researchers etc. Sentiment Analysis task is to extract the
sentiment information, latent or hidden in the text content. Most of the text
data in social media are informal in nature which makes the task of sentiment
analysis more challenging. People express their view in social media sites using
their native language or English which makes the extraction of sentiment or
opinion from non-English text as another challenge.

In the past, the sentiment analysis task were performed using Naive Bayes,
Support Vector Machines [3,4] etc. Recently, deep learning methods have gained
huge popularity by showing impressive results in Speech Recognition, Computer
Vision related tasks and tasks in Natural Language Processing [5–7]. Traditional
methods when compared to deep learning methods have its limitation in analyz-
ing the raw data or in its natural form. Whereas in deep learning, it learns the
representation of data at multiple levels by combining simple nonlinear functions
which transforms the raw data to a higher abstract level representation. During
this transform operations, highly nonlinear functions are learned. In NLP, deep
learning methods are used to learn vector representations for words via composi-
tion of learned vectors of words and neural language model, semantic role label-
ing, part-of-speech tagging (POS), named entity recognition (NER), paraphrase
selection, sentiment analysis, Statistical Machine Translation (SMT), modeling
sentence using Convolution Neural Network [8–16] etc.

The present paper takes the motivation to address the sentiment analysis of
twitter data in Malayalam language. Malayalam is a language spoken predomi-
nantly by the people of Kerala, India [17]. Malayalam is a low-resource language
in terms of tools for understanding natural language text with its applications
and social media text. Hence, this paper derives its motivation as a first attempt
to come up with deep learning based sentiment analysis for Malayalam twit-
ter data. The dataset collected consists of 12922 manually annotated tweets in
Malayalam language. Each tweet is labeled as positive, negative or neutral to
denote its sentiment or polarity. Traditional methods are based on hand-crafted
features. This process consumes lot of time and choosing proper feature is a con-
cern. Inspired from the promising results obtained using deep learning in NLP
tasks, the current work proposes deep learning based sentiment analysis. The
experiments in the current paper are performed using deep learning methods -
(1) long short-term memory (LSTM) and (2) convolutional neural network
(CNN) and evaluated using metrics - f1-score, precision, recall and accuracy.
The rest of the paper is organized as, Sect. 2 gives an outline on the articles
related to deep learning, sentiment analysis etc. Section 3 describes about the
deep learning methods used for performing experiment. Section 4 discusses the
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proposed approach used to tackle sentiment analysis on Malayalam twitter data
using deep learning method. The experiment and results are discussed in Sect. 5.

2 Related Work

Analyzing the sentiment of text data gives an overview of peoples or users opin-
ion or views or emotions related to any event, product or brands, movies etc.
Several research work proposed sentiment analysis via linguistic and machine
learning based methods in the past. Recent advancement in deep learning based
methods motivated and fasten the research to explore the sentiment analysis in
English and non-English textual contents. Traditional machine learning methods
require hand-crafted features which consumes lot of time. The state-of-the-art
result for polarity detection using Support Vector Machines was shown in [18].
The authors detected sentiment at message-level (SMS, tweets) and term-level
(words). The features used consists of character n-grams, word n-grams, POS,
hastags, capitals in sentence, negated context etc. Their approach obtained an
f1-score of 0.8893 for term-level and 0.6902 for message-level task. Sentiment
analysis was performed at word, phrase, sentence and document level. In [19], the
authors proposed a sentiment analysis using features such as unigram, bigram,
unigram and bigrams, pos and evaluated using naive bayes, maximum entropy
and svm. The authors showed that three classifiers performed similarly in their
experiments. In [20], authors casted sentiment analysis problem as binary classi-
fication to identify positive and negative tweets, and three-way classification to
identify positive, negative and neutral tweets. Three models were created using
unigrams, 100 features and tree kernel. The authors also evaluated by combining
the models which was found to be effective. The paper [21] discus the method to
detect the sentiment at phrase-level. Features used consists of lexical scores as
priors from dictionary and wordnet, n-gram calculated on syntactic constituent
in phrase, and polarity score of the phrase and Logistic classifier was learned for
detecting polarity in two cases: (1) positive, negative and neutral, (2) positive
and negative. [22] authors presented sentiment at phrase-level by determining
the phrase as neutral or polar initially, and then detects the polarity as posi-
tive or negative. The proposed approach tries to find the contextual polarity of
phrases where a word in different context can take different polarity. For learning
classifier, features used consists of word tokens, pos, context, prior information
about polarity of words, composition of features etc. Sentiment analysis has also
been applied at document-level. In [23], authors discusses unsupervised way of
sentiment analysis via three-step procedure: (1) extract phrase which contains
adverbs and adjectives by applying suitable pos tagger, (2) find phrase-level
semantic orientation, (3) calculate the sentiment based on the average of seman-
tic orientation. The experiments are performed on movie reviews and obtained
an average accuracy of 74%.

Compared to the traditional methods, deep learning avoids the intensive
task of feature engineering by learning features from the raw data itself. In tra-
ditional methods, the feature selection must be proper in order to handle the
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order of words, syntactic and semantic structure among the words. Whereas
deep learning networks inherently takes care of order of words. The vector rep-
resentation of words found using deep learning methods captures the semantic
and syntactic structure. In [24], the author proposed a recursive neural tensor
net (RNTN) for predicting the sentiment at sentence and phrase-level. The pro-
posed methods generates word vectors based on the semantic compositionality
among word sequences. The approach has obtained an accuracy of 85.4% at
sentence-level and 80.7% at phrase-level. Convolutional neural modelling of sen-
tence was proposed in [25]. The method outperfromed the evaluation obtained
using ngram features on tweets and movie reviews. The convolutional network
learns the compositional relations among words in a sentence thereby avoiding
the use of any prior knowledge. Attempts are made to use the pre-trained mod-
els to find the sentiment of a text. However, the word-vectors learned lacks the
knowledge of sentiment. [26] presents method to learn sentiment specific word
vectors or embeddings. In order to learn sentiment oriented word embedding,
authors used benchmarked dataset from Semeval 13. The authors extended the
existing word vector model [11] to derive three neural nets for learning senti-
ment specific embedding. Sentiment specific word embedding learns the context
and sentiment related information so that words that appear in similar context
with different sentiment can be distinguished. In [27], authors proposed a deep
convolutional model for tweets. The experiments were perform on dataset from
Semeval 15 with 2 fully connected layers. The evaluation obtained an f1-score of
64.85%.

Though major research work in sentiment analysis is carried out in languages
such as English, German, Chinese, Spanish etc., immense research is going on for
sentiment analysis in Indian languages such as Hindi, Bengali, Punjabi, Marathi,
Tamil, Telugu, Malayalam etc. In [28], shows the summary of the sentiment
analysis shared task for tweets in Hindi, Bengali and Tamil. The shared task
was the first attempt in this direction and the task was to detect the sentiment
of tweets in Hindi, Bengali and Tamil. The maximum accuracy achieved for
tweets in Hindi, Bengali and Tamil 55.67%, 43.2%, and 39.28%. The paper [29]
presents a hybrid approach using deep learning for sentiment analysis in Hindi.
The method proposes to use embedded word vectors learned via convolutional
neural modelling with optimized features chosen through multi objective opti-
mization. In [30], authors proposed naive bayes based sentiment classification
on tweets in Hindi, Bengali and Tamil language [28]. The features are in binary
form to show the presence of hashtag, emoticon, punctuations, urls etc. The pro-
posed method gave highest score in the shared task in Indian language [28]. In
[31], proposed a sentiment analysis approach using word sense disambiguation.
An edge based method for finding similarity was used to compute the semantic
distance among synsets. SVM was used to learn the classifier and obtained an
f1-score of 0.74.

The current paper presents CNN and LSTM based sentiment analysis of
tweets in Malayalam language. Due to the absence of dataset, tweets were
extracted and manually annotated based on its sentiment as positive negative
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or neutral. The CNN architecture followed for experiments have one convolution
layer, a pooling layer and a softmax layer. For experimental purpose, four dif-
ferent filter sizes such as 32, 64, 128, 256 are used with stride as 1. The LSTM
architecture used consists of 2 layers with four different cell configurations such
as 32, 64, 128, 256. Dropout is used for both experiments to avoid the over-fitting
issue. The optimization algorithm used is adam for both experiments. The archi-
tectures followed for the experiments using CNN and LSTM are similar to the
one discussed in [16,42].

3 Background

Currently, deep learning approach in machine learning is the trend. It has the
advantage of learning rich feature representation from data which avoids the
feature selection process in traditional machine learning methods. Deep learn-
ing methods such as LSTM and CNN has shown promising results in speech
and image processing, and tasks in NLP. In deep learning approach, the sev-
eral layered architecture (deep layers) learns feature representation via back-
propagation [10]. In general, two types of neural network architectures followed
in language related tasks are (1) FF or Feed-forward (context is fixed, network
connections will not occur in cycles) [14], (2) Recurrent Neural Network (length
of context is not fixed, network connections are in loops) [32]. In FF method,
the context length being fixed makes it deficient to capture contextual informa-
tion when the length vary. This motivated to use RNN and its variants for NLP
related tasks as it can capture context of arbitrary lengths (even all previous
words). In this paper, CNN and LSTM are experimentally explored to use for
sentiment analysis task of tweets in Malayalam language. The present paper
uses convolution 1D as it has been widely used for NLP tasks like question-
answering, information retrieval, sentence modelling, document modelling etc.
Training RNN through back-propagation to capture the long-dependencies, the
gradients can explode or decays/vanishes [33,34].

3.1 Recurrent Neural Network or RNN

RNN is an extension of traditional feed-forward neural nets. RNN is capable of
handling sequences with varying length via hidden recurrent states connected in
a loop (connected to themselves for feedback). This can be viewed as a passage
through time and the activations at each time-step depends on the previous. For
a given sequence x1, x2, x3...xn, the RNN updates the hidden state ht using the
previous hidden state ht−1 and current input xt as

ht = f(Axt + Wht−1) (1)

where f is a nonlinear function (element−wise operation) such as hyperbolic
tangent, sigmoid, rectified linear unit function, exponential linear units [35],
scaled-exponential liner units [36] etc. A, W are the learned input and recurrent
weight matrices. During training RNN cannot capture long-term dependencies
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(longer past observations) [37] as the magnitude of gradient shoots (or explodes)
or decays (or vanishes) over the time. The unfolded RNN over the time become
a deep FF net which suffers the decay/vanishing of magnitudes of gradients. The
popular approaches to overcome this issue are (1) gradient clipping method [38],
(2) Hessian-free optimization [39], (3) Long short-term memory (LSTM) [40]. In
this paper, LSTM is used to train the model to detect the sentiment of tweets
in Malayalam.

3.2 Long Short-Term Memory or LSTM

LSTM is a variant of RNN which contain memory-units or memory cell in addi-
tion to the normal recurrent unit. The memory-units are used to transfer infor-
mation from longer past observations with the help of gate’s which provides
selected interaction with the hidden states to model the long-term dependen-
cies. LSTM introduced three gating mechanisms such as input, forget and output
gates and memory unit ct to handle the long-term dependencies. The memory
unit forms the core idea behind LSTM that can maintain its state over time
using nonlinear gating operations to control the flow of information in or out
of the unit. The memory unit accumulates the state information. Enabling the
input gate it allows the information to get accumulated in the memory unit or
cell when new input comes. During this process, the previous cell state informa-
tion ct−1 can be avoided when the forget gate ft is enabled. To propagate the
information in cell state ct to the final state ht, the output gate is enabled. The
basic formulas of LSTM at tth time-step are (input to the LSTM are xt, ht and
ct−1)

it = σ(Aixt + W iht−1) (2)

fgt = σ(Afgxt + W fght−1) (3)

ot = σ(Aoxt + W oht−1) (4)

ĉt = tanh(Acxt + W cht−1) (5)

ct = ĉt � it + ct−1 � fgt (6)

ht = ot � tanh(ct) (7)

where i, fg, o, c, ĉ are the input, forget, output gate, cell state, intermediate cell
state and Ai, W i, Afg, W fg, Ao, W o are the learned weight matrices. The
operations tanh(·) and σ(·) are performing element-wise tangent and sigmoid
operations, and � denotes the element-wise multiplication operation. Compared
to the traditional recurrent net which updates the content at every time-step,
LSTM net with the help of gates and memory unit (or cell) is able to carry useful
information (important feature) detected in the early stages over long distance
enabling the capturing of long-term dependencies.
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3.3 Convolutional Neural Network or CNN

CNN is a popular deep learning approach used in vision related problems and
recently it gained popularity in addressing tasks in NLP. The idea of CNN is
adopted from the convolution operation in time-domain. Consider a discrete
function of the form f(x) ∈ l and another discrete function or kernel function
g(x) ∈ Rd, then the convolution operation is defined as

h(y) =
d∑

1

f(x) · g(y · d − x + c) (8)

where c = d − s + 1 is an offset and s is the stride. This operation is adopted in
deep learning and the kernel function or filters are learned form the data. In the
current work, 1-dimensional CNN is used. Let D = {c1, c2, · · · , cl}denote the
sequence of tokens and l denotes the no of words in the sequence. V denotes the
vocabulary of words, d is the dimensionality of embedding for words, VD ∈ Rd×l.
The objective is to perform 1-dimensional convolution and learn filters (or ker-
nel functions) specific to the data f ∈ Rdxp where p is the window of characters
to form feature map fmover the window of tokens V [∗, k : k + p]. The feature
map thus obtained is operated by activation function, e.g. rectified linear units
(ReLU) fm(x) = max(0, x). The non-linear function allows to learn a decision
boundary with non-linear nature. After obtaining feature maps, pooling opera-
tion is performed to down sample the size of feature map. The most commonly
used pooling approaches are average and max pooling. In the current work max
pooling is used is used which returns the maximum value by operating on the
feature maps. The window size used for pooling is 2. CNN approach learns the
features by itself, eliminating the difficult task of finding the right features. CNN
efficiently exploits the locality information via convolution operation applied on
to the input vector (one-hot, vector indices etc.). In this paper, the tokens are
mapped to their corresponding indices in the V . The output of the pooling
operation is passed to a fully connected softmax layer. This layer computes the
probability distribution which gives information about the labels.

softmax(xT w + b) =
exp(xT wi + bi)

J∑
j=1

exp(xT wj + bj)
(9)

where wi, bicorresponds to the weight vector, bias of jthclass.

3.4 Regularization via Dropout

In order to handle the over-fitting issue of parameters (cause for poor models),
regularization via dropout is utilized [41] in the current work for LSTM and
CNN. The dropout parameter is fixed as 0.3 for the current experiment. Dropout
selects few neurons randomly and removes (or drops connections input and out-
going to neurons) during the training process such that the activations from
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those during forward and backward pass to find weights are not used. Let
l ∈ {1, 2, ..., L} denotes L hidden layers, yl denote the output vector from layer
l, W l and bl denotes the weight and bias at layer l. In the dropout operation,
the sampled output vector ŷl is obtained as

ŷl = rl ∗ yl (10)

where rl is a vector of random variables following Bernoulli distribution and the
update will be

yl+1 = W l+1yl + bl (11)

The vector rl is element-wise multiplied with yl to obtain the thinned or sampled
new output vector. Intuitively, during the dropout process, the weights of cer-
tain neurons wont get tuned for some specific features or specializes. To balance
the missing neurons, neighboring neurons will be used to find the representa-
tion during training and co-adaptions will not happen as in the case of normal
network. This will make the network capable to handle the over-fitting issue.

3.5 Training and Softmax Classifier

The values of the parameters are fixed by defining a cost function and minimiz-
ing the error of the cost function (w.r.t to parameters) using gradient descent
method. Through gradient descent algorithm and back-propagation, the weights
are adjusted as the gradient of the error, −∂E

∂w , of the defined cost function
decreases. This means that if the weight parameter is perturbed, how much
it effects error. The negative sign is added as the direction where the error is
reducing. The learning happens by propagating the gradients back from the
error. Properly learned weights provide better classification. For the sequence
classification problem, loss function commonly used is cross-entropy loss. It is
defined as

Hy′ (y) := −
∑

i

y
′
i log(yi) (12)

where yidenotes the probability distribution of predicted ithclass and y
′
idenotes

the true probability distribution. The loss function finds the importance as it
gives a measure about data loss, which can be obtained using predicted and true
labels. During testing, the output layer of the aforementioned network is given
to Eq. 9 which provides the probability distribution related to each class.

4 Experiment and Evaluations

The sentiment analysis of tweets in Malayalam language are performed using
CNN and LSTM. A 10-fold cross-validation results are obtained and an average
score is obtained using metrics such as precision, recall, F1-score and accuracy.
The experiments tries to find out (1) how well the CNN and LSTM models per-
forms through the evaluations at different parameter configuration (2) and to
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find the configuration for CNN and LSTM which gives better results for iden-
tifying the sentiment of tweets in Malayalam language. The evaluations gives a
comparison between the performance obtained for CNN and LSTM models at
different parameter configurations. All the experiments are ran for 100 epochs to
generate the model and 10-fold cross-validation is performed. The experiments
are performed at word-level. Initially, a unique dictionary was created from the
annotated dataset and to find the vector representation for each tweet, after pre-
processing (removing urls, @-mentions, #−tags, unwanted recurring symbols)
each token in the sequence is replaced with its index location in the dictionary
thus forming a vector representation for the tweet. The vectors corresponding
to each tweet are padded with zeros to make the length same.

4.1 Dataset

Due to the lack of dataset for experiment, 12922 tweets in Malayalam language
were extracted using the API and manually annotated each one into three sen-
timent category or class such as positive, negative and neutral. Table 1 gives the
detailed distribution of sentiment data used for experiments.

Table 1. Sentiment data

Positive 3170

Negative 3126

Neutral 6626

Total 12922

4.2 Models

Initially, a unique vocabulary of token is created with which every tweets cor-
responding indices vector is generated. The tokens in each tweet are replaced
with its corresponding index number in the vocabulary. Zeros are padded to
the vectors to make the length same. In this experiment the length of such vec-
tor is fixed as 100 and it is fed to the network. For training with CNN using
adam optimizer, four different models are generated by keeping the number of
filters in each case as 32, 64, 128, 256. The network consists of one convolution
layer with global max pooling and stride chosen as 1. For CNN based experi-
ments, the architecture used in the current work closely follows [16]. One of the
aim of the experiment is to find the filters from the set suitable for the senti-
ment analysis task. Similarly, for LSTM, to find the model which gives better
results, four different models are generated by changing the number of LSTM
cells as 32, 64, 128, 256. The architecture followed for LSTM is similar to one dis-
cussed in [42]. In order to deal with over-fitting issues, dropout parameter is set.
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The learning-rate parameter is set to take default value. Three different activa-
tion functions are chosen during evaluations as shown in Eqs. 13, 14 and 15. The
parameter α is set to default values for each functions depending on which the
negative values get skewed.

1. Rectified Linear Units (ReLU)

fm(x) = max(0, x) (13)

2. Exponential Linear Units (ELU) [35]

f(x) =
{

x, x > 0
α(exp(x) − 1), x ≤ 0 (14)

3. Scaled Exponential Linear Units (SELU) [36]

f(x) = λ

{
x, x > 0

α(exp(x) − 1), x ≤ 0 (15)

4.3 Result and Discussion

Tables 2 and 3 exhibits the evaluation results obtained on the prepared dataset
using CNN and LSTM models. The number of filters chosen for CNN based
experiments are 32, 64, 128, 256. The kernel size is set as 3 for all the cases.
The filters are learned through back-propagation process driven from the data.
The filter values acts as the weight values for CNN and the purpose is to learn
relevant patterns or specific features from the data. For 32 filter operations,
it creates 32 feature different feature maps which undergoes pooling operation
before its made fully connected and the dense vector is passed to the softmax
layer. Similarly, with filters 64, 128, 256. The non-linearity is introduced using
the chosen activation functions (ReLU, ELU, SELU in the present paper). In
order to deal with the over-fitting issue, dropout parameter is set to 0.3 which
randomly removes 30% connections. This ensures that neurons learns co-adapted
features and not get tuned to learn specific features. Since the dataset prepared
for the experiment need more number of tweets to generalize the results, the
paper presents an evaluation obtained via 10-fold cross-validation and Table 2
shows the average scores obtained during the evaluation. For the iterative train-
ing of the network with adam optimizer, the epoch parameter is set to 100,
learning-rate as 0.01, mini-batch set as 64. It is observed that as the epochs
increased, the loss was decreasing during training. The present work is first in
this direction to perform sentiment analysis on tweets in Malayalam language
using CNN. From the evaluation results, it can be observed that as the number
of filters increases the scores are improving. This behavior is similar for the three
activation functions. ELU and SELU activation functions, compared to ReLU,
improves the learning capacity of the deep networks which is evident from the
results obtained. The α parameter chosen for ELU is default (1.0). SELU acti-
vation function is a variant which improves ELU and the effect of ELU, SELU
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on improving the learning characteristics of the deep network is well explored in
[35,36]. The experiment conducted using the three activation functions shows its
effect and importance for using it to train the network for tasks like sentiment
analysis. Table 3 shows the results obtained for LSTM. The number of LSTM
units or the hidden states chosen for the experiments are 32, 64, 128, 256 and
each network is trained for 100 epochs using adam optimizer with learning-rate
as 0.01, mini-batch size set as 64. It is observed that as the epochs increased, the
loss was decreasing during training. Similar to CNN, to introduce nonlinearity
in the experiments using LSTM, ReLU, ELU, and SELU activation functions
are used. Observing the cross-validation results, ELU and SELU, compared to
ReLU, improves the scores as the number of LSTM unit increases. The challenge
and the motivation to work on sentiment data (e.g. tweets) in Malayalam lan-
guage can be observed from the following examples (the tweets are converted to
phonemic form for general understanding, originally its in Malayalam language).

Table 2. Evaluations of CNN models

Activation Function Method Precision Recall F1-score Accuracy

ReLU CNN 32 0.9546 0.9534 0.9554 0.9534

CNN 64 0.9664 0.9605 0.9620 0.9605

CNN 128 0.9743 0.9729 0.9733 0.9729

CNN 256 0.9759 0.9746 0.9750 0.9746

ELU CNN 32 0.9664 0.9632 0.9673 0.9632

CNN 64 0.9743 0.9721 0.9732 0.9721

CNN 128 0.9768 0.9753 0.9757 0.9753

CNN 256 0.9825 0.9819 0.9821 0.9819

SELU CNN 32 0.9601 0.9693 0.9695 0.9693

CNN 64 0.9769 0.9753 0.9757 0.9753

CNN 128 0.9779 0.9766 0.9769 0.9766

CNN 256 0.9794 0.9784 0.9787 0.9784

e.g.; ayyO... ivan lApuTOpu mOshTiCCatu kaNTO..?? kaLLan ANEngkilum
sammatiCCu mOne!
eg; ishTappeTTAl...oru...laikku...I...paTaththinum...I...pEjinum
eg; viTTile kASu aTiCCumARRi nATu viTTallO
eg; en svaram pUviTum gAnamE.. I vINayil nI anupallavi..

From the dataset, it is observed that the tweets exhibit sentiments directly,
indirectly as in sarcasm, proverbs, portions of songs etc. The advantage of deep
learning is that it can learn by its own from more labeled examples which in-turn
takes away the laborious task of feature engineering as in traditional methods.
The experimental results obtained for CNN and LSTM shows that both provides
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competing scores, event though LSTM with SELU activation function is better
for the task of detecting sentiment of tweets in Malayalam language. The present
work did the following

1. performs sentiment analysis task for tweets in Malayalam language on man-
ually annotated dataset due to its absence.

2. addresses the sentiment analysis task via deep learning methods such as CNN
and LSTM.

3. explores the effect of activation functions such as ReLU, ELU and SELU for
the task and provided cross-validation results to support it.

Table 3. Evaluations of LSTM models

Activation Function Method Precision Recall F1-score Accuracy

ReLU LSTM 32 0.9685 0.9644 0.9655 0.9644

LSTM 64 0.9700 0.9676 0.9682 0.9676

LSTM 128 0.9764 0.9752 0.9755 0.9752

LSTM 256 0.9827 0.9826 0.9828 0.9826

ELU LSTM 32 0.9733 0.9710 0.9716 0.9710

LSTM 64 0.9736 0.9719 0.9723 0.9719

LSTM 128 0.9748 0.9733 0.9737 0.9733

LSTM 256 0.9775 0.9763 0.9766 0.9763

SELU LSTM 32 0.9726 0.9711 0.9714 0.9711

LSTM 64 0.9730 0.9704 0.9711 0.9704

LSTM 128 0.9738 0.9719 0.9725 0.9719

LSTM 256 0.9823 0.9824 0.9823 0.9824

5 Conclusion and Future Work

The paper presents sentiment analysis of tweets in Malayalam language using
deep learning approaches such as convolutional neural network (CNN), and long
short-term memory units (LSTM). Due to the absence of dataset, tweets in
Malayalam language are extracted using API and manually annotated 12922
tweets into three sentiment categories such as positive, negative and neutral.
The current work is first in its kind in this direction. In the experiment, the
CNN is trained using four different filters taken as 32, 64, 128, 256. Since the
dataset prepared for the experiment need more number of tweets to generalize the
results, the paper presents an evaluation obtained via 10-fold cross-validation.
For the experiment using LSTM, four different LSTM cell parameters such as
32, 64, 128, 256 are considered. Both the experiment uses three different activa-
tion functions such as ReLU, ELU and SELU to introduce nonlinearity in the



332 S. S. Kumar et al.

network. It is observed from the experiments that activation functions ELU and
SELU improves the scores for CNN and LSTM. Comparing the results obtained,
LSTM with SELU activation function is having competing results than CNN
with 0.9823 as F1-score, 0.9824 as recall, 0.9823 as precision and 0.9824 as accu-
racy. As future work, the proposed approaches are planned to apply on a larger
corpus.
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Abstract. Traditional citation networks which form the basis of study
of community interaction tend to leave out a lot of articles which are
related to a community but have not been directly cited by the mem-
bers of it. As a result, the parameters estimated during the study of
community interaction remain fairly inaccurate. In this work, we tend
to perform a more accurate community interaction study by proposing
a context-aware citation network which allows inclusion of papers to a
community which have both direct as well as indirect relevance to the
existing members of the community. A comparative analysis of computer
science community networks built upon the proposed citation network
and traditional citation network using the CiteSeer dataset show about
20–30% better results in favour of the former.

1 Introduction

Since the last decade, citation network has emerged as the most promising way
to organize scientometric data in order to draw inferences about publications,
authors and their interactions. It has also proved to be effective in studying
the community structure in different fields such as physics [1] and computer
science [2]. However, using the regular citation network for community analysis
has some limitations. A lot of articles which are related to a community but have
not been directly cited by the members of it are left out. Consider for example,
the paper on ‘A binary feedback scheme for congestion avoidance in computer
networks (1990)’ has not been cited by ‘Myths About Congestion Management
in High-Speed Networks (1992)’. However, the former has an influence on the
research work of the later and should have an edge between the two in the
citation network. Unfortunately, the regular citation network has no means to
uncover these indirect citations, hence the community interaction study remains
inaccurate.

Such kind of related papers can be uncovered by considering the citation con-
texts of the paper which provides a useful way to identify the main contributions
of a scientific publication. Authors refer to the articles by briefly presenting key
points of the cited article in citation context and thus citation context contains

c© Springer International Publishing AG 2017
A. Ghosh et al. (Eds.): MIKE 2017, LNAI 10682, pp. 335–347, 2017.
https://doi.org/10.1007/978-3-319-71928-3_32
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representative keywords for the cited work. These keywords provide a broader
description of the cited paper, thereby helping in inclusion of papers which have
impact on the cited paper but may have been left out in traditional citation
network.

In this work we propose to build a context-based citation network [3] as
an improvement to the traditional citation network and show via comparisons
that the study of community interaction becomes more accurate if performed on
context-based citation network. The comparative analysis was performed using
the same set of metrics in both cases and it was found that the context-sensitive
approach shows a 20–30% increase in the FOMD and Flake-ODF values while
rest of the metrics have shown around 5–7% increment in their values.

1.1 Related Work

A citation context is essentially the text surrounding the reference markers used
to refer to other scientific works as shown in Fig. 1. Citation context have been
for recommending high quality citations using neural probabilistic model as pro-
posed in [3,4]. However, citation context can have other implications as well, such
as providing necessary inputs to improve the traditional citation network which
is the main motivation for our work. In [5], structural and functional definitions
of network communities are distinguished.

Fig. 1. Highlighted citation context of papers referred by 19 & 20

1.2 Contribution

The prime focus of this work has been to improve the traditional citation net-
work, by performing citation context analysis, so as to include more papers that
are similar/relevant to a particular paper but are not directly cited by the paper
itself. To achieve this we have modified the directed citation network to become
a term labelled directed citation network based on which a similarity index has
been calculated for every pair of non adjacent nodes and thereby include such
an edge if it crosses a certain threshold (Sect. 3). This is followed by building of
communities using the context-sensitive citation network, analyzing its outcome
and comparing with the traditional citation network.
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2 Dataset Description

The dataset considered in this work is from the Citeseerx digital library1 con-
sisting of 63158 unique papers. The data was scraped and saved in a database,
the schema of which is shown in Fig. 2.

Fig. 2. ER diagram of the dataset

2.1 Field Tagging

The field tagging process assigns fields of study to each article in our filtered
dataset. One particular paper can be interdisciplinary and can belong to multiple
communities in the network hence has multiple fields of study.

Our dataset did not inherently have the required field information hence
we used the Microsoft Academic Search Engine for field tagging(around 55% of
papers) and the remaining untagged papers have been tagged by us using their
titles(around 11.11%). The papers of computer science domain are categorized
into twenty-three Computer Science Fields of Ground-truth Communities as
noted in Table 1. As a result, out of all the articles, around 43000 papers get
divided into clusters of communities.

2.2 Classification of Papers into Single Communities

To classify papers tagged by Microsoft Academic Database in multiple communi-
ties to a single community we perform Citation-enhanced Keyphrase Extraction
similar to [6] and generate phrases with inverse document frequency (idf) values.
We then use these idf values to score papers for various communities and classify
the paper into one with the highest score.

Let there be a research paper, ‘P’, and some communities C :=
{C1, C2, ...Cn}. And there be a function, f(P ) ∈ C. Now suppose papers which
cite P have contexts: S = {S1, S2, ...Sj}. We follow the following procedure:

1 http://citeseerx.ist.psu.edu/index.

http://citeseerx.ist.psu.edu/index
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Table 1. Computer science ground truth communities

Community Abbreviation % papers (may
belong to ≥ 1
community)

% papers classified
to single community

1 Artificial
Intelligence

AI 12.74 10.40

2 Algorithm and
Theory

AlGO 25.47 31.34

3 Hardware and
Architecture

ARC 11.9 2.92

4 Bioinformatics &
Computational
Biology

BIO 15.84 0.55

5 Computer Vision CV 19.92 0.98

6 Databases DB 7.04 14.25

7 Distributed and
Parallel Computing

DIST 6.07 18.38

8 Data Mining DM 9.82 2.89

9 Graphics GR 0.3 1.28

10 Human-Computer
Interaction

HCI 0.4 2.04

11 Information
Retrieval

IR 4.1 7.32

12 Machine Learning
and Pattern
Recognition

ML 3.41 2.50

13 Multimedia MUL 3.39 0.95

14 Natural Language
and Speech

NLP 3.06 2.53

15 Networking NW 10.07 7.80

16 Operating Systems OS 23.64 3.81

17 Programming
Languages

PL 4.57 7.53

18 Real Time
Embedded Systems

RT 11.03 4.76

19 Scientific
Computing

SC 7.05 0.43

20 Software
Engineering

SE 9.84 2.40

21 Security and Privacy SEC 9.38 1.20

22 Simulation SIM 13.82 4.08

23 World Wide Web WWW 8.36 4.66
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1. Preprocessing of citation contexts.
1: for each paper P do
2: for each context s in S do
3: s1 ← Remove stop words form s
4: s2 ← Stem all words in s1 using Porter Stemmer
5: s3 ← Generate n − grams upto 3 using s2
6: end for
7: end for

2. Count the number of times a particular n-gram occurs for a community.
1: for each n-gram nj possible do
2: Initialize 23 counters, one for each research community, to 0.
3: end for
4: for each community Ci a paper P belongs to do
5: for each ngram nj in s3 for paper P do
6: Increment count of nj for community Ci

7: end for
8: end for

3. Calculate idf as follows. (idfi,j denotes idf of ngram ni for community Cj)
1: for each n-gram nj possible do
2: for each of the 23 communities Cj do
3: idfi,j ← log

count total papers in Cj for the data set
count of occurance of ngram ni for community Cj (as calculated in step 2)

4:

5: end for
6: end for

4. Classify each paper into a single community.
1: for each paper P do
2: Initialize counters to keep score for all 23 communities to 0
3: end for
4: for each ngram ni in s3 for paper P do
5: for each of the 23 communities Cj do
6: Increase community score for Cj for paper P by idfi,j
7: end for
8: end for
9: Paper P is classified in to community which has the maximum score

3 Construction of the Citation Network

3.1 Preprocessing

The citation context were filtered to remove stop-words. Keywords from all the
articles were consolidated to form a global dictionary of about 400000 terms.
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3.2 Citation Network

A citation network is formed with articles as nodes, and an edge from article i
to article j iff i contains a citation to j, where i, j ε A. We form a direct citation
network from the dataset using ‘citations.txt’ where we have one DOI citing
another DOI. The Citation network we created consists of 407542 edges.

3.3 Term Labelled Citation Network

Let A be the set of all articles. Let T be the global set of all terms used in all
articles in A. A term-labelled citation network Fig. 3, denoted by G(A, C), is a
directed graph with set of edges C = A × A where (i, j) ε C iff article ‘i’ cites
article ‘j’. The edge (i, j) is labelled with all terms in Tij where Tij ⊂ T and Tij

is the set of all terms that appear in at least one citation context in article i to
article j. Note also that Tij = φ, if there is no citation from article i to article j,
or the citation context has no term in it.

Fig. 3. Term-labelled citation network

4 Proposed Methodology

4.1 Tagging Papers with a Set of Keywords

I We merge the citation contexts for each paper. Suppose citations data con-
tains a row (DOI from, DOI to, citationContext) =>(i, j, Ck) then for each
paper j, we merge Ck’s of all rows where j appears in DOI to column.
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II We extract keywords from each filtered citation context using global set,
T. For each unique paper considered in our study, we take the union of all
such extracted terms. Using this data, we create a Term-Labeled Citation
Network for our dataset.

III In the Term-Labelled Citation Network, we pick up each paper ‘j’ ε A, and
for every (i, j) ε C, we form a union Uj of the terms in set Tij .
Now, Uj contains a set of all terms that describe ‘j’ i.e. they exist at least
once in any citation context of all papers ‘i’ that cite paper ‘j’.

IV For each unique DOI ‘j’ ε A, we combine Uj with the already existing set of
keywords for that paper.

4.2 Similarity of Term Sets

Let Gi denote the articles that are directly cited by article ‘i’ and Ti be the set
of terms defining the article ‘i’.

Once we have all terms defining each article ‘i’ denoted by Ti, a term set
comparison is done of every article i with each article j, where j ε (A − Gi).
We determine the similarity between term set Ti and each term set Tj and
rank articles in (A − Gi) in decreasing order of similarity. Keeping a minimum
threshold of n common terms, we extract the top five (or less) articles in the
ranking and make edges (both inbound and outbound) between i and these
articles as can be seen from the dotted lines between the papers ‘G’ and ‘Y’ in
Fig. 3.

The improvised citation network after considering citation context analysis
gives about 6500 additional edges, which were earlier not part of the citations
dataset.

5 Community Network

A community network is a directed weighted graph and can be defined formally
as a graph G(V, E) where,

V = set of vertex, each vertex representing a community
E = set of edges, there exists an edge from community u to v if a paper in

community u cites some paper in community v
wE = edge count, an edge from u to v has weight w if is the total number of

citations from any paper in u to any paper in v.
A community network is created on top of the citation network with the aid

of the fields annotated to the papers. This is further used to represent the inter-
action between the research communities, to show how one community depends
on other communities for growth or may be helps them to grow instead.

We create community graphs on traditional as well as context based citation
networks, then perform metrics evaluation on both and compare the results to
validate improvements on the traditional community network proposed in [2].
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6 Metrics Evaluation and Comparison

The scoring functions [2] that have been evaluated to characterize how
“community-like” is the connectivity structure of nodes in a community net-
work are Expansion (EXPN), Cut Ratio (CUT), Fraction over median
degree (FOMD), Conductance (COND), Flake-ODF (ODF) and
Inwardness (INWD).

6.1 Detailed Analysis of the Transitions in Graph

The proposed algorithm has been run using a minimum threshold value of 5 and
then 7 for the similarity index of two papers, i.e. when the |keywords of paper 1
∩ keywords of paper 2| > threshold value2. For example consider 2 non adjacent

Table 2. Percentage change in metric values of the improvised network with respect
to that of the citation network (using threshold 5)

FOMD COND CUT EXPN INWD ODF

AI 23.91111111 0.05140325205 7.060654101 7.060654101 6.249464699 24.64040025

ALGO 23.84982639 −0.1863917373 8.078769207 8.078769207 6.639635477 26.59033079

ARC 28.61271676 −0.1679844694 5.048629002 5.048629002 5.083101063 32.13773314

BIO 33.33333333 0.02677645011 2.617397998 2.617397998 3.986710963 61.11111111

CV 21.88841202 −0.03512541487 3.779665983 3.779665983 2.638629536 30.96774194

DB 28.0620155 −0.2875886608 6.237638428 6.237638428 7.490801778 26.13156307

DIST 26.7817194 −0.1678107866 4.926427214 4.926427214 5.500712353 25.48828125

DM 24.68856172 −0.1342349124 6.890195972 6.890195972 6.836566182 26.5323993

GRP 22.42314647 0.05707913097 3.833107191 3.833107191 3.514326421 33.5243553

HCI 29.14171657 0.02311113077 3.107505456 3.107505456 2.923371449 35.88235294

IR 27.6340694 −0.087180401 6.222726837 6.222726837 6.358722069 35.72093023

ML 21.56156156 −0.0518662961 4.746119338 4.746119338 5.245283019 28.994614

MUL 26.9047619 −0.0872297783 3.013976315 3.013976315 3.142991423 35

NLP 24.58857696 0.547107432 7.473979845 7.473979845 4.954217126 31.62274619

NW 26.91867125 −0.4421937608 4.938986372 4.938986372 5.815988499 32.03342618

OS 23.41434499 −0.04005713242 4.884920581 4.884920581 4.372213247 23.41376229

PL 24.63942308 −0.09315561805 7.641857792 7.641857792 6.460235671 27.01271186

RT 23.19376026 −0.03205419793 5.277127752 5.277127752 4.589043873 25.70332481

SC 21.27659574 −0.003138646069 4.688332445 4.688332445 5.389755011 30.76923077

SE 28.70813397 −0.1995223817 3.857820833 3.857820833 5.116126532 35.32818533

SEC 28.82882883 −0.08211246457 3.391346 3.391346 4.915055432 29.61275626

SIM 23.42901474 0.01965921689 3.846070555 3.846070555 3.307605093 31.63972286

WWW 28.16386247 −0.08903958947 4.242135367 4.242135367 6.499169783 36.11416026

2 keywords here represent the set of keywords mentioned in papers + keywords
extracted from the citation contexts of the paper.
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papers P1 with keywords {X1, X2, X4, X5, X7, X9, X11} and P2 with keywords
{X1, X2, X5, X7, X9, X10, X11}. If the threshold is taken to be 5, an edge will be
added from P1 to P2 (and also from P2 to P1) in the improvised citation network
because the intersection of their term sets results in {X1, X2, X5, X7, X9, X11}
which has cardinality 6 > 5. Table 2 shows the results of our study (considered
interdisciplinary behaviour of research papers) in terms of percentage change in
the metric values based on which the following inferences were drawn:

1. Cs and Ms values have increased for all communities due to the addition of
new edges in the network. Expansion and inwardness values have increased
in the improved network, depicting that even at the node level the inter-
community edges have increased supporting the fact that there is a slightly
higher influence of papers from other communities for the growth of a partic-
ular community and vice-versa as compared to the study previously done.

2. The higher inwardness values for all the communities itself brings out the
fact that the degree of authoritativeness of communities like DB, AI, ALGO,
IR and WWW have shown a rise in figures because of increased number of
citations received from papers from other communities. We can therefore infer
that the papers have shown an increased interdisciplinary study behaviour.

3. The conductance values have increased for six communities i.e. AI, BIO, GRP,
HCI, NLP and SIM and decreased for all others indicating the fact these six
communities are growing by citing more number of papers from outside their
own community and are less involved in research work within themselves.
This can be a major indication of the possibilities of collaborative research.

4. A high FOMD value suggests that a community’s in-citations from nodes
within the community is high showing that there are more chances of presence
of potential candidates to being seminal papers in the community which may
have been overlooked in the earlier analysis. The FOMD values have increased
for all the twenty-three communities.

5. The values of cut-ratio have also shown an increase for all communities
thereby implying an even more increase in the number of inter-community
edges in the context based citation network.

6. The Flake-ODF values have also gone up for all the communities depicting
the fact that there are now more papers in a community that are citing papers
from other communities more than papers from their own community.

Considering 7 as threshold value, not much difference was observed which clearly
shows that above a certain value even if there is an increase in threshold value,
very few new edges are added to the citation network and the study is not much
affected. This leads to a conclusion that there will come a certain point when
increasing the threshold will bring back the original citation network again.

The metric values when single community classification is done and threshold
is kept as 5 is shown in Table 3 (Figs. 4, 5, 6 and 7).
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Table 3. Percentage change in metric values of the improvised network with respect
to that of the citation network (using threshold 5 and single community classification)

FOMD COND CUT EXPN INWD ODF

AI 6.0322854715 −0.0027325566 4.404185538 4.404185538 5.762283237 33.0860534125

ALGO 6.5474808451 −0.0654558965 6.9072124604 6.9072124604 5.4276315789 27.6951672862

ARC 9.8214285714 0.3847596709 2.6654619381 2.6654619381 5.2331432405 50

BIO 4.7619047619 −0.2610038399 2.7586206897 2.7586206897 4.8850574713 52.9411764706

CV 5.2083333333 1.3069814398 2.3952095808 2.3952095808 2.135678392 52.7777777778

DB 9.0573012939 0.3118670996 5.1963210234 5.1963210234 7.0044361429 35.2760736196

DIST 7.8204534938 0.2118237223 5.1432738504 5.1432738504 4.9120492524 30.7913669065

DM 6.6844919786 −0.0732215468 4.1675571703 4.1675571703 6.1633663366 22.8187919463

GRP 5.5555555556 0.3316426063 3.6393713813 3.6393713813 4.6181172291 25.4901960784

HCI 6.9565217391 0.3385920271 2.3359840954 2.3359840954 5.3333333333 106.4516129032

IR 8.025477707 0.2155716088 6.3340304751 6.3340304751 5.8067327596 46.9072164948

ML 7.2727272727 0.1194025539 3.1431187061 3.1431187061 5.6475903614 35.3982300885

MUL 15.5555555556 0.201857878 1.4692378329 1.4692378329 5.0243111831 100

NLP 3.7542662116 −0.0806210809 3.4090909091 3.4090909091 3.3772652389 52.5614754098

NW 13.4099616858 0.9158179949 3.2544080605 3.2544080605 10.4537938637 22.9885057471

OS 5.2854122622 0.08470524 3.5650040883 3.5650040883 3.4665782053 64.2857142857

PL 5.6131260794 0.0832700957 8.8361164723 8.8361164723 5.3833719868 34.7058823529

RT 6.1692969871 0.0357255429 6.4995477452 6.4995477452 3.8733171485 26.368159204

SC 8.5106382979 0.4667832168 4.8442906574 4.8442906574 1.821192053 28.2352941176

SE 7.6923076923 0.2083569666 2.9874718921 2.9874718921 5.0420168067 30.7692307692

SEC 15.2173913043 0.7176755035 4.2228739003 4.2228739003 14.6694214876 51.4705882353

SIM 6.5708418891 −0.0475189936 4.5358038989 4.5358038989 3.9578324394 76.1904761905

WWW 6.25 −0.1424653265 4.1111534069 4.1111534069 5.3492063492 31.3953488372

Fig. 4. Expansion and inwardness values
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Fig. 5. FOMD and conductance values

Fig. 6. Cut-ratio values

Fig. 7. Flake-ODF values
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7 Conclusion

An edge in a citation network carries more information than just a single binary
relation. Terms used in citation contexts can be exploited to describe the cited
article in a better way without considering its actual content. Considering only
direct citations constricts us from taking into account all those articles which
were similar to the citee but were not directly cited and hence include them
in the topic under consideration. This can make the study of citation networks
more accurate and brings out better results. The impact of the ground truth
communities on each other could be analyzed and studied in a better manner
on this improved citation network.

Several network parameters other than citation context can be taken into
consideration to further enhance the study. A network formed as a result can
improve the study to a larger extent and at the same time bring out some more
patterns in the impact of these ground truth communities over each other. Our
study had some limitations (like small dataset) which can be improved to better
emphasize the facts that we could show only on a small scale. As of now the
study is limited to computer science sub-communities, but with a much bigger
dataset it can be expanded to highlight characteristics and limiting factors of
citation and community networks for broader fields of study. Temporal analysis
can be done to understand the change in the metric values over time for all
the communities and study the impact, rise and fall of the communities with
time. In addition to using ground truth to form communities, we could also use
verification mechanism to ensure that the newly formed communities are more
authentic and sensible. Outlier analysis on the networks might also bring out
interesting results.
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Abstract. Millions of tweets are posted on twitter during disaster.
Many prior studies discussed about detection of situational and non-
situational information occurred during disaster. It is difficult task to
detect the tweets related to the resources because tweets related to the
resources is a subset of the situational information. During disaster the
data are unlabeled. It is not possible to predict the data in supervised
classifier without labels. Hence, a classifier based on the informative
words for detecting the resources is proposed in this work. It is trained
with past data and tested with future events. In this work, the Italy
earthquake 2016 data-set is used which is provided by SMERP 2017.
First day tweets are used for training the classifier and second and third
day tweets are used for testing purpose. The proposed features outper-
forms than Bag-Of-Words (BOW) in both in-domain and cross-domain
schemes.

Keywords: Resources · Twitter · Cross-domain

1 Introduction

Social media plays a vital role in communicating and to understand the situation
of the events during disaster. The best examples for social media are Twitter,
Facebook etc. Among them, Twitter become more popular because of real-time
nature and limit of the tweet length. Most of the recent research studies [1–7]
have shown the importance of twitter to understand the situational awareness
during disaster. A colossal amount of information’s were posted on the Twitter
during disaster. Many prior works focused on detecting the situational informa-
tion on the twitter during disaster [4,5,8–11]. Situational information includes
dead or injured people, missing, trapped, or found people, displaced people,
infrastructure and utilities damage, donation needs or offers or volunteering ser-
vices, shelter and supplies etc., and other related information to the disaster [10].
Detecting the tweets related to the resources is a difficult task because it is a
subset of the situational information [11]. Many organizations look for the infor-
mation related to the resources because the limited resources cannot be provided
to all the people [3]. Detecting the information related to the resources is very
c© Springer International Publishing AG 2017
A. Ghosh et al. (Eds.): MIKE 2017, LNAI 10682, pp. 348–358, 2017.
https://doi.org/10.1007/978-3-319-71928-3_33
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helpful for the organizations to provide the needy item for the people and also
victims for requesting the resources.

The detection problems are considered as an classification problem. The
supervised classifiers are adopted for the problem in [6,12,13]. In [12], the authors
developed a classifier for detecting the tweets related to earthquake during disas-
ter for Japanese language and developing an application for reporting Japanese
tweets. In [6], authors used a Convolutional Neural Network for detecting tweets
related to earthquake during disaster. The authors in [13], provided 19 different
crises data-sets between the years 2013 and 2015 for developing the automatic
method to detect different class labels during disaster. Additionally, it provides
the largest word2vec embeddings and human-annotated lexicons for different
lexical variations. They are very much useful for detecting the situational infor-
mation during disaster.

In this work, informative words from the twitter are mined for detecting of
resources during disaster. Based on the informative words, deployed a classifier
for training and testing data-set. The process is to extract the tweets related to
disaster and then classify them related to the resources. After the information’s
are classified based on the resources, organizations can plan accordingly based
on the information and victims can be helped. The main contributions of the
proposed work are as follows:

1. Mining informative words from the tweets during disaster.
2. Compared the proposed work with existing Bag-Of-Words (BOW) model in

both cross-domain and in-domain schemes.
3. Detecting the availability and requirement of resources during disaster with

the help of informative words.

The rest of the paper is organized as follows. The related works are discussed
in Sect. 2. Section 3 describes about the proposed work. Experiment results and
analysis are described in Sect. 4. Finally, the paper is concluded in Sect. 5.

2 Related Work

People pose messages on twitter during disaster which are helpful to the humani-
tarian organizations for disaster response efforts. Many approaches are developed
for detecting the tweets related to the disaster and they are explained in this
section. In [4], authors developed a system for extracting the situational informa-
tion from the Twitter during various disasters and crises with the use of natural
language processing and data mining techniques. The features such as Uni-gram,
Bi-gram, length of words, presence of re-tweets (forwarded tweet) and replied
tweets (the tweet is replied from others) are considered for it. After detecting
the situational information, there is a need for a summary related situational
information which unit help to get situational awareness because it is difficult
to read all the situational information from the tweets. Therefore, the authors
in [14], developed a model by ranking the tweets in a unified mutual reinforce-
ment graph. And also social influence of users and content quality of tweets are
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also taken into consideration for ranking the tweets. The tweet summaries are
produced at the end. In [10], the authors developed a framework for getting a
situational awareness with the help of abstractive summaries. For generating the
summaries of a tweets, there is a necessary to find the important set of tweets
from the whole tweets. The important set of tweets are found from the whole
information tweets by using the integer-linear programming based on optimiza-
tion technique. From it, the final summary is produced with the use of word
graph and concept event based abstractive summarization Technique.

During disaster, tweets includes not only situational information but also
non-situational information. Communal tweets is a subset of the non-situational
information. It has a great exposure during disaster when compared to non-
communal tweets. The authors in [15], characterize the communal tweets by
considering five recent disaster data-sets namely NEQuake, KFlood, GShoot,
PAttack and CShoot. They found that the communal tweets are not only posted
by the common people but also posted by many popular persons who have
thousands of followers. It is found that the users who posted communal posts
form a strong connected group for producing adverse effect during disaster in
a social network. However, most of the prior works discussed in the literature’s
were focused only on situational and non-situational information’s and also they
worked only on in-domain schemes.

Due to lack of communication between the victims and local government or
humanization organizations, there is a lot of resources were wasted during dis-
aster. And also humanitarian organizations couldn’t provide aid services to the
victims. Many of the requests and necessary aid activities were reported through
the twitter. Therefore, the authors in [2] developed a method for identifying the
tweets related to the resources. And also use the information retrieval methods
for finding the best match between the resource requirement and availability. The
fair result is shown in the classification of tweets related to the resource request
and availability, donation related and resource related messages. However, they
used more number of features which takes more time for processing and also the
method is applicable only for in-domain scheme. A method was developed in [1]
for matching the tweets between the resource requests or problem reports and
necessary aid activities for solving the problems during disaster. The proposed
method can be applicable only to the Japanese tweets. It cannot be used for
English tweets. And also the method doesn’t explains about the identification
of tweets related to the resources. The case study of the Nepal earthquake 2015
is described in [16] based on the whats-app chat data-set. It analyzes the types
of resources needed after-effect of the earthquake. But, they doesn’t provide
automatic detection of the resources from the tweets during disaster.

Hence, this paper focuses on detection of resources during disaster in both in-
domain and cross-domain with limited number of features. A classifier is utilized
based on the informative words on a tweets to detect them.
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3 Proposed Method

During 2016 Italy earthquake, 72,200 tweets were posted on Twitter. Organiza-
tions post the tweets on a twitter during disaster using the content words such
as help, army, aid, earthquake, mobilized etc. for helping the people by providing
the resources. People posts the tweets for the requirement of resources during dis-
aster by using the content words like blood, victims etc. This section describes
about the proposed features such as terms related to disaster, infrastructure
damage, communication, location, injury and human for detecting the resources
based on the tweets during disaster. Resources related to the tweets are catego-
rized into two types. 1. Availability of resources and 2. Requirement of resources.
Sections 3.1.1 and 3.1.2 explain about the tweets related and non-related to the
availability and requirement of resources respectively. There is no model available
for detecting the tweets related to resources based on the proposed features.

The steps involved in the proposed work are listed below:

1. Tweet collection
2. Pre-processing
3. Feature extraction & training phase
4. Testing phase

Each and every steps is explained in the Sects. 3.1 to 3.4.

3.1 Tweet Collection

Tweets corresponding to tweet id’s are crawling using twitter API. The examples
of tweets for related and non-related to the resources are presented in Table 1.

3.1.1 Availability and Requirement of Resources
From the collected tweets, relevant tweets are identified which mention the avail-
ability and requirement of some resources like food, drinking water, shelter,
clothes, blankets, blood, volunteers (human resources), tents, water filter, power
supply, etc. Tweets stating the availability of transport vehicles for assisting the
resource distribution process is also considered as relevant. Tweets indicating any
services like free WIFI, SMS, calling facility etc., is also relevant. In addition,
any tweet or announcement related to donation of money will also be relevant.

3.1.2 Non-availability and Requirement of Resources
General statements without referring to any resource is considered as a non-
relevant information. It may be include the tweets related to infrastructure
damages, injured people and affected people. It also include tweets which are
non-related to disaster event.
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3.2 Pre-processing of Tweets

After crawling, the tweets are preprocessed for reducing the complexity of the
classifier. The steps involved in pre-processing is explained below:

1. Normalization and Tokenization: Normalization is a process of changing all
the letters of the tweets to lower case. Dividing the tweets into the number
of tokens is called as Tokenization.

2. Stop-Words: The words are used commonly in all the tweets are called Stop-
words. Those stop-words has to be removed from the tweets.

3. Removal of numerals, URL’s, hash-tags(#), user-mentions(@) and unknown
symbols from the tweets has to performed.

Table 1. Some example of tweets for related and non-related to availability and require-
ment of resources

Availability of resource related tweets in SMERP LEVEL-1

#ItalyEarthquake we are sending food, water and medicine to survivors of the 6.2
magnitude earthquake @Redcross [URL]

A @ShelterBox response team will be in Italy within 24 h, to assess the need for
emergency shelter in Italy after today’s #earthquake

Availability of resource related tweets in SMERP LEVEL-2

KFC, MC Donald join family eateries at home and abroad in donating food and
funds after Italy Earthquake [URL]

Photo: Asylum seekers volunteer to assist in Italy earthquake rescue mission
@RadioRia via @breaking [URL]

Requirement of resource related tweets in SMERP LEVEL-1

Rieti hospital in Italy is asking for blood donors of all blood types #terremoto
#italyearthquake [URL]

I’m raising money for Help For Earthquake in Amatrice, IT. Click to Donate:
[URL] via @gofundme

Requirement of resource related tweets in SMERP LEVEL-2

Donate to day to help save Victims or provide Food Water etc. [URL]

Italians urged to Remove Wifi passwords to Help Earthquake Victims. Disaster
communications [URL]

Non-Related resources tweets

BREAKING: A magnitude 6.4 #earthquake has just hit #Italy near #Perugia. No
words on damage or fatalities yet. More to come

“No immediate reports of damage in quake that rattles Italy: [URL]

@philsnews @eCapitol Shawn @OKelections I go to Twitter for Oklahoma election
and earthquake results

What we know so far about the Italy quake, which has been revised to 6.2: [URL]
[URL]

The best good morning? Being wake up by an earthquake of course
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3.3 Feature Extraction and Training Phase

After pre-processing is done on the tweets, the proposed features namely disas-
ter, infrastructure damage, communication, location, injury and human related
terms are extracted from the preprocessed tweets. The proposed features are also
known as informative words. The proposed features is given as an input to the
Support Vector Machine (SVM) classifier to train and test the disaster data-set
(Tables 2 and 3).

Table 2. Proposed features for detecting the resources based on tweets

S. No. Features (Terms related to) Explanation (Tweet contains)

(1) Disaster Terremoto, Italy earthquake, quake,
earthquake, magnitude, major and hit terms

(2) Infrastructure damage Buildings, breaking, causalities, damage,
damaged, and infrastructure damage terms

(3) Communication Wifi, news, passwords, reported, report,
restoration and causalities terms

(4) Location Rome, Italy, near, cross and town terms

(5) Injury Blood, dead, aid, affected, donate and help
terms

(6) Human The terms are army, italian, people, victims,
injuries and rescue terms

Table 3. Proposed features with example tweets

S. No. Features Examples of features related to informative words

(1) Disaster Our condolences and sympathy to everyone affected
by the #Italy earthquake. We stand ready to help
with water purification units

(2) Infrastructure
damage

#Earthquake in Italy: at #Amatrice town high
damages, streets blocked and one bridge fell down.
Mayor ask for help [URL]

(3) Communication The Red Cross Wants Italians in Earthquake
Disaster Area to Deactivate Wi-Fi Passwords: Enter
your username a [URL]

(4) Location #ItalyEarthquake #RedCross asks folks near
epicenter disable wifi passwords, help 1st responders
communicate: @CNN [URL]

(5) Injury Terrible earthquake in central Italy Shocked. Our
Civil Protection Department needs blood. Please
help. #terremoto

(6) Human Red Cross requests Italians deactivate Wi-Fi router
passwords to ease earthquake rescue efforts [URL]
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3.4 Testing Phase

The proposed work is tested with BOW (Bag-Of-Words) model for the following
schemes:-

Scheme 1: In-domain & Scheme 2: Cross-domain

In-Domain. The training and testing of the proposed work is performed with
the same disaster event data-set, then it is called In-domain.

Cross-Domain. Cross-domain means performing the training and testing on
different disaster event data-set. Train the model with the past event data-set
and tested the model with the future event data-set. It is very much helpful
when the labeled data are limited.

4 Experimental Results and Analysis

The proposed work is implemented in Python Language [17]. SVM classifier [18]
with default RBF kernel is used for classifying the disaster data-set both in-
domain and cross-domain schemes. The details of the data-set which is used for
this problem is described in the Sect. 4.1. The proposed work is compared with
the existing BOW model by considering different parameters such as accuracy,
auc roc score, precision, F1-score and training time of the classifier. The proposed
work is implemented in both in-domain and cross-domain schemes and their
performance is evaluated in Sect. 4.2.

4.1 Data-Set

The SMERP 2017 data-set is used for implementing the proposed work. SMERP
2017 contains tweet id’s of the tweets which are posted on twitter at the time of
Italy earthquake August 2016 and it is provided by the track organizers. Tweet
id’s are categorized into two levels. Level-1 tweet-id’s represent the tweets posted
during first 24 h after the earthquake. Level-2 tweet-id’s represent the tweets
posted during second and third day after the earthquake. Total number of tweets
present in level-1 is 52,469 and level-2 contains 19,751 with 4 topics in the TREC
format [19].

Table 4. Comparison of proposed features with different combination of n-gram fea-
tures for SMERP level-1

Proposed features with Precision Recall F1-score Accuracy Auc Roc score

Uni-grams 84 96 90 90.3 90.9

Bi-grams 59 98 74 69.3 72.2

Trigrams 47 100 64 49.1 54.3

Both Uni-grams, Bi-grams 85 96 91 91.1 91.6

Uni-grams, Bi-grams & Trigrams 85 96 91 91.1 91.6
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Table 5. Comparison of proposed features with the different combination of n-gram
features for SMERP level-2

Proposed features with Precision Recall F1-score Accuracy Auc Roc score

Uni-grams 85 100 92 91.6 92.2

Bi-grams 56 95 71 63.6 65.8

Trigrams 48 97 64 50.0 53.2

Both Uni-grams & Bi-grams 85 100 92 91.6 92.2

Uni-grams, Bi-grams & Trigrams 85 100 92 91.6 92.2

4.2 Performance Measures

The proposed features are compared with different combination of n-gram fea-
tures such as Uni-gram, Bi-gram and trigram for SMERP level-1. And their
results are tabulated in Table 4. First column shows the proposed features with
different combinations of n-gram features. First row indicates names of the para-
meters. The proposed features with the combination of Uni-grams and Bi-grams
give better values when compared to other combination of features. Inclusion of
trigram features doesn’t have much impact on the result. The proposed features
with the combination of Bi-gram and trigram features doesn’t produce good
result.

Table 6. Comparison of Proposed features (PRO) as Uni-grams with Bag-Of-Words
(BOW) for Precision value

Training data-set Testing data-set

SMERP level-1 SMERP level-2

BOW PRO BOW PRO

SMERP level-1 44 84 46 88

SMERP level-2 44 80 46 85

Similarly, the comparison is made with different combination of n-gram fea-
tures for SMERP level-2. In this case, combination of Uni-grams provides better
result and the results are tabulated in Table 5.

Table 7. Comparison of Proposed features (PRO) as Uni-grams with Bag-Of-Words
(BOW) model for F1-score parameter

Training data-set Testing data-set

SMERP level-1 SMERP level-2

BOW PRO BOW PRO

SMERP level-1 61 90 63 94

SMERP level-2 61 87 63 92
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Table 8. Comparison of Proposed features (PRO) with Bag-Of-Words (BOW) model
for Accuracy parameter

Training data-set Testing data-set

SMERP level-1 SMERP level-2

BOW PRO BOW PRO

SMERP level-1 44.3 90.3 46.2 93.9

SMERP level-2 44.3 87 46.2 91.6

Table 9. Comparison of Proposed features (PRO) with Bag-Of-Words (BOW) model
for AUC ROC Score

Training data-set Testing data-set

SMERP level-1 SMERP level-2

BOW PRO BOW PRO

SMERP level-1 50.0 90.9 50.0 94.3

SMERP level-2 50.0 87.8 50.0 92.2

Table 10. Comparison of Training time of the Proposed features (PRO) with Bag-Of-
Words (BOW) model

Training data-set Testing data-set

SMERP level-1 SMERP level-2

BOW PRO BOW PRO

SMERP level-1 152ms 6 ms 144ms 6 ms

SMERP level-2 176ms 4 ms 180ms 6 ms

The proposed features are compared with BOW model in both in-domain
and cross-domain schemes with the parameters such as precision, accuracy, F1-
score and Auc Roc score and the results are shown from Tables 6, 7, 8 and 9
respectively. First column in table represents the data-set used for training and
second row in table represents the data-set used for testing. During disaster,
there is a need to reduce the training time for supervised classifier. Proposed
features reduces the training time compared to BOW model and it is tabulated
in Table 10. Proposed features outperforms well than the existing BOW model
for all parameters.

5 Conclusion

Social media often serves as a communication media during disaster. Most of
tweets contains the information related to the disaster and it includes the infor-
mation about the availability and requirement of the resources. During disaster,
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for detecting the tweets related to the resources, there is a need of labeled data
for supervised learning algorithm but getting labeled data is very difficult during
disaster. A method has been proposed based on the informative words of a tweets
for detecting the resources. And also training the labels with past data-set and
predicting the labels with future data-set. Proposed features outperforms than
the BOW model both in-domain and cross-domain schemes.
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Abstract. Recently, user generated contents have increased tremen-
dously in social media. Twitter is a popular micro-blogging platform
in which users share their feelings, opinions, feedback, etc. It has been
observed that microblogs are often associated with emotions. Several
studies have focused on assigning a given tweet to one of the available
emotion categories (e.g., anger, fear, joy, sadness). It is often useful in
applications to find the intensity of emotion in the tweets. The focus on
identifying emotion intensity is less in the literature. In this paper, we
focus on determining the level of emotion intensity in the tweets. We use
an ensemble of three methods: Convolution Neural Networks (CNN) with
word embedding features, XGBoost with word n-gram and char n-gram
features, and Support Vector Regression (SVR) with lexicon and word
embedding features. The final prediction of the given tweet is obtained
by the average of predictions of individual methods in the ensemble. The
performance of ensemble is better than the methods in the ensemble
due to diverse features. Our experimental results outperform baseline
methods.

Keywords: Social media · Sentiment analysis · Emotion detection

1 Introduction

Nowadays social media plays a very important role among Internet users. Twitter
is a social micro-blogging platform where people express their opinions, feelings,
arguments about different topics across the world. Tweets often contain senti-
ments and emotions expressed by the users. Several lines of research that focus
on tweets try to understand emotion or sentiment attached to it. Sentiment
analysis describes whether the tweet is positive, negative or neutral. Emotion
detection assigns the tweet to one of the given emotion categories (anger, fear,
joy, and sadness). Existing research in this context have mainly focused on
either sentiment analysis or emotion detection in Twitter [1,27]. The focus on
emotion intensity prediction is limited in the literature. It is often useful to find
the intensity of emotion in text in various applications, e.g., crisis management,
product quality, event reporting, etc.
c© Springer International Publishing AG 2017
A. Ghosh et al. (Eds.): MIKE 2017, LNAI 10682, pp. 359–370, 2017.
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In this paper, we focus on the following problem: Given a tweet and emotion
category, predict the intensity of that emotion in the tweet. We use three different
families of machine learning algorithms, Convolution Neural Networks (CNN),
XGBoost, and Support Vector Regression (SVR) to find the emotion intensity in
the tweets. Each algorithm is very popular in handling various machine learning
tasks. The predictions of each algorithm are averaged to get the final prediction.

Recently, a dataset is published in WASSA-2017 shared task in emotion inten-
sity [17] where the tweets are labeled with four emotion categories, anger, fear,
joy, and sadness. For each tweet, the intensity of that emotion is also provided.
Few example instances from that dataset are presented in Table 1. We use this
dataset to evaluate our proposed method.

Table 1. Example tweets showing emotion intensity

Id Text Category Intensity

10000 I asked for my parcel to be delivered to a pick
up store not my address #fuming
#poorcustomerservice

anger 0.896

20000 Job interview in the afternoon #nervous #ek fear 0.917

30000 Today I reached 1000 subscribers on YT!,
#goodday, #thankful

joy 0.926

40000 My #Fibromyalgia has been really bad lately
which is not good for my mental state. I feel
very overwhelmed #anxiety #bipolar
#depression

sadness 0.946

Rest of the paper is organized as follows. Related literature for current work
is described in Sect. 2. Next in Sect. 3, problem statement of our work is defined.
Details of the proposed method are presented in Sect. 4. Experimental evalua-
tion of the method is described in Sect. 5. We conclude the work by providing
directions for future research in Sect. 6.

2 Related Work

A large amount of work has been done to detect sentiments from twitter data.
Although, sentiment analysis is different from emotion intensity prediction, fea-
tures which are used in sentiment analysis can also be used in emotion intensity
prediction. Hence, in this section, we present related work from literature for
both sentiment analysis and emotion intensity prediction tasks.

Sentiment Analysis: Part-of-speech tag, lexicons, bag-of-words, emoticons,
linguistic features, semantic features, etc. are some of the common features used
in sentiment analysis. A hybrid approach which uses both corpus-based and
dictionary-based methods to find the semantic orientation of the opinion words
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in tweets is described in [13]. Agarwal et al. [1] used POS-specific prior polarity
features and tree kernel for sentiment analysis. Bag-of-words features along with
Sentiwordnet, lexicons, emoticons, etc. are used in [25]. Semantic feature is added
along with traditional features for sentiment analysis in [28]. Kouloumpis et al.
[12] used linguistic features and lexical resources. However, in all the above
methods emotion category is not considered.

Emotion Detection: A method with distant supervision for emotion classi-
fication is described in [26]. The public mood is modeled using Twitter mes-
sages in [4]. A dataset for emotion detection in Twitter is developed in [27]. The
authors have considered seven emotion categories, namely, anger, disgust, fear,
joy, love, sadness, and surprise. Another large dataset containing instances of
〈tweet, emotion category〉 annotation is created in [31]. The authors have used
emotion-related hashtags which are present in the tweets for the creation of
dataset. They have used unigrams, bigrams, sentiment words, and part-of-speech
features for emotion detection. They have also considered seven emotion cate-
gories similar to Roberts et al. [27] but used thankfulness category instead of
anger. However, in all the above methods intensity of the emotion is not consid-
ered. Word-emotion association lexicon is built using crowdsourcing in [20]. An
annotation scheme is introduced for finding the emotion intensities in the blog
posts in [2]. A supervised framework is developed for identifying the emotional
expressions and intensities in [7]. However, the emotion intensities are categorical
(high, medium, and low). An ensemble method for predicting emotion intensities
is described in [14]. The authors have used two SVR methods with different fea-
tures and a neural network method in the ensemble. However, word embedding
features are not used.

3 Problem Definition

We now briefly define the problem addressed in this paper: Given a tweet T and
an emotion E, determine the intensity YT,E of emotion E felt by the author of
the tweet T. YT,E is a real-valued score between 0 and 1. Here 1 is the maximum
possible score, and it means the maximum amount of emotion E felt by the
speaker of the tweet T . Similarly, 0 is the minimum possible score, and it means
the least amount of emotion E.

4 Methodology

We model the problem of predicting emotion intensity as a regression prob-
lem. We identified three methods, namely, Convolution Neural Networks (CNN),
XGBoost, and Support Vector Regression (SVR) from three different family of
algorithms for this prediction. These methods are selected due to their wide
acceptability in the machine learning literature for performing various predic-
tive analytics. These three methods are combined in an ensemble to retain the
predictive power of the individual algorithms as well as to exploit the synergy
between them.
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Tweets often contain noise in the form of slang words, elongated words,
spelling mistakes, abbreviations, @ mentions, etc. The maximum length of tweet
is 140 characters long. We apply the following text preprocessing steps to get
better performance of the model. URLs are removed, all words are converted to
lower case, @ mentions and numbers are also removed as part of the preprocessing
step. These preprocessed tweets are given to each of the individual methods in
the ensemble for training and testing. We now describe these methods in detail.

4.1 Convolution Neural Networks (CNN)

Convolution Neural Networks (CNN) are popular in computer vision for vari-
ous tasks, e.g., face recognition, image classification, action recognition, human
pose estimation, scene labeling, etc. CNNs are also used in many Natural Lan-
guage Processing (NLP) tasks, named entity recognition, part-of-speech tagging,
chunking, etc. We used CNN for our problem on the similar lines of approach
given in [10]. CNN architecture has five layers, namely, input layer, convolution
layer, pooling layer, hidden layer, and output layer.

The input to the model is tweets. Let each tweet be comprised of sequence
of words: {term1, term2, term3, ..., termn}. Then tweet vector is represented as

Tv = w1 ◦ w2 ◦ w3 ◦ ... ◦ wn (1)

Where wi is the word embedding vector of termi, and ◦ is the concatenation
operator. Each wi ∈ R

1×d is associated with their corresponding pre-trained
word vectors. These word embeddings can be looked up in a vocabulary of the
embedding matrix W ∈ R

V ×d, where V is the number of words in the vocabulary.
Words are mapped to indices from 1 to V, and the embedding matrix is created
in such a way that at index i, the word embedding corresponding to the word
associated with index i is present. Tweet matrix Tm ∈ R

n×d is given as input to
the model where each word is represented by word embedding wi ∈ R

1×d. Glove
Twitter word embeddings are used in our method. These word embeddings are
publicly available1 [23]. Tweet lengths may vary, so necessary padding is applied
to have equal lengths for all the tweet vectors. Next layer is convolution layer.
Convolution feature maps are created to extract emotion features. Convolution
feature is calculated as follows.

oi = g(α · wi:i+h−1 + β) (2)

where α is a convolution filter, β ∈ R is bias term, h is window size, wi:i+h−1 is
the concatenation of embeddings for the terms occuring in a window of length h,
from positions i to i+h−1, and g is a non-linear function such as the hyperbolic
tangent. This convolution filter is applied to each possible window of words in
the tweet to produce a convolution feature map c ∈ R

n−h+1. Next layer is
max pooling layer. The main idea in this layer is to capture most important

1 https://nlp.stanford.edu/projects/glove/.

https://nlp.stanford.edu/projects/glove/
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activation. Let o1, o2, o3, ... ∈ R denote the output values for our filter. Max-
over-time pooling is computed as follows.

c = maxi(oi) ∈ R (3)

The output of max-pooling layer is given as input to the dense hidden layer. The
output of hidden layer is passed through the final output layer using sigmoid as
the activation function. Values output by this sigmoid activation function is
emitted as the prediction of the emotion intensity for the input tweet. To avoid
overfitting, dropout parameter is used.

The dataset used in our experiments contains four emotion categories. Four
CNNs are used for these four emotion categories. Each CNN is trained sepa-
rately for each emotion category, and emotion intensities for that category are
predicted. Same configuration (filter length, number of filters, word embedding
dimension size, dropout rate, number of neurons in hidden layer, number of lay-
ers, etc.) is used for all the categories to train the model. This CNN model is
static where the word embeddings are not changed throughout the model.

4.2 Extreme Gradient Boosting (XGBoost)

This is the second method in the ensemble. XGBoost is based on original Gra-
dient Boosting Machine (GBM) framework [6]. It is a supervised learning algo-
rithm. It is a tree ensemble model and is a set of Classification and Regression
Trees (CARTs). Normally, a single tree is not strong enough for classification
in practice. In tree ensemble, predictions of multiple trees are added to get the
final prediction. Mathematically, model is written as

ŷi =
K∑

k=1

fk(xi), fk ∈ F (4)

where K is the number of trees, f is a function in the functional-space F , F is
the set of all possible CARTs, xi is training data, and ŷi is the prediction. If yi
is target variable then the objective function can be written as

Obj =
n∑

i=1

l(yi, ŷi) +
K∑

k=1

Ω(fk) (5)

The first part in the above equation is training loss and second part is regular-
ization. Additive training is used for training the model. XGBoost is often used
in many of the data science competitions. It does computations parallely and is
very fast. Word n-gram and character n-gram features are used in this model.

4.3 Support Vector Regression (SVR)

This is the third method used in our ensemble which is taken from [16]. Features
used are word n-grams, char n-grams, word embeddings, and lexicons. Word
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embeddings are trained from Edinburgh Twitter corpus [24] using Word2Vec
with 400 dimensions. Lexicons used in this method are AFINN [22], BingLiu [9],
MPQA [32], NRC Affect Intensity Lexicon [15], NRCWord-Emotion Association
Lexicon [20], NRC10 Expanded [5], NRC Hashtag Emotion Association Lexicon
[18], NRC Hashtag Sentiment Lexicon [19], Sentiment140 [19], SentiWordNet [3],
and SentiStrength [29]. If the lexicon consists of categorical labels for the words
then number of words matching each category in the tweet are counted. If the
lexicon provides scores for the words then the scores of each word in the tweet
are added. SVM Regression model is trained by using these features for each
category separately and emotion intensities are predicted.

4.4 Ensemble

Ensemble methods have been proved to be very successful for classification prob-
lems. A system named Webis has achieved the best performance in SemEval-2015
subtask B, “Sentiment Analysis in Twitter” [8]. In the Netflix competition [30]
and KDD Cup 2009 [21], the winners have used ensemble-based methods. There
are several ways to combine the classifiers, e.g., bagging, boosting, simple aver-
aging, majority voting, stacking, etc. We tested our methods with some of them,
and simple averaging performed better than the other ensemble methods. Our
ensemble method works as follows. CNN with word embedding features is trained
on each category separately in the training data, and it is applied to the testing
data and predictions are noted. Similarly, XGBoost with word n-gram and char
n-gram features is trained, and predictions of testing data are saved. In a similar
fashion, SVR with lexicon and word embedding features is trained and is applied
on testing data and predictions are noted. Finally, for each tweet, the average of
prediction values of individual methods is considered as final prediction.

5 Experiments

5.1 Data

The dataset used in our experiments is obtained from [16]. Statistics of the
data is described in Table 2. Each row of the dataset contains id, text, emotion
category, and emotion intensity as described in Table 1. The emotion intensity
is a real value between 0 and 1. There are four categories of emotions, namely,
anger, fear, joy, and sadness. The dataset is created by using a technique
called best-worst-scaling (BWS) which improves the annotation consistency and
reliable emotion intensity values.

5.2 Evaluation Metrics

In this section we describe the evaluation metrics used in our approach.
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Table 2. Number of tweets in each category

Emotion Training Validation Testing All

anger 857 84 760 1701

fear 1147 110 995 2252

joy 823 74 714 1611

sadness 786 74 673 1533

All 3613 342 3142 7097

– Pearson correlation (PC):
It measures the correlation between two variables. Pearson correlation is cal-
culated between predicted values and gold values. Pearson correlation coeffi-
cient is calculated as

PC =
∑n

i=1(xi − x̄)(yi − ȳ)√∑n
i=1(xi − x̄)2

√∑n
i=1(yi − ȳ)2

(6)

In our problem, n is the number of test tweets, xi is predicted emotion inten-
sity value for ith test tweet, yi is ground truth value, x̄ is mean of x, and ȳ is
mean of y.

– Spearman rank correlation (SC):
It measures the relationship between two rankings. Let X denote the set of
actual intensity values and Y denote the set of predicted intensity values. Let
X and Y are converted to ranks rgX and rgY respectively. Spearman rank
correlation coefficient is calculated as

SC =
cov(rgX , rgY )

σrgXσrgY

(7)

where cov(rgX , rgY ) is the co-variance of rank variables, σrgX , σrgY are the
standard deviations of the rank variables.

Sometimes, the tweets which are having high emotion content are relevant.
So, it is useful to identify the high emotion related content. To test this kind of
tweets, we use two additional metrics, Pearson 0.5 to 1.0 (PCH) and Spearman
0.5 to 1.0 (SCH). Pearson 0.5 to 1.0 is calculated by considering the instances
only with ground truth emotion intensities which are greater than or equal to
0.5, and the rest are ignored. Similarly, Spearman 0.5 to 1.0 is calculated.

5.3 Results and Discussions

The first method used in the ensemble is CNN. Glove Twitter word embeddings
are used with dimensions, 25, 50, 100, and 200 [23]. We have used 100 as maxi-
mum sentence length, window size 3, 250 filters, hidden layer with 200 neurons,
dropout 0.2 as regularization parameter in our setting. The results of CNN with
25D, 50D, 100D, and 200D word embeddings are reported in Tables 3, 4, 5, and 6
respectively. We observe that the increase in dimensions results in increase in
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Table 3. CNN with Glove 25D.

Emotion PC SC PCH SCH

anger 0.540 0.511 0.410 0.386

fear 0.615 0.593 0.476 0.451

joy 0.525 0.520 0.377 0.387

sadness 0.600 0.586 0.465 0.450

Average 0.570 0.552 0.432 0.419

Table 4. CNN with Glove 50D.

Emotion PC SC PCH SCH

anger 0.616 0.581 0.493 0.477

fear 0.664 0.642 0.512 0.480

joy 0.591 0.590 0.421 0.447

sadness 0.689 0.682 0.523 0.503

Average 0.640 0.624 0.488 0.477

Table 5. CNN with Glove 100D.

Emotion PC SC PCH SCH

anger 0.672 0.644 0.537 0.518

fear 0.684 0.657 0.561 0.518

joy 0.604 0.600 0.395 0.401

sadness 0.707 0.703 0.524 0.524

Average 0.667 0.651 0.504 0.491

Table 6. CNN with Glove 200D.

Emotion PC SC PCH SCH

anger 0.670 0.639 0.548 0.540

fear 0.691 0.664 0.579 0.525

joy 0.643 0.635 0.434 0.423

sadness 0.727 0.728 0.545 0.544

Average 0.683 0.667 0.526 0.508

Table 7. XGBoost.

Emotion PC SC PCH SCH

anger 0.571 0.521 0.486 0.446

fear 0.599 0.546 0.517 0.448

joy 0.572 0.567 0.394 0.379

sadness 0.666 0.662 0.471 0.449

Average 0.602 0.574 0.467 0.431

Table 8. SVR.

Emotion PC SC PCH SCH

anger 0.636 0.627 0.502 0.472

fear 0.633 0.621 0.484 0.441

joy 0.650 0.654 0.379 0.365

sadness 0.713 0.714 0.555 0.534

Average 0.658 0.654 0.480 0.453

performance. For example, CNN with 50D performance is better than CNN with
25D. Similarly, CNN with 100D is performing better than CNN with 50D, and
the performance of CNN with 200D is greater than CNN with 100D. Therefore,
CNN with 200D is used in our method.

The second method used in the ensemble is XGBoost. The parameters in this
method are learning rate = 0.1, number of estimators = 100, booster is gradient
boosting tree, and maximum depth is 3. The results of four emotion categories
are reported in Table 7. The Pearson coefficient and Spearman coefficient values
are higher than CNN with 25D but lesser than the CNN with other dimensional
word embeddings (50D, 100D, 200D). The final method used in the ensemble is
SVR (Table 8). The parameters used in this model are linear kernel, C = 0.001
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Table 9. Ensemble (proposed method).

Emotion PC SC PCH SCH

anger 0.718 0.696 0.609 0.584

fear 0.729 0.709 0.606 0.546

joy 0.717 0.721 0.480 0.470

sadness 0.771 0.772 0.600 0.585

Average 0.734 0.725 0.574 0.546

Table 10. Comparison of our proposed method with other approaches.

Method PC SC PCH SCH

SVR (word n-grams) 0.501 0.492 0.390 0.382

SVR (Saif et al. [16]) 0.658 0.654 0.480 0.453

IMS [11] 0.722 0.712 0.514 0.503

XGBoost+CNN 0.703 0.691 0.551 0.527

XGBoost+SVR 0.704 0.697 0.540 0.513

CNN+SVR 0.724 0.713 0.558 0.535

Ensemble 0.734 0.725 0.574 0.546

(penalty term). Radial Basis Function (RBF) and polynomial kernels are also
tested. However, linear kernel is performing better. The evaluation metric values
are better than XGBoost and CNN with 25D and 50D. An ensemble is created
by averaging the predictions of three methods described in Sect. 4 and results
are reported in Table 9. It can be observed that the Pearson coefficient for both
0 to 1 and 0.5 to 1.0, the ensemble values are higher than all other methods.
Similarly, the Spearman coefficient for both 0 to 1 and 0.5 to 1.0, the ensemble
method values are higher.

Comparison with SVR [16], IMS [11] and combination of methods in the
ensemble is presented in Table 10. We observe that our ensemble method signif-
icantly outperforms the baselines and other combinations. This shows efficacy
our proposed method. Category-wise comparison of our approach with other
methods for four emotion categories, anger, fear, joy, and sadness is presented
in Fig. 1a, b, c, and d respectively. For anger, fear, and joy categories, our
method performs better than other methods. This is due to the presence of
diverse features in individual methods of the ensemble. For sadness category,
our proposed method values are higher for PC and SC whereas CNN+SVR
combination method values are slightly higher for PCH and SCH.
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Fig. 1. Category-wise comparison of four emotion categories

6 Conclusion

In this paper, we presented an ensemble approach to predict the emotion inten-
sity in tweets. The three methods are Convolution Neural Networks (CNN),
XGBoost, and Support Vector Regression (SVR). Glove Twitter word embed-
dings are used with different dimensions for training the CNN model. The pres-
ence of diverse features in each of these three methods make the ensemble more
stronger in predicting the better emotion intensities. Experimental results show
that our method significantly outperforms other methods. For future work, we
would like to identify new features and new methods to include in the ensemble.
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Mauroux, P., et al. (eds.) ISWC 2012. LNCS, vol. 7649, pp. 508–524. Springer,
Heidelberg (2012). https://doi.org/10.1007/978-3-642-35176-1 32

29. Thelwall, M., Buckley, K., Paltoglou, G.: Sentiment strength detection for the
social web. J. Am. Soc. Inform. Sci. Technol. 63(1), 163–173 (2012)
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Abstract. A novel algorithm for mining sequential patterns using a
graph and multi-layered compression is the main focus of the paper.
Mining for patterns is done using a graph structure which allows fast and
efficient mining of necessary frequent patterns in the text. These patterns
are used with a modification of the seminal LZ78 algorithm to improve
the efficiency of compression. Arithmetic coding is done on top of LZ78
to further reduce the redundancy in the text and to achieve higher rates
of compression. The proposed approach has been tested with standard
corpora and it shows promising results in comparison with Arithmetic
coding.

Keywords: Arithmetic encoding · Graph · LZ78 · Sequence Mining
Text compression

1 Introduction

Compression is the process of minimizing the number of bits required to repre-
sent data. It is done by reducing redundant information in the data and recon-
structing the compressed data to the original form when needed. Compression is
generally of two types, lossy and lossless [11]. Lossy compression discards infor-
mation which is not important or relevant thereby achieving more compression
at the cost of data loss. JPEG, GIF, MPEG-4, H.264, AAC, MP-3 are some of
the lossy compression techniques. Lossless compression allows reconstruction of
data in its original form without any loss. It is used in text compression where
even minimal loss of data can lead to misinterpretation of the text. Some of the
lossless compression techniques are Huffman coding, Arithmetic coding, LZ77,
LZ78, DEFLATE and LZMA, etc. [3,5,9,12–14].

Naren Ramakrishnan quoted 5 perspectives of Data Mining and one among
them is compression. Occam’s Razor is employed by mining techniques to iden-
tify simple or brief patterns which can be equated to compression as data is
represented in a simpler or smaller form [10]. In practice, the patterns obtained
c© Springer International Publishing AG 2017
A. Ghosh et al. (Eds.): MIKE 2017, LNAI 10682, pp. 371–380, 2017.
https://doi.org/10.1007/978-3-319-71928-3_35
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from Data Mining can be used to compress data by using the pattern once and
referring to it when it is repeated. Data mining refers to discovering information
from data which are hidden, useful and non-trivial. This process is also known
as Knowledge Discovery from Data(KDD) [4].

Frequent patterns are patterns that occur frequently in data. Finding fre-
quent patterns plays an essential role in mining associations, correlations, and
many other interesting relationships among data. Moreover, it helps in data clas-
sification, clustering, and other data mining tasks. Thus, frequent pattern mining
has become an important data mining task and a focused theme in data mining
research [4]. A pattern like “to the” occurring frequently in a story is a contigu-
ous sequential pattern. Frequent Sequence Mining is used to mine contiguous
frequent patterns from the text. Compression is done by using each pattern once
and referring to them when they occur the next time.

A novel Graph-Based approach is employed in mining sequences of characters
which are used in the compression process. The proposed approach constructs
the graph in one pass of the text and mines all patterns which are necessary
for compression in one pass of the graph. A pattern is considered frequent if it
occurs a certain number of times in the text. This count is defined as minimum
support which is represented as α. The patterns generated are used in a modified
version of the seminal LZ78 algorithm [14]. The output from modified LZ78 is
then subjected to Arithmetic coding, which assigns optimal bits per character
based on their frequency thereby increasing compression. Our algorithm mines
patterns efficiently with respect to time while achieving good compression. The
rest of the paper is organized as follows. Section 2 presents related works in the
fields of mining and compression. Section 3 comprises of a detailed explanation
of the problem definition. The design is explained in Sect. 4. The results for
various standard corpora are presented in Sect. 5. Conclusion and Future Work
are discussed in Sect. 6.

2 Related Work

Huffman coding by David A. Huffman assigns prefix codes based on probability
[5]. The Huffman method assigns a code with an integral number of bits to each
symbol in the alphabet. Arithmetic coding solves the problem of assigning inte-
ger codes to the individual symbols by assigning one code to the whole input
file [11,12]. The main disadvantage of statistical coding methods is that they do
not consider the affinity between characters. Therefore it does not achieve the
best possible compression. The next generation of algorithms started with the
development of the Dictionary based compression methods. In 1977, Abraham
Lempel and Jacob Ziv published their LZ77 algorithm, which was the first algo-
rithm to compress data using a dynamic dictionary(sliding window). LZ77 tra-
verses over the text and discovers patterns using a look-ahead buffer [13]. In
1978 the LZ78 algorithm was published, which is similar to LZ77 but it does not
use a look-ahead buffer. It finds patterns by progressing through the text in one
direction. The patterns generated by these algorithms are stored dynamically in
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a dictionary, which is reconstructed when decoding [14]. The main disadvantage
of the LZ78 is that it takes time to find longer sequences of characters and it
also stores infrequent dictionary entries. Proceeding to the mining part, pattern
mining began with the development of the apriori seminal algorithm, which gen-
erated all frequent patterns [2]. The main disadvantage is that space and time
is wasted to find patterns which might not be useful. The Hash based Frequent
Pattern Mining approach by Oswald et al., uses a modified Apriori algorithm
which mines all patterns satisfying Apriori property [8]. These patterns are then
pruned using a hash based technique to get the modified set of patterns which
are then assigned codes using Huffman coding. This process consumes signifi-
cant space and time, since it mines redundant patterns over several passes of
the text. Our algorithm avoids the issue of time overhead by mining for patterns
in a single pass of the text. Not all patterns which satisfy Apriori property are
needed for compression. Only the patterns necessary for compression are mined
rather than mining all patterns which satisfy Apriori property. The best features
of statistical coding and dictionary based methods are combined with pattern
mining to achieve higher compression.

3 Flow of Proposed Graph-Based Text Compression

Mining frequent patterns from text is significantly different from mining for
patterns from transaction databases. Overlapping patterns might not be of use in
text compression. Let p1 and p2 be two patterns. They are said to be overlapping
if ‘m’ consecutive characters in pattern p1 also occurs in pattern p2 (where
m< length of p1 and length of p2) but when they are concatenated, do not form
a frequent pattern. For example, let ‘we can ’ of frequency 2 and ‘can do ’ of
frequency 2 be frequent patterns, but ‘we can can do ’ is not a frequent pattern.
The text T is split into words. A word represents a sequence of characters with
a whitespace suffix or a sequence of whitespaces. A phrase is a sequence of
words. Words and their occurrences in the text are represented using a graph
G(V,E) where V represents the set of unique words {q1, q2..., qx} in T and every
edge carries several sequence numbers. Vertices in G are referred to as nodes. A
Seq# (Sequence Number) represents the position in the text at which the words
represented by the previous and next nodes occur together.

The list of patterns P is a set of tuples of the form 〈pattern, frequency,
position of occurrence〉. The list InfrequentWords is a set of tuples of the
form 〈word, value〉 where value is used to check whether that occurrence of the
word is used in a pattern or not. A Seq# is said to be valid if previous, next
Seq#s and the number itself are not used. CS represents the Seq# currently
being processed in the mining phase. Non-overlapping patterns are mined from
the graph in a single pass, which effectively reduces the time needed for compres-
sion. InfrequentWords is added to P and it is pruned to remove patterns with
frequency < α to get P ′ which is used in a modified LZ78 algorithm, to represent
the LZ78 Coded F ile. Arithmetic coding is performed on the LZ78 Coded F ile
to get the final encoded file T′. Decompression is done by first decoding T′ to the
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LZ78 Coded F ile using arithmetic coding. The LZ78 Coded F ile is converted
into the original file using LZ78 dynamic dictionary.

4 Frequent Sequence Mining-Based Text Compression
Algorithm

The algorithm starts by scanning the entire text T and splitting it into words
along with a single whitespace character as a suffix or as standalone characters,
depending on whether T contains sequence of words or a single sequence of char-
acters without spaces respectively. Contiguous whitespaces or newline characters
are considered as words. This technique is well described with an example below
(Figs. 1, 2 and 3).

Text T: “I want food I want food I want want candy candy candy.”
Spaces are represented as underscores. α = 2

Algorithm 1. Graph Compression
Input : Text T
Output: Encoded File E
Graph G← Create Graph(T )
P ← Mine Patterns(G) //*
List of patterns

Modified LZ78 Coded F ile ← Encode With modified LZ78(P )
Encoded F ile ← Arithmetic Compress(Modified LZ78 Coded F ile)

Fig. 1. Constructed graph

Fig. 2. Initial state of used array

In this example, T contains 14 words after splitting and so a boolean array
Used of size 14 is also created. Let Q be the number of unique words in T such
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Fig. 3. Final state of used array

that Q ≤ W , which is 7 in this case. Mining begins at the edge with Seq# 0.
This edge contains one Valid Seq# which does not satisfy minimum support,
hence this Seq# is not a part of any pattern. When a Seq# is not a part of any
pattern, the next node is added to the list InfrequentWords as 〈Next node,
CS + 1〉 if CS + 1 is unused. In this case, 〈I , 1〉 is added. This is done to ensure
that the next node has not been used in a pattern.

The edge containing sequence number 1 has three valid Seq#s. Hence, the
phrase “I want ” of frequency 3 is eligible to be a pattern. It is kept in memory
along with the numbers 1, 4, 7, to ensure that this particular occurrence of a word
is not used in more than one pattern. Since the mining of a pattern has begun,
the next edge is checked to see if the pattern can be extended. In this example, if
a subset of the sequence numbers 2, 5 and 8 (1 → 2, 4 → 5 and 7 → 8) contains
at least α valid Seq#s and are present on the next edge and their next Seq#s
are not used and not in memory, the pattern can be extended. 2 and 5 meet the
prescribed criteria, hence the pattern in memory is extended to “I want food ”,
thereby increasing the length of the pattern. The frequency is reduced from 3 to
2 (1 → 2 and 4 → 5) and so the Seq# 7 is removed from memory and (1, 4) and
(2, 5) are kept. The edge with the next Seq# 3 has two values 3 and 6 which are
the extension of the previous values, but the value 4 is in memory. This means
that we cannot extend this pattern in order to avoid overlapping patterns. The
frequency falls below α and hence, the pattern 〈“I want food ”, 2, (1, 4)(2, 5)〉
is added to P and 1, 2, 4, 5 are marked as used. Every time a pattern is added
to P , if CS + 1 is not used, the next node is added to InfrequentWords. This is
done in order to avoid overlapping patterns. In this case, since 4 (3 + 1) is used,
〈“I ”, 4〉 is not added to InfrequentWords.

The next Seq#s 4 and 5 are used, hence they are skipped. The edge with
Seq# 6 has no valid values and since 7(6 + 1) has not been used, the next node
is added to InfrequentWords as 〈“I ”, 7〉. Similarly, 〈“want ”, 8〉 is also added
to InfrequentWords. The edge with Seq# 8 has two valid Seq#s, hence it
forms a pattern. “want ” is kept in memory along with the Seq#s 8 and 10.
The edge with Seq# 9 only has one valid sequence number, hence the minimum
support is not satisfied. The pattern 〈“want ”, 2, (8, 10)〉 is added to P and
8, 10 are marked used. The next Seq# 10 has been used, hence we proceed to
Seq# 11.

The edge with Seq# 11 does not have any valid Seq#s. Since 12 hasn’t been
used, 〈“candy ”, 12〉 is added to InfrequentWords. The edge with Seq# 12
is a self-loop. Whenever self loops are encountered, mining is stopped and the
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pattern in memory is stored to P and the node is added to InfrequentWords.
Since 13 has not been used, 〈“candy ”, 13〉 is added to InfrequentWords and
in the same way, 〈“candy ”, 14〉 is also added to InfrequentWords. Tuples from
InfrequentWords whose values have been used are removed, to ensure that
the remaining words are non-overlapping. In this case, the tuple 〈“want ”, 8〉 is
removed from InfrequentWords since the Seq# 8 has been used. Infrequent-
Words are added to P, incrementing frequency component of that tuple everytime
the same word occurs. In this case, “candy ”occurs twice, hence its frequency
becomes 2.

P is pruned to remove patterns with frequency < α. The new set of patterns
is termed modified patterns P ′. P ′ is used in the construction of tuples of the
form 〈word〉, 〈dictionary index, pattern〉 and 〈dictionary index〉. Tuples of the
second form are created once for each pattern in P when they first occur and
a dictionary entry is created each time. Tuples of the third form are pointers
to already present dictionary entries. The words left out after creating tuples of
second and third form are made into tuples of the first form. The intermediate
encoded form will be as follows.

〈1, “I want food ”〉 〈1〉 〈“I ”〉 〈2,“want ”〉 〈2〉 〈3, “candy ”〉 〈3〉 〈“candy.”〉
This intermediate encoded form is provided as input to arithmetic coding.

Arithmetic coding considers the probabilites of all characters in the input and
assigns each character a range based on its probability. These ranges are used
to represent the entire file using a decimal number in the range [0, 1). The final
encoded file contains the frequency table and a number. Decoding is done in
two phases. Arithmetic coding reconstructs the intermediate encoded form by
doing the encoding process in reverse using the frequency table. The intermedi-
ate encoded form can be decoded similar to LZ78 by dynamically constructing
a dictionary as follows. Tuples of the first form are directly written to the file.
Tuples of the second form are added to the dictionary before writing and these
dictionary entries are referenced later by tuples of the third form. In this man-
ner, the original file is reconstructed without data loss.

5 Results and Discussions

Several experiments were conducted using “Graph-Based Arithmetic 78” (GA78)
approach on several standard corpus data sets such as Canterbury, Calgary, UCI
and others which covers the datasets in the range from 10 KB to 50 MB [1,6].
The Graph-Based Arithmetic 78 was implemented using java and executed on
Intel(R) Core(TM) i7-6700HQ @ 2.60 GHz Notebook with 8 GB DDR4 RAM
powered by Windows 10.

Table 1 helps to comparatively analyze the compression ratio and compres-
sion time with other algorithms such as Proposed Huffman 1 (FPH1), Proposed
Huffman 2 (FPH2) and LZ78 [7,8,14].

The compression ratio Cr can be defined as

Cr =
Uncompressed size of Text
Compressed size of Text

.
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The Relative minimum support αR is given by

αR =
Absolute Support

|T | x 100.

Table 1. Comparison of GA78 with other algorithms

Dataset name α(%) at max
Cr

Absolute
α at max
Cr

Input
size T

(bytes)

Compression ratio Time (in seconds)

LZ78 FPH2 FPH1 GA78 LZ78 FPH2 FPH1 GA78

Canterbury

asyoulik.txt 1.590× 10−3 2 125179 1.641 1.77(α =0.5) 1.774 1.772 0.993 2.1 2.21 1.105

fields.c 1.790× 10−2 2 11150 1.333 1.38(α =0.01) 1.384 1.557 0.58 3.95 5.26 0.174

plrabn12.txt 4.150× 10−4 2 481861 1.422 1.91(α =0.5) 1.93 1.938 1.743 6.09 93.78 3.624

Calgary

bib 1.790× 10−3 11261 1.728 1.99(α =0.2) 1.9 1.959 0.925 1.98 12.89 0.880

book2 3.274× 10−4 2 610856 1.489 2.09(α =0.04) 2.055 2.092 1.747 27.18 150.98 3.550

paper2 2.400× 10−3 2 82199 1.58 1.827(α =0.5) 1.827 1.833 0.847 1.172 2.208 0.766

Large canterbury

bible.txt 7.41× 10−5 3 4047392 2.061 2.62(α =0.03) 2.549 2.656 6.232 322.35 37951.6 29.055

UCI

UNIX user Data 1.760× 10−3 4 226867 3.228 4.48(α =0.01) 4.489 4.714 1.106 48.18 61.97 0.917

Other

vldb.bib 1.374× 10−4 2 1455480 3.296 2.75(α =0.2) 2.419 2.873 2.18 44.88 408.94 3.142

Amazon.txt
(chunked)

1.920× 10−5 4 208720152.51 - - 2.799 29.293 - - 248.434

(a) Minimum Support (α) vs. Compression Ratio Cr

LZ78 identifies longer patterns only when they occur several times in the text.
GA78 avoids this issue by mining for patterns beforehand, thereby having a
higher compression ratio than LZ78. Proposed FPHuffman 1 and 2 also mine
patterns before compression, thereby having higher compression. This improve-
ment in compression ratio can be seen for the fields.c and bible.txt. From Fig. 4
fields.c, it can be seen that compression ratio decreases with increase in α. The
peak Cr is observed at α = 2, exceeding Proposed FPHuffman 1 and Proposed
FPHuffman 2 by 12%. In Fig. 4 bible.txt, the highest compression ratio for GA78
is observed at α = 3 which surpasses Proposed FPHuffman 1 and Proposed
FPHuffman 2 by a small margin and Seminal LZ78 and Huffman Coding by a
large margin. Even though the number of patterns at α = 3 is less than the
number of patterns at α = 2, the compression ratio is higher at α = 3. This can
be explained in terms of the variation in the ratio of patterns and non-patterns.
These variations result in different compression ratios when they are Arithmetic
coded, depending on the frequencies of characters. In general, as α increases,
the number of patterns decreases, thereby leading to a decrease in compression
ratio. Therefore, it can be seen that compression is higher for lower values of α.
It can be inferred that α is inversely proportional to Cr.

(b) Minimum Support (α) vs. compression time
Among the algorithms compared in Table 1, it can be observed that LZ78 is faster
than GA78, Proposed FPHuffman 1 and 2. This is because LZ78 compresses the
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Fig. 4. α vs. Cr

text T in a single pass, however in terms of compression ratio, the rest are far
superior. Between Proposed FPHuffman 1 and 2, the latter performs better in
time because of the Hash data structure which helps in efficiently locating the
pattern in T . Among FPHuffman 1, 2 and GA78, GA78 outperforms others in
time. This can be observed in Table 1 for bible.txt where GA78 is around 10
times faster then Proposed FPHuffman 2 and around 1200 times faster then
Proposed FPHuffman 1. The main reason for the tremendous difference in time
is that FPHuffman 1 and 2 uses Apriori algorithm as a base to mine patterns.
FPHuffman 1 and 2 finds all possible patterns P in T which are overlapping
and redundant, causing an overhead. P has to be trimmed to get the final and
condensed set of patterns required for compression. GA78 on contrary does not
mine overlapping and redundant patterns, but mine the patterns required only
for compression “on the go” using a graph, thereby saving time several folds. In
Fig. 5 bible.txt, it can be seen that the compression time is 35 seconds on average
for Graph-Based Arithmetic 78. This is significantly slower than and LZ78, but in
terms of compression ratio, Graph-Based Arithmetic 78 is far superior. Figure 4
indicates that compression time for Graph-Based Arithmetic 78 is faster than
other algorithms. From Fig. 5, it is clear that compression time remains almost
the same for different α values. The compression time depends on the text T . If T
has longer patterns, the compression time is longer. This is because, everytime a
pattern is mined or extended, several checks are done to ensure that the pattern
is non-overlapping which increases the overall compression time. If T has smaller
patterns, the compression time decreases because of the decrease in the number
of checks. Hence, it can be inferred that compression time is independent of α.

(c)Minimum Support (α) vs. |P ′|
From Fig. 6 bible.txt, it can be seen that the number of patterns peaks at α
= 2. This is because when α is lower, more number of patterns in T satisfy α.
However, as α increases, the number of patterns found in T decreases steadily.
The same can be observed in Fig. 6 fields.c, where the patterns decrease with
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increase in α. The number of patterns observed in Graph-Based Arithmetic 78
is larger in comparison with Proposed FPHuffman 1 and Proposed FPHuffman
2. This results in significantly higher compression at lower α values.

6 Conclusion

The main improvement of Graph-Based Arithmetic 78 over Proposed FPHuff-
man 1 and Proposed FPHuffman 2 is that, there is a significant improvement in
the compression time. This improvement in time is mostly due to the different
mining techniques used. Apriori algorithm was used in the mining of patterns in
Proposed FPHuffman 1 and Proposed FPHuffman 2. Graph-Based Arithmetic
78 uses a graph structure to efficiently patterns in a single pass, thereby effec-
tively reducing the time taken to mine patterns. The algorithm is not only time
efficient, but also space efficient as only patterns which will be used in the com-
pression are mined. This is space efficient in comparison with Proposed huffman
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algorithms as they mine all candidate patterns. The compression ratio has been
observed to be higher for larger files. More observations can be made to decide
the best possible way to split text in order to achieve a balance between Cr and
compression time.
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Abstract. In this work, we propose a novel unsupervized discretiza-
tion method based on a Left to Right (LR) scanning technique, namely
ULR-Discr. Its originality resides in the fact it uses fusion and division
operations at the same time and among its strengths, we report two
advantages. The first one consists in designing the algorithm by crossing
the input stream in a single pass, and this way the time complexity is
significantly reduced relatively to that of the previous works. The second
is the possibility offered to provide easily any cut-point function to reach
the desired effectiveness. To evaluate our method, extensive experiments
were conducted on large datasets in order to undertake comparison with
several classical discretization methods and recent ones.

Keywords: Data mining · Data pre-processing
Unsupervised discretization · Division and merging framework
Lexical generator

1 Introduction

The discretization of the continuous attributes helps to improve classifier per-
formance and efficiency because the cardinality of the discrete data is smaller
than that of the continuous data. Two main frameworks exist to undertake dis-
cretization: a top-down method based on a series of data division into intervals
until a stop criterion is met and a bottom-up method based on a series of merg-
ing intervals until reaching the stop criterion. The main issue is to determine a
cut-point in both cases and find the stop criterion to complete the process.

After sorting the values, the top-down method searches the best cut-point,
with the aim to divide the whole set of data into two adjacent and distinct
intervals. Then, the same process is applied and repeated to the generated inter-
vals until a stop criterion is satisfied. Entropy, binning, correlation, precision
and others are measures used to decide whether there will be a division or not.
Examples of top-down algorithms are equal-width procedure where all intervals
have the same width or size and equal-frequency procedure where each interval
contains the same number of values.

A bottom-up discretization method starts by considering each value as a
cut-point. As the process progresses, it merges the adjacent intervals that are
c© Springer International Publishing AG 2017
A. Ghosh et al. (Eds.): MIKE 2017, LNAI 10682, pp. 381–390, 2017.
https://doi.org/10.1007/978-3-319-71928-3_36
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considered similar. An independence test such as χ2 is used to determine whether
two adjacent intervals are independent or not. If the test is positive then the
process cuts the current interval and starts searching for the next one. Otherwise,
it pursues the construction of the current interval.

The methods of discretization can also be classified according to the use of
the class attribute. Unlike a supervised method that uses the class attribute, an
unsupervised method ignores utterly the class attribute. Equal-width and equal-
frequency were the first approaches developed for unsupervised discretization.

In this paper, we propose an algorithm called ULR-Discr for unsupervised
discretization using a lexical generator [7]. The input of the generated lexical
analyser is the values to be discretized. The sequence of data is read from left
to right and a discretization measure is calculated between each two consecutive
intervals. The values that satisfy this measure are the cut-points. A cut-point
corresponds to the recognition of an interval, while the storage of a value in an
interval corresponds to the construction of the interval.

The rest of the paper is organized as follows. In Sect. 2, a state-of-the-art
of existing discretization methods is provided. Section 3 presents the proposed
approach and explains how for the first time Lex generator is used to build a
discretization algorithm. Section 4 describes three examples of statistic measures
for intervals’ independence, used in our experimentations. Section 5 shows the
experimental results of ULR-Discr and compares them to the outcomes of other
methods found in the literature. At the end, we conclude this work and provide
some future perspectives.

2 Related Work

In the last few years, several discretization algorithms were developed. They
differ from each other by the various options offered for the design: top-down or
bottom-up, supervised or unsupervised and the numerous splitting and merging
measures. A chronological survey of the most approaches related to our work, is
presented below.

ChiMerge [6] is the first discretization method that proposes an approach
other than division using the measurement of χ2. It is a supervised bottom-
up method that exploits the relationship between the attribute and its class to
merge adjacent intervals.

In [3], the authors proved that the induction algorithms are more efficient if
the data are previously discretized. They tested three methods as a preprocess-
ing step to the C4.5 algorithm [10] and a Naive-Bayes classifier: equal width
Intervals, 1RD proposed by [5] and the entropy minimization heuristic devised
by [4]. The results revealed that all these methods and especially the entropy
heuristic, improved the Naive-Bayes classifier accuracy.

In [8] a comprehensive synthesis on discretization techniques is presented.
The authors discuss the history of discretization, existing methods and their
influences on classification and other applications.

An unsupervised top-down method is presented in [2]. The latter uses the
estimation of the density of the nucleus to determine the cut-points. To select
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the maximum number of intervals, this method uses the cross-validated log-
likelihood. Experiments were performed to compare the proposed method to the
equal-width and equal-frequency procedures. The results showed the superiority
of this method.

The authors of [1] proposed a hybridization of chiMerge and chi2 called CHID
and added logworth, which serves to define the meaning of a set of cut-points.

The authors of [9] used the standard deviation “z-score” for the implemen-
tation of their discretization algorithm. They performed their tests on medical
datasets and results showed better accuracy compared to others methods.

These efforts on discretization revealed that the problem of discretization is
an active subject that still stimulates the interest of researchers. In this paper
we propose a new method of discretization, which combines the strong points of
the evoked methods especially chiMerge and chi2 that have greatly influenced
the studies made until now. The following section provides a description of the
framework we propose.

3 ULR-Discr Framework

Among the unsupervised discritization methods widely used in machine learn-
ing are Equal-width and Equal-frequency techniques. Unfortunately, these meth-
ods are characterized by their poor performance where certain concepts become
impossible to learn. In this section, we propose an approach that takes into
account the notion of intervals’ independence, as does Chimerge [6].

3.1 A Brief Overview of ChiMerge and Chi2

ChiMerge [6] is precise with an intra-interval uniformity and an inter-interval
difference. It merges the intervals that are judged similar using the measurement
of χ2. It can be outlined as follows:

1. Sort the n attribute values in ascending order.
2. Consider each value in a distinct interval.
3. Calculate the value of χ2 for all adjacent intervals.
4. Merge the interval pairs with the smallest value of χ2.
5. Stop the process if a predefined stopping criterion is met (such as the signifi-

cance level of χ2, the maximum number of intervals, the maximum inconsis-
tency, etc....) for all intervals.

6. Go to (3) otherwise.

As mentioned above, the first step of discretization consists in sorting the val-
ues of the attribute to be discretized. The choice of the sorting algorithm must be
judicious because it influences the performance of the ChiMerge algorithm. The
stopping criterion must satisfy a minimum probability of independence between
the intervals. The threshold of χ2 is defined according to the level of signifi-
cance. A too high threshold will prolong the discretization and will generate a
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few intervals, whereas a too low threshold will generate a sub-discretization and
a large number of intervals. Min-intervals and max-intervals are two parameters
added to avoid falling into this issue.

Without considering the initial step of sorting data, O(n2) is the worst case
complexity, which corresponds to the number of times the function χ2 is called.
Let us suppose that at the beginning, we have n different values. At the first
iteration, the function is called (n − 1) times, then in the second iteration, it is
called (n − 2) times, and so on. Therefore, the number of times the function χ2
is called in total, is equal to:

∑i=n−1
i=1 i = (n(n−1))

2 = (n2−n)
2 .

3.2 The Proposed ULR-Discr Algorithm

To avoid repeating the calculation of the test for all intervals at each iteration,
we propose the following framework:

1. Sort the attribute values in ascending order.
2. Consider each value in a distinct interval.
3. initialize Ileft with the first input value and Iright with the second one.
4. while not end of input file do

(a) Calculate the value of χ2 between Ileft and Iright adjacent intervals.
(b) if the value of χ2 is greater than the significance level of χ2

i. then perform a division operation: Ileft = Iright; Iright = the set
containing the next input value.

ii. else perform a merging operation: Ileft = Ileft//Iright; Iright= the
set containing the next input value.

It is clear that this algorithm has a O(n) time complexity regardless to the
data sorting instruction. It is then more efficient than any other previous dis-
critization algorithm, thanks to the division/merge strategy.

3.3 Lex as a Tool for Numeric Discretization

The division/merge strategy we propose was implemented using a Left to Right
(LR) scanning approach. The algorithm can be generated automatically by Lex
[7]. The latter yields the discretization program from a source containing tran-
sition rules, which specify how to transform the source file into the target one.
Transition rules respect the following syntax:

Regular-expression {action}
The regular expressions specify lexical entities that describe intervals in our case.
An action is a set of instructions, or in other words a program fragment that
will be executed each time the current interval is recognized during the process
of discretization. The generated discretization program takes as input the data
and the threshold (for example the significance level of χ2) and as output, it
produces a set of intervals. Concretely, the input is a sorted sequence of pairs,
each pair consists of a value of type ‘real’ and its frequency in the dataset, of
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type ‘integer’. The Lex program we designed is outlined in Fig. 1. Statistics is a
function used to calculate the measure for deciding whether to cut or continue
the construction of an interval. It is possible to use any statistic such as χ2,
entropy, Pearson coefficient and Manhattan distance. To change the measure,
we have simply to modify the function of the statistic and leave the rest of the
program unchanged.

Fig. 1. The Lex source for generating the discretization program.

4 The Used Statistics

For the experiments, we tested three statistics: the χ2, the distance of Manhattan
and the Pearson Coefficient.

4.1 Using the χ2 statistic

Equation (1) is used to calculate the value of χ2. Note that it is an adaptation
of the χ2 formula, where the attribute class is ignored.

χ2 =
i=m∑

i=1

=
(Ri − E)2

E
(1)
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where:

– m is the number of intervals to be compared (2 in our case).
– Ri is the number of values in interval i.
– E is the expected frequency calculated as: E = n/MaxIntervals, MaxInter-

vals being the maximum number of intervals (fixed by the user).

4.2 Using the Distance of Manhattan

The distance of Manhattan between two objects i and j of same size n is expressed
by Formula (2), where xi,l and xj,l are respectively any instance of i and j.

d(i, j) =
l=n∑

l=1

|xi,l − xj,l| (2)

4.3 Using the Pearson Coefficient

The Pearson coefficient is used to evaluate the correlation between two numerical
attributes. To calculate the Pearson coefficient between two intervals I and J ,
we consider the intervals instead of the attributes. The intervals’ values are
normalized before computing the coefficient of correlation using Eq. (3).

τI,J =
∑k=p

k=1 (Ik − Ī)(Jk − J̄)
(p − 1)σIσJ

(3)

where:
p is the number of instances,
Ik is an instance of interval I,
Jk is an instance of interval J ,
Ī and J̄ are the respective means of I and J ,
σI and σJ are the respective standard deviation of I and J .

5 Experimental Results

To prove the effectiveness of our method, we performed several experiments to
compare the results with those quoted in state-of-the-art. Evaluation is based
on accuracy, speed and scalability.

The Lex generator as well as the Java language were used for the implemen-
tation on a machine of Processor Intel Core i5-3317U CPU @ 1.70 GHz x 4 and
a RAM of 4.00 GB under the Ubuntu 14.04 LTS 64-bit operating system.

5.1 The Tested Datasets

We considered the large datasets shown in Table 1, characterized by the number
of instances and the number of attributes. For the evaluation, the k-fold cross
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validation combined with the C4.5 classifier is used. The k is fixed at 10, hence
the dataset will be divided into k samples, one is used for the validation and the
(k-1) remaining samples will form the training set. The error is computed using
the C4.5 with the training set. This operation is repeated k times by selecting
another validation sample each time and (k-1) other samples, which were not
already used as validation set. For the assessment process, the following steps
are undertaken:

– Set the cut-point threshold and the maximum number of intervals.
– Divide the data in two sets: the training (9/10) and the test (1/10).
– Apply the algorithm of discretization on the training set.
– Use the cut-points obtained in the previous step to discretize the test set.
– Call the algorithm c4.5 with the training and test sets and register the error

rate.
– Once the 10 iterations are performed, calculate the means of the registered

error rates and running time.

Table 1. Large data sets.

Data set # instances # attributes

German 1000 20

Yeast 1484 8

Hypothyroid 3772 29

Abalone 4177 8

satimage 6435 36

Handwritten digits 10992 16

Letter recognition 20000 16

5.2 Experimental Results for ULR-Discr

The statistics tested for the detection of the cut-points are the χ2, the Pearson
coefficient and the Manhattan distance for the large datasets. The results are
shown respectively in the following.

ULR-Discr Using χ2. Table 2 exhibits the results of the execution of ULR-
Discr using χ2 for the large datasets.

ULR-Discr Using the Pearson Coefficient. The same experiments as those
held for ULR-Discr using χ2 were conducted using the coefficient of Pearson as
a statistic for discretization. Table 3 shows the results for the large datasets.
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Table 2. Results of ULR-Discr using χ2 on the large datasets.

Dataset Threshold Error (%) Time (s)

German 120 26.93 0.000401

Yeast 14 64.341 0.000230

Hypothyroid 1033 1.852 0.000617

Abalone 910 75.095 0.001404

Satimage 1300 14.304 0.001411

HandDigits 2010 6.845 0.000740

Letter 1500 17.84 0.000287

Table 3. Results of ULR-Discr using the Pearson coefficient on the large datasets.

Dataset Threshold Error (%) Time (s)

German 500 27.969 0.0004

Yeast 4500 57.477 0.0003

Hypothyroid 150000 6.205 0.0005

Abalone 12200 75.029 0.0013

Satimage 20200 18.799 0.0012

HandDigits 94000 9.524 0.0007

Letter 9 21.551 0.0003

Table 4. Results of ULR-Discr using the distance of Manhattan on the large datasets.

Dataset Threshold Error (%) Time (s)

German 1000 29.50 0.226

Yeast 0.1 67.53 0.143

Hypothyroid 150.0 2.222 0.605

Abalone 0.1 73.389 4.874

Satimage 1400 26.829 139.91

HandDigits 1000 10.82 0.235

Letter 10 21.45 0.235

ULR-Discr Using the Distance of Manhattan. The same experiments as
those of the two previous subsection were undertaken for ULR-Discr using the
distance of Manhattan. The results are shown in Table 4.

What we observe from this bunch of experiments is that ULR-Discr using
χ2 is the most effective as it computes the lowest error rate. When comparing
the runtime, ULR-Discr using χ2 and ULR-Discr using the Pearson coefficient
are efficient and that ULR-Discr using the distance of Manhattan has to be
avoided.
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Table 5. Error rates yielded respectively by ULR-Discr and Zdisc on the large datasets.

Dataset ULR-Discr Zdisc

χ2 Pearson Manhattan

German 26.93 27.969 29.50 27.6

Yeast 64.341 57.477 67.53 51.62

Hypothyroid 1.852 6.205 2.222 6.31

Abalone 75.095 75.029 73.389 46.19

Satimage 14.304 18.799 26.829 8.35

HandWritten Digits 6.845 9.524 10.82 6.87

Letter 17.84 21.551 21.45 39.05

Table 6. Comparison of runtimes yielded respectively by ULR-Discr and Zdisc on
large datasets.

Dataset ULR-Discr Zdisc

χ2 Pearson Manhattan

German 0.000401 0.0004 0.226 0.0206

Yeast 0.000230 0.0003 0.143 0.0220

Hypothyroid 0.000617 0.0005 0.605 0.0620

Abalone 0.001404 0.0013 4.874 0.872

Satimage 0.001411 0.0012 139.91 0.5906

HandDigits 0.000740 0.0007 0.235 0.8734

Letter 0.000287 0.0003 0.235 0.0650

5.3 Comparing Different Variants of ULR-Discr with ZDisc

ZDisc [9] is an unsupervised method of discretization based on z-score normal-
ization. The main steps of this method are:

1. Select the continuous intervals in the dataset.
2. Normalize the values of each interval using the z-score.
3. Determine the minimum ‘a’ and maximum ‘b’ after normalization, of each

attribute.
4. Divide the interval [a, b) into k Equal width intervals or bins, where (b − a)/k

is the width or size of the intervals.

Table 5 reports the error rates calculated for the three variants of ULR-Discr and
Zdisc. It shows that ULR-Discr using χ2 gives the best results for large datasets,
where the number of instances with the smallest error rate is the largest. Table 6
exposes the runtimes of the tested algorithms and shows the superiority of ULR-
Discr relatively to Zdisc, especially when we use the Pearson coefficient and χ2
as a discretization measure.
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In this section, we presented the empirical results obtained by ULR-Discr on
the tested large datasets. In comparison with Zdisc, it can be seen that ULR-
Discr is more effective and more efficient than Zdisc.

6 Conclusion

In this paper, we presented a novel unsupervised method of discretization based
on a left to right scanning approach. The new framework of discretization
presents the following advantages:

– This framework allows processing discretization in only one pass and hence
reduces the time complexity to O(n), where n is the number of instances.

– For the first time, a discretization framework based on division and merging
operation at the same time is designed.

– The framework allows to modify the discretization statistic with ease, thanks
to the lexical generator.

The experiments showed that the results are very satisfactory for all the measures
exploited, compared to the recent ZDisc algorithm.
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Abstract. Twitter, one of the important social media also acts as substrate to
mix enzymes of actions and reactions of public sentiments including terrorist
activities, either implicitly or explicitly. The identification of terrorist or crime
related texts from Twitter is difficult because of the presence of such implicit and
implied code-mixed hints that are solely shared among different users within a
few groups. In the present task, we have developed a framework that deals with
Twitter data and provides varieties of dataset useful for tracking various terrorist
activities. The system also identifies the terrorist indices of different users as
well as their groups. Compared to the available citation indices (e.g., h-index or
i10-index), this newly proposed index takes into account the normalized
parameters of citation and seed as well as code words related to crime from
vulnerability lexicon. Finally, this index is used for ranking the Twitter users
and groups and it is observed that our proposed ranking algorithms have per-
formed reasonably better when the algorithms encapsulate the roles of citation
and vulnerability parameters together.

Keywords: Twitter � Homogeneous group � Citation � Terrorist index
Vulnerability lexicon � Ranking

1 Introduction

Social media specially Twitter, Facebook, YouTube are being considered as a platform
for common people to share information and express their opinions about current events.
But, security, now a days is associated with the dynamics of the crowd in social media
rather than usual websites [1]. With the rapid growth of social media, like different
communities, terror links are also formed and it is beyond the scope of the security
agencies to inspect all the messages exchanged/views posted in social media for potential
security threats. Thus, informative social-media activities deserve to be transferred
securely as they may contain potential threats and hints of terrorism. So, our primary
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objective is to automatically identify threatening messages concerned to security
agencies and secondary objective is terrorist profiling, i.e. to identify persons with
potential terror activities based on the social media communication.

Work presented in this paper primarily focuses on Twitter and studies have been
explored and highlighted the role of Twitter as a news media and a platform to gauge
public sentiments. The terrorist activities happened in real world has an impact on
social media as Twitter1. Sometimes, they used to form groups for sharing information
related to recent terrorist events under the umbrella of social network. Since conver-
sations of these groups has an impact of actual terrorist attack involving their members
and/or Twitter users, we used to rank groups along with the ranking of group members
in order to know how much they are involved or not in the attack or in the terrorist
activity.

In the present attempt, we have explored methodologies to identify whether any
homogeneous group use any code-word related to any terrorist activity or not and if so,
how to analyze the groups by assigning ranks according to their vulnerability status.
One of our prime objectives is to identify terrorist index (T+ index) of homogeneous
groups and their members in order to rank them.

In rest of the paper, we have discussed related research work on the topic followed
by details on dataset preparation. In next sections, we discuss about methodology and
then, we achieved some results and analyzed the results followed by conclusion and
future work.

2 Related Work

Ranking of tweets by considering the relevance and credibility is researched exten-
sively. Credibility analysis of ranking tweets has been attempted in [2] where the
authors tried to assess the credibility of individual tweets. In their analysis, they
identified the important content and sourced based features, which can predict the
credibility information in a tweet. Ranking tweets by considering trust and relevance
has been attempted in [3] where the analysis of trustworthiness and popularity exploits
the implicit relationships between the tweets. Their preliminary evaluations show
improvement in precision and trustworthiness over the baseline methods and accept-
able computation timings. Another path was ranking of tweets based on heterogeneous
networks. Similar work has been attempted in [4] by Huang and others to construct
heterogeneous networks by harnessing cross-genre linkages between tweets and
semantically-related web documents from formal genres, and inferring implicit links
between tweets and users. To rank tweets effectively, they introduce Tri-HITS, a model
to iteratively propagate ranking scores across heterogeneous networks.

So far, the work done over Twitter is to rank tweets, but our work differs because
their analysis was solely based on ranking of tweets by considering relevance, credi-
bility or heterogeneous networks, while we focus on ranking homogeneous Twitter
users and groups by using citation indices and vulnerability lexicon.

1 https://twitter.com/.
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3 Dataset Preparation

We have collected Twitter data in different stages in order to achieve different goals and
finally prepared five important classified sets of the actual dataset sequentially. The
steps are briefly described and shown in Fig. 1.

3.1 Stage 1: Preparation of List of Seed Words (Seedlist)

This is the preliminary part of our dataset. Observing several real incidents in the
WWW, we manually prepared a primary seedlist of total 594 words related to terrorist
and crimes from English vocabulary2,3. In order to expand our seedlist, we collected
minimum five synonyms of each word of the primary seedlist using ‘WordNet’4 and
added them to create an expanded seedlist (Dataset 1) which contains 2970 seed
words. We used ‘RiTaWordNet’5 to identify the synonyms because ‘RiTa’ is integrated
with the WordNet database. Finally, we have searched each of the words in the seedlist
and extracted relevant tweets related to terrorism or crime.

3.2 Stage 2: List of Terrorist Code Words (Codelist)

It is almost known to all of us that the Twitter users associated with highly terrorist
activity use one or more than one code words during their tweet conversations in order
to continue an encrypted communication within public conversations. So, from several
news forecasting and latest updates, we manually created another list of total

Fig. 1. Overview of data collection process

2 https://myvocabulary.com/word-list/terrorism-vocabulary/.
3 https://gist.github.com/jm3/2815378.
4 https://wordnet.princeton.edu/.
5 https://rednoise.org/rita/.
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53 terrorist code words6 (Dataset 2). The code words are classified into three types
long with their frequency i.e. unigram (23), bigram (11) and trigram (9). We also used
each word from this dataset, to search relevant tweet texts.

3.3 Stage 3: Preparation of List of Current Terrorist Crimes Dates
(Crimelist)

In order to collect strong viral data from Twitter further, we needed all types of
information related to current terrorist incidents. So, we prepared a large list of total
618 dates related to terrorism crimes from several reports and considered latest 2 days
duration with respect to each of the terrorist incidents for collect tweets. Merging all
these dates, we prepared a list of dates7 (Dataset 3) and used each date from the dataset
to search relevant viral data related with terrorist crimes from Twitter on that date.

3.4 Stage 4: Dataset of Crawled Tweet Texts with Details

We crawled a huge amount of data from Twitter by using the words from the expanded
seedlist (Dataset 1) and all the time intervals of the crimelist (Dataset 3). We collected
3226 number of tweets for 968 users and the average number of tweets per user is *3.
Each instance contains the tweet text with it’s user name, user id, retweet count,
favorite count, time, tweet id and language details. It was assured that each tweet text
contains at least one word from the updated seedlist and the time of each tweet must
belong to any one of the time intervals as mentioned in the crimelist. We have men-
tioned one sample tweet in Fig. 2.

In order to crawl the previously described data from Twitter, we used a java library
of Twitter called ‘Twitter4J’8. For further work, we needed to construct a small amount
of highly rated data from this huge dataset as input and collected top 100 most popular
tweets from this dataset. To evaluate the popularity, we consider two parameters; they

Fig. 2. Snapshot of a tweet data crawled from Twitter

6 https://m.rediff.com/news/report/11-code-words-terrorists-in-india-use-a-lot/20140224.htm.
7 https://storymaps.esri.com/stories/terrorist-attacks/?year=2017.
8 https://Twitter4j.org/en/.
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are the ‘Retweet Count’ and the ‘Favorite Count’. We applied the following algorithm
(Algorithm 1) to get top 100 most popular tweets (Dataset 4).

Algorithm 1: 
Step 1: Sort the tweets in descending order in the way given below.

Step 1.1: Check the ‘Retweet Counts’ of the tweets as the first parameter for sorting.
Step 1.2: If ‘Retweet Counts’ are same for more than 1 tweet.

Step 1.2.1: Check the ‘Favorite Counts’ of those tweets as the second parameter for sort.
Step 2: Collect top 100 tweets from the sorted result.

3.5 Stage 5: Dataset of Each Specific Tweet’s Conversation Details

From the previously prepared dataset, we selected each tweet id of the 100 tweets as
input and crawled all the conversation details with respect to each tweet. A total of 100
conversations contain all reply tweets, all re-reply tweets, reply user names, reply user
ids and also re-reply user names, re-reply user ids etc.

Thus, we finally prepared the dataset of each specific conversation details for 100
tweets (Dataset 5). In these total 100 Twitter conversations, the number users in each
of the conversation is on average is*10 and we considered each tweet conversation as
a homogeneous group associated with terrorist activities.

Twitter4j library doesn’t support any function to reach the reply conversations of a
particular tweet, directly. So, to crawl the previously described data from Twitter, we
used a very well-known process of web crawling, called ‘Web Scraping’. For it, we
used a java library called ‘jsoup’9 and parse the HTML from a URL.

3.6 Stage 6: Dataset of Each Specific User’s Timeline Details

From the previously generated dataset, we selected each user id of all the reply users
and re-reply users as input to crawl all the timeline tweets and retweet of all the users.
In the dataset for each user, there are all tweets, retweets, total number of tweets, total
retweet counts and retweet count of each tweet for that specific user’s timeline (Dataset
6). The total number of users is 1000 whereas number of tweets in each user’s timeline
is on average *100 and we considered each user as a member of the homogeneous
group related with terrorist activities.

4 Methodology

In order to generate a new optimized ranking algorithm for the Twitter users and any
type of homogeneous groups, we used our classified dataset independently by the
following five sequential working stages. These stages are briefly described below
(Fig. 3).

9 https://jsoup.org/.
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4.1 Homogeneous Group Formation

At first, we marked the homogeneous groups from Twitter data on which we had to
apply our ranking algorithm. Therefore, we used the dataset of each specific tweet’s
conversation details (i.e., Dataset 5) to create the homogeneous groups. In each group
(conversation) users who are involved within the same conversation with respect to
tweet topic. Thus, we considered the whole conversation group for each tweet as a
homogeneous group and finally we obtained dataset of total 100 homogeneous groups
where each group contain * 10 average number of users.

4.2 Citation Analysis of Twitter Users

This working stage was the first stage for our ranking approach. In order to evaluate the
normalized values for citation analysis, we calculated four parameters for each of the
users; total citation count, total number of tweets, h-index and i10-index.

In order to calculate these parameters, we use the dataset of each specific user’s
timeline details (i.e., Dataset 6). From this dataset, we gathered total number of users,
total number of tweets of each user and all the retweet counts of all tweets for each
user. The second parameter was already calculated.

4.2.1 Counts of Total Citations
We applied this algorithm (Algorithm 2) to get the total citation counts of all Twitter
users of all homogeneous groups.

Algorithm 2: 
Step 1: Select any of the users from total number of users.

Step 1.1: Calculate citation counts of total number of tweets of that user.
Step 1.1.1: Select any tweet of that user.
Step 1.1.2: Count citation of any tweet = retweet count of that tweet (using formula).
Step 1.1.3: Repeat the same process for all other tweets.

Step 1.2: Calculate total citation count of that user.
Step 1.2.1: Total citation count = sum of all retweet counts of all tweets.

Step 2: Repeat the same process for all other users.

Fig. 3. Overview of experiment process
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4.2.2 Identification of Citation Indices (h-Index and i10-Index)
We all are familiar with the algorithm for finding the h-index and i10-index of any
‘Google Scholar’ profile. So, we implemented the similar algorithm10 (Algorithm 3),
given below for finding the h-indices and i10-indices of all the Twitter users.

Algorithm 3: 
Step 1: Select any of the users from total number of users.

Step 1.1: Achieved citation count of each tweet for all tweets of that user.
Step 1.2: H-Index = number of tweets (h) with a retweet count (citation number) ≥ h .
Step 1.3: i10-Index = the number of tweets with at least 10 retweet counts (citations).

Step 2: Repeat the same process for all other users.

4.3 Preparation of Vulnerability Lexicon

The lexicon related to vulnerability is one of the important contributions of our present
ranking approach for analysis of various Twitter users and their homogeneous groups.
In order to evaluate or analyze lexicons, we needed to deduce the normalized values in
two different ways; seed words and code words. We used the normalized values of only
seed words for ranking the users while for ranking the groups we used the normalized
values of both the seed words and code words.

4.3.1 Seed Word Lexicon Analysis
Here, we assumed two parameters for a tweet conversation; total number of different
words from seedlist (Dataset 1) and total number of times each word is appeared.
Thus, to calculate the parameters, we used two different input datasets for users and
homogeneous groups and they are; for users’ seed word lexicon, all tweet texts from
the dataset of each specific user’s timeline details (i.e., Dataset 6) whereas for
homogeneous groups’ seed word lexicon, all tweet texts from the dataset of each
specific tweet’s conversation details (i.e., Dataset 5). We also used Porter Stemmer11

to stem the words in order to obtain more relevant instances from these datasets and
calculated the counts of all such seed words having several prefixes and suffixes.

4.3.2 Code Word Lexicon Analysis
In this case, we also assumed similar two parameters for a tweet conversation; total
number of different words from codelist (Dataset 1) and total number of times each
word is used. Thus, to calculate these parameters, we used all tweet texts from the
dataset of each specific tweet’s conversation details (i.e., Dataset 5) for code word
lexicon of homogeneous groups. Here, we used three types of n-grams for searching;
unigram, bigram and trigram, respectively.

10 http://libguides.cmich.edu/c.php?g=353669&p=2468209.
11 https://github.com/stanfordnlp/CoreNLP/blob/master/src/edu/stanford/nlp/process/Stemmer.java.
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4.3.3 Parts-of-Speech (POS) Tags
We have analyzed all the seed words and code words from tweet texts to recognize
their parts of speech of eight different types (noun, pronoun, adjective, verb, adverb,
preposition, conjunction and interjection). Here, we used the java library of ‘Ark parts
of speech (POS) tagger’12. From the statistical details of this lexicon analysis (men-
tioned in Table 1), it is reflected that in Twitter the terrorist activities are mainly
focused by the noun words.

4.3.4 Named Entity Tags
Not only POS tags, we also analyze all the seed words and code words from tweet texts
to recognize the name-entity fields of seven different types (time, location, organiza-
tion, person, money, percent and date). Here, we used the java library of ‘Stanford
Named Entity Recognizer (NER)’13 containing 7 classifiers which label sequences of
words in a text with 7 types. From the statistical details of this lexicon analysis
(mentioned in Table 1), we conclude that in Twitter, terrorist activities are mainly
focused on words which are not named entities.

4.4 Ranking of Twitter Users

Here, each user is being assigned with a parametric value (T+-index), known as Tþ
u -

index and based on such indices, we have arranged them in decreasing order of their
vulnerability. Thus, we complete the ranking procedure with respect to all the users of
all homogeneous groups. In order to obtain this parametric value for each user, we used
two types of normalized values i.e., citation analysis values and vulnerability lexicon
values, both. We have described our algorithm (Algorithm 4) for ranking homogeneous
Twitter users below.

Table 1. Parts of Speech (POS) and Name Entity (NE) statistics of seed and code words

Types Seed words (unigram) Code words
Unigram Bigram Trigram

Part of Speech (POS) # Parts of Speech (POS)
Noun 388 23 21 23
Adjective 86 0 1 1
Verb 97 0 0 0
Adverb 41 0 0 0
Conjunction 0 0 0 3
Name Entities (NEs) # major Name Entity
Person 6 1 2 0
Location 4 0 1 1
Organization 11 1 0 0

12 https://github.com/vatsan/gp-ark-tweet-nlp
13 http://guides.library.cornell.edu/c.php?g=32272&p=203388.
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4.5 Ranking of Homogeneous Twitter Groups

Here, each group is being assigned with a parametric value (T+-index), known as Tþ
g -

index and based on such indices, we have arranged them in decreasing order of their
vulnerability. Thus, we complete the ranking procedure with respect to all the users of
all homogeneous groups. In order to obtain this parametric value for each group, we
used two types of normalized values i.e., users’ parametric values and vulnerability
lexicon values, both. Now, we have described our algorithm (Algorithm 5) for ranking
homogeneous Twitter groups below.

Algorithm 5:
Total number of homogeneous groups = N. Homogeneous group count, g = 1 to N. Total 
number of users in any homogeneous groups = ng. User count of any homogeneous group, ug

= 1 to ng. T+-index value of any user = T+ug. Number of different seed words from seedlist in 
any homogeneous group’s conversation = WsNg. Number of times the seed words are used in 
any homogeneous group’s conversation = WsTg. Number of different code words from the list 
of terrorist code words in any homogeneous group’s conversation = WcNg. Number of times
the code words are used in any homogeneous group’s conversation = WcTg.

Normalized value of user’s T+-index to analyze any homogeneous group = NPg. 
Normalized value of vulnerability lexicon of any homogeneous group = NLg. T+-index value 
of any homogeneous group = T+

g

Step 1: Select any of the homogeneous groups from total number of homogeneous groups.
Step 1.1: Calculate normalized user’s parametric values of that homogeneous group.

Step 1.1.1: NPg = ( ∑ Pug ) / ng , for ug = 1 to ng

Step 1.2: Calculate normalized value of vulnerability lexicon of that homogeneous group.
Step 1.2.1: NLg = (( WsNg * 1 ) + ( WsTg * 0.5 )) +((( WsNg * 1 ) + ( WsTg * 0.5 )) * 2 )

Step 1.3: Calculate the T+-index value of any group.
Step 1.3.1: T+

g = ( NPg + NLg ) / 1000
Step 2: Repeat the same process for all other homogeneous groups.
Step 3: Sort T+

g of all homogeneous groups in decreasing order.

Algorithm 4:
Total number of users = N. User count, u = 1 to N. Total number of tweets of any user = Tu. 
Total citation count of any user = Cu. H-Index of any user = Hu. I10-Index of any user = I10

u. 
Number of different seed words from seedlist in any user’s timeline = Ws Nu. Number of times 
those seed words are used in any user’s timeline = Ws Tu. Normalized value of citation 
analysis of any user = NCu. Normalized value of vulnerability lexicon analysis of any user = 
NLu. T+-index value of any user = T+

u

Step 1: Select any of the users from total number of users.
Step 1.1: Calculate the normalized value of citation analysis of that user.

Step 1.1.1: NCu = ( Hu + I10
u ) * ( Cu / Tu )

Step 1.2: Calculate the normalized value of vulnerability lexicon analysis of that user.
Step 1.2.1: NLu = ( WsNu * 1 ) + ( WsTu * 0.5 )

Step 1.3, Calculate the T+-index value of any user.
Step 1.3.1: T+

u = ( NCu + NLu ) / 1000
Step 2: Repeat the same process for all other users.
Step 3:  Sort T+

u of all users in decreasing order.
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5 Results and Analysis

We analyzed the whole outputs in two subsequent categories; these are briefly
described below.

5.1 Analysis of Users’ Ranking

For each Twitter user, two main parameters of the T+-index (i.e., Tþ
u -index) basically

represent two aspects; the normalized citation value represents the popularity of that
user in Twitter whereas the normalized vulnerability lexicon value represents the
involvements of that user with respect to terrorism in Twitter.

By using these two parameters as axes, we have plotted a graph for 10 users of a
homogeneous group and we observed that the user having both values as maximum
achieves the top rank. But for the same users, when we have replaced the vertical axis
with three different values; h-indices, i10-indices, the values of the (total citation
counts/total tweet counts) and the normalized values of vulnerability lexicon, then the
graph has been turned into non-symmetric and also easily not acceptable for users’
ranking. It justifies that our implemented algorithm results positive and efficient output
for users’ ranking (shown in Fig. 4).

5.2 Analysis of Homogeneous Groups’ Ranking

It is true that the homogeneous Twitter groups can be mutually exclusive. It means
there can be one or more than one user belong to more than one group. For each group,
two main parameters of the T+-index (i.e., Tþ

g -index) basically represent two aspects;
the normalized users’ terrorist index represents the popularity of that group in Twitter
whereas the normalized vulnerability lexicon value represents the involvements of that
group with respect to terrorism in Twitter.

By using these two parameters as axes, we have plotted a graph for 10 groups as
shown in Fig. 4 and we can observe that the group having both values maximum
obtains the top rank. Therefore, it justifies that our implemented algorithm results
positive and efficient output for group ranking (shown in Fig. 5).

Fig. 4. Analysis of user’s ranking
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6 Conclusion and Future Work

At the end, we can conclude that we have generated a new algorithmic approach for
ranking any number of homogeneous groups with respect to their terrorist activities in
Twitter by analyzing both vulnerability lexicon and group user’s ranking. In order to do
this, we have also generated another new algorithmic approach for ranking any number
of users according to their terrorist involvements in Twitter.

So, by using these ranking algorithms of Twitter users and homogeneous groups,
anyone can also proceed this research work further more. Such as, if anyone can create
any number of groups using different type of Twitter users according to own necessity,
then these algorithms can be implemented for the ranking of any type of heterogeneous
Twitter groups also.
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Abstract. Prior works in metaphor detection have largely focused on
crisp binary classification of textual input into ‘metaphorical’ or ‘literal’
phrases. However, the journey of a metaphor from being novel when
newly created to eventually being considered dead due to the acquired
familiarity with the mapping over a time span, is a continuum. This
observation guides us to the idea that a metaphorical text is indeed,
partially literal and partially metaphorical. In this paper, we investigate
the idea of soft metaphor detection by assigning membership values to
fuzzy sets representing varying degrees of metaphoricity. We use a set of
conceptual features and apply a simple unsupervised technique of Fuzzy
c-means to illustrate fuzzy nature of metaphors. We report our experi-
mental results on a dataset of nominal metaphors to illustrate the concept
of soft metaphor detection and demonstrate their simultaneous member-
ship in multiple classes by visualizing overlapping clusters, metaphor and
literal.

1 Introduction

A metaphor is a cognitive phenomenon which maps an abstract concept in a tar-
get domain to a relatively concrete concept from a well-defined source domain to
ease the understandability in communication [7]. The underlying idea is to dis-
cover patterns in the learned source domain which somehow helps in illustrating
the abstract concept. The selected mapping i.e. metaphor also reflects the per-
ception of a writer about the target concept. Let us consider a sentence:

An atom is a solar system. (a)

Here, the mapping is performed between the solar system (source domain)
and atom (target domain). In this mapping, tiny particles such as protons revolv-
ing around the nucleus are analogous to planets and nucleus corresponds to sun.
To comprehend the sentence (a), we import our existing knowledge about struc-
ture of the solar system such as ‘planets revolve around the sun’, ‘a planet have
an orbit’ to understand the model of an atom.

In the late 1980s, Nunberg categorized metaphors into two categories namely
dead metaphors and novel metaphors [12]. As the terminology implies, dead
c© Springer International Publishing AG 2017
A. Ghosh et al. (Eds.): MIKE 2017, LNAI 10682, pp. 402–411, 2017.
https://doi.org/10.1007/978-3-319-71928-3_38



Soft Metaphor Detection Using Fuzzy c-Means 403

metaphors are overly exploited mappings in daily parlance and thus adopt the
metaphorical meaning as an extended literal interpretation. One such example
is the usage of the word gem in the phrase ‘My husband is a gem.’ The word,
gem1 initially meant ‘a crystalline rock that can be cut and polished for jewelry’
or ‘a precious or semiprecious stone incorporated into a piece of jewelry’ but
at present, its meaning extends to ‘a person who is as brilliant and precious
as a piece of jewelry’ which is a metaphorical interpretation. Dead metaphors
are considered equivalent to literal text as one does not need to perform any
mental mapping to interpret it. In contrast, novel metaphors are newly generated
mappings and require common-sensical knowledge of concepts involved in the
mapping to extract contextually coherent metaphorical interpretation.

Recent studies in metaphor detection have largely focused on crisp binary
classification of textual input as metaphorical or literal [6,11,14,17]. However,
a metaphor undergoes a process of gradual transition from being initially novel
to eventually being considered dead. The transition begins from the state of
highest metaphoricity when a metaphor is created and used for the first time
and gradually declines to the lowest metaphoricity when it is considered to be a
dead metaphor due to its frequent usage in common parlance. Thus, we argue
that a hard classification of a given phrase exclusively to the classes metaphor
or literal is not a pragmatic approach.

The extent of novelty or metaphoricity of a metaphor is determined by the
uniqueness of the mapping between the source domain and the target domain
concepts in a metaphorical expression. Working on the hypothesis that a novel
metaphor is generated when an unseen or rare comparison is made between two
unrelated concepts, we infer the extent of novelty of a metaphorical expression
by examining the semantic relatedness between the mapped concepts. Semantic
relatedness is a metric based on distributional hypothesis which states “words
which are similar in meaning occur in similar contexts” [16]. A low co-occurrence
frequency indicates a novel usage and thus, low relatedness between the mapped
concepts. Other psychological features such as imageability [2,3], meaningfulness
[14] and familiarity [18] indicate the propensity of a word being metaphorical.

In this paper, we investigate the concept of metaphoricity for a given textual
phrase through the notion of degree of membership in fuzzy clusters [1]. We
contend that a soft metaphor detection approach based on metaphoricity would
lead to a more informative metaphor processing system. We perform unsuper-
vised soft metaphor detection which classifies sampled data into three classes
namely, metaphor, literal and probably metaphor. The ternary classification cre-
ates a subset of doubtful cases which requires further processing thus improving
the confidence of classified instances. We use the R package e1071 [9] to imple-
ment FCM for our experiments and use a publicly available dataset of nominal
metaphors provided in [13] to analyze the validity of the proposed soft metaphor
detection approach.

The remainder of the paper is organized as follows. Section 2 provides a brief
introduction to existing work in metaphor detection. In Sect. 3, we explain the

1 WordNet search (gem): https://goo.gl/ej2PUY.
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application of FCM to determine metaphoricity for a textual input and report the
results of a soft binary classification to identify metaphors in text. We conclude
our work in Sect. 4.

2 Related Work

In this section, we discuss the prior studies on detection of nominal metaphors.
Krishnakumaran et al. in [6] utilize WordNet [21] to verify the absence of
hyponymy relations in the mapped subject and object to identify metaphor-
ical usages. This establishes the variation in semantic categories and thus a
non-literal mapping.

For example, consider the phrase ‘My lawyer is a shark’. In this phrase, the
lawyer with semantic category ‘PERSON’ is projected as a type of shark which
is an ‘ANIMAL’. Therefore, this phrase is marked as a metaphorical phrase.

However, the concept of hyponymy relation fails in case of polysemous words
such as chicken which have multiple semantic categories i.e. ‘ANIMAL’ and
‘FOOD’. In addition, a phrase with same semantic category for the subject
and object is not necessarily a literal phrase [11]. One such example is ‘My
cat is a tiger.’ In [11], Neuman et al. resolved this problem by incorporating a
disambiguation step which uses co-occurrence frequency to identify most likely
usage. Su et al. combines the hyponymy relation from WordNet with cosine
distance between the source and target domains using word2vec embeddings [17].

The utility of conceptual metaphors revolves around understanding of the
abstract concept that is conveyed in the target domain by relating it with a
relatively concrete concept in the source domain [7]. Employing this hypothesis,
Turney et al. in [20] and Klebanov et al. in [5] use the notion of relative abstract-
ness between a word and its context to detect metaphors. Other psychological
features (also known as conceptual features) such as imageability [2,14,19] and
familiarity [18] have been also shown to be helpful in identifying metaphors.
Rai et al. use fuzzy psychological features and word2vec embeddings to iden-
tify nominal metaphors [15]. They later approximate the crisp classes namely
metaphorical and literal using a fuzzy rough set model to tackle imprecision and
vagueness in psychological features [13].

The existing studies on metaphor detection emphasize on contrasting the
source and target domain concepts, without taking into account the degree of
novelty of the metaphorical expression. To the best of our knowledge, there
is no computational approach for any type of metaphors which explores the
concept of fuzzy nature of a metaphor. In this paper, we introduce the concept
of metaphoricity to represent the continuous spectrum of possibilities between
the extremes, literal and metaphor. The approach closest to our work is that
proposed in [4]. However, they adopt a probabilistic approach, quantifying the
likelihood of a phrase being metaphorical. On the other hand, our approach
assigns membership values that quantify the degree to which a phrase may belong
to different, yet overlapping classes of metaphoricity. The fuzzy approach has
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greater expressive power as it represents the realistic part-metaphorical, part-
literal phases of a metaphorical expression in transition from its initial novel
state to eventual dead state.

3 Soft Metaphor Detection Using Fuzzy c-Means

In this section, we elaborate upon our proposed FCM driven approach to model
the concept of metaphoricity and enable an unsupervised soft classification of a
textual input into the fuzzy sets metaphor, literal and probably metaphor.

3.1 Problem Representation

In this paper, we restrict the problem of soft metaphor detection to nominal
metaphors. In nominal metaphorical expressions, an explicit mapping is per-
formed between the subject in the target domain and an object in the source
domain. We use a dependency parser to extract the subject and object for all
input utterances. The extracted pairs of <subject, object> are used for feature
extraction in the next phase.

3.2 Feature Extraction

We extract a set of conceptual features namely concreteness, imageability, famil-
iarity and meaningfulness for the source and target domains using MRC Psy-
cholinguistic Database [22]. These are augmented by a set of derived features
comprising the relative difference between the psychological features of the sub-
ject and the object to capture the extent of variation in the selected phrase.

We compute the cosine similarity between pre-trained word2vec embeddings
[10] of the source and target domains to quantify the semantic relatedness that
conveys the novelty of a mapping. We use word embeddings since they effectively
capture context and analogical relations between the concepts.

3.3 Fuzzy c-Means

Let X = {x1, x2, x3, . . . , xN} be a set of N sample points in an n-dimensional
feature space R

n. Let xk
i represent the kth feature of a sample point, xi. Given

a set of clusters C = {C1, C2, C3, . . . , Cc}, the fuzzy c-partitions of X are such
that each sample, xi ∈ X has a membership value, μij in cluster, cj ∈ C with
conditions such that,

μij ∈ {0, 1}, where 1 ≤ i ≤ N, 1 ≤ j ≤ c;∑c
j=1 μij = 1, where 1 ≤ i ≤ N ;

and 0 <
∑N

i=1 μij < N, where 1 ≤ j ≤ c.
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The inclusion of xi ∈ X in a fuzzy partition, Cj is determined by minimizing
the objective function defined in (1).

Jm(C, v) =
N∑

i=1

c∑

j=1

(μij)m|xi − vj |2. (1)

where v = {v1, v2, . . . , vc} represents a vector for centre of clusters. m denotes
weighting exponent to indicate the level of fuzziness, where 1 ≤ m < ∞. On the
basis of number of clusters to be formed, the algorithm calculate the center, vj
of cluster, j, using (2).

vj =

∑N
i=1 μm

ijxi
∑N

i=1 μm
ij

. (2)

Thereafter, randomly initialized membership, μij of every sample point, xi ∈ X
in every cluster Cj ∈ C is updated using (3). The algorithm converges when the
objective function, Jm(C, v) ceases to improve by a fixed minimum threshold,
0 < ω < 1 or the specified number of iterations are over.

μij =
1

∑c
k=1(

|xi−vj |
|xi−vk| )

2
m−1

. (3)

In our case, there are two classes namely metaphor and literal, thus c = 2. The
overlap between the clusters is considered to be probably metaphor samples.

3.4 Experiments and Results

We used the R package e1071 V1.6-8 [9] and cluster V2.0.6 [8] to implement FCM
algorithm. We used a publicly available dataset of nominal metaphors provided
in [13] for our experiments. In [13], the authors used the dataset to demonstrate a
supervised metaphor detection model using fuzzy rough sets. Since, our approach
is an unsupervised approach, we define a baseline to evaluate the effectiveness
of our approach.

We show clusters formed using FCM clustering algorithm in Fig. 1. The clus-
ter containing a majority of metaphorical samples is marked ‘1’ whereas the
cluster containing mostly literal samples is marked ‘2’. For every sample in the
dataset2, we plotted their degree of membership in the created fuzzy clusters as
shown in Fig. 2. The black line represents the membership value of instances for
the cluster literal whereas the red line indicates the membership for the cluster
metaphor.

For the baseline, we perform crisp classification using FCM. We mark a sam-
ple, i as metaphor if its membership values, μMi

in the cluster metaphor is higher
than its membership, μLi

in the cluster literal. The results for soft metaphor
detection are summarized in Table 1. We formed three classes namely metaphor,
literal and probably metaphor. The class, metaphor consisted of samples having
2 Metaphoricity: https://goo.gl/wmgjor.

https://goo.gl/wmgjor
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Fig. 1. Clustering using FCM (clusters: ‘1’ - Metaphor, ‘2’ - Literal)

Fig. 2. Membership graph for metaphorical and literal samples. The x-axis represents
the samples and y-axis indicates the degree of membership. (Color figure online)

membership value, ≥ 0.52 in cluster, metaphor where as samples with member-
ship value ≤ 0.48 were marked as literal samples. The class, probably metaphor
comprised of samples whose membership values lie in the range of (0.48, 0.52).
The range is decided experimentally after examining the samples.

In Table 1, the average accuracy for our proposed approach is 75.91% which
is 3.91% more than the average accuracy of the baseline approach. We observe
a significant improvement of 8.93% in the accuracy of class metaphor over the
baseline. There is a minor increase of 0.8% in the accuracy of class literal.
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Table 1. Results

Approach Ametaphor Aliteral Aaverage |probably metaphor|
Baseline (crisp classification) 62.67 81.34 72 NA

Soft Metaphor Detection 71.6 82.14 75.91 13

Legend: Ametaphor - Accuracy for class metaphor,
Aliteral - Accuracy for class literal,
Aaverage - Average accuracy for metaphor and literal class,
|probably metaphor| - cardinality of set, probably metaphor.

On closer analysis, we observe that metaphorical samples such as ‘The good
news was an earthquake’ (sample: 48 in Fig. 2) and ‘An atom is a solar system’
(sample: 50 in Fig. 2) were incorrectly classified as literal. The degree of mem-
bership for the sample ‘50’ in cluster literal is 0.75 and thus 0.25 in metaphor.
Despite the fact that it is a metaphorical sample, the frequent usage in daily
parlance has nullified its novelty and thus its application as a metaphor. The
sample ‘48’ has membership value of 0.65 in the cluster ‘literal’. This can be
attributed to the high relatedness between the domains ‘news’ and ‘earthquake’.
Also for a human, it is difficult to unambiguously categorize the sample ‘48’ as
metaphor or literal.

Likewise, few literal samples such as ‘Marriage is a legal contract.’ are pre-
dicted as metaphor. Technically, marriage is a contract but it is seldom conveyed
so. Low co-occurrence and thereby low relatedness between marriage and con-
tract led to its false classification in the class metaphor.

From the results, we observe that soft metaphor detection do facilitate clas-
sification with higher accuracy and provides the scope for further analytical
processing of doubtful cases.

The degree of membership in the fuzzy cluster ‘1’ (metaphor) acts as the
metaphoricity of a given metaphorical expression. In Table 2, we present the
metaphoricity obtained for a subset of 6 samples from the dataset. The table
includes two pairs of similar subject-object phrases, one embodying a much
higher degree of metaphoricity than the other. These examples illustrate how an
unfamiliarity in the mapping between source and target domain concepts bends
a phrase towards metaphorical usage. The complete list is publicly available on
the link (see Footnote 2).

In Table 3, we show the centroids of clusters in terms of the feature-values.
The labels conc, imag, mean and fam denote the features concreteness, image-
ability, meaningfulness and familiarity respectively. The suffix o indicates that
the extracted feature is for target domain i.e. object in the case of nominal
metaphors whereas the suffix d indicates the difference between the values for
the source and target domains.

Analysis. Analyzing the clusters shown in Fig. 1, we observe that there is a
significant overlap between the metaphor and literal clusters. The membership
graph shown in Fig. 2 also strengthens the idea that a metaphorical text is
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Table 2. Metaphoricity (membership in clusters-metaphor)

No. (Fig. 2) Sample Metaphoricity

9 New moon is a banana 0.784

109 New moon is a curve 0.438

31 His marriage was a short leash 0.689

94 His marriage was controlling 0.29

47 Control is fertilizer 0.622

96 Control is encouraging 0.338

Table 3. Feature-value for cluster-centroids in FCM

Feature conc o imag o mean o fam o conc d imag d relatedness

Metaphor 0.772 0.698 0.502 0.656 0.633 0.498 0.177

Literal 0.538 0.447 0.277 0.604 0.498 0.371 0.183

indeed partially literal and a literal text is partially metaphorical. The high-
est metaphoricity is 0.869 for ‘Path through forest is a narrow lane.’ followed
by the phrase ‘The nearest star is a ball.’. The lowest metaphoricity is 0.219 for
‘Some tears are intriguing.’ followed by ‘Atom is a solar system.’. Few examples
of probably metaphor are given below.

My rat’s fur is silk. (b)
Brain is a machine (c)
Some snores are sirens. (d)

The sentences (b–d) are marked metaphor in the dataset. However, the
metaphoricity for these three phrases are 0.482, 0.495 and 0.501 respectively.
This supports our hypothesis that a metaphor gradually loses its novelty and
thereby, its metaphoricity. The comparisons atom-solar system, fur-silk and
brain-machine are quite common and so have low metaphoricity. On the other
hand, we also observe that some literal samples such as ‘My young cousin is
thin.’, ‘My ex-husband is good.’ and ‘Hostility is hidden.’ have higher mem-
bership in the metaphor class. This may be due to the assumption of rare co-
occurrences as an indicator of novelty and thus a metaphorical text.

As shown in Table 3, the psychological features such as concreteness, image-
ability, familiarity, meaningfulness are relatively high for metaphorical class in
concordance with the existing findings. The semantic relatedness for metaphori-
cal samples is relatively lower than literal samples, as postulated by the theory of
contextual incongruity. The relative difference between psychological features of
source and target domains is also an important feature to determine metaphor-
ical samples.
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4 Conclusion

In this paper, we brought forth the idea that the journey of a metaphor from
being novel to being considered dead is a continuum. We argued that soft
metaphor classification, which entails assigning a degree of membership to vari-
ous levels of metaphoricity is a more practical and informative approach towards
metaphor processing than a crisp classification, due to the fuzzy nature of con-
cepts in human language. Through an analysis of cluster formation, we verified
the hypothesis that metaphors do involve an analogous comparison of concepts
in a somewhat inscrutable domain with concepts in a relatively more concrete,
imageable and meaningful domain. For our future work, we are focusing on
treating the intermediate category of probably metaphor to further analytical
methods to predict their utility as metaphorical usage.
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Abstract. The Classification and Regression Tree (CART) recursively partitions
the measurement space, displaying the resulting partitions as decision tree.
However, the performance of CART-based decision tree degrades while dealing
with high-dimensional large data sets. This research work studies CART, based
on Maximum Probabilistic-based Rough Set (MPBRS). The MPBRS has been
used as a tool for insignificant data reduction without sacrificing information
content. This paper also studies CART, based on Pawlak rough set and Bayesian
Decision Theoretic Rough Set (BDTRS) for comparative analysis. Experimental
results on three different data sets show that the MPBRS-based CART constructs
improved decision tree for better classification efficiency.

Keywords: CART · MPBRS · BDTRS · Attribute reduction

1 Introduction

The CART [3, 10, 17] is a sophisticated Decision Tree [11, 12] algorithm. It is direct
viewing, can extract knowledge rules preferably and suitable to deal with classification
problems [21]. It outperforms several other popular decision tree algorithms with respect
to simplicity, comprehensibility, classification accuracy and being able to handle mixed-
type data. Moreover CART efficiently deals with missing values, uses cost-complexity
pruning strategy and can handle outliers. But, when the data has large number of attrib‐
utes and involves impurity, the decision tree constitutive property is poor and difficult
to find some information that could have been found and be useful. Another problem
with the CART cross validation method is that it can be computationally too expensive,
because it requires the growing and pruning of auxiliary trees as well. In order to over‐
come these drawbacks, rough set based attribute reduction has been introduced. Ever
since the introduction of rough set theory by Pawlak [9] in 1982, many extensions have
been made [16, 19, 20, 22]. The MPBRS [7, 9] is an excellent rough set based tool for
attribute reduction. The indiscernibility relation and set approximation remains unal‐
tered before and after reduction. The positive region computed, involves maximum
number of objects. As a result the reduced attribute set involves all the significant attrib‐
utes eliminating all insignificant attributes. This paper also studies CART based on
Pawlak rough set [9] and BDTRS [1, 2, 8] for attribute reduction. In this research work
we have used R [4, 6, 13], version 3.2.2, for experimentation and implementation of
MPBRS. Data sets have been taken from UCI Machine learning repository.
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In Sect. 2, Pawlak rough set, BDTRS, MPBRS and CART are introduced.
Section 3, discusses about processing steps, algorithm and execution process in R
environment. Experimental results and concluding remarks are presented in Sects. 4
and 5 respectively.

2 Theoretical Background

2.1 Pawlak’s Rough Set Model [9, 13]

An information system is defined as: S = (U, At,
{

Va|a ∈ At
}

,
{

Ia|a ∈ At
}
), where, U

is a finite nonempty set of objects, At is a finite nonempty set of attributes, Va is a
nonempty set values of a ∈ At and Ia:U → Va is an information function that maps an
object in U to exactly one value in Va. The approximations of X ⊆ U with respect of
equivalence relation R can be defined according to its upper and lower approximations.

Positive region:

POSR(X) = RX = ∪
{
[x]R|P(X∕[x]R

)
= 1, [x]R ∈ 𝜋R

}
.

Negative region:

NEGR(X) = U − R̄X = ∪
{
[x]R|P(X∕[x]R

)
= 0, [x]R ∈ 𝜋R

}
.

Boundary region:

2.2 Bayesian Decision Theoretic Rough Set [1, 2, 8, 15]

Let, DPOS denotes the positive region in BDTRS model. For an equivalence class,
[x]c ∈ 𝜋A,

DPOS

(
[x]c

)
=
{

Di ∈ 𝜋D:P
(
Di∕[x]c

)
> P

(
Di

)}
.

For equivalence classes [x]c and 
[
y
]

c
 the elements of a positive decision-based

discernibility matrix, MDpos
 is defined as follows.

MDPOS

(
[x]c,

[
y
]

c

)
=
{

a ∈ C:Ia(x) ≠ Ia(y)
⋀

DPOS

(
[x]c

)
≠ DPOS

([
y
]

c

)}
.

A positive decision reduct is a prime implicant of the reduced disjunctive form of
the discernibility function.
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f
(
MDPOS

)
=
⋀{⋁(

MDPOS

(
[x]c,

[
y
]

c

))
:∀x, y ∈ U

(
MDPOS

(
[x]c,

[
y
]

c

)
≠ ∅

)}
.

In order to derive the reduced disjunctive form, the discernibility function f
(
MDPOS

)
is transformed by using the absorption and distributive laws. Accordingly, finding the
set of reducts can be modeled based on the manipulation of a Boolean function.

2.3 Maximum Probabilistic Based Rough Set [7, 9, 18]

Maximum probabilistic based rough set is a stronger form of other rough set models.
The precision of an equivalence class [x]c ∈ 𝜋c for predicting a decision class Di ∈ 𝜋D

can be defined. We denote it by Pmax(Di, [x]c) and are defined as follows:

Pmax

(
Di, [x]c

)
=

||[x]c ∩Di
||

max

j
||[x]c ∩Di

||
.

For a decision class, Di ∈ 𝜋D, the Maximum probabilistic based rough set lower and
upper approximations with respect to a partition 𝜋c can be defined as:

aprmax(𝜋C)

(
Di

)
=

⎧⎪⎪⎨⎪⎪⎩
x ∈ U:Pmax

(
Di, [x]c

)
=

||[x]c ∩Di
||

max

j
||[x]c ∩Di

||
= 1

⎫⎪⎪⎬⎪⎪⎭
,

aprmax(𝜋C)
(
Di

)
=

⎧⎪⎪⎨⎪⎪⎩
x ∈ U:Pmax

(
Di, [x]c

)
=

||[x]c ∩Di
||

max

j
||[x]c ∩Di

||
> 0

⎫⎪⎪⎬⎪⎪⎭
.

The positive, boundary and negative regions of Di ∈ 𝜋D with respect to 𝜋C are defined
by:
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POSmax(𝜋c)
(
Di

)
= POSmax

(
Di,𝜋c

)
=

⎧⎪⎪⎨⎪⎪⎩
x ∈ U:Pmax

(
Di, [x]c

)
=

||[x]c ∩Di
||

max

j
||[x]c ∩Di

||
= 1

⎫⎪⎪⎬⎪⎪⎭
BNDmax(𝜋c)

(
Di

)
= BNDmax

(
Di,𝜋c

)

=

⎧⎪⎪⎨⎪⎪⎩
x ∈ U:0 < Pmax

(
Di, [x]c

)
=

||[x]c ∩Di
||

max

j
||[x]c ∩Di

||
< 1

⎫⎪⎪⎬⎪⎪⎭

NEGmax(𝜋c)
(
Di

)
= NEGmax

(
Di,𝜋c

)
=

⎧⎪⎪⎨⎪⎪⎩
x ∈ U:Pmax

(
Di, [x]c

)
=

||[x]c ∩Di
||

max

j
||[x]c ∩Di

||
= 0

⎫⎪⎪⎬⎪⎪⎭
.

Attribute Significance [9]. The consistency factor is defined as 𝛾(C, D) = ||POSC(D)||∕|U|.
The decision table is consistent if 𝛾(C, D) = 1. The significance, 𝜎(a), of any attributes a, can
be defined as:

𝜎(C, D)(a) = (𝛾(C, D) − 𝛾(C − {a}, D))∕𝛾(C, D) = 1 − (𝛾(C − {a}, D)∕𝛾(C, D)).

Where, 0 ≤ 𝜎(a) ≤ 1.

2.4 Decision Tree: CART [3, 10, 11, 17]

The CART algorithm starts with the initial decision table (data set) D, attribute set At

and gini-index, as attribute selection method. Initially, it creates a node, N, which incor‐
porates D. If all the objects of D belong to same class, node N is returned as leaf node.
Otherwise, select a condition attribute (that maximizes the reduction in impurity of D)
that divides D, in a manner such that height of the tree is as small as possible. The node
N is labeled with the selected attribute. After that, branches are grown from N for each
of the outcomes of the splitting attributes. The algorithm works recursively on each
subset of D. Recursion may stop in one of these cases:

• All the objects of a node belong to a particular class (same class).
• There are no attributes left on which the objects may be further be separated.
• There are no objects for a particular branch and a partition is empty.

Gini Index. CART uses Gini-index for choosing the best attribute in the process of
data partition. The Gini-index for a data set D, having m decision classes is calculated
as:
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Gini(D) = 1 −
∑m

i=1
p2

i
. (1)

Where pi is the probability that an object in D, belongs to class C. If a binary partition
on condition attribute A, partitions D into subsets D1 and D2, the Gini-index, given that
partitioning is:

GiniA(D) =
||D1

||
D

Gini
(
D1

)
+

||D2
||

D
Gini

(
D

𝟐

)
. (2)

For every attribute, all of the possible splits are calculated. For a particular attribute,
the point producing the lowest Gini index is chosen as the split point. Reduction in
impurity on a condition attribute A, is:

ΔGini(A) = Gini(D) − GiniA(D). (3)

The condition attribute that results in maximum reduction of impurity is chosen as
the splitting attribute.

3 Implementation of MPBRS-Based CART

3.1 Processing Steps

This section shows the implementation and execution procedure for MPBRS-based
CART. Implementation of BDTRS is done in [8]. MPBRS-based decision tree induction
is performed in two basic steps. First, attribute reduction and second, decision tree
induction using the reduced information. Procedure for attribute reduction is shown in
Algorithm-1(AttReduction ()). Case: 1, Case: 2 and Case: 3 represent MPBRS, BDTRS
and Pawlak rough set respectively for attribute reduction. Based on rough set theory
equivalent classes [9] are computed. Procedure for computation of positive region,
discernibility matrix [15], discernibility function [19] and reduced attribute set are
shown in Algorithm-1. The discernibility function is a conjunction over the disjunction
of the matrix elements. The function can be transformed in to a reduced attribute set
using absorption and distributive laws of Boolean algebra. The classical CART is
implemented in package ‘rpart’ of R. Induction of decision tree using R commands has
been shown in Sect. 3.3.

416 U. Pal et al.



3.2 Algorithm

A Study on CART Based on Maximum Probabilistic-Based Rough Set 417



3.3 Execution of CART and MPBRS-Based CART in R Environment

Decision Tree Induction Using CART. This section explains decision tree induction
by taking housing [5] as example data set. Installation procedure of R and relevant
packages (“RoughSets” [14], “rpart” etc.) are available in Comprehensive R Archive
Network (CRAN). In order to perform attribute reduction, raw data (in .txt, .csv, .xlsx
etc. format) is first converted into data frame object which is then converted into Deci‐
sionTable format. For this, functions like read.table(), SF.asDecisionTable() [14] may
be used. The package “rpart” is installed using the R command: > library(rpart). Simi‐
larly other packages like “rattle”, “caret”, “RoughSets” etc. are also installed. The Deci‐
sion Tree, T1 obtained from the following commands is shown in Fig. 1.

Fig. 1. Decision Tree T1 using CART method (Left hand side), before attribute reduction and
Decision Tree T2 using MPBRS-CART() method (Right hand side) after attribute reduction.

>HData = RoughSetData$housing.dt#Using housing DataSet
>train.flag = createDataPartition(y = HData 
$MEDV,p=0.7,list=FALSE) #Training and test sample
>training = HData [train.flag,]
>Validation = HData [-train.flag,]
>modfit = train(MEDV~.,method="rpart",data=training) 
#Building the Mmodel
>fancyRpartPlot(modfit$finalModel)#DrawCART Decision Tree

Decision Tree Induction Using MPBRS-Based CART. MPBRS-based CART is
inducted in two steps. Step 1: Performs data reduction by MPBRS. Step2: Decision Tree
induction based on the output of Step 1. Following R commands are executed on housing
data set (housing.csv format). Reduced attribute set is shown in Table 1.
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Table 1. Attribute reduction using MPBRS model on housing dataset.

Attribute set of D before reduction Total Attribute set of Dred after reduction Total
{RAD, RM, DIS, B, AGE, CRIM,
CHAS, LSTAT, TAX, ZN, NOX,
PTRATIO, INDUS}

13 {RAD, RM, DIS, B, AGE, CRIM,
CHAS, LSTAT, TAX}

09

Computed attribute significance in ascending order: B: 0.75, RAD: 0.74, RM: 0.74, LSTAT:
0.70, AGE: 0.68, CHAS: 0.50, CRIM: 0.50, TAX: 0.49 DIS: 0.42, ZN: 0.12, NOX: 0.08,
PTRATIO: 0.06, INDUS: 0.02.

>HousingFrm = read.table ("housing.csv", header = TRUE, 
sep = ",") #Computation of DataFrame
>HousingDecTable = SF.asDecisionTable (HousingFrm, 
decision.attr = 14, indx.nominal = c(1:13) #to Decision 
table
>MPBRS_PosRegion = BayesDtPos (HousingDecTable, c(1:13))
#Computation of Positive Region
>MPBRS_DisMatrix = BayesDtDisMat (HousingDecTable,
MPBRS_PosRegion, range.object = NULL, return.matrix 
=TRUE)# Computation of Discernibility Matrix
>ReducedDataSet=FS.one.reduct.computation(MPBRS_DisMatrix)
#Reduced attribute set

The procedure for decision tree induction is same as CART and hence not repeated.
The decision tree (T2) thus obtained is shown in Fig. 1.

4 Experimental Results and Discussion

The data sets used for experimentation are: Cervical Cancer (858 objects with 36 attrib‐
utes) [23], Spambase (4601 objects with 57 attributes) [24] and housing (506 objects
with 14 attributes). The housing data set is already introduced in the previous section.
Each of these data sets has been studied by MPBRS, BDTRS and Pawlak rough set. For
housing data, at first, we pre-processed the sample data (D) and filled in missing values
using built in functions available in R. Next, we run the original algorithm CART, on
D, to construct a Decision Tree T1 as shown in Fig. 1.

After that, we run Case: 1 of Algorithm-1 (attribute reduction by MPBRS) to reduce
the insignificant attributes of D. We reduced the number of attributes down to 9, saved
the new sample data set as Dred. The deleted attributes are: ‘ZN’, ‘NOX’, ‘PTRATIO’
and ‘INDUS’. We computed attribute significance of all the attributes to show that
deleted attributes have little effect on decision making. This is shown in Table 1. We
further computed consistency factor (C.F) (shown in Table 2) which remains same (one)
before and after attribute reduction. This ensures that the integrity of the data set remains
unchanged after attribute reduction. Finally, we run CART on the reduced data set Dred,
to construct a simplified decision tree, T2 (Fig. 1). The above mentioned experimental
procedure is repeated using the functions AttReduction() (Algorithm-1) and CART
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method for Cervical Cancer and Spambase data sets. The results obtained from the
computations are shown in Table 2.

Table 2. Comparison of CART, MPBRS-CART, BDTRS-CART and Pawlak-CART using
Cervical Cancer, Spambase and housing data sets.

Data set
used

Model used Number of
condition
attributes

Depth of
tree

Number of
leaves

Average
length of
rules

Average
Exe. time
in seconds

Classificati
on
accuracy

C.F

Cervical
Cancer

CART 36 10 09 8.24 0.98 90.23% 1
MPBRS-
CART

26 09 08 8.01 1.32 91.89% 1

BDTRS-
CART

27 09 08 8.03 1.28 91.89% 1

Pawlak-
CART

32 10 09 8.22 1.12 91.05% 1

Spam- base CART 57 21 20 14.33 2.6 86.45% 1
MPBRS-
CART

44 18 17 13.12 3.12 88.12% 1

BDTRS-
CART

49 19 18 13.38 3.12 88.02% 1

Pawlak-
CART

52 20 19 14.01 3.03 87.10% 1

housing CART 13 05 04 3.12 0.59 88.65% 1
MPBRS-
CART

09 04 03 2.88 0.92 88.75% 1

BDTRS-
CART

09 04 03 2.88 0.92 88.70% 1

Pawlak-
CART

12 05 04 2.98 0.88 88.70% 1

For housing data, tree T1, shows that the classification tree has 15 nodes (7 internal
and 8 leaf nodes). On the other hand, Tree T2, of Fig. 1 shows that the classification tree
has 11 nodes (5 internal and 6 leaf nodes). The domain of decision column (Minimum:
5 and Maximum: 50) is divided in to six equivalent classes: C1, C2, C3, C4, C5 and C6.
There are eight (8) classification rules corresponding to the leaf nodes of T1 and six (6)
rules corresponds to T2. For example, the classification rule: “If (RAD <= 3) and (B <=
300) and (LSTAT > 11.5) and (INDUS <= 9.7) then MEDV = C5”, corresponds to leaf
node C5 of tree T1. Similar results obtained from the other two data sets and the compar‐
ison of CART, MPBRS-CART, BDTRS-CART and Pawlak-CART methods are shown
in the Table 2. It can be observed from Table 2 that CART model deals with the original
unreduced data set, whereas, other three approaches work on the reduced data set. The
MPBRS method gives the best attribute reduction. As a result, number of nodes, number
of leaf nodes, depth and average length of the classification rules has been decreased for
all the three approaches except classical CART Model. This ultimately improves the
classification accuracy of the decision trees as shown in Fig. 2.

420 U. Pal et al.



83
84
85
86
87
88
89
90
91
92
93

C
A

R
T

M
PB

R
S-

C
A

R
T

B
D

T
R

S-
C

A
R

T

Pa
w

la
k-

C
A

R
T

C
A

R
T

M
PB

R
S-

C
A

R
T

B
D

T
R

S-
C

A
R

T

Pa
w

la
k-

C
A

R
T

C
A

R
T

M
PB

R
S-

C
A

R
T

B
D

T
R

S-
C

A
R

T

Pa
w

la
k-

C
A

R
T

Cervical-Cancer Data 
Set

Spam-base Data Set housing Data Set

C
la

ss
if

ic
at

io
n 

A
cc

ur
ac

y

Fig. 2. Classification accuracy of CART, MPBRS-CART, BDTRS-CART and Pawlak based
CART on Cervical Cancer, Spambase and housing data sets.

On the other hand, the rough set based decision tree approach suffers in terms of total
execution time as it involves the attribute reduction phase also. The minimal increase
of execution time is acceptable, keeping the classification accuracy and reduction of tree
complexity (shown in Fig. 3) in mind. Tree complexity mainly depends on the average
length of the decision rules which is lowest in case of MPBRS-based CART method for
all data sets.
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Fig. 3. Complexity representation of CART, MPBRS-CART, BDTRS-CART and Pawlak based
CART on Cervical Cancer, Spambase and housing data sets.
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5 Conclusion

Efficiency of CART-based decision tree becomes an issue of concern to deal with high-
dimensional large data sets. This study focuses on reducing number of insignificant
attributes from the original data set before induction of CART-based decision tree. The
reduced attribute set preserves the indiscernibility relation and set approximation. This
is ensured by computing attribute significance and consistency factor. In this research
work we have also implemented the MPBRS using R language in order to study the
classical CART. The experimental results show that the decision tree induced by
MPBRS-based CART is the simplest and most efficient in terms of depth, number of
nodes, average rule length and classification accuracy compared to the other methods
mentioned in this work.
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Abstract. This paper concerns the problem of portfolio optimization
in dynamic environments using multi-objective evolutionary algorithms.
Financial markets are characterized by volatility and uncertainty making
portfolio optimization a challenging task. A novel multi-objective genetic
programming algorithm is proposed, which is a memory enhanced version
of the standard SPEAII algorithm. The proposed algorithm employs an
explicit memory to store a number of non-dominated solutions. These
solutions are reused in the later stages for adapting to the changing
environments. A stock ranking based trading simulation is used for fit-
ness evaluation and a probabilistic metric is employed to choose a solu-
tion from the Pareto Front. The experiments are performed on the con-
stituent stocks of the S&P BSE FMCG Index. The results, evaluated
using RMSE, MEA and cumulative returns, are very promising.

Keywords: Portfolio optimization
Dynamic multi-objective optimization · Evolutionary algorithms
Genetic programming

1 Introduction

One of the primary goals of asset management is to distribute wealth optimally
amongst various financial assets. Given the large number of possible permuta-
tions of building a portfolio of stocks, constructing an optimal portfolio is a
challenging task. Traditionally financial analysts aim at minimizing the risk and
maximizing the returns of a portfolio, hence making portfolio optimization a
classic multi-objective problem. Markowitz introduced his famous Modern Port-
folio Theory (MPT) [1] which advocates the concept of finding an ideal trade-off
between return and risk.

Given the multi-objective nature of the problem, a stochastic based method
like Evolutionary Algorithm (EA) is often applied. EA falls under the umbrella of
probabilistic search heuristics that are analogous to natural selection and genet-
ics. In EA paradigms a population of individuals undergo evolution using opera-
tors like crossover and mutation. Usually EA models allow the fitter individuals
to reproduce more than the ones who are weak. Eventually all individuals of the
population tend to converge towards the fittest individuals. Selection techniques
are employed to choose the individuals which are allowed to mate. Generally,
c© Springer International Publishing AG 2017
A. Ghosh et al. (Eds.): MIKE 2017, LNAI 10682, pp. 424–436, 2017.
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EAs presume that the environments are static in nature i.e. the conditions in
which they are evolved are similar to the conditions in which they are used.
However in most applications, the environment is dynamic. Hence, the fittest
individuals in one environment do not perform well in other environments.

Financial markets tend to exhibit cyclic trends of bull and bear phases which
last for varying time spans, making the market highly unpredictable. Due to this
erratic nature of financial markets, when evolutionary algorithms are applied to
solve the problem of portfolio optimization, the individuals which perform well
in one environment do not continue doing so in other environments. In this work,
a novel approach for solving the problem of portfolio optimization in changing
environments is proposed.

The rest of this paper is organized as follows. Section 2 presents an overview
of multi-objective optimization techniques employed in dynamic environments.
Section 3 presents a detailed study of the portfolio optimization problem.
Section 4 contains our proposed MemSPEAII algorithm. Section 5 presents the
details of the experimental setup. The comparative study and discussion is done
in Sect. 6. Lastly, Sect. 7 summarizes the paper.

2 Related Works

The Modern Portfolio Theory proposed by Markowitz [1], was a breakthrough in
the field of asset optimization. However, the theory has been subject to criticism
due to its irrational assumptions such as unlimited short sell. In an attempt to
address such drawbacks, a number of changes to the traditional model were sug-
gested. Many researchers proposed alternative risk measure like semi-covariance.
Moreover, the theory is also restated as a single-objective problem where the risk
and return optimization is represented as a performance measure like Sortino
Ratio [2], Sharpe Ratio [3,4], Treynor ratio [5], Sterling ratio [5] or something
similar. In [6], the problem was solved as a tri-objective optimization problem
where the number of stocks in the portfolio was considered as a third objective
along with return and risk. In [7,8], the transaction lots are minimized, hence
minimizing the transaction cost. Along with research in modifying the objective
functions, some work has also been done in adding additional constraints like
cardinality constraints [9].

EAs are used as a classic solution to the problem of asset optimization [10–
12]. An EA paradigm was introduced in [13] which approached the problem of
portfolio optimization in a practical context by including pragmatic constraints
in the model. In [14], the envelope-based MOEA, which integrated an active
set algorithm with a MOEA, was suggested. In [15], several MOEAs, such as,
Non-dominated Sorting Genetic Algorithm II (NSGA-II), Niched Pareto Genetic
Algorithm 2 (NPGA-II), Pareto Envelope-based Selection Algorithm (PESA),
and e-Multi-objective Evolutionary Algorithm (e-MOEA), Strength Pareto Evo-
lutionary Algorithm 2 (SPEA-II), were applied to the portfolio optimization
problem. Although abundant work has been done in the application of EA in
finance, most of the work has been done with respect to evolution in static envi-
ronments. The work done in [16] examines the efficacy of MOGP for dynamic
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environments in portfolio optimisation. Moreover, it introduces a new perfor-
mance and statistical measure called robustness.

In recent years, researchers have done extensive work on the problem of
dynamic multi-objective optimization (MOO). The methods utilized for dynamic
MOO range from simple alterations in the GP parameters [17] to maintaining
diversity in the population. In [18] a part of the population is re-initialized
whenever a change in the environment is detected to maintain diversity. The re-
initialized random population of that generation is termed as “immigrants” and
they are responsible to enhance and control the diversification of the population
in order to avoid fast convergence. In [19] a hybrid paradigm formed by combin-
ing DNSGA-II-A and DNSGA-II-B is suggested for portfolio optimization. The
worst individuals were replaced by random individuals and the mutation rate
was increased to enhance diversity.

3 Portfolio Optimization

A portfolio is a collection of stocks, which provides diversification and therefore
protects the investor against the price volatility of the underlying equities. In gen-
eral, portfolio optimization is the process of selecting a group of optimal stocks
for the portfolio, and dividing the investor’s wealth in those stocks in certain
proportions. The portfolios are represented by a N-vector w = (w1, w2, ...wN ),
where wN represents the compositional weightage of the Nth stock in the port-
folio. The weights w need to satisfy the following equation:

∑

i∈N

wi = 1 (1)

The return of the stocks are represented by the vector-r such that r =
(r1, r2, ..., rN) and the expected returns are denoted by μ = (μ1, μ2, ..., μN ).
The N ∗ N covariance matrix is computed as shown in Eq. 2. The symbol σij

denotes the covariance between the asset i and j.

∑
=

⎛

⎝
σ11 ... σ1N

... ... ...
σN1 ... σNN

⎞

⎠ (2)

The goal of the multi-objective portfolio optimization problem is to find a
trade-off between risk and return of portfolio p as depicted in Eqs. 3 and 4.

maximize μp = wTμ (3)

minimize σ2
p = wT

∑
w (4)

The solution to Eqs. 3 and 4 forms a set of points that constitute the efficient
frontier. Each point on the efficient frontier represents a portfolio that yields a
maximum expected return for a certain amount of variance.
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4 Proposed Method

The goal of EAs that are employed in portfolio optimization is to obtain a Pareto
Front, which tends to approximate the Efficient Frontier accurately. Given the
erratic nature of financial markets, the Pareto Front solutions developed for one
environment do not remain optimal for a new environment. This paper proposes
a solution to the problem of multi-objective optimization in dynamic environ-
ments by enhancing the classic SPEAII [20] with the use of memory. SPEAII has
been embedded with the ability to store good solutions from all environments
in an explicit memory. Essentially, the memory stores solutions that performed
exceptionally well across all previous market conditions. The memory solutions
are used to re-initialize a part of the population when an environment change
occurs. With the help of memory, the algorithm explores better areas in the
search space. In the absence of memory, the model starts by exploring random
areas in the search space which deteriorates its searching capability. The fol-
lowing sections discuss the evolutionary framework of the model, the trading
architecture and the proposed algorithm in detail.

4.1 Evolution Architecture

The model uses genetic programming which is a subset of EA wherein the indi-
viduals are represented in tree structure. The leaves of the tree are called termi-
nal set which comprise of the input provided to the GP tree. The non-terminal
nodes of the tree consist of the operators which process the input and gener-
ate an output. In this work, the terminal nodes are represented by the financial
factors such as price, volume, moving average, etc. and the non-terminal nodes
are represented by operators such as addition, subtraction, multiplication, etc.
Each tree represents a formula formed by permutation of financial factors and
operators and such a tree is called factor model. When each stock’s financial
factors are given as an input to the tree, it returns a processed value known
as the factor model value for that stock. The model uses a MOGP approach in
which the evolution of the GP Trees is governed by two conflicting objectives.

MOGP explores the search space for finding an optimal trade-off between
multiple objectives. In a search space ω with n decision parameters, a solution
is represented by the vector x = [x1, x2, . . . , xn]. The values of this vector are
changed to traverse ω in order to find optimal solutions. The multi-objective
optimization problem is to find the value of vector x which are a solution to
F (x) = [f1(x), f2(x), . . . , fk(x)] where k is the total number of objective func-
tions.

In case of a maximization problem, a solution vector q = [q1, q2, . . . , qn] is
said to dominate another solution vector p = [p1, p2, . . . , pn] if and only if Eqs. 5
and 6 hold true.

fi(q) ≥ fi(p) for all i ∈ [1, 2, . . . , k] (5)

fj(q) > fj(p) for at least one j ∈ [1, 2, . . . , k] (6)
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The solutions which are not dominated by any other feasible set of solutions
that would improve some objective function without deteriorating another are
termed as Pareto Optimal Solutions. The plot of Pareto Optimal Solutions in the
value space of the objective functions is called as the Pareto Optimal front. The
mathematical equation representing the Pareto Optimal Set and Pareto Optimal
front is given by Eqs. 7 and 8.

P ′ = {x : x ∈ ω| � ∃ q ∈ ω : F (q) ≥ F (x)} (7)

PF ′ = F (x) = {f1(x), f2(x), . . . , fn(x)|x ∈ P ′} (8)

4.2 Trading Architecture

The outline of the trading architecture is given in Fig. 1. The system consists of a
simulation of an investment strategy, as well as an embedded MOGP for making
the trading decisions. In the trading simulation, stocks are traded based on the
buy and sell decisions made by an individual (GP Tree). The accuracy of the
decisions governs the fitness value of that individual. At the start of every month,
each individual generates η factor model values corresponding to η stocks, where
η is the total number of stocks in the stock universe. These η stocks are ranked
according to their factor model values, where the stock with a lower factor model
value is assigned a higher rank. The simulator buys the stocks in the top quartile
and sells the ones which are not in the top quartile. Accordingly these buy and
sell decision generate return Rm for that month. This process is repeated for each
month, for a period of one year. The monthly return Rm is used to calculate the
annual return and variance of the portfolio using Eqs. 9 and 10 respectively.

Annual Return =
12∏

m=1

(1 + Rm) (9)

Variance =

√√√√√√
12∑

m=1
(Rm −

12∑

m=1
Rm

n )2

n
∗

√
12 (10)

Since the individual dictates the portfolio composition over the period of
one year, it can be conclude that an individual is analogous to a portfolio. The
annual return and variance of a portfolio are used as the fitness values of the
individual.

4.3 Memory Enhanced SPEAII

The outline of MemSPEAII algorithm is given in Fig. 2. The following sections
discuss the basic structure of the evolution, the paradigm for updating the mem-
ory and the steps taken by the model when a new environment occurs.
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Fig. 1. Trading simulation

Evolution for an Environment. When the model is trained for its first envi-
ronment, the algorithm begins by randomly initializing the main population. The
main population undergoes mating using mutation and crossover operators to
generate offspring. Later on, the individuals in the main population and the off-
spring are both evaluated. The trading simulation discussed in Sect. 4.2 is used
to evaluate the fitness value of an individual i.e. risk and annual return. The
non-dominated individuals are selected from the main population and offspring
using SPEAII. The selected individuals are then sent to the next generation
where they start off as the main population. The individuals in the popula-
tion continue evolving for the specified number of generations to complete the
evolution for that environment.

Updating the Memory. The memory starts empty and it is updated after
every z generation, where z is the memory update frequency. To find new peaks
and promote diversity, a new randomly initialized population is introduced which
is known as the search population. The individuals in the main population as well
as the search population are the probable candidates to be stored in the memory.
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Fig. 2. MemSPEAII algorithm

For updating the memory, the non-dominated individuals are selected from the
main and search population. The non-dominated solutions are directly stored in
the memory until the memory gets completely filled. When the memory becomes
full, the nearest non-dominated individual to each memory element is searched
using Euclidean distance. The memory solution is replaced by the nearest non-
dominated solution, only if the nearest non-dominated solution is better than
the memory solution. Otherwise the memory remains unchanged. The metric
used for determining the better individual is the probability of outperforming
the equal weighted index discussed in Sect. 4.4. The individual with a higher
probability of beating the equal weighted index is stored in the memory.

When the Environment Change Occurs. Whenever an environment change
occurs, the algorithm starts a fresh evolution for the new environment. The
individuals stored in the memory are combined with the main population at the
beginning of the fresh evolution.
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Algorithm 1. Pseudo-code for Updating the Memory
1: procedure UpdateMemory
2: P ← Main Population
3: Q ← Search Population
4: M ← Memory Population
5: K ← Size of Memory
6: nonDominated ← FindNonDominated(P ∪ Q)
7: if memory is empty then
8: M ← Fill with first K individuals of nonDominated
9: for each m in M do
10: C ← FindNearest(m,nonDominated)
11: if Probability(C) > Probability(m) then
12: ReplaceInMemory(m,C)

4.4 Choosing from Evolved Pareto Front

Once the evolved Pareto Optimal Front is obtained, an individual from the
Pareto front is to be chosen for testing. A widely used method for picking an
optimal individual from a Pareto is the Knee Point Driven Evolutionary Algo-
rithm [21], in which the middle individual of the Pareto Optimal Front is chosen.
In this work a novel heuristic based parameter for choosing is introduced. Each
individual is associated with a probability metric, which is defined as the num-
ber of months it outperforms the equal weighted index in terms of returns. The
equal weighted index is formed by buying equal proportions of all the stocks in
the stock universe. The probability metric is calculated as shown in Eq. 11. The
individual with the highest probability is used for testing.

Score(j, individual) =

{
1 if individual outperforms index in month j

0 otherwise

Probability(individual) =

N∑
month=1

Score(month, individual)

N
(11)

5 Experimental Setup

5.1 Data and Parameters

In this paper, the constituent stocks of the S&P BSE FMCG Index serves as
the universe of stocks. The transaction period was considered from January
2007 to December 2016 with the training data spanning from January 2007 to
December 2013. The model was tested from January 2014 to December 2016. In
this work the environment was defined as one year and the beginning of a new
year corresponded to the change in environment [16].
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Genetic programming trees consisting of terminal and non-terminal nodes
are constrained to the maximum depth of 17 to avoid the bloating problem [22].
The operators which form the non-terminal nodes are addition, subtraction, divi-
sion, multiplication, power 2 and power 3. The financial factors which form the
terminal nodes of the GP Trees include 19 features consisting technical, funda-
mental and macro-economic factors. Some of such financial factors include Price,
Price to Earnings ratio, Inventory Turnover Ratio, 15 Day Moving Average, etc.
[16] The data collected is monthly and it is normalized such that it does not
exhibit forward biasing [16]. The mutation probability and the crossover prob-
ability were set to 0.1 and 0.8 respectively. The method used for random tree
generation was Ramped half and half [22]. The main population size was set to
500 and the number of generations chosen for each environment was 50. The size
of the search population was set equal to the size of the main population, while
the size of the explicit memory was set to 50. The memory update frequency
was set to 10 generations.

5.2 Walk Forward Testing

The model used walk forward testing and was initially trained from the year
2007 till the year 2013. The population evolved for the environment of 2013 was
used for testing in the unseen environment of 2014. After completing the testing
of 2014, the training window is shifted forward by one year. Hence the model
trains in 2014 and is tested in the subsequent environment of 2015. Likewise,
walk forward testing is continued for the entire testing period.

5.3 Comparative Study

The probability based MemSPEAII is compared with four other models namely
knee point based MemSPEAII, NSGAII [23], random ranking and Buy and Hold
index. In knee Point based MemSPEAII, the central individual on the Pareto
Front is used for testing. The knee point based model is used to compare proba-
bility as a metric for choosing a solution from Pareto. NSGAII is a widely used
MOEA algorithm which was used to gauge the performance of MemSPEAII.
Random ranking was used as a control experiment in which stocks were ranked
randomly. The Buy and Hold Index formed by buying one stock of every com-
pany, is a widely used benchmark in asset management.

6 Results and Discussions

Although the model’s explicit objective is maximizing the returns and minimiz-
ing the risk, the inherent goal of the model is to rank the stocks accurately. Thus,
two commonly used performance evaluation metrics are employed to evaluate the
rank prediction capability of the model. The metrics used are Mean Absolute
Error (MAE) and Root Mean Squared Error (RMSE) and the results are shown
in Table 1. The results depict that the MemSPEAII model outperforms other
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Table 1. Model comparison based on accuracy of rank prediction

Model RMSE MAE

Probability based MemSPEAII 3.56 2.60

Knee point based MemSPEAII 3.77 2.94

NSGAII 4.27 3.31

Random ranking 4.57 3.70

models and establishes the effectiveness of memory enhancement in evolution,
and probability metric in selection.

In the models not enhanced with memory, the optimization algorithm has to
extensively search large portions of the search space and hence evolution to the
optimal solutions becomes cumbersome. However in MemSPEAII, the memory
guides the search process by providing nearly optimal solutions at the start of
a new evolution. Hence the population guided by memory converges faster as
shown in Fig. 3. In the same number of generations, the memory enhanced ver-
sion formed a better Pareto Optimal Front than the algorithm with no memory.

Fig. 3. Pareto evolution comparison of memory enhanced (top) with traditional EA
(bottom)

The walk forward testing results obtained for the years 2014, 2015 and 2016
have been shown in the Fig. 4. It can be clearly inferred that when MemSPEAII
used probability for testing, it produced exceptional returns of 405.92% over the
period of 3 years, which outperformed all other models. Over the same years, knee
point based MemSPEAII, NSGAII and Buy and Hold yielded cumulative returns
of 335%, 144% and 115% respectively. The control experiment using random
ranking gave 85% returns over the same period. The year 2016 was a challenging
year for all models because only a few stocks in the stock universe exhibited an
uptrend. The models would have had to rank the stocks with very high precision
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to avoid generating losses. NSGAII gave −6% return in the year 2016. However,
both the memory based models i.e. probability based MemSPEAII and knee
point based MemSPEAII picked stocks diligently hence giving returns of 47.5%
and 84% respectively in 2016. The stock ranking in these models was accurate
by virtue of the enhancement provided by the explicit memory during evolution.

Fig. 4. Cumulative returns from January 2014 to December 2016

The probability based approach used for choosing a solution from Pareto
Optimal Front showed exceptional results. Table 2 shows the cumulative returns
of the individual with the highest probability and the individual with lowest
probability of beating the index. As observed in the Table 2, the individual with
highest probability of beating the index convincingly outperformed the individ-
ual with the lowest probability.

Table 2. Performance analysis of probability based MemSPEAII

Selection criteria 2014 2014–2015 2014–2016 Probability

Highest probability 102.02% 241.91% 405.92% 0.84

Lowest probability 32.14% 49.91% 162.34% 0.57

7 Conclusion

In this paper, a novel memory-based algorithm is proposed and is implemented
as a solver for portfolio optimization problem. The proposed algorithm MemS-
PEAII stores a number of non-dominated solutions in an explicit memory and
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whenever an environment change occurs, a part of the population is initial-
ized with the memory solutions. The trading simulation was performed on the
constituent stocks of S&P BSE FMCG Index. To choose an optimal solution
from the Pareto, the concept of probability was employed. The returns gener-
ated by probability based MemSPEAII was compared with knee point based
MemSPEAII, NSGAII and Buy&Hold index. The results show that the proba-
bility based MemSPEAII convincingly outperformed other models by yielding a
cumulative return of 405.92% over a period of 3 years.

However, further work is required to validate the model on a different stock
universe and a longer time period. Also, the evolutionary algorithms’ perfor-
mance in dynamic portfolio optimization must be compared with other mathe-
matical approaches like quadratic programming.
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