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Preface

AAMAS is the leading scientific conference for research in autonomous agents and
multiagent systems, which is annually organized by the non-profit organization, the
International Foundation for Autonomous Agents and Multiagent Systems (IFAA-
MAS). The AAMAS conference series was initiated in 2002 by merging three highly
respected meetings: the International Conference on Multi-Agent Systems (ICMAS);
the International Workshop on Agent Theories, Architectures, and Languages (ATAL);
and the International Conference on Autonomous Agents (AA).

Besides the main program, AAMAS hosts a number of workshops, which aim at
stimulating and facilitating discussion, interaction, and comparison of approaches,
methods, and ideas related to specific topics, both theoretical and applied, in the general
area of Autonomous Agents and Multiagent Systems. The AAMAS workshops provide
an informal setting where participants have the opportunity to discuss specific technical
topics in an atmosphere that fosters the active exchange of ideas.

This book compiles the most visionary papers of the AAMAS 2017 workshops. In
total, AAMAS 2017 ran 18 workshops. To select the most visionary papers, the
organizers of each workshop were asked to nominate up to two papers from their
workshop and send those papers, along with the reviews they received during their
workshop’s review process, to the AAMAS 2017 workshop co-chairs. The AAMAS
2017 workshop co-chairs then studied each paper carefully, in order to assess its quality
and whether it was suitable to be selected for this book. Notice that not all workshops
were able to contribute to this volume. The result is a compilation of 15 papers selected
from 10 workshops, which we list below.

– The 22nd International Workshop on Coordination, Organization, Institutions,
and Norms in Agent Systems (COIN 2017)

– The 4th International Workshop on Agent-Mediated Electronic Commerce
and Trading Agents Design and Analysis (AMEC/TADA 2017)

– The 18th International Workshop on Multi-Agent-Based Simulation (MABS 2017)
– The 8th International Workshop on Optimisation in Multiagent Systems

(OptMAS 2017)
– The 10th International Workshop on Agents Applied in Health Care (A2HC 2017)
– The 19th International Workshop on Trust in Agent Societies (Trust 2017)
– The 17th International Workshop on Adaptive Learning Agents (ALA 2017)
– The 1st International Workshop on Teams in Multi-Agent Systems

(TEAMAS 2017)
– The 10th International Workshop on Agent-Based Complex Automated Negotia-

tions (ACAN 2017)
– The 4th International Workshop on Exploring Beyond the Worst Case in Com-

putational Social Choice (EXPLORE 2017)



We note that a similar process was carried out to select the best papers of the
AAMAS 2017 workshops. While visionary papers are papers with novel ideas that
propose a change in the way research is currently carried out, best papers follow the
style of more traditional papers. The selected best papers may be found in the Springer
book LNCS 10642.

The AAMAS 2017 workshops are the second AAMAS workshop series to publish
their (selected) papers in the form of a collective book. We hope that this book can
better disseminate the most notable results of these workshops and encourage authors
to submit top-quality research work to the AAMAS workshops.

August 2017 Gita Sukthankar
Juan A. Rodriguez-Aguilar

VI Preface
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Competitive Belief Propagation to Efficiently
Solve Complex Multi-agent Negotiations

with Network Structure

Ivan Marsa-Maestre1(B), Jose Manuel Gimenez-Guzman1, Enrique de la Hoz1,
and David Orden2

1 Computer Engineering Department, University of Alcala, Alcalá de Henares, Spain
{ivan.marsa,josem.gimenez,enrique.delahoz}@uah.es

2 Department of Physics and Mathematics, University of Alcala,
Alcalá de Henares, Spain
david.orden@uah.es

Abstract. This paper focuses on enabling the use of negotiation for
complex system optimisation, whose main challenge nowadays is scal-
ability. Although multi-agent automated negotiation has been studied
for decades, it is still a challenge to handle in a scalable and efficient
manner negotiation problems involving many issues with complex inter-
dependencies. This is a clear obstacle for the use of automated negoti-
ation in complex networks. This paper proposes a novel perspective on
the negotiation process as a competitive belief propagation process, where
the whole negotiation is modelled as a factor graph and distributed belief
propagation techniques (BP) are used to yield a solution. We show that
the model adequately suits both simple and complex negotiation set-
tings in the literature, and we validate its efficiency and scalability in a
challenging, network structured, channel negotiation setting.

Keywords: Belief propagation · Network-structured negotiations
Wi-Fi channel negotiation

1 Introduction

A wide range of real-world systems can be modelled as dynamic sets of inter-
connected nodes [14,20]. The adequate management of complex networked sys-
tems is becoming critical for industrialized countries, since they keep growing in
size and complexity. An important sub-class involves autonomous, self-interested
entities (e.g. drivers in a transportation network). The self-interested nature of
the entities in the network causes the network to deviate from socially-optimal
behaviour. This leads to problems related to unavailability and inefficient use of
resources.

Different fields of research are working on these challenges, but, so far,
with only mixed success. Optimization techniques are especially suited to

c© Springer International Publishing AG 2017
G. Sukthankar and J. A. Rodriguez-Aguilar (Eds.): AAMAS 2017 Visionary Papers,
LNAI 10643, pp. 1–16, 2017.
https://doi.org/10.1007/978-3-319-71679-4_1



2 I. Marsa-Maestre et al.

address large-scale systems with an underlying network structure, usually with
a “divide and conquer” approach [22,24]. However, their performance severely
decreases as the complexity of the system increases [21], and with the pres-
ence of autonomous entities which deviate from the globally optimal solution,
thus harming the social goal. Negotiation techniques are known to be useful to
handle self-interested behaviour [1], but scale poorly with problem size and the
intricacies of interdependencies [15].

Belief propagation (BP) is a message-passing technique which has been suc-
cessfully used to solve optimization problems by modelling problem constraints
using a graph structure [9]. In our previous work, we used it to improve the
scalability of an agent self-preference exploration during an auction-based nego-
tiation process over preference spaces built of hypercube-shaped constraints [18].
In a more recent work [11], the concept was extended to utility hypergraphs,
enabling negotiations with more complex shaped constraints. These works con-
tributed to greatly enhance scalability in complex negotiations by modelling
utilities as graphs, but did not explore problems which were graph-structured
by themselves. In addition, these works used belief propagation to explore the
preferences of each agent separately, thus keeping the BP process as a local opti-
mization process, using it to assist in the local search for solutions during the
negotiation process. This is coherent with the usual use of BP in cooperative
optimization settings.

Our goal is to provide a novel perspective of the multi-agent negotiation
process as a competitive belief propagation, which can help to efficiently handle
conflicts in network-structured settings. In this paper, we contribute to this goal
in the following way:

– We define the negotiation problem as a factor graph FP and the negotiation
process as a competitive belief propagation over the factor graph, and we show
how the model suits well-known negotiation settings in the literature (Sect. 2).

– We apply this model to a challenging, network structured complex negotiation
setting: Wi-Fi channel negotiation (Sects. 3.1 and 3.2).

– We propose a distributed, scalable approach to use competitive belief propa-
gation to solve the problem (Sect. 3.3).

To test our hypothesis and evaluate the validity of our contribution, we have
conducted a set of experiments in a realistic scenario setting (Sect. 4). Our exper-
iments show that the belief propagation approach outperforms a classical non-
linear negotiation approach in terms of solution efficiency and performance. The
last section summarizes our contributions and sheds light on future challenges
and lines of research.

2 Negotiation as Competitive Belief Propagation

As we said above, our goal is to provide an alternative perspective on automated
negotiation as a competitive belief propagation process, so that this process
can be mapped naturally to network structured problems. To understand the
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rationale of this novel perspective, let’s see a simple example of the correspon-
dence between the two problems. Consider the classic negotiation game between
a buyer agent B and a seller agent S over the price p of an item, and let us assume
that they are going to use an alternating offer protocol for the negotiation [7].
Let b0B and b0S the initial agent offers (or bids). For a typical bargaining scenario,
we will have b0B < b0S , that is, the buyer wants to pay less than the seller wants
to get. During the negotiation, we will expect to see a progressive relaxation of
the agents’ initial positions (i.e. bt

B ≥ bt−1
B and bt

S ≤ bt−1
S ) until we reach the

point of agreement (i.e. bt
B = bt

S) or the deadline expires. The relaxation speed of
the agents’ positions will depend on the different agent bidding strategies (e.g.
boulware, conceder, tit-for-tat [2]). This process can easily be seen as a belief
competition. Both agents start out with different beliefs about how much they
want to give or receive for the item (b0B and b0S , respectively), and these beliefs
get updated through the subsequents iterations of the protocol until an agree-
ment is reached (i.e. the beliefs of both agents match) or the deadline expires.
This belief competition perspective can be formalized into a factor graph and a
belief propagation process [9], as we will see in the following subsection.

2.1 Negotiation as a Factorized Optimization Problem

Belief propagation (BP) techniques have been shown as successful heuristics for
solving factorized optimization problems, that is, problems P of the form

minimize
∑

i∈V

Φi(xi) +
∑

c∈C

Ψc(xc) (1)

where V is a finite set of variables and C is a finite collection of subsets of V
representing constraints. Φi and Ψi are real-valued functions called, respectively,
variable functions and factor functions, representing the impact on the objec-
tive function of the value of each independent variable, and of combinations of
variable values (i.e. interdependencies between variables).

We can easily map to this kind of problem most of the utility or social welfare
functions used in automated negotiation, by choosing adequate expressions for
the Φi and Ψi functions. For instance, in the trivial buyer-seller negotiation
example above we could choose

ΦB =

{
x − RB if x ≤ RB

∞ otherwise
ΦS =

{
RS − x if x ≥ RS

∞ otherwise

Ψ(xB , xS) =

{
0 if xB = xS

∞ otherwise

where RB and RS are the reservation values of buyer and seller, respectively.
In this trivial case, each Φi functions account for the preferences of agent i, and
the Ψ function represents that a disagreement is the worst possible outcome.
Other Ψ functions could be chosen depending on the desired outcome of the
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negotiation. For instance, we could choose a Ψ function representing a Clarke
tax (Ψ(xB , xS) = xS−xB

2 ), or a fairness metric such as the one defined in [8].
A similar translation can be done in a linear-additive multi-issue negotiation

setting, such as the one described in [6,17]. Here there would be a Φa,i(xa,i)
function for each agent a and issue i, corresponding to the valuation function of
each agent for each issue. Ψi functions would be defined for each issue depend-
ing on the desired outcome of the negotiation. For instance, to introduce the
aforementioned fairness measure we could define:

Ψ(xB, i, xS , i) =

{
(ΦB(xB)+ΦS(xS))2+(ΦB(xB)−ΦS(xS))2

2 if xB = xS

∞ otherwise

Apart from the Φ and Ψ functions, we can also derive the corresponding
factor graph FP of the factorized optimization problem P . This is a bipartite
graph with a node per Φ and Ψ function, and links between nodes which share
variables.

2.2 The Negotiation Process as Belief Propagation

Once the negotiation problem has been expressed as a factorized optimization
problem FP , we can solve it using belief propagation techniques. In particu-
lar, we use the min-sum version of BP described in [9], which we reproduce in
Algorithm 1 for convenience.

Algorithm 1. min-sum BP
Input : F : bipartite factor graph with edges (i, f) between variable nodes and

factor nodes representing constraints N : number of iterations
C: {ci}: available color set

Output: S: estimated optimal assignment
Initialize t = 0
foreach edge (i, f) in F do

initialize m0
f→i(z)∀z ∈ C

end
for t = 1, 2, . . . , N do

foreach edge (i, f) in F do
update mt

i→f (z) = Φi(z) +
∑

k∈fi\f mt−1
k→i(z)

update mt
f→i(z) = min

y∈C|f|,yi=z
Ψf (y) +

∑
j∈f\i mt−1

j→f (yj)

end
t = t + 1

end
Set the belief function as
bNi = Φi(z) +

∑
k∈fi

mN
k→i(z) for each variable node i

Estimate the optimal assignment S as
ŝ
N(z)
i for each variable node i
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The min-sum algorithm is a message-passing algorithm which defines a num-
ber of messages mt

X→Y to be passed among nodes of the factor graph FP

throughout the different iterations of the algorithm. We turn the algorithm into
a multi-agent negotiation protocol by mapping the graph nodes to agents. In
our example, we would map to each negotiating agent A and B the nodes cor-
responding to its own beliefs/preferences about the issue values, and the nodes
corresponding to the Ψ functions (in this case, incentivizing fairness) would be
mapped to a mediator agent M . The negotiation would progress via message
passing between factor and variable nodes assigned to different agents at each
iteration.

3 Scaling Up: BP in the Wi-Fi Negotiation Problem

In our previous work, we proposed Wi-Fi channel assignment as a realistic and
challenging benchmark for complex automated negotiations [3,4]. In this set-
ting, different Wi-Fi providers, acting as agents, have to collectively decide how
to distribute the channels used by their access points (APs) in order to minimize
interference between nodes and thus maximize the utility (i.e., network through-
put) for their clients, which will be different kinds of wireless devices (WDs). A
Wi-Fi negotiation scenario will be characterized by:

– A Wi-Fi association graph G, which is a geometric graph (i.e., nodes have spe-
cific positions in space) with two kinds of vertices, representing APs and WDs.
Edges in the graph represent the association of a particular WD to an AP. In
Fig. 1 we show a graphical representation of a scenario with 26 APs and 400
WDs.

– An interference graph I, which includes the same vertices as G in the same
positions in space, but in this case edges represent potential interferences
between devices, and edge weights account for the intensity of these interfer-
ences. For detailed description of the Wi-Fi interference model in this setting,
the reader is advised to check [13]. The corresponding graph for the afore-
mentioned scenario can be seen in Fig. 2.

– A mapping of access points to different providers, which will be the nego-
tiating agents. The goal of each agent will be to minimize the interference
suffered by its APs and their associated WDs. In this paper, we will assume
there are two providers.

This is a particularly interesting problem, since it belongs to the family of
Frequency Assignment Problems (which has been extensively studied from the
perspective of discrete optimization) and it is strongly related to the prominent
mathematical graph coloring problem [23] and to distributed constraint opti-
mization models [10]. In the following, we will formally describe the negotiation
problem, and the translation of the problem to the belief propagation model.

3.1 Negotiation Domain

For the scope of this work, we assume a multiattribute negotiation domain, where
a deal or solution to the problem is defined as the set of attributes (issues),
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Fig. 1. Wi-Fi association graph G for an scenario with 26 APs and 400 wireless devices.

Fig. 2. Wi-Fi interference graph I for an scenario with 26 APs and 400 wireless devices.

and each one of them can be in a certain range. In our case, for a channel
assignment problem with nAP access points, a solution or deal S can be expressed
as S = {si|i ∈ 1, ..., nAP }, where si ∈ {1, . . . , 11} represents the assignation of a
Wi-Fi channel to the i-th access point.

As stated above, we assume that there are two network providers or agents
(commonly Internet Service Providers, ISPs), thus APs belong to one of the
agents. Each provider only has control over the channel assignment for its own
access points. According to this situation, P = {p1, p2} will be the set of agents
that will negotiate the channel assignment. We find adequate to focus in the
two-provider case because there are more works in complex bilateral negotiations
than for the multilateral case (three or more agents).

Finally, each one of these agents pi will compute its utility Upi
for a certain

solution according to the model described in [4,13]. As we showed in our previous
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works, the problem settings (high cardinality of the solution space and attribute
interdependence) will make the utility functions highly complex, with multiple
local optima.

3.2 Channel Negotiation as a Factorized Optimization Problem

Given that Upi
depends on the sum of the interferences suffered by their APs

and their associated WDs, and that those interferences are caused by nearby
APs and WDs using the same channel to transmit, intuitively we need to avoid
using the same (or similar) channels in nearby devices. More specifically, we
have to avoid using “close” channels in devices whose associated vertices in the
interference graph I are connected, specially if the weight of the connecting edge
is high.

This is quite similar to the Threshold Coloring Problem (TSC) [19], which
is depicted in Fig. 3. In this problem, we have an undirected graph and a set
of available colors (in the example, red, green and blue), with an associated
interference matrix, which assigns an interference value for the occurrence of
any pair of colors in any edge of the graph. The goal of the TSC problem is
to find a coloring which minimizes the maximum interference per node (the
optimal solutions for the example problem can be seen shadowed in the figure).
Our hypothesis is that, by translating the problem of channel assignment to this
problem, we will find suitable solutions in a reasonable time. We will have as
the available color set the different Wi-Fi channels, and as the color interference
matrix the co-channel interference index [13].

Fig. 3. Example of the Threshold Spectrum Coloring problem (TSC). (Color figure
online)

The translation from the Wi-Fi channel negotiation problem to the TSC
problem is not straightforward. First of all, the variable/issue sets for both prob-
lems are different. TSC assumes all colorings are possible, while in Wi-Fi channel
negotiation only channels chosen by the APs are negotiated, since all WDs asso-
ciated to a given AP will use the same channel to communicate. To account for
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this, we propose to do a compactation of the interference graph I. That is, we
will derive a compact graph C from the graph I as follows:

– We will have a vertex in the graph C for every AP vertex in the graph I.
– Two vertices in C will be connected if and only if there was an edge in I; (a)

between them, (b) between one of the APs and one of the WDs associated to
the other AP, or (c) between WDs of the two APs.

Such a compact graph for the example given in Figs. 1 and 2 is shown in
Fig. 4. In addition, we will introduce edge weights in graph C according to two
different strategies:

– Uniform BP translation (BPu): we will assume that each existing edge
between vertices i and j in the compact graph C has an associated weight
wij = 1. This is the simplest possible translation (all edges equal), which loses
most information from the interference graph I, so we expect it to give the
less optimal results, but also to be the most efficient in terms of computation
time.

– Weighted BP translation (BPw): in this case, we will assign to each edge
between vertices i and j in the compact graph C a weight wij equal to the
number of edges in graph I between them, between one of the APs and one of
the clients associated to the other AP, and between WDs of the two APs. This
is a reasonable choice, since it will prioritize the edges between APs which
have more potential interferences, but it is still a much more efficient choice
computationally than evaluating the real interference between APs and their
WDs.

The last step for the formalization is to translate the coloring of the compact
graph C to a factorized optimization problem. To do this, we use our vertices
representing APs as variables (which can take different values depending on

Fig. 4. Compact graph C for an scenario with 26 APs and 400 wireless devices.
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which channel the AP uses to transmit) and the edges between pairs of vertices
(which represent interferences between APs) as constraints. According to this,
we define the corresponding functions as follows:

Φi(si) = 0

ΨC(si, sj) = wijc(si, sj),∀C ≡ (i, j)

That is, we use a constant zero value for each variable function, and we use
the product of the weight of the corresponding edge in the compact graph and
the co-channel interference between the chosen channels (see [13] for details)
for each factor function. With this formulation, we try to mitigate the impact of
using “close” channels in close APs, which is coherent with the Wi-Fi interference
model. It is worth noting that this formulation differs from the TSC problem,
given that here we try to minimize the sum of the contributions for all nodes
in the graph, while pure TSC aims to minimize the maximum contribution for
any single node in the graph. However, as shown in [19], sum minimization is a
good heuristic to minimize the maximum in this context, and therefore successful
techniques proposed for TSC can be used here as benchmarks.

Finally, we need to build the factor graph FP of our problem, which is a
bipartite graph with variable nodes in one side of the partition and factor nodes
corresponding to the constraints in the other side of the partition. Links between
both partitions occur between a constraint and the variable nodes it refers to.
For instance, in the graph example given in Fig. 3, the resulting factor graph FP

would be as shown in Fig. 5.

Fig. 5. Factor graph FP (right) for our example TSC problem.

3.3 A Scalable Negotiation Using Belief Propagation

To solve the factorized optimization problem we have proposed for our Wi-Fi
negotiation scenario, we would have to apply the min-sum algorithm for BP [9].
The problem with applying directly the min-sum BP algorithm to our problem
is that the algorithm only has correctness and convergence guarantees when the
solution is unique and the factor graph is a tree. Although solution uniqueness
can be achieved with randomized weights as suggested in [9], most of our scenar-
ios do not create tree factor graphs. The usual junction tree technique used in
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machine learning to address this problem [25] is not applicable here, because it is
centralized, which is not scalable (neither desirable) for competitive negotiation
scenarios where sharing of private information should be minimized.

Taking this into account, to ensure convergence and correctness of the algo-
rithm, we propose to divide the factor graph into trees using a distributed,
gossip-inspired technique [5]. The technique we propose works as follows:

– All AP nodes in the compact graph C are initialized to the unassigned state,
which means they do not belong to any tree.

– Nodes in unassigned state respond to the behaviour:

• Decide with probability p whether to start a new tree (therefore changing
their status to assigned) or to wait a random time.

• Upon receiving a message from an assigned neighbour (that is, a neighbour
already belonging to a tree), switch to assigned status and acknowledge the
membership to the tree.

– Nodes in assigned state respond to the behaviour:

• Decide with probability p whether to invite a random subset of its (not
already-invited) neighbors to its tree or to wait a random time.

This technique asynchronously divides the compact graph C into a set of
disjoint trees, from which tree factor graphs can be derived so that BP converges.
Of course, when we work with the resulting set of trees, we lose the information
about the influencing factors Ψij corresponding to components ci and cj which
are neighbors in the compact graph but have ended up in different trees. To
minimize the impact of this simplification, we iteratively introduce this effect
in the functions Φi of the frontier nodes (that is, the nodes in a tree which
are neighbors of nodes in other trees). That is, the belief propagation process
is repeated several times in an iterative manner, and at each iteration K the
frontier nodes are assigned a variable function ΦK

i (si) which is computed as
follows:

ΦK
i (si) =

∑

j∈ℵ(i)

Ψij(si, ŝ
K−1
j )

Where ℵ(i) is the set of neighbors of component ci in the compact graph and
ŝK−1

j is the optimal assignment for neighbor cj for the previous execution of the
BP algorithm.

Computation of the ΦK
i functions is performed at each corresponding

provider agent for the AP i. Computation of the ΨK
Cij

functions when APs i
and j belong to different providers is randomly assigned to one of the provider
agents to avoid agent manipulation of the belief propagation process.
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Fig. 6. Polytechnic school building plan. (Color figure online)

4 Experimental Evaluation

To validate our approach and assess the contribution of our mechanisms, we have
conducted a set of experiments of the Wi-Fi real-world setting we used in [3],
which uses the real layout of the first floor plant of our University (Fig. 6). The
real positions of deployed APs are displayed with green dots, ranging their signal
coverage from red (high coverage) to light blue (very low coverage). Note that
the center of the plan represents a central courtyard, so it has low signal cover-
age. For the position of WDs we have considered that we have users attending
classes in classrooms and also some students are located randomly in the build-
ing (resting, in the cafeteria, studying...). For this last group of students, we
have considered that there are 100 students randomly located in the building
following a uniform distribution. For the students in classrooms, we have tested
several scenarios varying randomly the ratio of classrooms being used (ρ, with
ρ ∈ [0.25, 0.5, 0.75, 1.0]). As there are 48 classrooms in the building, we have con-
sidered scenarios with 12, 24, 36 and 48 classrooms. For each classroom, we have
deployed 25 students in each one randomly using a normal distribution around
the center of each classroom and a standard deviation normalized to the size of
the scenario of 0.05. In Table 1 we show a summary of the real-world scenarios
under study. Finally, as the specific random classrooms under use could affect
the results, we have tested three experiments for each value of ρ, so the total
number of deployments studied has been 12. In each setting, APs have been
randomly assigned to the two providers.

We are interested in evaluating the performance of BPu and BPw in com-
parison with the well-known technique called Simulated Annealing (SA) [12,16].
For a further description of how this technique has been deployed, see [4]. More
specifically, we are interested in evaluating the performance of these techniques
in terms of the normalized utility (Un) that they can achieve in a certain
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Table 1. Summary of scenarios of the real-world setting.

Scenario ρ # Classrooms # WD

1, 2, 3 0.25 12 400

4, 5, 6 0.5 12 700

7, 8, 9 0.75 12 1000

10, 11, 12 1.0 48 1300

(a) Scenario 1. (b) Scenario 2.

(c) Scenario 3. (d) Scenario 4.

(e) Scenario 5. (f) Scenario 6.

Fig. 7. Normalized utility versus time for the different techniques.
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(a) Scenario 7. (b) Scenario 8.

(c) Scenario 9. (d) Scenario 10.

(e) Scenario 11. (f) Scenario 12.

Fig. 8. Normalized utility versus time for the different techniques.

computation time. The different values for the computation time have been
obtained running the techniques with a different number of iterations.

Note that the normalized utility is defined as the sum of utilities for all
nodes in the network (APs and WDs) divided by the graph order, i.e. divided
by the number of nodes in the graph. Figures 7 and 8 show this comparison
for the 12 scenarios under study. Results show that, except for the shortest
runs where BP obtains worse results than SA, in almost all cases, BP is able to
obtain a better performance (higher Un) than SA for the same computation time.
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Comparing BPu with BPw we can conclude that BPw always outperforms
BPu. This expected result is due to the fact that the compact graph of BPw
includes more information than its counterpart of BPu. As a consequence of
these results, we consider that the use of Belief Propagation, specially in its
BPw setting, is very useful, as its efficiency is higher than the well-known,
successful approach SA.

5 Conclusions and Future Work

Our research attempts to enable the use of complex automated negotiations
in the management of complex systems with network structure, which are of
increasing interest in many disciplines. One of the biggest challenges for this is
the scalability of complex negotiation mechanisms when facing the large utility
spaces and complex interdependencies of such systems. To address this chal-
lenge, in this paper we propose a novel perspective for the negotiation process as
competitive belief propagation, which maps naturally to settings with a graph
structure. We also propose an efficient mechanism to implement this competitive
belief propagation process in large settings, which takes advantage of gossip-like
techniques. Finally, we validate our approach on a realistic and challenging set-
ting: Wi-Fi channel negotiation. Experiments show that our approach achieves
better results that well-known successful nonlinear negotiation techniques in less
computation time, which is a significant advance for the success of negotiation
mechanisms in these settings.

Although our experiments yield satisfactory results, there is still plenty of
work to be done in this area. We are interested in evaluating more sophisticated
strategies than BPu and BPw for weighting the compact graph, in order to
get as close as possible to the real interference model without imposing too
much computational complexity in the mechanism. We want also to study the
influence of different graph properties (e.g. diameter) in the performance of the
BP techniques. Finally, we are interested in evaluating the strategic properties of
the mechanisms, to see how the belief propagation process performs when agents
are allowed to “lie” in their messages in order to try to influence the outcome of
the mechanism to their advantage.

Acknowledgments. This work has been supported by the Spanish Ministry
of Economy and Competitiveness grants TIN2016-80622-P, TIN2014-61627-EXP,
MTM2014-54207 and TEC2013-45183-R, and by the University of Alcala through
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Abstract. We consider an adaptation of Axelrod’s metanorm model,
where a population of agents choose between cooperating and defecting
in bilateral interactions. Because punishing incurs an enforcement cost,
Axelrod proposes using metanorms, to facilitate the stability of a norm of
punishing defectors, where those who do not punish defectors can them-
selves be punished. We present two approaches to study the social effects
of such metanorms when agents can choose their interaction partners: (a)
a theoretical study, when agent behaviors are static, showing stable social
configurations, under all possible relationships between system parame-
ters representing agent payoffs with or without defection, punishment,
and meta-punishment, and (b) an experimental evaluation of emergent
social configurations when agents choose behaviors to maximize expected
utility. We highlight emergent social configurations, including anarchy, a
“police” state with cooperating agents who enforce, and a unique “cor-
rupt police” state where one enforcer penalizes all defectors but defects
on others!

Keywords: MABS workshop · Multi-agent systems · Cooperation
Norm emergence · Network topologies · Metanorm
Metapunishment · Punishment

1 Introduction

With the burgeoning of participation and activities in online social networks,
there is increasing interest in understanding how interactions between individ-
uals can give rise to emergent social structure and phenomena [3,4,10], such as
information cascades [7], as well as the influence individuals have on others [9].
Concomitantly, researchers have used agent-based models and simulations to
study how behavioral traits and interaction decisions can shape the dynamics of
social networks. The goal of these research is to understand the dynamics of net-
work connections and topologies [13,15,18], information flow [5,19], or to char-
acterize the emergence of conventions or norms [1,11,12,17,21] or cooperative
behavior [14,16]. While some of these research analytically prove convergence
or equilibrium or formally derive rational agent behaviors [8,16,18], others use
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extensive experimental evaluations to understand the nature of emerging behav-
iors and topologies in networks of self-interested agents [1,14,15].

A number of these studies investigate scenarios where the network topol-
ogy changes based on strategic or exploratory rewiring of connections by agents
seeking more beneficial partnerships [15,17,18]. Interaction between neighbors
on networks are often represented as a stage game [11,12].Some of these studies
on norm emergence have also considered agents who use punishments and sanc-
tions to facilitate convergence to social welfare maximizing outcomes for these
games [14,20]. The use of punishments to facilitate norm emergence goes back
to the work of Axelrod [2] who observes “A norm exists in a given social setting
to the extent that individuals usually act in a certain way and are often punished
when seen not to be acting in this way.” Axelrod observes that punishing norm
violators can be costly and hence free riders, who do not punish violators but rely
on others to do so, may proliferate. He then suggested the use of a metanorm,
a norm to punish those who do not punish norm violators (we refer to this as
metapunishment)! Mahmoud et al. [14] have used resource-aware, adaptive use
of metanorms to promote cooperation in peer-to-peer resource sharing networks,
when individuals may have incentives to defect.

Our goal in this paper is to investigate how the ability to rewire as well
as the use of punishment and metapunishment can result in the emergence of
different network topologies between different types of agents. We consider the
following agent types connected in a network: cooperators who always cooper-
ate with their neighbors, defectors who defect against all neighbors, punishers
(corrupt) who are cooperating (defecting) agents that also punish, and metapun-
ish if that option is available. A link is created between two agents if any one of
them wants to interact with the other. Each agent interaction is represented as a
stage game with a payoff matrix representing a social dilemma: mutual cooper-
ation is preferable to mutual defection but there is incentive to defect against a
cooperator. When punishment is allowed, the situation corresponds to an exten-
sive form game, where an agent has the option to punish a defecting neighbor.
When metapunishment is allowed, an agent can metapunish a neighbor who do
not punish its defecting neighbors. Punishment and metapunishment have costs
to the enforcer, which are less than the corresponding costs to the recipient.

In the present study, we make the two following assumptions: Only one agent
is necessary to choose another as a neighbor, or, equivalently, both agents must
agree to cease interacting; and agents, once having selected a strategy, do not
change their behavior. We assume the former following initial work in [6], wherein
only one agent must choose to interact in order to connect to the other agents.
Additionally, one can imagine a variety of real world scenarios corresponding to
bilateral agreement, such as a group in a social network where leaving brings a
substantial cost to the user, reputation or otherwise, which forces the user to
interact with others he or she may not like. This formulation of the problem
also allows for an interesting new aspect of the game: oppression. With mutual
consent required to terminate a link, one party can defect and enforce norms
upon another without this parties permission. Additionally, we find the choice
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of static strategies a reasonable formation because people tend to maintain a
mostly constant persona when interacting with their neighbors.

Similar work was performed by Galán et al. in [13]. We note, however, that
their work focused on stable norms resulting from static topologies; our paper
considers the converse question of the stable topologies that result from rewiring
connections while agents follow static behaviors. The network characterizations
that they present are also unsuitable for our model due to the fact that, in our
work, the networks either initialize as fully connected or links can be added as
agents deem rational, as opposed to constant topologies. For example, since all
agents of a particular type behave in the same manner in our model, they will
all make the same decisions as to which other agents to connect to or attempt
to disconnect from—contrasting the probabilistic behaviors used in their work.
Consequently, analyses of the resultant clustering coefficients, numbers of triples,
or other metrics are uninteresting. Another key difference between the two works
is that the agents in their work change strategies by the genetic forces of selection
and mutation; in our work, however, behaviors only change in the experimental
analysis due to rational choice, and are constant in the theoretical analysis.

The paper is organized as follows. In Sect. 2, we present the configurations
that will result when agents cannot change their type but can change their
connections. These situations are amenable to algebraic solutions and we can
precisely derive the network topologies that will arise by the rewiring process.
We consider all possible game scenarios conforming with the social dilemma
mentioned above and for various cost of making a new connection. We highlight
interesting resultant networks for situations where there is (a) no punishment,
(b) punishment but not metapunishment, and (c) metapunishment. In Sect. 3,
we present experimental results showing converged network topologies where in
addition to rewiring their connections, agents can also myopically change their
types to maximize the utility they expect to receive given their current neigh-
bors (these scenarios do not lend them to similar algebraic analysis as in the
case of fixed agent types). We find interesting converged topologies such as a
police state where few punishing agents keep other agents from defecting, as well
as an oddball corrupt police state where a lone (meta)punishing agent prevents
others from defecting but itself defects against all others! An associated inter-
esting observation is the relative frequency with which the different converged
topologies result when punishment is used with or without metapunishment. We
conclude with a brief discussion of future work.

2 Theoretical Analysis

2.1 Specification

Game Mechanics. Starting with an initial network of fully connected agents,
the game proceeds in many rounds. In each round, an agent interacts with each
of its neighbors. An agent, Player A, can either choose to cooperate or defect
against its neighbor, Player B. Choosing to defect gives Player A the temptation
reward and Player B the hurt value, and choosing to cooperate gives the baseline
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reward to both players. When the punishment option is present, each interaction
has a second stage, wherein, if Player A chooses to defect against Player B, then
Player B has the opportunity to punish Player A.

Finally, if the metapunishment option is present, each round has a second
phase. Each player, Player A, observes the interactions of each other agent,
Player B—specifically, whether Player B chose to punish. If Player B chose not
to punish a defector, then Player A has the opportunity to metapunish Player B.
Metapunishment enables agents to encourage other agents to punish those agents
who defect.

An agent has to pay a linking cost r for each of its link to a neighbor. If a
link to a neighbor brings negative utility, then an the agent will try to cut that
link at the end of a round. If both agents in a linked pair attempt to cut a link,
the link will be eliminated. If only one agent, however, attempts to cut that link,
then the link will remain.

Agent Strategies. For a description of the payoffs used in this game, see
Table 1.

Table 1. Glossary of payoffs. If a payoff contains the letter on the left, then the payoff
includes the reward for the interaction on the right (the payoffs are additive). For
instance, dh indicates that the agent both defected and was defected against.

b The baseline—the reward for cooperation on both sides

d Defecting

h Being defected against (harmed)

dp Defecting and being punished

he Being defected against and enforcing

m Being metapunished

M Metaenforcing

Each agent type in the population has a type or strategy which cannot
be changed. Without punishment, there are two agent types: cooperator types
always cooperate and defector types always defect.

In the case of basic punishment, the cooperator type agents cooperate but
do not enforce punishment. The defector type agents defect but do not enforce.
There are two additional types: The punisher and corrupt. The punisher type
agents cooperate and enforce punishment. The corrupt type agents defect and
enforce punishment.

In the case of metapunishment, the agent types are the same as those in the
basic punishment case, but the punisher and corrupt types both metapunish as
well while other agent types do not.
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2.2 Payoff Topologies

No punishment. We first examine the case of no punishment.Table 2 represents
the payoff matrix for this scenario.

Table 2. Payoffs without punishment

cooperator defector

cooperator (b, b) (h, d)

defector (d, h) (dh, dh)

Because there is no punishment, the only options are passivity and defection.
b is simply the baseline. d is the baseline plus the temptation reward, which is
included to incentivize agents to defect. h is b plus the hurt value, included to
incentivize agents to punish. So, we make the following assumptions:

1. The temptation reward is greater than 0, or equivalently, d > b
2. The hurt value is less than 0.

From these assumptions, we can conclude that d > b > h and, furthermore, that
d > dh > h, since dh is simply b + hurt value + temptation reward

These conditions lead to six meaningful placements of the linking cost, r, and
five unique topologies:

1. r > d: The network is empty because the linking cost is higher than the
maximum possible reward from a link.

2. d > r ≥ dh, b: The defecting agents form links with the passive agents in
order to gain the temptation reward, d

3. d, dh > r > b: The defecting agents form links with themselves (for dh) and
the passive agents (for d).

4. b > r ≥ dh, h: The defecting agents connect to the passive agents, and the
passive agents connect to themselves.

5. b, dh > r > h: A complete network is formed (the defecting agents will forcibly
connect to the passive agents).

6. h > r: A complete network is formed.

Punishment. In this section, we examine the case of basic punishment. Table 3
represents the payoff matrix for this scenario.

Table 3. Payoffs with basic punishment

cooperate punish defect corrupt

cooperate (b, b) (b, b) (h, d) (h, d)

punisher (b, b) (b, b) (he, dp) (he, dp)

defector (d, h) (dp, he) (dh, dh) (dhp, dhe)

corrupt (d, h) (dp, he) (dhe, dhp) (dhpe, dhpe)
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In addition to the assumptions made in the previous section, we assume that
enforcing and being punished cost the agent, and that it is worse for an agent
to be punished after defecting than for an agent to enforce after being defected
against:

1. The enforcement cost is less than 0.
2. The punishment cost is less than the enforcement cost.
3. he > dp: Total payoff for the punisher is greater than that of the punished.

From these assumptions, we can conclude that d > b > h > he > dp > dhp >
dhpe, that d > dh > h, and that dh > dhe > he. These orderings suggest 13
possible placements for the linking cost, which lead to 10 different topologies.
An interesting few selected results follow.

Agents who punish can, in some configurations, prevent defecting agents from
connecting to themselves. Figure 1(a) shows a sample configuration wherein the
punisher agents are not connected to defecting agents, but the cooperator agents
are. An interesting note about Fig. 1(a) is its similarity to a hub network, where
the cooperator agents are the hub, and the other agents do not interact outside
of their own groups.

In general, punishment is a highly effective method for agents to defend
themselves against defection. Figure 1(b) represents the most connected network
wherein agents who defect, corrupt and defector agents, still connect to the
punisher agents.

Corrupt

Defectors

Cooperators

Punishers

(a) d, b, dh > r ≥ dhe,
he, dp, dhp, dhpe
This is an example of a
network where punishers
are safe from defection.

Corrupt

Defectors

Cooperators

Punishers

(b) d, b, dh, h, dhe, he >
r ≥ dp, dhp, dhpe
This topology is the
most connected network
wherein agents still defect
against punishers.

Fig. 1. Interesting topologies from basic punishment.

Metapunishment. In this section, we examine the case of metapunishment.
Table 4 represents the payoff matrix for this scenario.
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Table 4. Payoffs with metapunishment

cooperate punish defect corrupt

cooperate (b, b) (m,M) (h, d) (hm, dM)

punish (M,m) (b, b) (eM, dpm) (he, dp)

defect (d, h) (dpm, eM) (dh, dh) (dhpm, dheM)

corrupt (dM, hm) (dp, he) (dheM, dhpm) (dhpe, dhpe)

In this section, similarly to the case of basic punishment, we assume addi-
tionally that it costs to meta-enforce and to be metapunished, and that being
metapunished for neglecting to punish is worse for an agent than for an agent’s
meta-enforcing. That is,

1. The meta-enforcement cost is less than 0.
2. The metapunishment cost is less than the meta-enforcement cost.
3. M > m: Being metapunished is worse than meta-enforcing.

From these assumptions, we can conclude that d > b > h > he > dp > dhp >
dhpe, that d > dM > M > m > hm > dpm > dhpm, that M > eM >
dpm > hm, that d > dh > h, that dh > dhe > he, that dhe > dheM , and that
dM > dheM > dpm.

These constraints imply 113 possible placements for the linking cost, which
lead to 73 unique topologies. In the following paragraphs, we highlight notable
results.

Metapunishment can destabilize previously stable topologies. Figure 2(a)
shows one circumstance in which punisher agents will not connect to cooperator
agents in contrast to the case of basic punishment. Specifically, the cooperator
and punisher agents used to receive b when they interacted; however, in this
case, metapunishment reduces the payoffs below the linking cost.

Additionally, metapunishment can entirely cease interactions between
punisher agents and nonpunishing agents. As an example, Fig. 2(b) contains
no connections between the punisher agents and the defector agents nor the
cooperator agents. This topology is also remarkable because the temptation
reward is sufficient to offset the meta-enforcement cost, as evidenced by the
connection from the corrupt agents to the nonpunishing ones. This phenomena
is interesting because the corrupt agents are punishing agents for not punishing
the corrupt agents.

An interesting side effect of metapunishment is that the defector strategy
may actually present a way for agents to defend themselves. In Fig. 2(c), the
defector agents are not connected to the punisher agents. The cooperator agents
also are connected to the punisher agents. This connections implies that the
meta-enforcement cost is, alone, insufficient to prevent punisher agents from
linking to cooperator agents. Additionally, the corrupt agents are, connected to
the punisher agents. This connection implies that the hurt value and enforce-
ment cost are insufficient to prevent a link from forming. Therefore, it is the
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Corrupt

Defectors

Cooperators

Punishers

(a) d, b, dh, dhe, dM ,
dheM > r > h, he, dp,
dhp, dhpe, M , m, hm, eM ,
dpm, dhpm
This topology demon-
strates metapunishment
can halt agents connected
with only basic punishment
from connecting now.

Corrupt

Defectors

Cooperators

Punishers

(b) d, b, dh, h, dhe, he, dp,
dhp, dM , dheM , > r >
dhpe, M , m, hm, eM , dpm,
dhpm
A topology wherein the
meta-enforcement cost pre-
vents punisher agents from
connecting to nonpunishing
agents.

Corrupt

Defectors

Cooperators

Punishers

(c) d, b, dh, h, dhe, he, dp,
dhp, dhpe, dM , M > r >
m, hm, eM , dheM , dpm,
dhpm
This topology shows the
power of defector agents to
thwart metapunishment.

Fig. 2. Interesting topologies from including metapunishment

combination of hurt value, enforcement cost, and meta-enforcement cost that
does prevent the link from the punisher to the defector agents from forming—a
combination that can only occur with agents using the defector strategy.

3 Experimental Analysis

The above analysis assumed agent types were static. To understand the emer-
gent topologies when agents could myopically adapt their types to optimize pay-
off given their neighbors types, we ran simulations varying various parameters.
During rounds, agents would follow this algorithm:

procedure Agent Behavior()
maxUtility = Utility(currentStrategy)
maxStrategy = currentStrategy
for strategy in Strategies do

if Utility(strategy) > maxUtility then
maxUtility = Utility(strategy)
maxStrategy = strategy

end if
end for
if maxStrategy ! = currentStrategy then

currentStrategy = maxStrategy
return

end if
for link in CurrentLinks do

if Utility(link)<0 then
removeLink()
return

end if
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Fig. 3. One Way Corrupt Police (Red-cooperator, Violet-corrupt). (Color figure online)

end for

LinkToRandomAgent()

Where the utilities of links are defined by the values in the payoff matrices
given in Sect. 2, and the utility of a strategy is simply the sum of all of the links
of an agent, assuming that the agent adopts that strategy. In a round agents
make their decisions sequentially. The order of turns was decided randomly at
the beginning of each round. Simulations were run with both simple punishment
and meta-punishment and with various numbers of agents. Each simulation ran
for 1000 rounds. Only simple graphs were used; i.e., if Agent 1 connected to
Agent 2, then Agent 2 could not connect to Agent 1. Each agent was assigned a
random strategy at the beginning of the game.

3.1 Observed Stable Configurations

All experiments produced one of three stable configurations: Anarchy indicates
all agents are defecting, Police State refers to a few punishing agents and the
rest neutral, and Corrupt Police State refers to exactly one agent defecting and
punishing while the rest are neutral.

The three stable configurations mentioned above could form different topolo-
gies: Complete Network, Empty Anarchy, One way corrupt police. In the complete
network, all agents linked with all other agents. Any of the three configurations
could form with this topology. Empty anarchy was an anarchy network without
any agent linking to any other agent. The one way Corrupt Police was the most
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Fig. 4. End Topologies with different # of agents: Punishment only (Left), Metapun-
ishment included (Right). Parameters: Base 0, Defection Reward 3, Defection Hurt 1,
Punishment Cost 2, Punishment Hurt 9, Linking Cost 0.

interesting of the three topologies. It was a corrupt police state, but none of the
cooperators were willingly linked to the corrupt police officer. Thus we had one
group of agents that would link to only agents of their own type, but were being
stabilized and exploited simultaneously by an outside agent. See Fig. 3.

3.2 Conditions for Network Development

An important goal of the experimental analysis was to observe what conditions
were required for each of the three stable configurations to emerge.

Figure 4 shows the relative frequency of emergence of different stable config-
urations as we vary the number of agents in the network. Without metapunish-
ment, as the number of agents increases, the number of configurations that result
in anarchy also increases. We will discuss this phenomena in detail below. With
metapunishment, increasing the number of agents increases the likelihood of a
police state emerging. Presence of more metapunishers force non-punishers to
start punishing; thus with more agents present there is an increase in frequency
of the emergence of police states.

Fig. 5. % of agent types as Anarchy develops, 10 agents: punishment only (Left), with
Metapunishment (Right). Parameters: Base 10, Defection Reward 1, Defection Hurt 3,
Punishment Cost 3, Punishment Hurt 12, Linking Cost 0.
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Anarchy. Due to the randomness of allocation of initial agent types, the initial
number of agent types may not be equal. The initial agent type distribution is
likely to be more skewed particularly for small agent populations. If there were
too many defectors at the beginning, anarchy developed from large numbers of
agents defecting. When a punisher links with a defector, one of two things hap-
pen: the defector stops defecting or the punisher stops punishing. When there are
far more defectors than there are punishers, it becomes much more likely that
the punisher will have to back down and stop punishing at some point. For small
populations there are more chances of very few defectors in the initial popula-
tion, whence the network may evolve to a state different from anarchy. With
larger populations, there are more agents that can defect in the early rounds
of the game and it becomes harder for the punishing agents to maintain order.
With large enough numbers of agents, the end topology is almost always anarchy.
Hence, all figures of networks developing are shown with 10 agents. Anarchy was
by far the most common of the three stable configurations that formed without
metapunishment. When metapunishment was included, the frequency of anarchy
networks drastically decreased because of reasons listed below. The percentage
of different agent types in sample runs that evolved Anarchy networks, with
or without metapunishment, are shown in Fig. 5. Modified parameters are used
when observing network developments to reduce the anarchy development rate.

Police. The convergence to a police state was facilitated by an initial state of a
large number of punishers. These punishers would have to immediately link with
each other in order for the police state to form, because otherwise the punishers
would want to become defectors. If two punishers link with each other, neither
will defect to avoid being punished by the other. However if a punisher is linked
only with non-punishing agents, then it will become a defector for the Utility
boost. From there they would force all defecting agents to become neutral as
they connected to them. When metapunishment is included, punishers gain the
ability to force other agents to become punishers. This aides the development of
police networks and increases their relative frequency. Sample runs that evolved
the Police state are presented in Fig. 6.

Corrupt Police. The corrupt police state developed from an initial state of a
large number of agents who were defecting and punishing. As these agents linked
with others, they forced those agents to become neutral to avoid punishment.
When two of these agents connect, one will back down and become neutral
while the other will remain a defector and punisher. A sample run that evolved
a Corrupt Police network is shown in Fig. 7.

This demonstrates one of the more interesting outcomes of the game: Corrup-
tion will not tolerate company while non-corruption requires it. In the corrupt
police network, all “corrupt police officers” will eliminate each other until only
one remains, while the police network requires multiple interacting “officers”.
The corrupt police network was only stable without metapunishment. If meta-
punishment exists, then the corrupt police officer will have to punish neutral
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Fig. 6. % of agent types as Police state evolves, 10 agents: punishment only (Left);
with Metapunishment (Right). Parameters: Base 10, Defection Reward 1, Defection
Hurt 3, Punishment Cost 3, Punishment Hurt 12, Linking Cost 0.

agents for not punishing it. This in turn forces the neutral agents to become
punishers, and hence the corrupt police network does not emerge with metapun-
ishment.

Fig. 7. % of agent types as corrupt police configuration develops (simple punishment);
10 agents. Parameters: Base 10, Defection Reward 1, Defection Hurt 3, Punishment
Cost 3, Punishment Hurt 12, Linking Cost 0.

4 Conclusions

We investigated the effect of rewiring and behavior adoptions on the emergent
topology of networked self-interested agents interacting in a social dilemma sce-
nario with and without punishment and metapunishment options. When agent
types were fixed, we identify, using algebraic calculations, interesting topologies
that result under various relationships between agent interaction payoffs and
rewiring costs. Such derivations are not forthcoming when agents can change
their types myopically to maximize payoffs given their neighborhood. We run
a suit of experiments and observe the emergence of different classes of network
topologies. Particularly interesting are the police and corrupt police states and
their relative abundance with and without the option of metapunishment.
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We plan to investigate unilateral elimination of links which should allow for
cooperators to thrive more frequently. We will analyze mixed, rather than pure
strategy types, where agents defect with some probability 0 < p < 1. We will also
study a broader class of social dilemmas, including the prisoner’s dilemma and
the Hawk-Dove game. In Sect. 2, we assumed all types are present in equal num-
bers; we will analyze non-uniform distribution of agent types. Finally, we intend
to perform analyses similar to those done by Galán et al. in [13]: Allowing for
nondeterministic behavior could lead to some highly intriguing resultant social
networks and network properties. Combining all of these future directions, char-
acterizing networks with unilateral links could additionally prove fascinating.

Acknowledgments. We would like to thank the University of Tulsa and in particular
the Tulsa Undergraduate Research Challenge (TURC) for financial support of this
project.
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Abstract. A new approach is introduced under the slogan «Keep It a Learning
Tool» (KILT) to emphasize the crucial need to make the purpose of the mod-
elling process explicit when choosing the degree of complicatedness of an
agent-based simulation model. We suggest that a co-design approach driven by
early-stage and interactive simulation of empirical agent-based models repre-
senting stylized socio-ecosystems stimulates collective learning and, as a result,
may promote the emergence of cooperative interactions among local
stakeholders.

Keywords: Participatory agent-based simulation � Social learning
Stylized landscape � Role-playing game � Companion modelling

1 Introduction

An agent-based simulation is said to be “participatory” as soon as some decisions of the
agents are entrusted to the participants. A typology of simulations has been proposed
by Crookall and his colleagues [1]. They distinguished two types of simulations
depending on who controls it, and where the focus is. When the simulation is mainly
controlled by the computer, the focus of interaction can be set on computer-participant
interactions (participants observe the simulation run in the manner of a cinema audi-
ence), or on participant-participant interactions (participants can intervene while the
simulation runs or at intervals provided during the run). In any of these cases, the
flexibility of the simulation remains limited. A second type is when the simulation is
mainly controlled by the participants. The focus of interaction can then be set on
computer-participant (“flight simulator” for which generally only one user interacts
continuously with the simulation), or on participant-participant. In that last case, par-
ticipants will be confronted with concrete situations, acted out by the organizers of the
participatory simulation workshops, which they must react to.
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This type of interactive participatory agent-based simulation is very similar to what
is called a computer-assisted role-playing game in the framework of the companion
modeling approach [2–4]. As pointed out by Barreteau [5], there is a striking corre-
spondence between the features of an agent-based simulation and a role-playing game
session: agent/player, role/rule, game-turn/time-step, game board/interface. This simi-
larity is due to the fact that, from a formal point of view, a role-playing game is a kind
of multi-agent system: it is composed of interacting entities, evolving in a shared
environment, each one seeking to achieve a specific goal. Apart from the simulation of
agents’ decisions, the computerization may also support the following features:
(i) recording the decisions of human agents, which enables computing performance
indicators (results of their actions) and “replaying” the session during the debriefing;
(ii) simulating the dynamics of the resources; (iii) visualizing the updated state of the
resources and the positioning of the agents, possibly according to points of view
specific to each type of players [6].

In computer science, participatory agent-based simulation represents a fertile
ground for improving the techniques of Artificial Intelligence related to supervised
learning such as inverse reinforcement learning or support vector machines [7].
Introducing assistant agents with learning abilities can help eliciting the behavior of
human participants and also supporting them to make decisions during the course of the
simulation [8]. Participatory agent-based simulation sessions have been successfully
used as an experimental framework to extract interaction patterns in negotiated
(written) elements between participants [9].

By integrating the HubNet module into the NetLogo platform, which allows
interconnecting several identical user interfaces to the same simulation, Wilensky and
Stroup [10] paved the way for using participatory simulation to facilitate the learning of
complex systems to students. One of the first applications of HubNet is called Grid-
lock1. It is a simulation of car traffic in real time where each student controls a traffic
light while the teacher controls the global variables, such as speed limit and number of
cars. The group is challenged to develop strategies to improve traffic and discuss the
different ways of measuring the traffic quality [11]. Another example of the educational
potential of interactive multi-agent simulations is given by the experiment on the
spread of a contagious disease conducted with US high school students [12]. A network
of miniature communicating computers (tags) allows simulating the spreading of a
virus among the participants, each of them wearing a tag as a bracelet, only one being
initially infected. Participants are challenged to meet as many people as possible
without getting sick. To stimulate experiential learning, students were told nothing
about how the virus moved from one tag to another, the degree of contagiousness, the
possibility for latency.

In such an immersive configuration, the space of interactions does not have to be
“re-presented” to the participants. In most of the applications of participatory
agent-based simulation anyway, space has to be explicitly represented into the model.
This is of particular importance when the target system is a socio-ecosystem. The
distribution of a participative multi-agent simulation on several computers is an

1 http://ccl.northwestern.edu/netlogo/models/HubNetGridlockHubNet.
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efficient way of staging information asymmetry between participants. It is then inter-
esting to observe if participants take the initiative to share certain information - initially
private - with others. When the objective is to improve the mutual understanding
between the participants, it becomes critical to encourage direct interaction between
them and to stimulate exchanges. Representing a common visualization space and a
support to materialize the decisions of the players with pawns and tokens, a large game
board (so that everyone can sit around) is a configuration that answers perfectly to this
need. For instance, the environment of the SAMBA model, developed in Vietnam [13,
14], consists of a rectangular support filled with cubes, each of the six faces repre-
senting a land cover. Players then manipulate the cubes directly to signify the changes
in land use corresponding to their actions. But when the simulation includes ecological
and/or hydro-physical processes not directly under the control of the players, manually
updating the environment by an operator is a tedious operation that causes dead times
for the participants.

Using a digital game board provided by the projection on a horizontal flat surface of
the computerized representation of the environment was recently tested in rural
Zimbabwe. Before presenting the participatory agent-based simulation approach that
was conducted with local actors to foster social learning, we propose a review of the
applications of participatory agent-based simulation in the field of socio-ecological
science, distinguishing its uses with scholars and with stakeholders. We stress the
importance to clarify two fundamental features that are interconnected: the degree of
realism of the model and the purpose of the modelling process.

2 Abstract, Stylized and Realistic Representations of Space
in Agent-Based Models of Socio-Ecosystems

The representation of the environment can range from purely abstract landscapes to
realistic ones integrating spatial data from geographical information systems. In the
case of an abstract world, the environment of the model does not refer to any particular
landscape, like in the ReHab participatory simulation tool [15], where harvesters have
to collect a resource in an imaginary landscape that is also a nesting and breeding
ground for a migratory bird under the protection of rangers (see Fig. 1a).

In an intermediate case, the implicit reference to a given socio-ecological system
results in equivalent proportions in the distribution of the modalities of each landscape
characteristics (primarily the land use) and possibly also in the similarity of the space
configuration, with the integration of typical spatial patterns. For instance, in the
BUTORSTAR model, the impacts on avifauna of the management of reed beds resulting
from decisions made by farmers, reed collectors, hunters and naturalists are simulated
in a stylized representation of the Camargue wetland [16]. Similarly, in the SylvoPast
gaming tool [17] featuring conflicts of interest between a forester and a shepherd in the
context of fires’ prevention in the Mediterranean region, the proportions of the different
types of vegetation cover (see Fig. 2b) are based on empirical data, so that the stylized
environment of the model represents an archetypical grazed Mediterranean forest.

It is also the case of the NewDistrict interactive and asymmetric agent-based
simulation [19] where the impacts of peri-urban development on biodiversity are
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investigated in a stylized landscape. Three ecological processes are simulated (bee
colonization, bird migration and water quality), with participants playing the roles of
mayor, building contractor, farmer, forester and ecologist, each one equipped with a
specific computer interface representing the landscape according to a point of view
specific to its activity.

Fig. 1. The three types of environment in participatory agent-based simulation: (a) abstract, like
in the ReHab game [15]; (b) stylized, like in the SylvoPast game [17]; (c) realistic, like in the uva
bay game [18].

Fig. 2. Utilities of agent-based models according to their complicatedness. The red, pink and
blue lines represent the utility functions of the abstract theoretical models, the stylized empirical
models and the realistic empirical models. The black springs within the areas of effective use of
abstract theoretical models and realistic empirical models symbolize the retraction force exerted
by the KISS and KIDS principles [adapted from 32]
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Recent technological advances [20, 21] have reinforced a trend that emerged some
fifteen years ago [22–24] to move towards spatially-explicit agent-based models rep-
resenting realistic landscapes by associating them with GIS. Extensions to integrate
spatial data from GIS have been added to the main existing platforms (NetLogo,
Mason, RePast). New platforms have been developed focusing mainly on these
aspects: GAMA [25] and MAGéo [26]. This type of data-intensive models are
becoming more and more popular, due to the increased availability of data, the com-
puting power of computers and the increasing demand from policy-makers and man-
agers for policy and scenario analysis [27]. A recent and emblematic example is the uva
bay game, a large-scale agent-based participatory simulation of the Chesapeake Bay
socio-ecosystem [18]. The game allows players to take the roles of stakeholders, such
as farmers, developer, watermen, and local policy-makers, make decisions about their
livelihoods or regulatory authority and see the impacts of their decisions on their own
personal finances, the regional economy, fish and crab populations and overall bay
health. Figure 1c shows the locations of the players (white dots) in one of the 8
watersheds represented in the model.

3 Involvement of Local Stakeholders: Adjusting the Degree
of Complicatedness of the Model to Its Purpose

All the examples presented in the previous section were firstly developed to be used
with students, for educational purpose. It is quite common to note a dual use of
participatory agent-based simulation in the field of socio-ecological science: either
support to the implementation of experiential learning in classrooms to teach students
who are unfamiliar with the interdependencies of ecological and social dynamics, or a
direct use with the actors of the socio-ecosystems. For instance, two gaming sessions of
BUTORSTAR involving stakeholders of Étang de Vendres were organized, with the
aim of increasing their capacity to adopt modes of interactions favoring adaptive
management of the environment [28]. This duplication of the target audience (students
and local actors) was also performed with SylvoPast, NewDistrict and uva bay game. In
these three cases, the tool used with students and local stakeholders was strictly the
same. In other cases, the tool initially designed to be used with stakeholders has to be
adapted to meet the educational needs of both schoolchildren and the general public.
This was for instance the case for the computer-assisted role-playing game designed by
a group of researchers and biosphere reserve managers in Ushant Island (Brittany,
France) to investigate consequences of land-use changes and fallow land encroachment
on landscape, traditional activities and biodiversity [29, 30].

Even when the tools are similar, there is a shift in the purpose of conducting
participatory simulation with stakeholders, who are definitively knowledgeable, rather
than students. Generally, simulation is viewed as a mean to support experimentation by
conducting what-if analysis that are not pre-determined, and not anymore as a mean to
gain experience [31]. It does not make much sense to discuss the appropriate degree of
complicatedness of a model supporting participatory agent-based simulation with
stakeholders without specifying the type of stakeholders to be involved and without
clarifying the purpose of their involvement [32]. Most commonly, the stakeholders
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involved are policy-makers and/or managers and the purpose is to gain insight about
the functioning of the target socio-ecosystem as a basis for policy and scenario analysis
related to agriculture and natural resource management [33].

In such a context of use, the KIDS (“Keep it Descriptive Stupid”) approach [34] is
undoubtedly relevant: models should be as complicated as necessary to answer the
specific research question, with mid-levels of complicatedness providing the highest
benefit per unit of modeling effort, which is reflected by the existence of what was
called the “Medawar zone” [35]. On the other hand, the popular admonition KISS
(“Keep It Simple, Stupid”) that enjoins modelers to fight against their propensity to
endlessly refine their model [36] is especially valid for theory-building and education
purposes. A common idea is that choosing an intermediate posture in between these
two zones of efficiency (see Fig. 2) may jeopardize the achievement of one purpose or
the other. The empirical details in such models may hinder the theory building purpose
and the stylized components may limit their applications in policy support [32].

Yet we believe there is a raison d’être for this type of intermediate stylized
empirical agent-based models, which is to stimulate social learning through their
co-design with local actors. Social learning has become a central concept in discourse
on management issues related to the complexity of socio-ecosystems. Yet the theo-
retical and practical development of the concept is problematic [37, 38]. Most publi-
cations attempt to define its meaning, or to account for its realization in a given
situation. Referring to the theory of communicative action [39], the different definitions
of social learning emphasize the role of dialogue and intercommunication between
group members in facilitating the perception of different representations and the
development of collective problem-solving skills [40]. In this perspective, the relational
dimension of learning is essential [41].

We advocate that, to fulfill its role of intermediate object allowing exchanges of
viewpoints among participants, the model must be connected to reality in a stylized
form so that each user can find ways to project features of the socio-ecosystem that
make sense for him. To mark the specificity of this approach, we introduce the acronym
KILT for Keep It a Learning Tool!

The KILT approach consists in initiating the process with an over-simplified styl-
ized yet empirically grounded model that enables tackling the complexity of the target
socio-ecosystem with a tool that has the status of a sketch. It provides the main features
of the final version; however, it is clearly unfinished: there remains an important work
of progressive shaping and improvement so that it acquires its final form and becomes
usable with people who were not involved in its design.

In this approach, participatory simulation is used from an early stage of the process,
as a strategic method to facilitate the co-design. A first version of a stylized agent-based
model, deliberately simplistic, is designed by a group of 2–3 researchers. Handled as a
participatory simulation tool (the actions of the agents are decided by the participants),
it is introduced to a group of local actors to gather their suggestions to adjust it so that it
enables discussing an issue related to the target system that was collectively formu-
lated. A group of co-designers is then set up and the model is fine-tuned through a
series of successive workshops. Once the design of an operational version is achieved,
the tool is introduced to the other kinds of local actors as a support for communication.
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To illustrate such a process, we will now present a recent implementation that took
place in Zimbabwe.

4 Kulayijana: “Teaching Each Other”

A companion modelling process has been thought to create a fair and balanced com-
munication arena in which local communities and protected area managers would
exchange constructively on issues related to the coexistence between human popula-
tions and wildlife in the periphery of Hwange National Park, Zimbabwe.

Co-designed with a group of 11 villagers, the agent-based model represents the
interactions between agricultural activities, livestock practices and wildlife. The model
runs in an abstract virtual landscape that does not integrate specific details of the area,
but shares fundamental features with two adjacent areas: a communal area and a forest.
To motivate the participation of local actors involved in the co-design of the simulation
tool, we chose to initiate the process by crash-testing with them a voluntarily simplistic
version, not including some factors that clearly impact the result of their activities,
especially crop losses due to extreme climatic events or crop raiding by elephants.
During the first test of the game, these on-purpose omissions led to overly positive
results of the players, who had all “enriched” dramatically. Although this was very
pleasing to everyone, all participants acknowledged it was clearly unrealistic. Drawing
on this, the participants engaged in a process of refining the game to make it more
realistic while remaining “playable”. This process lasted more than a year, with a set of
iterative co-design workshops to test and improve the successive versions.

In the context of workshops organized in rural areas in countries such as Zim-
babwe, the use of a computer is not always simple. In terms of ease of use, a
non-computerized game is much more interesting, and as mentioned above, the use of a
physical game board usually improves the direct interaction among the participants.
During the co-design process, we therefore introduced a computer-free version with a
game board. In this configuration, it was necessary to manually carry out the updates
related to crops and fodder growth processes, losses of crop production due to climatic
hazards and raiding by elephants, cattle predation by lions, water levels in ponds
according to the input of rainfall data, which considerably slowed down the game and
made its use very tedious. The local actors themselves felt that this mode of operation
was not suitable and requested the return of the computer support. This challenging
request was addressed by the use of a short focal projector allowing the horizontal
projection of the computerized environment. With the stylized environment projected
on a horizontal support, the players were able to position the artefacts making it
possible to materialize their actions: the positioning and guarding of their cattle, the
sowing and harvesting on their five plots, and the collective guarding of their com-
munal paddock at night to prevent crop raiding by elephants (cf. Fig. 3).

The final version of the role-playing game was tested and validated with other
villagers who were not involved in its co-design. In February 2016, a game session
involving protected area managers from the study area was co-facilitated by 3 local
members of the co-design team. One of them expressed his feelings before this event:
“It’s our game, we are proud of what we have done. It shows our life, what we need
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and what we have to live with [wildlife]. I hope they will like the game and see ways we
can play together”. At the end of the session, one of the managers said: “This game is
great, it could be useful for me to understand better the way they [the villagers] use my
forest, and if we could play together and discuss, we could produce good management
plans” [42].

5 Discussion

The case study in Zimbabwe suggests that the horizontal projection of the environment
on a physical support serving as a digital game board is an innovation that greatly
benefits the implementation of participatory agent-based simulation in stimulating
interactions. Other applications are currently underway. In the Poitevin marsh, such
type of interactive multi-agent simulation is used to discuss with local stakeholders the
relevance of agri-environmental public policies as incentives for farmers to adopt
practices favoring the conservation of biodiversity [43]. In the flood plains of the
Brazilian Amazon, it is used to better understand how populations adapt their practices
to the drastic changes in the hydrographic regime currently observed [44].

In contexts where power asymmetries are strong, strengthening the capacities of the
least favored actors constitutes a prerequisite to enable their fair inclusion in concer-
tation processes [45]. Involving them in the co-design of a simplified but still mean-
ingful representation of the socio-ecosystem taking the form of a computer-simulation

Fig. 3. The virtual game board of the Kulayinjana agent-based model [42]
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tool requires some specific attention. Involving heterogeneous participants (here
researchers and local actors) in a balanced co-design process is challenging. The
rewards, in terms of learning, make the effort worthwhile [46]. Such a process exhibits
features that may foster social learning: small group work, multiple sources of
knowledge, egalitarian atmosphere, repeated meetings, open communication, unre-
strained thinking [47]. The interviews conducted with the 22 local farmers who par-
ticipated to the three workshops organized to test the “Kulayijana” tool indicated that it
was found useful (75%) or very useful (25%), that it served as an opportunity to think
(40%), learn (28%) and open new perspectives (12%). The self-learning dimension,
which was also highlighted by the members of the co-design team, was therefore
confirmed by the players [42].

Because social learning entails individual learning, measuring it is very challenging
[47]. Scholz [48] recently proposed an analytical framework to monitor and compare
the results of participatory approaches with respect to social learning, adding to the
definition proposed by Reed [38] in looking for a convergence in the direction of
individual learning. Most of the existing work aiming at assessing to what extent
participatory modeling can support social learning is based on the use of conceptual
diagrams (causal loop diagrams; stock/flow diagrams, cognitive maps), through a
statistical analysis of the distributions of concepts’ categories in the individual dia-
grams and in a diagram collectively built [49–51]. Involving local actors in activities
like drawing relationships among conceptual entities can be abstruse, especially for
those who only had access to rudimentary education. In such a context, we believe it is
more suitable to use a concrete playable model.

Visual representations easily grasped by the participants can facilitate socially
constructing shared meaning [52, 53]. The constructionist philosophy of learning
advocates for mixing media in the model construction: translating one media into
another can illuminate one media model formulation by seeing it in terms of another
way of formulating it [54]. In the Zimbabwean case presented above, the introduction
of a non-computerized version of the model at some stage of the co-design process (see
Fig. 4) contributed to reinforce the sense of ownership of the computerized version by
mitigating the black-box effect inherent to the use of such high-tech tool.

Fig. 4. Non-computerized (left) and computerized (right) versions of the Kulayinjana model
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Providing detailed realistic representations may tend to keep the local actors
focusing on some particular features that could distract them from taking a critical
distance needed to debate issues in depth and not just superficially. Moreover, tackling
conflict situations requires stepping back from the peculiarities on which the existing
tensions could easily crystalize. On the contrary, purely abstract representations are
likely to appear completely unrelated to the practical difficulties faced by the local
actors. A stylized representation constitutes an interesting compromise between these
two extremes.

The KILT approach does not fall within the scope of the two classical orientations
of science, namely theory-oriented science and policy-oriented science (see Fig. 5).

Theory-oriented science -for which the KISS approach is well suited- is intended to
consolidate generic knowledge. Policy-oriented socio-ecological science, which aims at
supporting policy-makers by assessing the effects of various management rules, will
mainly gain from modeling processes implemented according to KIDS principles.
Issues arising from local stakeholders could be more properly dealt with by the KILT
approach, where the social learning could foster mutual understanding and common
agreement leading to collective action.

6 Conclusion

Deeper work is needed to investigate if andwhy the co-designwith local actors of stylized
models through the early use of participatory agent-based simulation triggers more
effectively social learning. Difficulties arise from the complexity and context-dependence

Fig. 5. The scientific orientation inherent to the KILT approach (adapted from [55])

40 C. Le Page and A. Perrotton



of processes influencing social learning. Moreover, the existing approaches to measuring
social learning focus on cognitive learning while neglecting the social-relational
dimensions of learning. With the KILT approach, the focus is specifically set on how
interactive settings of participatory agent-based simulation processes could facilitate
social learning. Among the features that account for fostering social learning in collab-
orative natural resource management, small group work, repeated opportunities to
interact, open communication and unrestrained thinking are highlighted [56].

When a small group of researchers from different disciplines engage with local
actors in the co-design of stylized models, it has to be very clearly stated that the main
purpose is to foster communication through social learning. If any participatory
modelling process can potentially lead to such an effect, it is still not so common to set
it as the core goal [57]. This situation-oriented science hinges on a transdisciplinary
practice in the sense that societies do not know the boundaries that science imposes on
them [58].
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Abstract. There is increasing interest in promoting participatory
democracy, in particular by allowing voting by mail or internet and
through random-sample elections. A pernicious concern, though, is that
of vote buying, which occurs when a bad actor seeks to buy ballots,
paying someone to vote against their own intent. This becomes possi-
ble whenever a voter is able to sell evidence of which way she voted.
We show how to thwart vote buying through decoy ballots, which are
not counted but are indistinguishable from real ballots to a buyer. We
show that an Election Authority can significantly reduce the power of
vote buying through a small number of optimally distributed decoys, and
model societal processes by which decoys could be distributed. We also
introduce a generalization of our model to non-binary election outcomes.

1 Introduction

The goal of participatory democracy [9,11] is to engage citizens more frequently
and with more granularity in the decision-making processes of government bod-
ies. Technologies that can help with this transition are those that support voting
from the home by mail or over the internet, and that make use of random sam-
ple elections, in which a representative subsample of the population is tasked
with voting on a particular issue, allowing participatory democracy to function
without everyone needing to be concerned with every issue.

A pernicious concern, though, is that of vote buying, where a bad actor
attempts to gain improper influence in an election by purchasing ballots from
voters and paying them to vote against their intent. The practical implications
of this are manifold, since the social construct of elections relies on the percep-
tion of reliability and fairness. Vote buying has been an everlasting threat to
democracy; for example, a survey shows that in the 1996 Thai general elections

This is an extended version of Thwarting Vote Buying through Decoy Ballots,
which was presented at the EXPLORE 2017 workshop at the 16th Int. Conf. on
Autonomous Agents and Multiagent Systems (AAMAS 2017) and the Proc. 26th
Int. Joint Conf. on Artificial Intelligence (IJCAI 2017).

c© Springer International Publishing AG 2017
G. Sukthankar and J. A. Rodriguez-Aguilar (Eds.): AAMAS 2017 Visionary Papers,
LNAI 10643, pp. 45–66, 2017.
https://doi.org/10.1007/978-3-319-71679-4_4



46 D. C. Parkes et al.

“one third of households were offered money to buy votes at the last general elec-
tion” [13]. Schaffer [14] mentions that “[Vote buying]... is making an impressive
comeback...it seems, a blossoming market for votes has emerged as an epiphenom-
enon of democratization”. New technologies can make the situation worse. For
example, web platforms can serve as middlemen, digital currency supports anony-
mous payments, and abundant data coupled with machine learning can help buy-
ers discover entrapment schemes as well as identify voters to target with offers.

In this paper, we show that vote buying can be thwarted by distributing
decoy ballots, which are not counted, in addition to real ballots. A vote buyer
will not know whether a ballot is real or decoy, and thus, decoys (if sold) may
deplete a buyer’s budget. Voters who know that they have a decoy ballot are
motivated to sell their ballots to a buyer, both for reasons of profit and out
of civic duty, wanting to maintain the election’s integrity. David Chaum earlier
introduced the notion of random sample voting, and proposed decoy ballots
in order to address the potential problem of vote buying in remote elections
generally and for random sample voting in particular [4]. He has also introduced
the key notion of proof of decoy (see Sect. 2). We study how to distribute decoy
ballots, and analyze the power of this approach.

We assume that real ballots impose a high cost on society, for the reason
that it takes effort for citizens to become informed about an issue and vote
appropriately, thus representing their considered opinion on an issue.1 Without
the willingness to invest this effort, methods of participatory democracy may
ultimately fail. For example, a simple calculation for the US shows that if we
assume that 200 M people will participate, and there are about 12,000 issues to
decide per year,2 then assuming that voters are willing to engage three times a
year, we have a maximum of 50,000 voters per issue. At this scale, vote buying,
especially on contentious issues, may pose a severe problem.

Turning to decoy ballots, we model these as costly but not so costly that
the number of decoys to distribute cannot be considered as a design decision of
the Election Authority. The cost of decoys comes about because, to be effective,
voters need to be willing to go to the effort to sell the ballot (and thus, cast the
ballot and prove which way it was cast) if approached by a buyer. But because
any decoy ballots are not counted, we assume it is less cognitively expensive for
a voter to form an opinion.

Although we situate our discussion in a societal context, similar themes can
be imagined for economies of AIs [12], where it is desired to elicit and fairly
aggregate multiple opinions, but would not be scalable to request input from
every agent all the time.

Our Contributions. Focusing mostly on the binary outcome case, we provide
a formal model of vote buying, including a characterization of the vote buyer’s

1 In some approaches to random-sample voting this cost comes also about as a result
of needing to physically mail ballots.

2 This represents the approximate voter population and the number of issues before
Congress per year, assuming 2 issues per bill.
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behavior and an optimal policy for distributing decoy ballots by the Election
Authority (EA). In addition, we model two societal processes by which decoys
could be distributed—these approaches freeing the EA of any concern that it
could be seen to be biasing the outcome of an election when distributing decoys
in any way other than reflecting a random sample of the population. In simula-
tion, we show that the EA can make effective use of decoy ballots to maintain
election integrity (e.g., reducing the probability that the buyer changes the out-
come to less than 1%). For the optimal defense, we are able to achieve this by
adding a small number of decoys that are proportional in quantity to the num-
ber of ballots the buyer can afford to buy. Interestingly, a “civic duty defense”
that allocates decoys to a random subset of those who request one is almost as
effective as the optimal defense in which the EA optimizes the distribution of
voter types that receive decoys. We also provide a generalization of our model to
the three-outcome case, prove that a buy the expected winner strategy is optimal
for elections with simple voter types, and provide numerical results illustrating
the strategy of both the buyer and the EA in equilibrium.

Related Work. There are numerous studies on vote buying, for example [8,
15,16,19]. These include game-theoretic models of vote buying, but none that
consider the role of decoy ballots. In the work by Dekel et al. [6], the game is
played by the candidates themselves buying votes, Groseclose and Snyder [10]
study vote buying in legislative bodies and analyze the optimal coalition size.
Vicente [18] studies the incumbency advantage in a vote buying game. Within
AI, the problem studied here related to studies of control (manipulation of the
election structure, including changing the candidate slate) and bribery (voters
are paid by an interested party to vote a certain way) as studied in computational
social choice [2,7]. In particular, the lobbying problem considers an election with
a binary outcome on a number of issues, and the vote buyer has a total budget
that can be expended across all issues [1,3,5]. Ours is a special case with a
single issue, but whereas previous research has focused on using computational
complexity as a barrier against bribery and control, we adopt a game-theoretic
model and study the power of decoy ballots. There is also a conceptual connection
with work on security games [17], where the approach is to use game theory to
design optimal strategies to prevent losses from terrorist attacks.

2 The Model

We assume that there is a large population of possible voters, and, for now,
assume that this is a binary choice election with possible votes YES and NO.
For expositional simplicity, we assume that all voters who receive a real ballot
will place a vote. Similarly, we assume that every voter for whom it is profitable
to sell a ballot (decoy or otherwise) will try to sell the ballot.3

3 It is simple to generalize the model so that the voters who cast ballots are sampled
uniformly from those who receive ballots, and similarly for those who try to sell
ballots.
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The voters. Each voter i has an immutable, publicly-observable voter type, θi,
which indicates the probability that a random voter with this type will vote YES.
We can think about θi as the prior that a voter will vote YES before she has
carefully considered the merits of an issue. Voter types are drawn independently
from a voter type distribution with probability density f , assumed to have full
support on [0, 1]. We assume without loss of generality that Ef [θ] < 1/2, i.e.,
that the outcome of the election without any interference by a buyer and with
enough real ballots is NO.

The buyer. We model a single, budget-limited buyer. Given our assumption
that Ef [θ] < 1/2, we consider the interesting case of a YES-buyer, meaning that
the buyer wants the election outcome to be YES. To keep things simple, we
assume the buyer can find the voters with ballots, and will offer the same price
p > 0 to each voter in some subset of these voters. The buyer has a budget B,
representing the number of ballots that he can afford to purchase at price p, and
has no utility for unspent budget. The buyer selects a random subset of voters
if more respond to the offer than he can afford.

Conditioned on whether a voter’s intent is to vote NO or YES, and whether
they have a real or decoy ballot, all voters have the same utility function in
regard to whether or not to sell. In particular, simple analysis yields that this
ordering of the minimum price that a voter will require in order to agree to
sell a ballot is real-NO> real-YES>decoy-YES>decoy-NO. For example, any
price that is acceptable to a “real-YES” voter (real ballot, intent to vote YES) is
also acceptable to “decoy-YES” and “decoy-NO” voters. Ballots from decoy-NO
voters are the cheapest to buy.4

Based on this, the real-NO votes—and the only ones the buyer is interested
in—are the most expensive ballots to buy. Because of this, we assume the buyer
will set price p high enough for a real-NO voter to agree to sell if approached.
This could be set based on market research, for example.

The game form. The voters who receive a real ballot are a random subset
of the population, and thus with types that follow f . The choice of how to
distribute decoy ballots is, in general, a design decision. Let ψ denote the density
function for this decoy ballot distribution. Modeled as a sequential-move game,
the election proceeds in three stages:

(1) The EA distributes some number of real and decoy ballots, with the number
and type distribution of real ballots assumed fixed, but the number of decoy
ballots, and perhaps type distribution ψ a design decision.

4 To understand this ordering, suppose that a voter with a real ballot has a cost for
selling, representing the possibility of being caught. In addition, voters that intend
to vote NO prefer not to vote YES. Thus, real-NO ballots are the most expensive
votes to buy. Amongst decoys, decoy-YES ballots are more expensive to buy than
decoy-NO ballots because a voter who would vote NO (if she had a real ballot) has
a value for depleting the budget of a YES-buyer. This is not the case for a voter who
would vote YES.
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(2) The buyer learns who has received a ballot (possibly a decoy) and chooses to
offer price p to each voter in some subset of voters who have (real or decoy)
ballots. The voters who receive an offer decide whether or not to sell. The
buyer breaks ties at random if multiple voters agree to sell.

(3) Both real and decoy ballots are cast, and the real ballots are tallied to
determine the outcome. The buyer makes payments to voters who agreed to
sell and provide a proof that they vote YES.

Both distribution f and the type of each voter is common knowledge. Our
analysis will focus on the subgame perfect equilibrium of this game. Throughout,
the voters have a simple equilibrium behavior—agree to sell if offered a price p
(which will, in equilibrium, be high enough to be acceptable.)

Proof of decoy. We assume the existence of a proof-of-decoy, which lets a voter
with a decoy choose to prove that she has a decoy. This is required to mitigate the
“fear of being caught selling a ballot”— that way, a voter with a decoy can prove
to a vigilante that she is not selling a real ballot. On the other hand, there is no
way to prove the authenticity of a real ballot. This property is easy to support
through standard cryptographic primitives; see, for example, Chaum [4].5

EA and Buyer objectives. We take as the objective of the EA that of main-
taining election integrity, and thus minimizing the probability that the buyer
changes the election outcome. In contrast, the interests of the buyer are diamet-
rically opposed, and he wants to maximize the probability that the outcome of
the election is changed.

3 Buyer Analysis

Given the buyer’s objective, the best response of the buyer to the EA is to
maximize the expected number of real-NO ballots that he buys, given his budget
B and knowledge about voters’ types (probability of voting YES). Let I ⊆ [0, 1]
denote the subset of voter types from which the buyer buys; in particular, the
buyer will buy every ballot held (real or decoy) by voters of these types. Let nr

denote the number of real ballots and nd the number of decoy ballots. The buyer
wants to select the subset I to solve:

max
I

∫
I

nr

nr + nd
(1 − θ)f(θ)dθ s.t.

∫
I

nrf(θ) + ndψ(θ)dθ ≤ B. (1)

In this way, the buyer maximizes a quantity that is proportional to the
expected number of real-NO ballots purchased, subject to the total budget.

5 The asymmetry in having proof-of-decoy without proof-of-authenticity is important
to prevent a buyer from using coercion to buy only real ballots, while at the same
time allowing a voter with a decoy ballot to sell without fear of being accused of
acting against the social good. A voter will never choose to reveal that she holds a
decoy to a buyer, since doing so would remove the chance of a sale.
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Let h(θ) denote the probability that a ballot is real-NO given type θ. By Bayes’
rule, and recalling that the buyer has knowledge of f and ψ, this is

h(θ) def= P (real ∧ NO|θ) =
nr(1 − θ)f(θ)

nrf(θ) + ndψ(θ)
. (2)

Given a set I ⊆ [0, 1], let h(I) denote the set {h(θ)} for θ ∈ I. Let h(I1) <
h(I2) mean that every value in I1 is strictly less than every value in I2.

Lemma 1 (Buyer Optimality). The optimal buyer strategy in the subgame
perfect equilibrium is to buy in order of decreasing h(θ) until the budget is
exhausted.

Proof. Suppose not, i.e., suppose that there is a set J ⊂ I and a set J ′ �⊂ I
such that h(J ′) > h(J). Then, the buyer could strictly increase his objective by
buying J ′ instead of J .

We assume w.l.o.g. that if a YES-buyer has to choose between buying two
subsets of [0, 1] for which h(θ) is equal, he will buy the subset with lower θ.
Let M

def=
∫

I f(θ)dθ denote the fraction of real ballots that the buyer buys. By
‘election bought’, we refer to the event that the buyer buys enough real ballots
to change the outcome (with nr real ballots); by ‘correct outcome is NO’, we
refer to the event that the election outcome is NO (with nr + nd real ballots).

Lemma 2. The probability that the buyer changes the outcome in the subgame
perfect equilibrium is given by

P (buyer changes outcome)
= P ([election bought] ∧ [correct outcome is NO])

≈P

(
nr(1 − 2M − 2(1 − M)μY )
2
√

nr(1 − M)μY (1 − μY )
< Z <

(1 − 2μ)
√

nr + nd

2
√

μ(1 − μ)

)
, (3)

where Z ∼ N (0, 1), μ
def= Ef [θ], and μY

def= 1
1−M

∫
[0,1]\I θf(θ)dθ.

Proof. Let the type distribution of the unbought types be given by

fY (θ) def=

{
f(θ)
1−M for θ ∈ [0, 1] − I
0 for θ ∈ I . (4)

To model votes, we introduce the shorthand notation Xi � f(θ) to denote
the hierarchical model θi ∼ f(θ);Xi ∼ Bern(θi). The probability that the buyer
changes the outcome is given by

P (buyer changes outcome)
= P ([election bought] ∧ [correct outcome is NO])

= P

([∑(1−M)nr

i=1 Vi

nr
+ M >

1
2

]
∧

[∑nr+nd

j=1 Wj

nr + nd
<

1
2

])
, (5)
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where Vi � fY (θ) and Wj � f(θ). We can use the Normal approximation to
the Binomial to obtain

P (buyer changes outcome)

≈ P

(
nr(1 − 2M − 2(1 − M)μY )
2
√

nr(1 − M)μY (1 − μY )
< Z <

(1 − 2μ)
√

nr + nd

2
√

μ(1 − μ)

)
. (6)

This allows us to compute the probability the buyer changes the election
outcome, which is determined by the fraction of real ballots that he is able to
buy given a defense.

(a) optimal defense (b) civic duty defense

(c) auction-based defense

Fig. 1. Examples of type distribution f(θ), decoy distribution ψ(θ), and desirability to
buyer h(θ) for (a) an optimal defense, (b) a civic duty defense with max type requesting
a decoy xC = 0.5 and 10% decoy ballots, (c) an auction-based defense with max type
assigned a decoy xA = 0.5 and 50% decoy ballots. Here f = Beta(1, 2).

4 Optimal Decoy Distribution

In this section, we assume that the EA can design defense distribution ψ, and
study the equilibrium of the vote-buying game where the EA chooses an optimal
defense given that the buyer will best respond.
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Definition 1 (Canonical Defense). Defense ψ is canonical if there is some
x, 0 ≤ x ≤ 1, s.t. h(θ) = min(1 − x, 1 − θ).

See Fig. 1(a) for an illustration of a canonical defense. Let supp(g) denote
the support of distribution g. Define the following two properties for ψ:

(P1) h(θ) has the same value for all θ ∈ supp(ψ).
(P2) minθ∈supp(ψ) h(θ) ≥ maxθ/∈supp(ψ) h(θ)

Lemma 3. Any defense ψ satisfying both P1 and P2 is canonical.

Proof. We assume that ψ satisfies P1 and P2, and show that supp(ψ) = [0, xxO]
for some xO ∈ [0, 1], i.e., we must have 0 ∈ supp(ψ), supp(ψ) must be contiguous,
and the left endpoint of supp(ψ)def= [x0, xO] is 0 (i.e., x0 must be 0). Assume that
ψ is a defense that satisfies both P1 and P2.

Since ∀θ /∈ supp(ψ), h(θ) = 1 − θ and ∀θ ∈ supp(ψ), h(θ) ≤ 1 − θ, this
tells us that P2 requires 0 ∈ supp(ψ). Otherwise, h(0) > maxθ∈supp(ψ) h(θ) ≥
minθ∈supp(ψ) h(θ), which contradicts P2.

Next, assume for contradiction that supp(ψ) is not contiguous. Then, consider
the first two intervals J1

def= [x1, x2] and J2
def= [x3, x4], with J1, J2 ⊆ supp(ψ). By

P1, h(θ) has the same value ∀θ ∈ supp(ψ). Call this value y. First, we examine
the special case of x1 = 0. Then, we have

y ≤ (1 − x4) < (1 − x3) ≤ max
θ/∈supp(ψ)

h(θ), (7)

i.e., y < maxθ/∈supp(ψ) h(θ), but this contradicts P2.
So then, suppose that x1 �= 0. Then, we have

y ≤ (1 − x4) < (1 − x3) < (1 − x2) < (1 − x1) ≤ max
θ/∈supp(ψ)

h(θ), (8)

i.e., y < maxθ/∈supp(ψ) h(θ), but this contradicts P2.
Finally, assume for contradiction that supp(ψ) = [x1, x2], and consider x0 < x1

(i.e., x1 > 0). We have h(x0) > 1 − x1, and then h(x0) > minθ∈supp(ψ) h(θ),
contradicting P2.

Lemma 4. If the buyer buys all ballots in supp(ψ), then there is a canonical
defense ψ′ with the same value.

Proof. Let ψ be a non-canonical defense. Suppose that supp(ψ) ⊆ I, and let
d = minθ∈supp(ψ) h(θ). By Lemma 1, the buyer buys all ballots with θ ≤ 1 − d.
Now let ψ′ denote a canonical defense, and let h′(θ) = nrf(θ)(1−θ)

nrf(θ)+ndψ′(θ) . Now
minθ∈supp(ψ′) h′(θ) ≥ d by P1. Thus, the buyer still buys all ballots with θ ≤ 1−d,
including all of the decoys distributed according to ψ′.

Lemma 3 characterizes canonical defenses in terms of the properties defined
above. Lemma 4 shows that if the buyer can buy up all decoys, then how they
are distributed no longer matters.

Fixing the number of real ballots nr, the EA’s remaining choices are about
nd and ψ. We now state our main characterization result.



Thwarting Vote Buying Through Decoy Ballots 53

Theorem 1. For a given nr, nd, and buyer budget B, the optimal strategy of
the EA in the subgame perfect equilibrium is canonical.

Proof. Assume for contradiction, that there is a non-canonical ψ that is better
than any canonical defense. Let k be an index, and consider a sequence of defenses
{ψk} = {ψ0, ψ1, ...}, where ψ

def= ψ0. We will show that we can define a finite
sequence that obtains a canonical defense at least as good as ψ. Let hk(θ) denote
the function h that corresponds to ψk.

Let Ik ⊆ [0, 1] denote the set of intervals that are best for the buyer given
ψk (solving for the buyer’s objective subject to his budget). If the buyer buys
all ballots in supp(ψk), then by Lemma 4, we can modify ψk to form a canonical
ψk+1 with the same value, and we are done.

Suppose otherwise, and that in addition ψk does not satisfy P1 and P2. That
is, we have:

(P0) the buyer does not buy all ballots in supp(ψk), and one or both of
(¬ P1) hk(θ) takes on multiple values for θ ∈ supp(ψk)
(¬ P2) minθ∈supp(ψk) hk(θ) < maxθ/∈supp(ψk) hk(θ).

By P0, we can construct some interval Sk ⊆ supp(ψk) (the source set),
where the buyer is not buying all ballots, and an interval Tk ⊆ Ik (the tar-
get set), such that hk(Sk) < hk(Tk) (and thus, Sk ∩ Tk = ∅). Let Rk =
suppψ \ Ik be the remaining subset of supp(ψ) that the buyer is not buy-
ing. We must have argminθ∈supp(ψk)

hk(θ) ⊆ Rk. The existence of Tk follows
from ¬P1 because ∃θ ∈ Ik for which hk(θ) > minθ∈supp(ψk) hk(θ) (the exis-
tence is guaranteed by values of θ ∈ supp(ψk) that are greater than the min-
imum), and thus we have maxθ∈Ik

hk(θ) > minθ∈supp(ψk) hk(θ). If ¬P2, then
by buyer optimality (Lemma 1), argminθ∈supp(ψk)

hk(θ) ⊆ Rk. In both cases,
argminθ∈supp(ψk) hk(θ) ⊆ Sk.

We pick εS , εT > 0 to define a move of a uniform slice of ψ density from Sk

to Tk such that,

(i)
∫

θ∈Sk
max(0, ψk(θ) − εS) dθ =

∫
θ∈Tk

εT dθ [mass conservation]
(ii) hk+1(Sk) < hk+1(Tk) [target set still preferred by buyer to source set]

By continuity (except possibly on a set of measure 0) of h(θ), such an εS , εT

pair that satisfies (ii) exists. We argue that Sk ∩ Ik+1 = ∅. Before the ψ mass
is moved, we have min hk(Ik) ≥ hk(Tk) > hk(Sk). After the move, we have
min hk+1(Ik+1) ≥ hk+1(Tk) > hk+1(Sk). The inequality is because the buyer can
always exhaust his budget by buying Ik. Thus, we know that the buyer does not
buy anything in Sk after the ψ mass has been moved. Let Qk

def=
∫

Ik
(1−θ)f(θ)dθ.

Thus, we have Qk+1 ≤ Qk because the only set on which hk+1(θ) > hk(θ) is Sk.
In addition, minθ∈supp(ψk) hk(θ) < minθ∈supp(ψk+1) hk+1(θ). Because ∀k ∈ Z

+,
θ ∈ [0, 1], hk(θ) ≥ 0 the sequence must be finite.
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Note that hk+1(θ) only differs from hk(θ) at Sk and Tk, increasing at Sk and
decreasing at Tk. We have

min
θ∈supp(ψk+1)

hk+1(θ)

= min
[
min
θ∈Sk

hk+1(θ), min
θ∈Tk

hk+1(θ), min
θ∈supp(ψk+1)\{Tk,Sk}

hk+1(θ)
]

> min
[
min
θ∈Sk

hk(θ), min
θ∈Sk

hk(θ), min
θ∈Sk

hk(θ)
]

= min
θ∈supp(ψk)

hk(θ). (9)

Theorem 1 says that for a given nr and nd, the optimal design of ψ by the
EA is canonical. The next result shows that ψ (and its support, which is [0, xO],
“o” for optimal) can be easily computed given any nr and nd.

Theorem 2. For any given nr and nd, the optimal defense of the EA in the
subgame perfect equilibrium is given by a decoy ballot distribution with density
function

ψ(θ) =

{
nr

nd

(xO−θ)f(θ)
1−xO

for θ ∈ [0, xO]
0 for θ ∈ (xO, 1]

, (10)

where the threshold xO is determined by the following equation: 1
1−xO

∫ xO

0
F (θ)dθ = nd

nr
and F (θ) is the CDF of f .

Proof. We suppose that nr and nd are fixed, and solve the expression h(θ) = c
for ψ(θ), where θ ∈ [0, xO] and c > 0, which gives us

ψ(θ) =
nr

nd

(
(1 − θ)f(θ)

c
− f(θ)

)
. (11)

Now, we need ψ(θ) to be non-negative on its support, which gives us c ≤ 1 −
θ,∀θ ∈ [0, xO], which implies that c ≤ 1 − xO. Further, we need

∫ xO

0

nr

nd

(
(1 − θ)f(θ)

1 − xO

− f(θ)
)

= 1, (12)

which implies that 1
1−xO

(
F (xO) − ∫ xO

0
θf(θ)dθ

) − F (xO) = nd

nr
, and after inte-

grating by parts and using the fact that θ ≥ 0, we obtain 1
1−xO

∫ xO

0
F (θ)dθ = nd

nr
.

Also, plugging in 1 − xO for c, we have, ∀θ ∈ [0, xO],

ψ(θ) =
nr

nd

(
(1 − θ)f(θ)

1 − xO

− f(θ)
)

=
nr

nd

(xO − θ)f(θ)
1 − xO

, (13)

as desired.

With this expression, we can determine the power of increasing the number
of decoys, nd, for any voter type distribution f , buyer budget B, and number of
real ballots nr.
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Fig. 2. Comparing the power of different defenses, with f = Beta(2, 4), 1000 ballots
in total (some real, some decoy), and different buyer budgets B. (a) Optimal defense,
varying the fraction of real ballots. (b) Civic duty defense, with the EA optimizing the
number of decoy ballots to use for each value of parameter xC (the ‘max type requesting
decoy’). (c) Auction-based defense, with the EA optimizing the number of decoys to
use for each value of xA (the ‘max type assigned a decoy’).

5 Neutral Approaches

In this section, we consider defenses where the EA does not design ψ, since doing
so may be argued as the EA playing too active a role in running the election.
Beyond neutrality, these new approaches have the additional advantage of not
relying on the EA having knowledge of f .

5.1 A Constrained Defense

We first consider a constrained defense:

Definition 2. Defense ψ is constrained if the EA distributes decoy ballots uni-
formly at random, i.e., ψ = f .

Having a constrained defense implies that h(θ) = nr

nr+nd
(1−θ) and I = [0, τC ]

for some τC > 0, such that the budget is spent, i.e., F (τC) = B/(nr + nd).
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Definition 3 (Low Budget). A low budget is a budget where
∫ 1

τC
θf(θ)dθ <

1
2 − F (τC).

Definition 4 (High Budget). A high budget is a budget where
∫ 1

τC
θf(θ)dθ >

1
2 − F (τC).

In words, for a buyer with a low (high) budget, the expected number of real
ballots the buyer buys is lower than (exceeds) the amount needed to change the
election outcome.

One way to study the power of a constrained defense is to consider the
following question: if the total number of ballots is fixed, what is the optimal
mix of real and decoy ballots?

Theorem 3. Fixing the total number of ballots, the best constrained defense for
the EA in the subgame perfect equilibrium is all (one) real ballots for low (high)
buyer budget under the Normal approximation (3).

Proof. We want to find, for fixed nr + nd,

argmin
{nr,nd}

P (buyer changes outcome) (14)

≈ argmin
{nr,nd}

P

(√
nr(1 − 2F (τ) − 2(1 − F (τ))μY )

2
√

(1 − F (τ))μY (1 − μY )
< Z

)
. (15)

If a buyer has low budget, then this means that μY (1 − F (τ)) < 1
2 − F (τ),

which implies that
√

nr(1 − 2F (τ) − 2(1 − F (τ))μY )

2
√

(1 − F (τ))μY (1 − μY )
< 0, (16)

and P (buyer changes outcome) is minimized when nd = 0. Similarly, if a buyer
has high budget, then this means that μY (1 − F (τ)) > 1

2 − F (τ), which implies
that

√
nr(1 − 2F (τ) − 2(1 − F (τ))μY )

2
√

(1 − F (τ))μY (1 − μY )
> 0, (17)

and P (buyer changes outcome) is minimized when nr → 0.

With a low buyer budget, while a constrained defense makes the buyer buy
some decoys, it also leaves unpurchased decoys and reduces the number of unpur-
chased real ballots, decreasing the accuracy of the result. Thus, decoys are not
useful for the EA in this case. On the other hand, the best that the EA can do
with a buyer with a high budget is to issue a single real ballot, with the hope
that the buyer won’t buy it, resulting in a high variance outcome based on the
vote of a single voter. Decoys are used, but not to good effect.
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5.2 Civic Duty Defense

In this model, the EA makes decoy ballots available to a random subset of those
voters who make an explicit request for a decoy.6 The decision of the EA is
thus the number of decoy ballots, but not how to distribute them. Rather, this
decision arises through a simple model of a societal process.

In modeling this process, we assume that, for a YES-buyer, there is some dis-
tribution of civic-mindedness π(θ), with support on [0, xC], that determines the
probability that a voter will request a decoy, where xC is a fixed, publicly known
quantity (“c” for civic). In particular, we assume for simplicity that π(θ) ∝ xC−θ.
This captures the idea that the more extreme an agent’s type, the more likely
the agent is to request a decoy and thus help preserve the election’s integrity.

Via Bayes’ rule, the effect on the distribution on types ψ of those who get
decoys is ψ(θ) = P (θ|request decoy) ∝ P (request decoy|θ)f(θ) = π(θ) · f(θ) =
(xC − θ)f(θ). In fact, there will sometimes be a choice of nd such that the civic
duty defense is optimal. If the EA can choose a number of decoys nd such that
nd(1−xC)

nr
= k, where k is the normalization constant, then we see the canonical

structure, with h(θ) = 1 − xC, ∀θ ∈ [0, xC]. We call the defense obtained via this
model a civic duty defense. An example of this defense is illustrated in Fig. 1(b).

5.3 Auction-Based Defense

In this variation, the EA makes decoy ballots available to voters via an auction.
We assume a simple nd+1st price auction (when selling nd decoy ballots), with
the EA choosing nd. The intent is not to model a sophisticated auction, but
to adopt a strategyproof mechanism as a model for an idealized market-based
approach for distributing decoy ballots to voters. The effect is that decoys go to
voters with the highest value for decoys. As with the civic duty defense, the EA
who makes use of an auction-based defense chooses the number of decoy ballots
but not how to distribute them.

In modeling this societal process, we assume that the value to a voter for
a decoy is monotonically increasing as the voter’s type θ gets closer to zero.7

For this reason, we model the effect of the auction as being that there is some
threshold xA ∈ (0, 1), whereby the decoys are distributed according to voter
type distribution f , conditioned on θ ≤ xA (“A” for auction). In particular, for
θ ∈ [0, xA], we have ψ(θ) ∝ f(θ).

6 We leave unmodeled that the buyer could try to interfere with this process. But
notice that buying decoys from citizens who participate in this process is not useful
because it depletes budget without hope of gaining real ballots. The same argument
holds for the auction-based defense.

7 We continue to assume that a voter’s value for using a decoy is less than her value
for a real ballot. Because of this, the auction-based process is consistent with our
analysis in Sect. 2 in regard to the ordering of minimum acceptable offer price across
different kinds of voters.
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6 Simulation Results

We describe the results of an extensive simulation study to compare the power of
various defenses in preventing a buyer succeeding in changing the outcome of an
election. We choose to present results for voter type distribution f = Beta(2, 4),
but the analysis is qualitatively unchanged for other distributions, including
those with mean voting types in [0.01, 0.49].

Figure 4 fixes the number of real ballots, and shows that vote buying can be
successfully thwarted by issuing sufficiently many decoy ballots. The optimal and
civic duty defenses are most effective, but even issuing decoys according to the
auction-based and constrained defenses substantially reduces the probability of a
vote buyer’s success. It is interesting that even a small number of decoys, relative
to the number of real ballots, can be effective. It also helps with understanding to
compare the power of different defenses when fixing the total number of ballots
and varying the number of decoy ballots. Figure 2(a) shows the effect of varying
the fraction of real ballots when using an optimal defense. Figures 2(b) and (c)
show the effect of the civic duty defense and auction-based defence for different
values of model parameter xC (the ‘max type requesting a decoy’) and xA (the
‘max type winning a decoy’), with the EA optimizing the number of decoys for
each value of xC and xA, respectively. The auction-based defense is the least
effective, but even here there is a range of xA for which the performance is better
than without using any decoys. In Figs. 2(b) and (c), a maximum type of 0
receiving a decoy corresponds to zero decoys.

Fixing the total number of ballots, we can also examine the relative power
of the different defenses as a function of the buyer budget. In Fig. 3 (with 1000
total ballots) we see that an optimal defense can use decoys to protect against
buyers with around twice the budget of a ‘no defense’ approach that just uses
real ballots. For the civic-duty and auction-based defenses, we fix xC = xA = 0.5
and pick the best nd at each point in the graph. The auction-based defense is
better than no defense and the constrained defense. The civic-duty defense has
good performance, about that of the optimal defense for many buyer budgets.

Fig. 3. Comparing the power of various defenses for f = Beta(2, 4), xC and xA = 0.5,
and 1000 total ballots.
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(a) constrained defense (b) optimal defense

(c) auction-based defense (d) civic duty defense

Fig. 4. Using decoys to thwart vote buying, for different buyer budgets (the number of
ballots the buyer can buy). The number of real ballots is 750, the voter type distribu-
tion is f = Beta(2,4). (a) Constrained defense, in which decoy ballots are distributed
according to f(θ). (b) Optimal defense. (c) Auction-based defense with xA = 0.5. (d)
Civic duty defense with xC = 0.5.

7 Non-binary Election Outcomes

In this section, we consider a generalization of the model presented above to
non-binary election outcomes. In particular, suppose that there are three elec-
tion choices, X, Y , and Z, and assume, without loss of generality, that Z is
expected to receive the most votes, followed by Y , followed by X. In this ver-
sion, we consider the election outcome to be determined by plurality, although
an alternative research direction could consider another rule such as single trans-
ferable vote.

There are three possible classes of buyers: an X-buyer, who wants the election
outcome to be X, a Y -buyer, who wants the election outcome to be Y , and an
XY -buyer, who wants the election outcome to be either X or Y . Here, we will
discuss only X-buyers, leaving an analysis of the other two classes of buyers to
future work.

We model voter types as being a vector of length 3, namely

θi
def= (P (voter i votes X), P (voter i votes Y ), P (voter i votes Z)),
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and use the shorthand θi[X], θi[Y ], and θi[Z] to refer to the components of θi.
Types are drawn from a distribution g(θ) with full support on a 2-simplex (e.g.,
a Dirichlet distribution or a discrete distribution with point masses).

Let J ⊂ [0, 1] × [0, 1] denote the subset of types that the buyer buys. Let
M

def=
∫

J g(θ)dθ denote the fraction of real ballots that the buyer buys. Let the
type distribution of the unbought types be given by

gτ (θ) def=

{
g(θ)
1−M for θ ∈ [0, 1] × [0, 1] − J
0 for θ ∈ J . (18)

We use the notation Xi � f(θ) to denote the hierarchical model θi ∼ g(θ);Xi ∼
Categorical(θi), and can now specify what it means for the buyer to change
the election outcome. As in the proof of Lemma 2, let Vi � gτ (θ) denote the
unbought votes, and let Wj � g(θ) denote all votes. We then have

P (buyer changes outcome)
=P ([election bought] ∧ [correct outcome is Y or Z])

= P

([∑(1−M)nr

i=1 1Vi=X

nr
+ M > max

(∑(1−M)nr

i=1 1Vi=Y

nr
,

∑(1−M)nr

i=1 1Vi=Z

nr

)]

∧
[
min

(∑nr+nd

j=1 1Wj=Y

nr + nd
,

∑nr+nd

j=1 1Wj=Z

nr + nd

)
>

∑nr+nd

j=1 1Wj=X

nr + nd

])
, (19)

Recall that in the binary outcome case, we derived a simple characterization
for an optimal buyer strategy (Lemma 1). On this basis, we were able to char-
acterize the form of an optimal defense. In the three-outcome case, the strategy
space is much richer, so we will discuss a few examples to illustrate some possible
buyer strategies.

We first describe a simple vote buying strategy, and then show that it is opti-
mal for simple, deterministic types (types where the voters vote for a particular
outcome with probability 1).

Definition 5 (Buy the Expected Winner (BEW)). The buy the expected
winner (BEW) strategy is to greedily buy the type with the highest probability of
voting for the current expected winner of the election, with the current expected
winner determined considering the ballots already purchased by the buyer.

Example 1. Suppose we have two voter types: 1,000 voters of type α: (0.25, 0,
0.75) and 600 voters of type β: (0, 1, 0) and no decoy ballots. Thus, the expected
vote count is 250 X votes, 600 Y votes, and 750 Z votes. Table 1 illustrates the
expected outcome for different buyer budgets and strategies. The third strategy
for each budget above is to buy 200 votes of type α, and then buy four α votes
for every three β votes until the budget runs out. This is the BEW strategy,
which we can determine is optimal by enumerating all possible buyer strategies.
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Example 2: Counterexample to Optimality of BEW. Suppose we have two voter
types: 1,000 voters of type α: (0.25, 0, 0.75) and 1,000 voters of type β: (0,
0.26, 0.74) and no decoy ballots. The expected vote count is 250 X votes, 260 Y
votes, and 1,490 Z votes. Table 2 illustrates the expected outcome for different
buyer budgets and strategies. The buyer is better off buying type β than type
α, which shows that the BEW strategy (i.e., buying type α) is not optimal. In
fact, buying all type β is optimal, which can be seen by enumerating all possible
buyer strategies.We next demonstrate that a refinement of BEW, where the
buyer instead buys the type with highest max(θi[Y ], θi[Z]) − θi[X], can also be
suboptimal.

Table 1. Illustrative buyer strategies for voter types α: (0.25, 0, 0.75) and β: (0, 1, 0).

Budget Strategy E[#X] E[#Y ] E[#Z]

0 - 250 600 750

400 Buy all α 550 600 450

400 Buy all β 650 200 750

400 Buy 314 α and 86 β 572.25 514 513.75

450 Buy all α 587.5 600 412.5

450 Buy all β 700 150 750

450 Buy 343 α and 107 β 614.25 493 492.75

500 Buy all α 625 600 375

500 Buy all β 750 100 750

500 Buy 371 α and 129 β 657.25 471 471.75

Table 2. Illustrative buyer strategies for voter types α: (0.25, 0, 0.75) and β: (0, 0.26,
0.74).

Budget Strategy E[#X] E[#Y ] E[#Z]

0 - 250 260 1,490

750 Buy all α 812.5 260 927.5

750 Buy all β 1,000 65 935

Example 3: Counterexample to Optimality of Refined BEW. Suppose we have
200 voters of type α: (0.25, 0.75, 0), 100 voters of type β: (0, 0.4, 0.6), and 150
voters of type γ: (0, 0, 1) and no decoy ballots. Then E(#X) = 50, E(#Y ) =
190, E(#Z) = 210. Suppose the buyer budget is 111. Table 3 illustrates the
expected outcome for different buyer budgets and strategies. The first strategy
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is the refined version of BEW. The buyer first buys 20 votes of type γ. Then,
we have E(#X) = 70, E(#Y ) = 190, E(#Z) = 190. Now, he will buy 39
more ballots of type γ and 52 ballots of type α, resulting in E(#X) = 148,
E(#Y ) = 151, E(#Z) = 151. So Y and Z are tied, and X has lost. The second
strategy is to buy all 100 β votes and then 11 more γ votes. Here, we have
E(#X) = 161, E(#Y ) = 150, E(#Z) = 139, and X wins. The third strategy,
obtained by enumerating all possible strategies, is optimal.

Table 3. Illustrative buyer strategies for voter types α: (0.25, 0.75, 0), β: (0, 0.4, 0.6),
and γ: (0, 0, 1).

Budget Strategy E[#X] E[#Y ] E[#Z]

0 - 50 190 210

111 Buy 52 α and 59 γ 148 151 151

111 Buy 100 β and 11 γ 161 150 139

111 Buy 2 α and 109 β 160.5 144.9 144.6

Example 4: Simple (Deterministic) Types. Suppose that we 200 voters of type
X: (1, 0, 0), 350 voters of type Y : (0, 1, 0), and 450 voters of type Z: (0, 0, 1),
and no decoy ballots. Table 4 illustrates the expected outcome for different buyer
budgets and strategies. The third strategy is the BEW strategy, which is optimal
here.

Table 4. Illustrative buyer strategies for deterministic voter types, X: (1, 0, 0), Y : (0,
1, 0), and Z: (0, 0, 1).

Budget Strategy E[#X] E[#Y ] E[#Z]

0 - 200 350 450

150 buy all Y 350 200 450

150 buy all Z 350 350 300

150 buy 25 Y and 125 Z 350 325 325

Example 5: Simple (Deterministic) Types with Decoys Suppose that the voter
types are the same as in Example 4, but that the EA can issue decoys. We
can numerically calculate the optimal EA strategy given the optimal defense.
In regard to the optimal defense, this is BEW for some buyer budgets and
numbers of decoys, but not always. See Fig. 5 for an illustration of the results.
The optimal EA defense is to add the first 450 decoys with only Z type, and
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then to begin adding both type Y and type Z decoys. In Fig. 5(a), all decoys
are issued with type Z, and the optimal buyer strategy is to buy more Z ballots
as each of them becomes less valuable— the buyer is playing the BEW strategy,
now incorporating the probability that the ballots are real. In Fig. 5(b), some of
the decoys (for numbers of decoys > 450) are issued with type Y , and the optimal
buyer strategy is sometimes to buy all or nearly all Y ballots instead of Z ballots.
In both cases, we see that the decoy defense is effective in stopping a vote buyer.
The red line corresponds to the threshold where the buyer goes from winning in
expectation to losing in expectation. With no defense, a strategic buyer needs
a budget of 134 ballots to change the outcome of the election (where he would
buy 17 Y ballots and 117 Z ballots). By issuing decoys, the EA can thwart a
vote buyer with budgets including 150 and 300 (with 1,000 total real ballots).

(a) buyer budget = 150 ballots (b) buyer budget = 300 ballots

Fig. 5. Using optimally-distributed decoys to thwart vote buying in the three-outcome
case. The voter types are from Example 5. In (a), the buyer is playing the BEW
strategy, which is optimal. However, BEW is not optimal for all buyer budgets and
numbers of decoys, as can be seen in (b), where the buyer sometimes buys all or nearly
all Y ballots.

We can prove the optimality of BEW for these simple, deterministic types,
and without decoy ballots. Note that with deterministic types there is no uncer-
tainty about the outcome of the election.

Theorem 4. For deterministic types and no decoy ballots, the BEW strategy is
optimal for a buyer.

Proof. We provide a proof for the slightly simpler case of buying fractional bal-
lots (the proof for indivisible ballots follows the same outline). Let X, Y , and
Z refer to the types (1, 0, 0), (0, 1, 0), and (0, 0, 1). Let x, y, and z refer to
the number of ballots cast for each election outcome. We proceed to show that
the BEW strategy minimizes the number of ballots needed for an X-buyer to
change the outcome of the election. Let δy ≥ 0, δz ≥ 0 denote the number of
Y and Z ballots purchased, respectively. The buyer wants to find the minimum
δ = δy + δz s.t. x + δy + δz ≥ max(y − δy, z − δz).
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(Case 1) x < y = z. In BEW, the buyer buys Y and Z ballots in equal quantity
until winning. In particular, buying δ∗

y = δ∗
z = 1/3(y − x) leads to a win for

X, since x + δ∗
y + δ∗

z = x/3 + (2/3)y = y − δ∗
y = z − δ∗

z . No strategy using
δ′ < δ∗ = δ∗

y + δ∗
z = 2/3(y − x) ballots can do better. We have

min
δ′
y,δ′

z :δ
′
y+δ′

z=δ′
max(y − δ′

y, z − δ′
z) ≥ min

δy,δz :δy+δz=δ∗
max(y − δy, z − δz)

= max(y − δ∗
y , z − δ∗

z) = x/3 + (2/3)y > x + δ′,

where the first inequality follows because the LHS is more constrained, and the
first equality follows because this balances the two components of max(·, ·).

(Case 2) x < y < z, and 1/2(x + z) ≥ y. In BEW, the buyer buys δ∗
y = 0 and

δ∗
z = 1/2(z − x) of the Y and Z ballots respectively. This leads to a win for X,

with x + δ∗
z = z − δ∗

z = (1/2)(z + x) (and x + δ∗
z = (1/2)(z + x) ≥ y = y − δ∗.)

No strategy using δ′ < δ∗ = δ∗
y + δ∗

z = 1/2(z −x) ballots can do better. We have

min
δ′
y,δ′

z :δ
′
y+δ′

z=δ′
max(y − δ′

y, z − δ′
z) ≥ min

δy,δz :δy+δz=δ∗
max(y − δy, z − δz)

= max(y − δ∗
y , z − δ∗

z) = 1/2(x + z) > x + δ′,

where the first inequal. follows because the LHS is more constrained, and the
first equality follows because z − δ∗ ≥ y and thus it is optimal to only buy Z
ballots.

(Case 3) x < y < z, and 1/2(x + z) < y In BEW, the buyer first buys z − y of
the Z ballots, and then splits the remaining purchases equally between Y and
Z ballots. In particular, δ∗

y = 1/3(y − (x + (z − y))) = 1/3(2y − x − z) and δ∗
z =

(z−y)+1/3(2y−x−z) = z−(y−δ∗
y). Let δ∗ = δ∗

y +δ∗
z = (1/3)y−(2/3)x+(1/3)z.

This leads to a win for X, with x + δ∗ = (1/3)(x + y + z) = y − δ∗
y = z − δ∗

z . No
strategy using δ′ < δ∗ ballots can do better. We have

min
δ′
y,δ′

z :δ
′
y+δ′

z=δ′
max(y − δ′

y, z − δ′
z) ≥ min

δy,δz :δy+δz=δ∗
max(y − δy, z − δz)

= max(y − δ∗
y , z − δ∗

z) = (1/3)(x + y + z) > x + δ′,

where the first inequality follows because the LHS is more constrained, and the
first equality follows because this balances the two components of max(·, ·).

An immediate corollary (noting that BEW is oblivious to budget) is that
BEW also maximizes the advantage for X over the closest other outcome for a
buyer with additional budget. We leave to future work to develop a full charac-
terization of the optimal buyer strategy, and, in turn, optimal defense by the EA
in the case of three or more outcomes. We do not yet have a characterization of
the optimal buyer strategy even for the case of deterministic ballots, once decoys
are also introduced.
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8 Conclusion

We have presented the first game-theoretic study of the power of decoy bal-
lots in thwarting vote buyers. We have characterized the form of an optimal
defense, and compared its power to those of neutral defenses that could be
enabled through leveraging simple societal processes to distribute decoy ballots.
Our results are positive: decoy ballots are effective in thwarting the power of a
vote buyer. Amongst the neutral defenses, the civic duty defense, where decoys
are given at random to a subset of those who request such a ballot, seems espe-
cially interesting. Topics for future study include understanding defenses under
the requirement that they must protect equally against a YES- or NO-buyer,
and in settings with multiple buyers, simultaneous polls, and participants with
value and cost heterogeneity. For the non-binary outcome case, we have pro-
vided some illustrative examples of the new subtleties that arise in modeling
the optimal buyer strategy and thus optimal EA defense. There are a number
of future directions of interest, including characterizing the optimal buyer and
decoy defense strategies for non-binary outcome elections (initially for deter-
ministic types). We expect that the richness of this setting will yield future
interesting insights.
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Abstract. Pandemic influenza has the epidemic potential to kill mil-
lions of people. While different preventive measures exist, it remains
challenging to implement them in an effective and efficient way. To
improve preventive strategies, it is necessary to thoroughly understand
their impact on the complex dynamics of influenza epidemics. To this
end, epidemiological models provide an essential tool to evaluate such
strategies in silico. Epidemiological models are frequently used to assist
the decision making concerning the mitigation of ongoing epidemics.
Therefore, rapidly identifying the most promising preventive strategies
is crucial to adequately inform public health officials. To this end, we
formulate the evaluation of prevention strategies as a multi-armed ban-
dit problem. Through experiments, we demonstrate that it is possible
to identify the optimal strategy using only a limited number of model
evaluations, even if there is a large number of preventive strategies to
consider.

Keywords: Epidemiological models · Preventive strategies
Pandemic influenza · Multi-armed bandits · Reinforcement learning

1 Introduction

The influenza virus is responsible for the deaths of half of a million people each
year [1]. Additionally, seasonal influenza epidemics cause a significant economic
burden [2]. While influenza is typically confined to local epidemics, it can cause
a pandemic when a novel strain emerges that has the ability to spread rapidly
among a susceptible human host population [3]. Pandemic influenza occurs less
frequently than seasonal influenza but the outcome with respect to morbidity
and mortality can be much more severe, potentially killing millions of people
worldwide [4]. Therefore, it is essential to study mitigation policies to control
pandemic influenza epidemics.

c© Springer International Publishing AG 2017
G. Sukthankar and J. A. Rodriguez-Aguilar (Eds.): AAMAS 2017 Visionary Papers,
LNAI 10643, pp. 67–85, 2017.
https://doi.org/10.1007/978-3-319-71679-4_5

http://orcid.org/0000-0003-3906-758X
http://orcid.org/0000-0003-3036-617X
http://orcid.org/0000-0003-0242-7000
http://orcid.org/0000-0002-2825-2491
http://orcid.org/0000-0002-9876-3684
http://orcid.org/0000-0001-6346-4564


68 P. Libin et al.

For influenza, different preventive measures exist: i.a., vaccination, social
measures (e.g., school closures) and antiviral drugs. However, the efficiency of
these measures greatly depends on their availability, as well as on epidemiologi-
cal characteristics. Furthermore, governments typically have limited resources to
implement such measures. Therefore, it remains challenging to formulate preven-
tion strategies that make effective and efficient use of these preventive measures
while putting as little strain on the available resources as possible.

To improve the development of preventive strategies, it is necessary to thor-
oughly understand the complex dynamics of influenza epidemics. To this end,
epidemiological models are commonly used. Such models study the effects of
preventive measures in silico [5,6].

Epidemiological models are frequently used to assist the decision making
concerning the mitigation of ongoing epidemics (not only for influenza, e.g., the
H1N1/09 influenza pandemic [7], but also the 2014–2016 Ebola epidemic [8],
the 2016 yellow fever outbreak [9], etc.). Therefore, rapidly identifying the most
promising preventive strategies is crucial. This however, can be at odds with the
accuracy of the models.

There are two main types of epidemiological models that are frequently
applied: compartment models, which divide the population into discrete homo-
geneous states (i.e., compartments) and describe the transition rates from one
state to another, and individual-based models that explicitly represent all indi-
viduals and their connections, and simulate the spread of a pathogen among
these individuals. While individual-based models are usually associated with a
greater model complexity and computational cost than compartment models,
they allow for a more accurate evaluation of preventive strategies [10–12]. It is
therefore highly preferable to use individual-based models whenever computa-
tional resource constraints permit. In order to make it feasible to use individual-
based models, it is essential to use the available computational resources as
efficiently as possible.

The outcome of the simulation of a preventive strategy in a stochastic
individual-based model, is a sample of that strategy’s outcome distribution. In
the literature, a set of possible prevention strategies is typically evaluated by
simulating each of the strategies a predefined number of times (e.g., [13]). How-
ever, this can allocate a large proportion of computational resources to explore
the effects of highly sub-optimal strategies.

We therefore propose to apply reinforcement learning [14] with multi-armed
bandits [15]. Reinforcement learning is the study of how to balance exploitation
(i.e., further simulating the effects of what we believe to be the best preventive
strategy to obtain more accurate results) and exploration (i.e., simulating the
effects of other strategies to see whether they might actually be better than our
current best). By using this framework, we aim to reduce the number of required
model evaluations to determine the most promising preventive strategies. This
reduces the total time required to study a given set of prevention strategies,
making the use of individual-based models attainable in studies where it would
otherwise not be computationally feasible. Additionally, faster evaluation can
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also free up computational resources in studies that already use individual-based
models, capacitating researchers to explore different model scenarios. Consider-
ing a wider range of scenarios increases the confidence about the overall utility
of prevention strategies.

In this paper, we formulate the evaluation of preventive strategies as a multi-
armed bandit learning problem in Sect. 3. The utility of this new method is
confirmed through experiments in the context of pandemic influenza in Sect. 4,
using the popular FluTE individual-based model [10]. Our results show that
we can quickly focus our computational resources on the optimal prevention
strategy. We thus conclude that our method has the potential to be used as a
decision support tool for mitigating influenza epidemics.

2 Background

This section provides background on the application domain (i.e., finding mitiga-
tion strategies for pandemic influenza using epidemiological models) and learning
methods (i.e., multi-armed bandits) approached in this study.

2.1 Pandemic Influenza

Influenza is an infectious disease caused by the influenza virus. The primary
prevention strategy to mitigate seasonal influenza is to produce vaccine prior
to the epidemic, anticipating the virus strains that are expected to circulate.
This vaccine pool is used to inoculate the population before the start of the
epidemic. As influenza viruses are constantly evolving, the stockpiling of vaccine
to prepare for a pandemic is not possible, as the vaccine should be specifically
tailored to the virus that is the source of the pandemic [16]. Therefore, before an
appropriate vaccine can be developed, the responsible virus needs to be identi-
fied [16]. Hence, vaccine will be available only in limited supply at the beginning
of the pandemic [16]. Additionally, vaccine shortage can be induced by problems
with vaccine production (e.g., the vaccine contamination in the United States in
2004–2005 [17]). While pandemic influenza has been studied and modeled exten-
sively, there are still many aspects with respect to mitigation strategies that
remain to be investigated [13,18]. Furthermore, awareness was raised recently
about certain parameters and assumptions used in epidemiological models to be
too conservative to explore the full epidemic potential of pandemic influenza,
and as a result evaluate mitigation strategies overly optimistic [19]. These con-
cerns indicate that the reevaluation of preventive strategies, taking into account
more realistic assumptions, is warranted.

The severity of pandemic influenza, the limited availability of vaccine and
an extensive set of open research questions render this field a primary target to
evaluate preventive strategies more efficiently.
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2.2 Epidemiological Models

Epidemiological models are an indispensable tool to investigate how pathogens
spread through a population and to evaluate mitigation strategies. Epidemi-
ological models are therefore crucial tools to assist policy makers with their
decisions [20,21]. Modeling epidemiological processes can be approached by
means of individual-based models or compartment models. Compartment models
divide the population into discrete homogeneous states (i.e., compartments) and
describe the transition rates from one state to another. Compartment models
can be formulated as differential equations and thus form a mathematical frame-
work to model epidemics. Individual-based models, on the other hand, explicitly
represent all individuals and their connections and simulate the spread of a
pathogen among this network of individuals. Individual attributes influence the
way the contact network evolves temporally and spatially. Additionally, the infec-
tion progress and the different stages associated with this progress is modeled per
individual. Individual-based models allow to evaluate therapeutic and preventive
interventions on the level of individuals. Compartment models generalize on pop-
ulation level and represent the expectation of epidemiological outcomes, while
individual-based models are able to represent individual heterogeneity. Model-
ing a greater level of heterogeneity is usually associated with a greater model
complexity and computational cost, but allows for a more accurate evaluation of
preventive strategies [10–12,22,23]. The result of a model evaluation is referred
to as the model outcome. The relevant model outcomes greatly depend on the
policy makers’ research questions (e.g., prevalence, proportion of symptomatic
individuals, morbidity, mortality, cost).

2.3 Modeling Influenza

There is a long tradition to use individual-based models to study influenza epi-
demics [5,6,13], since it allows for a more accurate evaluation of preventive
strategies. A main example is FluTE [10], an influenza individual-based model
that has been the driver for many high impact research efforts over the last
decade [5,6,24]. FluTE implements a contact model where the population is
divided into communities of households [10]. The population is thus organized
in a hierarchy of social mixing groups where the contact intensity is inversely
proportional with the size of the group (e.g., closer contact between members of
a household than between colleagues). FluTE also supports worker’s commute
and the travel of individuals, both model components that can be parameter-
ized from census data. FluTE’s contact network can be informed by popula-
tion census data, and geographical regions as large as the United States can
be modeled [10]. Next to the social mixing model, FluTE implements an indi-
vidual disease progression model, where different disease stages are associated
with different levels of infectiousness. To support the evaluation of prevention
strategies, FluTE allows the simulation of both therapeutic interventions (i.e.,
vaccines, antiviral compounds) and non-therapeutic interventions (i.e., school
closure, case isolation, household quarantine). FluTE is a highly customizable
simulator in which all model components can be configured in great detail.
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2.4 Multi-armed Bandit

The multi-armed bandit problem [25] concerns a k-armed bandit (i.e., a slot
machine with k levers) where each arm Ai returns a reward ri when it is pulled.
As each arm returns rewards according to a particular reward distribution, a
gambler wants to play a sequence of arms to maximize her/his reward. A strategy
to play such a sequence of arms is called a policy. Such policies need to carefully
balance between exploitation (i.e., choose the arms with the highest expected
reward) and exploration (i.e., explore the other arms to potentially identify even
more promising arms).

Multi-armed bandits have been proven useful to model many empirical
cases: i.a., the organization of clinical trials such that patient mortality is min-
imized [26], resource allocation among competing stakeholders [27], adaptive
routing [28], A/B testing [29] and automated auctioning [30].

One of the simplest bandit learning algorithms is the ε-greedy policy [14], this
policy selects the greedy arm (i.e., the arm with the highest expected reward)
with probability 1 − ε and explores the non-greedy arms with probability ε.
Another popular policy is UCB1 (i.e., Upper Confidence Bound) [15]. UCB1
considers the uncertainty of each arms’ value (i.e., the uncertainty of the expected
reward) by selecting the arm with the highest upper confidence bound. The upper

confidence bound for an arm Ai is computed as x̄i +
√

c ln(n)
ni

where x̄i is the
sample average of Ai, ni is the number of times Ai was played and n is the overall
number of plays [15]. The second term is an exploratory term, which decreases
when arm Ai is being pulled sufficiently. This promotes the exploration of arms
for which the estimated expected reward is uncertain.

3 Methods

To optimize the evaluation of prevention strategies, it is important to identify
the best strategy using a minimal amount of model evaluations. Therefore, we
propose to formulate the evaluation of prevention strategies as a multi-armed
bandit problem. The presented method is generic with respect to the kind of
epidemic that is modeled (i.e., pathogen, contact network, preventive strategies).
The method is evaluated in the context of pandemic influenza in the next section.

3.1 Preventive Bandits

Definition 1. A multi-armed bandit problem [15] consists of n = |{A0, ..., An}|
arms and a (time-independent) reward distribution P (r|Ai, θi) for each arm,
where θi are the parameters of the distribution. At each time step, t, an agent
(i.e., gambler) chooses and plays an arm Ai, and receives a reward, rt sam-
pled (independently) from P (r|Ai, θi). The reward distributions’ parameters are
unknown to the agent.
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The goal in a multi-armed bandit is to optimize the cumulative sum of
rewards. In order to do so, it must select arms that exploit its current knowl-
edge about θi, i.e., by picking the best arm it has seen so far. However, it must
also explore, in order to discover arms that are better. Because the rewards
are received stochastically, the agent must never exclude the possibility that its
current estimates are wrong.

In our setting, we want to find the optimal preventive strategy from a set of
strategies by evaluating the strategies in an epidemiological model.

Definition 2. A stochastic epidemiological model E is a function C × P → R

where: c ∈ C is a configuration, p ∈ P is a preventive strategy and the codomain
R represents the model outcome distribution.

Note that a model configuration c ∈ C describes the entire model environ-
ment. This means both aspects inherent to the model (e.g., FluTE’s mixing
model) and options that the modeler can provide (e.g., population statistics,
vaccine properties, basic reproduction number).

Our objective is to find the optimal preventive strategy from a set of alterna-
tive preventive strategies {p0, ..., pn} ⊂ P for a particular configuration c0 ∈ C
(corresponding to the studied epidemic) of a stochastic epidemiological model.
To this end, we define a preventive bandit.

Definition 3. A preventive bandit has n = |{p0, ..., pn}| arms. Playing arm pi
corresponds to evaluating E(c0, pi) by running a simulation of the epidemiological
model. Evaluating E(c0, pi) results in a sample of the model outcome distribution.
The reward of pi is a mapping of this model outcome (i.e., a sample of the model
outcome distribution) using a mapping function R → R.1

A preventive bandit is thus a multi-armed bandit, in which the arms are pre-
ventive strategies, and the reward distribution is implemented by an instance of
a stochastic epidemiological model E(c0, pi). We note that while the parameters
of the reward distribution are in fact known, it is intractable to determine the
optimal reward analytically from the stochastic epidemiological model.

Formulating the evaluation of preventive strategies in terms of a bandit prob-
lem provides us with a new framework to reason about this task. The goal is to
determine the best preventive strategy (i.e., the prevention strategy that miti-
gates the pandemic best on average) using as little model evaluations as possible.

3.2 Identifying the Optimal Strategy

Our goal is to identify the optimal strategy for a particular configuration c0 ∈ C
while thoroughly exploring all preventive strategies. For this purpose, we explore
the use of the popular ε-greedy and UCB1 algorithms.

1 The mapping function allows the model outcome to be represented more conveniently
for learning.
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4 Experiments

Two experiments were composed and performed in the context of pandemic
influenza modeling. More specifically, in these experiments we analyze the miti-
gation strategy to vaccinate a population when only a limited number of vaccine
doses is available (details about this scenario in Sect. 2). The experiments are
inspired by the work of Medlock [31].

When the number of vaccine doses is limited, it is imperative to identify
an optimal vaccine allocation strategy [31]. In our experiments, we explore the
allocation of vaccines over five different age groups: pre-school children, school-
age children, young adults, older adults and the elderly.

The experiments share a base model configuration, but differ with respect
to a key epidemiological parameter: the basic reproduction number (i.e., R0).
The basic reproduction number represents the number of infections that is, by
average, generated by one single infection.

4.1 Influenza Model and Configuration

The epidemiological model used in the experiments is the FluTE stochastic
individual-based model (for details please refer to AppendixA). FluTE comes
with a set of sample populations, in this experiment we use the sample pop-
ulation that describes a single community consisting of 2000 individuals (for
details please refer to AppendixA). At the first day of the simulated epidemic,
10 random individuals are infected (i.e., 10 infections are seeded). The epidemic
is simulated for 180 days. During this time no more infections are seeded. Thus,
all new infections established during the run time of the simulation, result from
the mixing between infectious and susceptible individuals. We assume no pre-
existing immunity towards the circulating virus variant. We assume there are
100 vaccine doses to allocate (i.e., vaccine for 5% of the population).

In this experiment, we explore the efficacy of different vaccine allocation
strategies. We consider that only one vaccine variant is available in the simula-
tion environment. FluTE allows vaccine efficacy to be configured on 3 levels: effi-
cacy to protect against infection when an individual is susceptible (i.e., V ESus),
efficacy to avoid an infected individual from becoming infectious (i.e., V EInf )
and efficacy to avoid an infected individual from becoming symptomatic (i.e.,
V ESym). In our experiment we consider V ESus = 0.5 [32], V EInf = 0.5 [32]
and V ESym = 0.67 [7]. The influenza vaccine, as most vaccines, only becomes
fully effective after a certain period upon its administration, and the effective-
ness increases gradually over this period [33]. In our experiment, we assume the
vaccine effectiveness to build up exponentially over a period of 2 weeks [33,34].

We define two experiments: both experiments use the base model configu-
ration as described above. The two experiments differ with respect to their R0

(i.e., basic reproduction number) parameter. To evaluate our new method, we
select 2 values that are used in many studies: R0 = {1.3, 1.4} [5,10,31]. Each
experiment thus has its own configuration. With respect to the definition of the
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epidemiological model (i.e., E = C×P → R), we can express these configurations
as cR0=1.3 and cR0=1.4 ∈ C.

4.2 Formulating Vaccine Allocation Strategies

We consider 5 age groups to which vaccine doses can be allocated: pre-school
children (i.e., 0–4 years old), school-age children (i.e., 5–18 years old), young
adults (i.e., 19–29 years old), older adults (i.e., 30–64 years old) and the elderly
(>65 years old). An allocation scheme can be encoded by a Boolean 5-tuple,
where each position in the tuple corresponds to the respective age group. When
the value is 1 at a position, this denotes that vaccines should be allocated to
the respective age group. When the value is 0 at a position, this denotes that
vaccines should not be allocated to the respective age group. When vaccine is
to be allocated to a particular age group, this is done proportional to the size of
the population that is part of this age group.

Some examples: a preventive strategy where no vaccine should be allocated
is encoded as 〈0, 0, 0, 0, 0〉, a preventive strategy where vaccine needs to be allo-
cated uniformly across all age groups is encoded as 〈1, 1, 1, 1, 1〉, a preventive
strategy where vaccine needs to be allocated exclusively to children is encoded
as 〈1, 1, 0, 0, 0〉.

To decide on the best vaccine allocation strategy, we enumerate all possible
combinations of this tuple. Since the tuple consists of a sequence of {0, 1}∗,
the tuple can be encoded as a binary number. This enables us to represent the
different allocation strategies by integers (i.e., {0, 1, ..., 31}).

With respect to the definition of the epidemiological model (i.e.,
E = C × P → R), this set of 32 strategies is a subset of P.

4.3 An Influenza Bandit

So far, we defined the model configurations (i.e., cR0=1.3 and cR0=1.4) and the
set of preventive strategies (i.e., 32 vaccine allocation strategies) to be evaluated.

Now, let us define the influenza preventive bandit BFlu: BFlu has exactly 32
arms (i.e., {A0, ..., A31} ). Each arm Ai is associated with the allocation strategy
for which the integer encoding is equal to i. To conclude the specification of the
influenza bandit BFlu, we describe what happens when an arm Ai of BFlu is
played:

1. Invoke FluTE with a model configuration c0 ∈ C and the vaccine allocation
strategy pi ∈ P associated with the arm Ai (i.e., this is allocation strategy i,
using the strategy’s integer representation).2

2. From FluTE’s output, extract the proportion of the population that experi-
enced a symptomatic infection: # symptomatic individuals

# individuals .
3. Return a reward = 1− # symptomatic individuals

# individuals . Note that the reward denotes
the proportion of individuals that did not experience symptomatic infection.

2 Note that the configuration is serialized as a text file, for details on the format of
this file, refer to Appendix B.
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4.4 Outcome Distributions

To perform an initial analysis concerning the outcome distributions of the 32
prevention strategies, all strategies were evaluated 1000 times for both model
configurations (i.e., cR0=1.3 and cR0=1.4 ∈ C). Note that generating thousands
of samples (i.e., 2 × 32000 in this case) would not be computationally feasible
when considering a larger population. This analysis is performed to identify the
best strategy, such that we can properly validate the results from our learning
experiments.

The outcome distributions are visualized in Figs. 1 and 2 for cR0=1.3 and
cR0=1.4 respectively. A violin plot is used to plot the density of the outcome
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Fig. 1. Violin plot that depicts the density of the outcome distribution for 32 vaccine
allocation strategies, considering a model environment with R0 = 1.3. For each density,
the sample mean is visualized with a diamond. The sample mean of the optimal strategy
is depicted with a horizontal line.
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distribution per vaccine allocation strategy. The density for a particular strategy
is computed based on 1000 samples of the strategy’s outcome distribution. Note
that while the distributions have considerable density around the mean of the
distribution, there is also quite some density where the outcome is close to 0.
This is an artefact of the stochastic simulation: the pathogen is not able to
establish an epidemic for certain simulation runs.

Our analysis shows that the best vaccine allocation strategy was identified to
be 〈0, 1, 0, 0, 0〉 (i.e., vaccine allocation strategy 8) for both model configurations
cR0=1.3 and cRo=1.4.
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Fig. 2. Violin plot that depicts the density of the outcome distribution for 32 vaccine
allocation strategies, considering a model environment with R0 = 1.4. For each density,
the sample mean is visualized with a diamond. The sample mean of the optimal strategy
is depicted with a horizontal line.
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4.5 UCB1 and ε-greedy Experiment

To explore the utility of bandits to evaluate preventive strategies, we average
over 500 independent bandit runs for both experiments. For each experiment,
we run the ε-greedy (ε = 0.1) and UCB1 algorithm for 1000 iterations.3

The average reward reported in the first experiment is visualized in Fig. 3
for both the ε-greedy and UCB1 algorithm. The average reward reported in
the second experiment is visualized in Fig. 4 for both the ε-greedy and UCB1
algorithm.

We observe that the average reward starts to increase from iteration 400, for
both ε-greedy and UCB1, and continues to increase for the rest of the iterations.
However, we also note that the average reward learning curve increases faster
for ε-greedy than for UCB1.
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Fig. 3. Reward learning curve for the first experiment (i.e., model with R0 = 1.3), aver-
aged over 500 independent bandits for 1000 iterations. This plot depicts the learning
curve for both the ε-greedy and UCB1 algorithms.

In the previous section, the best vaccine allocation strategy was identified to
be 〈0, 1, 0, 0, 0〉 (i.e., vaccine allocation strategy 8) for both cR0=1.3 and cRo=1.4.
Figure 5 visualizes the percentage of plays of the optimal arm (i.e., vaccine allo-
cation strategy 〈0, 1, 0, 0, 0〉) for the first experiment. Figure 6 visualizes the per-
centage of plays of the optimal arm (i.e., vaccine allocation strategy 〈0, 1, 0, 0, 0〉)
for the second experiment.
3 To remind the reader, each arm involves the invocation of the FluTE simulator,

and is therefore associated with a significant computational cost (for details, please
see Appendix D).
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Fig. 4. Reward learning curve for the first experiment (i.e., model with R0 = 1.4), aver-
aged over 500 independent bandits for 1000 iterations. This plot depicts the learning
curve for both the ε-greedy and UCB1 algorithms.
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Fig. 5. Optimal action selection learning curve for the first experiment (i.e., model
with R0 = 1.3), averaged over 500 independent bandits for 1000 iterations (i.e., the
Y-axis depicts the % the optimal action was selected). This plot depicts the learning
curve for both the ε-greedy and UCB1 algorithms.
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Fig. 6. Optimal action selection learning curve for the first experiment (i.e., model
with R0 = 1.4), averaged over 500 independent bandits for 1000 iterations (i.e., the
Y-axis depicts the % the optimal action was selected). This plot depicts the learning
curve for both the ε-greedy and UCB1 algorithms.

For both of the experiments, ε-greedy ends up selecting optimal actions 60%
of the time after 1000 iterations. As we observed for the average reward learning
curve, UCB1 also performs worse with respect to the optimal action selection
learning curve, reaching only 40–45% optimal action selection.

5 Discussion

Our influenza model, and more specifically the context in which only a limited
set of vaccine doses is available, was inspired by the work presented by Medlock
and Galvani [31]. However, we consider a much smaller population (i.e., 2000
individuals versus the entire United States), to make it computationally feasible
to validate our learning experiments. Furthermore, because of the differences
between the model setup presented by Medlock and FluTE, a perfect mapping
was not possible. It would therefore not be sound to compare our results directly
to the results obtained by Medlock. We were, however, able to reproduce some
significant trends. The best strategy identified by our analyses is associated with
the allocation of vaccine to children: this is in agreement with Medlock’s work.

The analysis of the outcome distributions for the different vaccine allocation
strategies shows that there is one optimal strategy 〈0, 1, 0, 0, 0〉. The differences
between the means and medians of the different strategies are however not very
pronounced. This is related to the limited number of available vaccine doses.
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For both of the experiments, ε-greedy ends up selecting optimal actions 60%
of the time after 1000 iterations. These results demonstrate that it is possible to
identify the optimal strategy using only a limited number of model evaluations,
even if there is a large number of preventive strategies to consider. We also
observe, that both the average reward and optimal action selection learning
curves continue to increase, indicating that the learning has not yet converged.
It is however important to stress that, our main interest is not convergence, but
to identify the best strategy using a minimal number of model evaluations.

We observe that, in our experiment setting, ε-greedy outperforms UCB1,
both with respect to the average reward learning curve and the optimal action
selection learning curve.

To support the reproducibility of our research, all source code and configu-
ration files used in our experiments is publicly available (for details, please see
the Appendices).

6 Conclusions

We formally defined the evaluation of prevention strategies as a multi-armed
bandit problem. We used this formal definition to describe a bandit that can
be used to evaluate vaccine allocation strategies with the intention to mitigate
pandemic influenza. Two elaborate experiments were set up to evaluate this
preventive bandit using the popular FluTE individual-based model. To assess the
performance of the preventive bandit, we report an average over 500 independent
bandit runs, for the two experiments.

We demonstrate that it is possible to identify the optimal strategy using
only a limited number of model evaluations, even if there is a large number of
preventive strategies to consider.

We are confident that our method has the potential to be used as a decision
support tool for mitigating influenza epidemics. To increase this potential, we
aim to significantly extend the features of our tool and framework.

Firstly, while our method is evaluated in the context of pandemic influenza,
it is important to stress that both our formalisms and infrastructure can be
used to evaluate prevention strategies for other infectious diseases. We expect
that epidemics of arboviruses (i.e., viruses that are transmitted by a mosquito
vector; e.g., Zika virus, Dengue virus) are a particularly interesting use case
for our preventive bandits. Only since recently, Dengue and Zika vaccines are
available [35] or in the pipeline [36], and the optimal allocation of these vaccines
is an important research topic [37]. Additionally, there exist individual-based
arbovirus models [38] that could be readily applied to perform such analyses.
We aim to test our approach on these pathogens as well.

Secondly, we aim to make different algorithmic extensions. In this study,
we used elemental bandit learning algorithms (i.e., ε-greedy and UCB1). We
acknowledge that other algorithms are more suited to identify the optimal
action and could potentially learn faster. We created the infrastructure to easily
implement and experiment with different algorithms and epidemiological mod-
els (details can be found in the Appendices) and we will use this framework
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to explore the use of other algorithms. Furthermore, the use of stateless rein-
forcement learning (i.e., bandits) presents us with a stepping stone to consider
reinforcement learning where the partial or full state of the epidemiological model
(e.g., which people are currently infected, and which measures have already been
taken and to what effect) is used to learn preventive strategies that are more
reactive towards events that take place in the simulation. We believe that such
strategies may prove to be better than the static strategies we used in this study.

Finally, our current preventive bandits only learn with respect to a single
model outcome: more specifically, for influenza this is the proportion of symp-
tomatic infections. In the context of influenza, and for many infectious diseases,
there is often interest to consider additional model outcomes (e.g., morbidity,
mortality, cost). In the future, we aim to use multi-objective multi-armed ban-
dits [39] in contrast to the current single-objective preventive bandits. With this
approach, we plan to learn a coverage set containing an optimal strategy for
every possible preference profile the decision makers might have [40]. We aim to
design suitable quality metrics [41–43] tailored to the use case of epidemiological
preventive strategy learning, to support the entire spectrum of epidemiological
models and thus to prevent method over-fitting [43].
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Appendix

A FluTE Source

FluTE is a stochastic individual-based model, that is implemented in C++.
The original source code, as release by FluTE’s author (i.e., D. Chao), is avail-
able from https://github.com/dlchao/FluTE. This github repository contains
FluTE’s C++ source code, GNU/Linux-specific make files and a set of popu-
lation density descriptions that can be used to simulate particular geographical
settings (i.e., 2000-individual population, Seattle, Los Angelos and the entire
United States).

Some changes were made to the source code to make our research easier: we
organized the source code in a directory structure and added a CMake meta-
make file. This CMake build file allows us to build the source code on GNU/Linux

https://github.com/dlchao/FluTE
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and MacOS. These changes are publicly available on the https://github.com/
vub-ai-lab/FluTE-bandits github repository.

B FluTE Configurations

To run our experiments, we defined a model environment to evaluate pre-
vaccination with little vaccine available, as described in detail in Sect. 4. The pre-
vaccination configuration script can be found in the ‘configs/bandits’ directory of
the https://github.com/vub-ai-lab/FluTE-bandits github repository. Note that
this configuration script is a python Mako template (http://makotemplates.
org/), to enable easy parameterization of the configuration script.

C Bandit Implementation

We implemented a flexible bandit framework in Scala, the code is publicly avail-
able on github: https://github.com/vub-ai-lab/scala-bandits. This framework is
specifically designed to enable us to easily experiment with new algorithms and
environments (i.e., both Scala environments and external environments, such as
e.g., the FluTE simulator environment). The repository contains the ε-greedy
algorithm, the UCB1 algorithm, the Sutton test environment [14], the FluTE
environment and some post processing utilities.

D High Performance Computing

Simulating epidemics using individual-based models is a computationally inten-
sive process. Therefore, our experiments were run on a powerful high perfor-
mance computing cluster: the Flemish Supercomputer Center. We report that,
to make this possible, all software had to be installed (or built) for the high per-
formance computing cluster. We report that our FluTE CMake file allows the
generation of efficient code (i.e., using SSE instructions) for all platforms used
in our analyses (i.e., MacOS, XUbuntu desktop GNU/Linux and GNU/Linux
on the high performance computing cluster).
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Abstract. We present a pilot study focused on creating flexible Hierar-
chical Task Networks that can leverage Reinforcement Learning to repair
and adapt incomplete plans in the simulated rich domain of Minecraft.
This paper presents an early evaluation of our algorithm using simulation
for adaptive agents planning in a dynamic world. Our algorithm uses an
hierarchical planner and can theoretically be used for any type of “bot”.
The main aim of our study is to create flexible knowledge-based plan-
ners for robots, which can leverage exploration and guide learning more
efficiently by imparting structure using domain knowledge. Results from
simulations indicate that a combined approach using both HTN and RL
is more flexible than HTN alone and more efficient than RL alone.

Keywords: Reinforcement learning · Artificial intelligence
Simulation · Adaptive agents

1 Introduction

Hierarchical Task Networks (HTNs) have been used extensively in artificial intel-
ligence applications, specially robotics. They have many advantages which make
them a lucrative choice for programming task-level behaviors in structured envi-
ronments. The biggest one, of course, is that by being hierarchical they are
invariant to the low-level agent controllers, which enables re-use of successful
plans and simplifies programming. Furthermore, they impose a symbolic and
object-oriented structure on world, making higher-level task planning and rea-
soning easier. Interestingly though this is also one of the major flaws of HTN
planner. Classic HTNs follow a strictly structured approach towards task plan-
ning, making them incapable of handling dynamic environments. In this paper
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we experimentally show a way of making HTN plans more flexible by introduc-
ing reinforcement learning in the system that can learn new plan segments by
exploration. The benefit of such an approach is two-fold, reinforcement learning
helps networks learn new plans in dynamic environments and domain knowl-
edge helps guide reinforcement learning towards more fruitful states for faster
convergence with fewer data samples.

The obvious question here is why is making HTNs flexible an important
endeavour? The short answer is because everyday life is full of chaos and noise.
The long answer is that embodied intelligent agents are rapidly moving from
industrial sector to personal ones. Robots are being employed in offices, uni-
versities, hospitals, etc. to name a few places. These environments are highly
dynamic and require agents to be more adaptable and flexible with their assump-
tions. Agents which can learn, either by demonstrations or exploration, are
therefore heavily explored and favored for automating work-flow in named
domains [1,5,6,10,19].

Fig. 1. A view of the Puzzle Room showing the Agent and Gold separated by a Glass
Wall

The reason for machine learning gaining ground is the appeal for customiza-
tion of the robot. Traditionally robots need a very structured environment for
reliable accuracy in work which results in substantial setup time, and in some
cases a procedure overhaul, before introducing a robot to the work-flow. This
process is very different from how human workers are expected to function.
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When moving from one to another similar environment, humans tend to explore
the surroundings by actions or asking questions until they build a better men-
tal model. Machine learning helps robots by learning from experimentation or
demonstrations by non-experts which reduces manual coding effort of experts.
Reinforcement learning has been seen as one of the most successful unsupervised
methods of learning optimal goal-directed behavior in an unknown environment.
The biggest critique of this method has been that reinforcement learners need a
substantial amount of domain knowledge, or huge amounts of data, to efficiently
understand, manipulate and examine the world and results of actions. This leads
to an obvious marriage between the two methods outlined above.

In this paper, we have built an artificially intelligent agent capable of higher-
level reasoning and borrowing knowledge from known problems to solve new ones
by employing a guided reinforcement learner. We borrow our intuition from the
key concept of scaffolding in cognitive science. Scaffolding, in its oldest defini-
tion [4], means to highlight the actions of master or the learner which contribute
more to the success of a task. In our experiments, our agent is asked to plan
course of actions for achieving a certain goal in some scenario. The agent has
some prior knowledge of solving a similar problem in a different situation. Our
algorithm basically compares the new situation to the most similar known prob-
lem, and uses the differences along with domain knowledge from its knowledge
base to guide exploration of the reinforcement learner by providing rewards or
discounts for fruitful actions. As of right now we are providing the most similar
known problem manually to the system, leaving the rest of the reasoning up-to
the algorithm.

We are exploring two key concepts here. The main hypothesis is that we can
use the domain-knowledge stored in HTN to help guide RL better and speed
up its learning curve. The other hypothesis concerns focusing of attention at
the right level of detail. HTNs by definition are hierarchical and we hypothesize
that this information can help in further focusing attention on the right actions
to better explore the environment. We elaborate this point in more detail in
the Approach section. We would like to point out here that implementing this
algorithm on real embodied agents would have required substantial effort in
implementing accurate perception, manipulation, etc. While our focus in this
paper is to verify our approach and methods first, before adding other unstable
components to the pipeline. We have therefore used simulation in this paper for
verifying our concept and evaluating the algorithm.

2 Literature Review

Hierarchical Task Networks have been extensively explored in the AI research
community in the last few decades, owing to its expressivity [30], speed and
efficiency in complex domains, and invariance to lower-level mechanics of execu-
tion [9,21,22]. Specifically, HTNs have been popular in robotics due to its abil-
ity to re-use plans [31] and accurate task planning in structured domains [16].
Given the complexity of real-world scenarios, the symbolic abstractions used by
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HTNs can measurably speed up the planning time [31]. Apart from manipula-
tors, HTNs have been successfully used in improving navigation strategies for
mobile robots by reasoning on future actions of the robot [3]. HTNs are also dis-
cussed in human-robot interaction community, specially human-guided learning.
Humans tend to think of tasks in a naturally hierarchical way, and HTNs have
been seen as a fitting format to learn these representations [18].

Reinforcement Learning (RL) [26] is a well known machine learning tech-
nique for training appropriate agent behavior using the concept of rewards. The
technique is influenced by concepts from psychology where subjects, especially
young children, are rewarded for appropriate behavior and penalized for inap-
propriate actions to help them learn the norms of culture and society [2,24]. In
machine learning, this technique is used to provide appropriate reward to the
agent depending upon consequences of its actions. This helps the agent learn the
correct actions to be taken in different conditions or states, as an indirect way
of learning the correct cost function associated with the environment and the
task. Recently, learning game-playing policies using only visual cues has gained
much traction in the community due to its obvious benefits in an unstructured
domain [17].

Reinforcement Learning has also seen an increased interest from the robotics
community in the last decade. Especially it has been observed that model-based
versions of RL seem to do exceptionally well in robotics [14]. Trying to merge
together new knowledge with known knowledge-base is not a new endeavour
and has been extensively explored in literature. Cognitive scientists recognize
that rules coded using higher-level knowledge can help guide lower-level actions
for better skill acquisition [25]. In the field of AI, Murdock and Goel [20] used
model-based reasoning to localize and guide RL, while Ulam et al. [29] propose
fusing RL with domain-knowledge in video games to improve training efficiency.
Other authors have modified a flavor of HTN to calculate and update beliefs of
success for different methods, and improve re-planning by focusing on the more
successful plans [11,15]. Hogg and Nejati propose algorithms to create HTNs in
a way such that non-determinism is baked-into the methods by first observing
task demonstrations [12,23]. Minecraft platform itself is a very new phenomenon
in aiding and exploring different learning methods in the community and [27] is
an important recent paper relevant to our mission, highlighting the versatility
and ease of use of the platform.

3 Approach

3.1 Hierarchical Task Networks

Hierarchical Task Networks (HTNs) [8,9] are one of the more classic approaches
used in the world of planning, especially robotics. HTNs represent the envi-
ronment in terms of a dictionary of symbolic state variables and plans. This
includes a library of primitive actions and methods. A primitive action is the
smallest unit of plan decomposition. A method is a composite action made up
of one or more ordered primitive actions or methods. It comprises of two main
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Fig. 2. System architecture

attributes: pre-conditions and effects. Pre-conditions are a set of environment
conditions conditioned on state variables which must be true for a method to be
executed. Effects are changes that the method, if executed, would have on the
environment variables. Depending upon the goal and the state of the environ-
ment HTNs string together these methods to build a complete plan.

In the current context, the HTN uses atomic actions like “move forward”,
“turn left/right” and “break block in focus”. For all experiments in this paper
the end-goal of the agent remains same, which is to acquire the gold block.

3.2 Reinforcement Learning: Q-Learning

We have implemented a tabular form of Q-learning for our reinforcement learning
purposes in this paper, using the following update formula. s denotes a state
from the table, a denotes the action taken in state s, s′ symbolizes the next
state once action a is executed and R(s, a) is the reward agent received after
executing action a while in state s.

Q(s, a) = Q(s, a) + α ∗ (R(s, a) + γ ∗ ′
arg max

a
Q(s′, a′) − Q(s, a))

The states of the table vary depending upon whether the q-learner is using
domain-knowledge or not. World of Minecraft is grid-based and the pure q-
learner states consist of the 9 blocks right in front of the agent including the
ground blocks, what the agent is staring at, what is the agent holding in its
hand and agent’s pitch state, i.e. angle at which the agent is staring. For the
combination learner, we have also provided states with a count of relevant items
within a 5× 5 grid around the agent. We have used ε-greedy selection strategy,
with an exponentially decaying ε. After some calibration, our implementation
uses a starter ε of 0.4 with a decay rate of 0.95 over 1000 iterations, a learning
rate, α, of 0.55 and a γ of 0.75. In addition, the Q-values were normalized so as
to sum to 50. The ε decays as per the following formula, where decay steps is
100 in our implementation:

newε = starterε ∗ decay rate
iteration step
decay steps
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3.3 Architecture

The architecture, Fig. 2, is divided into three major components: Environment
Interface, Reasoning AI and a Meta-Reasoner. This three-layered architecture
is similar to traditional AI architectures for metareasoning [7,13]. The environ-
ment interface consists of the actual game engine and API, where agent takes
actions and uses sensors to perceive surroundings. The simulation is achieved
using the rich world of Minecraft with the help of Malmo Platform1. The rea-
soning AI is the actual planner (HTN in our case) that communicates directly
with the environment and reasons on environment state and agent-specific vari-
ables to build and execute a plan. We have used a stripped down python version
of SHOP [22] called PyHop2 in our implementation. The meta-reasoner is the
third hidden component which communicates with the AI and keeps track of
internal processes responsible for planning and execution with the help of inter-
nal meta-data like error flags and execution trace of planning process. This part
emulates the process of debugging run-time error using meta-information as
well as deploying a solution just like human developers. The solution, in our
implementation, is the Learner module which uses the information provided by
meta-reasoner to setup rewards for appropriate states for Q-learning.

3.4 Algorithm

As noted above in Subsect. 3.1, the agent is continually processing current world
state with method pre-conditions (within the Reasoning component) before en-
queueing any action execution. In a dynamic world, this is where the first break
happens. The reality is different from the expected. This raises an error flag
followed by compilation of an error message, including level of mismatch, rest of
the plan and name of mismatched method. This information is dispatched to the
Meta-reasoner, which uses it to grab the pre-conditions of methods queued after
the mismatched method in the plan. These states are used as intermediate states
or goals for the learner, intuition being that if the learner can find a way to these
states the planner can re-use the coded methods to achieve the goal. Moreover,
the Meta-reasoner forms a comparison of current scenario to the nearest known
scenario encountered in the past which it knows the solution to (Fig. 3).

This comparison helps in creating a secondary level of rewards which is
endowed on those actions which make this scenario more like the one already
known and solved. A third layer of discounts is formed by looking at or being
near relevant items. These relevant items are defined by the differences between
current and compared scenario and the knowledge base. Any action which leads
the agent in direct line of sight of relevant items or brings the agent near rele-
vant items is discounted by some amount. We are discounting the cost, i.e. such
a fruitful action costs −0.5 as compared to −1 of normal action, and not reward-
ing it because we still want the agent to maximize overall reward with minimum

1 https://github.com/Microsoft/malmo.
2 https://bitbucket.org/dananau/pyhop.

https://github.com/Microsoft/malmo
https://bitbucket.org/dananau/pyhop
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Fig. 3. A view of the compared rooms

Require: sa: State of the Agent, sw: State of the World, methodt: Current method
to be executed, htn plan

1: procedure Planner()
2: while methodt �= ∅ do
3: let PC = ExtractPrecondition(methodt)
4: if sw = PC then
5: Execute(methodt)
6: UpdateState(sw)
7: methodt ← NextMethod(HTNPlan, t + 1)
8: else
9: new method ← MetaAI(sw, sa, htn plan, methodt)

10: AddNewMethod(htn plan, new method)
11: end if
12: end while
13: end procedure

Fig. 4. Central planning and execution algorithm

number of actions. An example of fruitful action can be seen in Fig. 6. Once the
q-values are converged above a threshold or once the agent achieves the goal
more than a threshold number of times, this learned policy is then added to the
method library with the mismatched set of state variables as its pre-conditions
(Figs. 4 and 5).

Let us further clarify with the help of an example. Figure 9 is an example
of a plan proposed by the HTN for a scenario where the agent needs to break
the wall before acquiring the gold block. During run-time though, the agent
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realizes that the scenario is modified and the plan breaks down while processing
break the wall method. This raises an error flag and a stack-trace is generated
describing the breakage point and the reason for breakage. Using these messages,
the meta-reasoner deduces that the pre-conditions for break the wall method
were not satisfied. It then looks ahead and grabs the pre-conditions of methods
queued after the named method. Meta-reasoner then uses these grabbed pre-
conditions to generate reward states for the agent and deploys the RL module
which explores the simulated world to learn a new method to bridge the broken
plan.

Require: sa, sw, htn plan, methodt
1: procedure MetaAI()
2: error level ←

FindErrorLevel(htn plan.error msgs)
3: if error level = PreconditionMismatch then
4: actions ←

ExtractAllActions(htn plan.library)
5: intermediate states ←

ExtractPreConditions(All methods in htn plan queued after methodt)
6: R(s) ← SetupRewards(intermediate states)
7: Initialize(QLearner, sw, R(s), actions)
8: QLearner.AddStateVariable(

relevant item count)
9: Launch(QLearner)

10: else if error level = InventoryMismatch then
11: relevant actions ←

ExtractInventoryActions(htn plan.library)
12: intermediate state ←

EffectOfMethod(methodt)
13: R(s) ← SetupRewards(intermediate state)
14: Initialize(QLearner, sw, R(s), relevant actions)
15: Launch(QLearner)
16: end if
17: end procedure

Fig. 5. Meta-reasoner algorithm

4 Experimental Setup

Our experimental setup borrows from the classic “room solving” puzzle games
which required the player to solve a level by acquiring gold or reaching the
exit door by overcoming certain obstacles. For our experiment we created three
similar puzzles with varying levels of complexity. We have kept things relatively
simple in our puzzle rooms in order to verify our concept rather than robustness
of the system. As in the classic puzzles, in this experiment the room is considered
solved when the agent successfully acquires the gold block.
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Fig. 6. An example of a fruitful action where the agent is directly staring at the Glass
wall

Looking at the decomposition of break the wall method more carefully in
Fig. 9, we can see that not only does this method have pre-conditions specific
to execution conditions (for example, do not trigger until agent is right next
to the wall) but it also has some inventory pre-conditions which require the
presence of certain tools for successful action execution. There could be two
scenarios here, either that the agent was not able to successfully navigate to
the wall, say because of a ditch, or the agent did not have the required tools
to successfully execute the method. These two problems require two completely
different solutions. While the first scenario might require learning of a whole new
method to traverse a ditch, the other only requires playing with different tools
to find a valid substitute. This is where the hierarchical nature of HTNs helps
guide the learner towards right nature of solution. Depending upon whether the
breakage was due to new environmental conditions or agent’s limited experience
with different artifacts, the Meta-reasoner deploys different kinds of solutions to
repair the knowledge-base of the planner.

We thus created two different classes of experimental scenarios to test the
hierarchical nature of learning from our system. One class tests the adaptability
of methods, by rendering an inventory-listed tool unavailable to the user forcing
the agent to improvise by learning a new tool on the fly. The other class operates
on problems one level above, changing the world state such that none of the
stored methods match the current state, rendering a stored method invalid for
our scenario. The agent is then instructed to explore the world and learn an
alternate method to achieve its immediate goal.
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4.1 Adapting a Known Method

Using our wall-in-the-room setup, we placed the agent and the gold block on
opposite sides of this stone wall. We first wrote a plan in which agent uses an
“iron axe” tool to first break the wall to access the gold block. To introduce the
agent to a new situation, we changed agent’s inventory to have a “wood axe”
and “steel axe” instead. Thus everything else remains the same except that the
agent now has different tools than the one planned for.

4.2 Learning a New Method

We created an environment that was new for the agent but similar to a known
scenario stored in HTN memory. We used a simple empty-pair-of-rooms plan to
solve a Puzzle Room with a wall in the moddle, as can be seen in Fig. 1. We
want to test if the agent can learn the full method from scratch.

4.3 Combination Learner Versus End-to-End Learner

Finally, we want to compare the efficiency of such an architecture versus one
which can not reason about the failure of a plan and decides to employ an
end-to-end learner which learns a complete plan from breakage point to the
final goal. For this we create a new pipeline and run it on the same wall-in-
the-room scenario. Instead of reasoning about information gap and learning a
bridging method, this pipeline follows a brute learning policy by employing a
learner which learns a completely new method from point of failure with its
goal as gold block acquisition. We then compare the training time and resultant
accuracy between this brute end-to-end learner pipeline with our results from
our architecture.

5 Observations, Results and Discussion

Figure 7 shows the comparison between end-to-end learner and our combination
learner for the two different method learning scenarios. We would like to point
out an interesting observation here, when we compared HTN enriched RL agent
with pure RL agent, the pure RL agent resulted in zero percentage of success in
completing the mission over 1000 iterations. Our theory is that the proposed sce-
nario was a little too complicated for a simple algorithm like zero-order tabular
Q-learning to formulate. The solution required three different actions strung in a
row together without missing a beat, which was hard for a no-memory technique
to make tractable. Therefore, the results that we show are contrasting between
pure RL enriched with room comparison rewards and HTN enriched RL with
room comparison as well as fruitful action discounts.

As readers can see in Fig. 7, the Q-values for pure reinforcement learning
approach first take a dip before gaining value. This is due to the agent’s repeat-
edly wrong or unfruitful actions which further decrease its confidence in actions.



96 P. Parashar et al.

Fig. 7. Comparing action Q-values for different approaches

The topmost plot shows a considerable amount of spikes and jumping around for
the Q-values, this is because the ε for our action-selection strategy is still pretty
high with a lowest value of 0.25. This leads to execution of random actions by the
agent, but since our environment’s solution relying on a strictly sequential series
of actions even one wrong random action can lead the agent down a rabbit-hole
with no gains. The most important results can be seen in the second subplot in
the figure, where our combination learner performs significantly better than the
pure reinforcement learner. We have used an averaged plot of Q-values here to
account for randomness introduced by moderately high ε value and to display
the comparison more clearly.

Our results are very much in line with the findings of Ulam et al. [28,29] where
they saw a considerable speed-up of learning process by providing it with internal
model and knowledge about the game world. However, our algorithm goes a step
beyond the reactive nature of learning described in the paper and outlines an
automated way of mining out relevant reward information from successes of the
past to promote a deliberative flavor of learning. The proposed approach is also
simpler to implement as compared to [12] which requires complete bottom-up
construction of new plans. With memory becoming cheap and processing power
available in the cloud, our approach holds merit with its quick learning curve. As
can be seen in Fig. 8, our agent learns to stay alive for longer quicker, in terms of
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number of iterations, than pure RL agent. This is important and interesting. Such
an observation indicates that even if the agent is not yet proficient in solving the
puzzle, it has learnt the boundaries of absolute failure. This is helpful when the
sustenance of agent and prolonged exploration is key to learning better solutions.

Moreover, the combination of HTN and RL ends up being more flexible than
either HTN or pure RL methods. While classical HTNs are by nature inflexible,
and reinforcement learning being very specific to its start and end state, this
modular approach lets us re-use the small chunks of methods in any arbitrary
sequence to form a plan. The observations of Tessler et al. [27] agree with this
claim. The authors have used another hierarchical planner with an advanced
flavor of reinforcement learning in their paper which helps support claims about
generality of this combination of techniques.

Fig. 8. Number of moves taken by agent per episode

We have not shown the result for first class of experiments since it merely
involved simulating same action with different inventory items. Since we were
selecting item in a randomised manner, the efficiency, in terms of speed of finding
the correct item, was not a measurable evaluation criteria.
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Fig. 9. Plan made for the Wall-in-the-Room Scenario by HTN Planner. Blue boxes
symbolize methods and yellow boxes symbolize primitive or atomic actions. This dia-
gram only shows one level of expansion of the plan for explanation purposes, the blue
boxes on Level 2 can still be expanded further. (Color figure online)

6 Conclusion

As shown in this paper, using a dedicated diagnostic system and a meta-
reasoning component can measurably increase the efficiency of planning systems.
This is important because this enables us to have a flexible planner capable of
extending and repairing its knowledge base. Such an ability makes it easier for
the industry and consumers to use adaptive agents which come with pre-built
domain information, ready to work out-of-the-box as well as capable of tweak-
ing that information as per the changes specific to new environment. They can
plan well for the situations already seen, and can potentially learn for new sit-
uations by exploring. This is a critical missing piece towards enabling agents
to handle open-world situations. Additionally, talking from a computation per-
spective, the guidance that the HTN provides to machine learner helps scope the
to-be-explored state-space by a big factor. Such an architecture beats end-to-end
learners not only in terms of efficiency but also flexibility, since methods can be
strung together in any order to accomplish different tasks.

7 Future Work

Our first item of action is to evaluate this algorithm on an actual embodied agent
working in real-world scenarios. We also plan on using richer planning languages
with our architecture, which not only are stronger at planning but also provide
better diagnostic information of the working of a system. As we said earlier,
diagnostics are the backbone of our meta-reasoning component. Rich diagnostic
messages, apart from providing internal information, can also be leveraged to
create templated explanations to the users to elaborate the purpose of an action.
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Machine learning techniques, generally, tend to absorb patterns from data in
the form of mathematical policies and functions and usually can not explain the
purpose or reason for learnt behavior. By such a hybrid approach, we plan to use
the internal diagnostic information along with meta-reasoning layer to be build
an interactive learner which can not only exploit exploration but also knowledge
from human users to adapt to new situations.
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Abstract. Utilizing witness information to supplement direct evidence
is commonly used to build assessments of the trustworthiness of agents.
The process of acquiring this kind of evidence is, however, typically
assumed to be cost-free. In practice, agents are budget-limited, and
investments in acquiring witness (or reputation) information will affect
the budget that can be used for direct interaction. At the same time,
acquiring such witness information can help in making better trust deci-
sions. We explore this trade-off, formalising it as a budget-limited multi-
armed bandit problem, and evaluate the effectiveness of algorithms to
guide this decision process.

1 Introduction

Models of trust in agent societies are designed to support decisions of who to inter-
act with. To better choose interaction partners, historical information about their
past performance is necessary for most trust models [1–4]. Accessing interaction
histories is not always feasible, however, and may be costly. Agents that query
reputation information providers to reduce the uncertainty associated with lim-
ited knowledge will incur costs, at least in terms of time to decision: evaluating
the trustworthiness of others is resource-dependent [5]. The question then is how
to take into account information retrieval costs, resource limits and the properties
of an agent society to guide the process of deciding whom to interact with.

Numerous models have been proposed to effectively discover trustworthy
partners that do not consider resource constraints. In a recent and insightful
review, Yu et al. [1] characterise these approaches as greedy and dynamic. The
most common greedy approach is, in general, to progressively pick the best
option that the agent has. Agents start by exploring trustees randomly, gradually
shifting towards those that have higher reputation. Dynamic approaches tend to
divide effort between exploration and exploitation. According to Yu et al., there
are few dynamic approaches except for those that use reinforcement learning. A
recent example is the model proposed by Sen et al. [6], in which they consider
a supply chain and employ a Budget-Limited Multi-Armed Bandit BL-MAB
algorithm [7] to manage the explore/exploit trade-off. This is one of the first
approaches that considers cost associated with invoking the services of trustees.
They do not, however, consider the process of acquiring witness information, or
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the costs associated with this. In other recent research, strategies for acquiring
witness information within cost constraints have been explored that are robust
to biases in reports due to effects such as hearsay evidence [8]. This research
focusses exclusively on the trust assessment and information fusion problem,
however, eschewing the question of deciding who to trust.

There are several different metrics used to judge an agent as trustworthy
that have been considered in the literature. In this work, we consider an agent
to be trustworthy if it acts according to the truster’s expectation most of the
time; e.g. by consistently providing a satisfactory service. Reputational reports
from third parties can aid in the generation of these expectations, but may be
misleading for decision makers if, for example, the witness is not reliable [5].
To limit the complexity of the problem we address, however, we assume that
witness information is unbiased.

Our starting point in this research is algorithms developed to solve budget-
limited multi-armed bandit (BL-MAB) problems. We explore algorithms that
combine direct and indirect evidence of agent performance and evaluate trust-
worthiness on-the-fly within cost and budget constraints; the aim being to max-
imise the number of successful interactions. Our assumed setting is as follows.
The decision maker has an infinite number of tasks that can only be completed
through out-sourcing to service providers, but it has a fixed budget for the
completion of tasks. Each service provider handles a task with some fixed cost.
Ratings of prior performance of these service providers can be purchased from a
central authority. Given these constraints, the decision maker’s goal is to have as
many tasks as possible completed within budget. Therefore, the decision maker
must spend its budget strategically to identify and utilise high-performing ser-
vice providers.

The rest of the paper is organised as: First, we formulate this decision-making
problem in Sect. 2. Then the algorithms that we developed are proposed in
Sect. 3, later in Sect. 4 we show our findings and in Sect. 5 we discuss them
in detail. Lastly, we conclude our investigation in Sect. 6.

2 Budget-Limited Trust Decision Making

Given that our focus is on the problem of selecting good (trustworthy) agents
within hard budgetary constraints, we intentionally use a simple model of evi-
dence and trust assessment. We also formalise the model from the perspective of a
single agent (the decision maker) making service selection decisions. The environ-
ment in which this agent operates consists of a set of agents, A = {1, . . . , n}, that
offer functionally equivalent services, but that vary in performance. We assume
that the performance of a service provider can be judged as success/failure once
invoked by the decision maker. Given binary performance assessments, a com-
mon means to build a model to predict future performance (i.e. trustworthiness)
is through Subjective Logic (SL) [9]; this is the trust assessment model we adopt.

In SL, an opinion held by some decision maker, i, about an agent, j, regard-
ing some issue is a tuple ωi:j = 〈bi:j , di:j , ui:j , ai:j〉, where bi:j is the belief mass
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associated with i’s view that j will succeed in future, comparable interactions
(aka. belief ), di:j is that associated with future failure (aka. disbelief ), ui:j is
the belief mass associated with i’s uncertainty where ui:j = 1 − (bi:j + di:j), and
ai:j ∈ [0, 1] is the prior, or base rate. The evidence used to construct binomial
opinions are represented as a pair 〈ri:j , si:j〉 where ri:j is the number of positive
interactions that i experienced with j and si:j is the number of negative inter-
actions. The belief masses, bi:j , di:j and ui:j , are computed using the formulae:

bi:j =
ri:j

(ri:j + si:j + 2)
(1)

di:j =
si:j

(ri:j + si:j + 2)
(2)

ui:j =
2

(ri:j + si:j + 2)
(3)

We can generate a single-valued, normalised trust assessment that can be
used to rank and select from among individuals by distributing the uncertainty
between belief and disbelief via our base rate, thus:

τi:j = bi:j + ai:j · ui:j (4)

Given that we consider the trust decision problem from the perspective of a
single agent, we typically refer to τj as the trust that our decision maker has in
agent j ∈ A, that rj is the number of positive experiences our decision maker
has with j, etc. The exception is when we refer to an agent we call the oracle, O.

As a proxy for querying for reputation reports from witnesses to the per-
formance of agents in A, we use a single reputation provider: the oracle. The
oracle has some amount of evidence about each agent in the environment
{〈rO:1, sO:1〉, . . . , 〈rO:n, sO:n〉}. The certainty of the opinions held by O is para-
meterized by K; i.e. for each 〈rO:j , sO:j〉 ∈ O, rO:j +sO:j = K. This is, of course,
a significant simplification of the process of acquiring evidence from witnesses.
Normally, it would be necessary for the decision maker to build a model of each
other agent as a witness (a different issue from that of being a service provider),
then use these in order to discount opinions from different sources. This would,
however, introduce unnecessary complexity to our model; we argue that this
simplification enables us to focus on our central question of budget-limited trust
decision making.

We formalize our decision problem as a budget-limited multi-armed ban-
dit [7], which aims to maximize the total amount of reward within a budget
by pulling arms of a slot machine. Pulling an arm is a metaphor for interact-
ing with either a reputation provider or invoking the service of some provider
(trustee). The objective is to maximize the total number of successful interac-
tions that truster agent makes with trustees given the available budget. The
truster can request information about trustees from the Oracle or interact with
agents directly. Information from Oracle supports future decisions only: it pro-
vides no reward. The truster, therefore, needs to decide how to invest its budget:
querying the Oracle or directly interacting with trustees.
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Suppose that the cost of querying the Oracle is d, the cost of interacting with
a trustee directly is c, and the agent has a budget, B. Given some algorithm A,
the number of direct interactions NB

i and witness information retrievals NB
O are

bounded by the budget B; that is:

P

(
n∑
i

NB
i (A) · c +

n∑
i

NB
O (A) · d ≤ B

)
= 1. (5)

The optimal algorithm, A∗, is an algorithm that maximizes total reward
(total number of successful interactions), such that:

A∗ = arg max
A

n∑
i

E[NB
i (A)] · μi −

n∑
i

E[NB
O (A)] (6)

3 The Algorithms

In this section, we formalise the algorithms that we investigated for this par-
ticular problem: the first (Agreedy) randomly picks trustees and tends to stick
with honest agents, two other algorithms (Aε1,2) are allocating budget for wit-
ness information to bootstrap their knowledge about the environment. All of the
algorithms that are described below comply the restriction of not overspending
the fixed budget (Eq. (5)). The normalised trust assessment calculation shown
in Eq. (4) is used in each algorithm to calculate the density of reward.

Agreedy: The greedy algorithm is a popular approach for trust-aware decision
making [1]. The version that we implemented is an extension of random explo-
ration. Initially, normalised trust assessments of all agents are equal. For this
reason, the first interaction that algorithm performs is to randomly pick a
trustee agent. Based on the outcome of the first interaction, future iterations
of Agreedy may be directed to explore other agents or stick with the same
one. These selections are determined by picking the most dense arm which
is i = argmaxi (τi), as in BL-MAB epsilon-first approaches [7]. The Oracle’s
opinions are not queried in this algorithm. We consider this algorithm as a
baseline for other algorithms and formalised in Algorithm1.

Aε1 : The ε-first algorithm (shown in Algorithm2) allocates its budget based on
a ratio of exploration/exploitation, ε, where the exploration budget is εB and
the remainder of the budget B−εB is reserved for exploitation. In exploration
as long as exploration budget is not exhausted, an agent is selected randomly
and the reputation information about that agent is gathered from the Ora-
cle. (The same agent is not queried twice.) The cost of witness information
retrievals, d, is deducted from the exploration budget for each transaction.
Depending on the exploration budget and the number of agents in the envi-
ronment, there may be some budget left; if so, this is added to exploitation
budget. The exploitation phase is then bounded by the remaining budget,
where the cost of each interaction is c. This phase is identical to Agreedy,
where the most dense arm is pulled and the density of this arm may change
as a result.
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Aε2 : This algorithm (shown in the Algorithm3) differs from Aε1 in the exploita-
tion phase only. Rather than looking for the densest arm, it randomly samples
arms according to their density. This may lead to more information about
other trustees being acquired, increasing the chance of exploring more of the
population.

Algorithm 1. Trust-Aware Budget-Limited Greedy Algorithm - Agreedy

1: t ← 1;
2: Exploration phase:
3: Exploitation phase:
4: while Bt ≥ c do
5: i = arg maxi(τi);
6: interact with i and update 〈ri, si〉;
7: Bt+1 ← Bt − c;
8: t ← t + 1;
9: end while

Algorithm 2. Deterministic Trust-Aware Budget-Limited ε-First Algorithm -
Aε1

1: t ← 1;
2: Bexplore ← εB;
3: Bexploit ← B − Bexplore

4: Exploration phase:
5: A = A
6: while Bexplore

t ≥ d and A �= {} do
7: randomly select i ∈ A
8: 〈rO:j , sO:j〉 ← query (O, i)
9: ri ← ri + rO:j si ← si + sO:j ;

10: Bexplore
t+1 ← Bexplore

t − d;
11: A ← A \ {i};
12: t ← t + 1;
13: end while
14: Bexploit ← Bexploit + Bexplore;
15: Exploitation phase:
16: while Bexploit

t ≥ c do
17: i = arg maxi(τi);
18: interact with i and update 〈ri, si〉;
19: Bexploit

t = Bexploit
t − c;

20: t ← t + 1;
21: end while

4 Simulation Results

To evaluate our algorithms, we conducted experiments to investigate: the
advantages and disadvantages of investing budget in acquiring witness informa-
tion; choosing reputation versus direct experience in varying budget scenarios;
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Algorithm 3. Trust-Aware Budget-Limited ε-First Algorithm - Aε2

1: Exploration phase:
2: Same as Aε1

3: Exploitation phase:
4: while Bexploit

t ≥ c do
5: i ← weighted random sample set {τi, ..., τn};
6: interact with i and update 〈ri, si〉;
7: Bexploit

t+1 ← Bexploit
t − c;

8: t ← t + 1;
9: end while

Table 1. Simulation environment

Description Parameter Value

Budget B 300

Oracle knowledge K 100

Direct interaction cost c 3

Witness information cost d 1

Total number of trustees N 160

the knowledge acquired by each algorithm; and the factors that affect an optimal
ε. Each experiment was repeated 1000 times and the average taken to minimise
influence of noise. The parameters in Table 1 are selected for our experiments.
We defined the behaviours of the agent as honest, random, malicious with num-
bers of 10, 50 and 100. Behaviours are distributed normally such that the mean
of an honest agent is selected randomly from range [0.5, 1.0] and for dishonest
agents [0, 0.5] with standard deviation 0.1. The amount of evidence from the
Oracle is distributed normally with a mean 100 and a standard deviation 20.

4.1 Optimal ε

Our results indicate that investing some budget in acquiring witness information
can yield an increase in reward. In Fig. 1a, the ε-first algorithm Aε1 performed
better than other algorithms for some values of ε for a budget of 300; Here Aε1

gains the maximum reward with ε = 0.1. The total reward is, however, sensitive
to the choice of ε.

We then investigated whether the choice of a good ε, depends on the budget,
B. As shown in Fig. 1b, we varied the budget up to 600 to explore how this
affects the optimal ε. We found no clear dependency between budget and ε: a
peak reward is obtained near to ε = 0.1 in Fig. 1a, regardless of budget. We
conclude that ε does not depend on available budget.

4.2 Environment Exploration

Exploration of the environment varied significantly in each algorithm. Since the
budget is limited, all algorithms had to interact with a certain number of agents.
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Fig. 1. Exploration vs. Exploitation comparison

As shown in Fig. 31, Aε2 used its budget for more exploration than Aε1 which
spent more of its budget on exploitation, and hence acquired more evidence
about specific service providers. Algorithm Agreedy followed a similar pattern as
Aε1,2 with the exception of the peak around 95. The reason for these peaks in
the amount of evidence acquired about individual service providers is that both
Aε1,2 query the Oracle. The evidence that Agreedy acquires varies from 0 to 100
in an decreasing manner.

4.3 Performance over Time

We investigated the probability that an interaction is successful over time. In
Fig. 2b, Agreedy became more successful over time as it starts to identify better
performing service providers from a random initial selection; this drops to zero at
the end simply because Agreedy has exhausted its budget. The other algorithms,
Aε1,2 , invest budget at the start of the simulation on exploration (querying the
Oracle), and hence receive no reward. During the exploitation phase, however,
the probability of a successful interaction was relatively static for both ε-first
algorithms.

The total reward acquired by Aε1 was higher than our benchmark reference
Agreedy, as shown in Fig. 2a, and this was consistently the case regardless of
budget. On the other hand, the performance of Aε2 was significantly worse than
either of the other algorithms.

The formulation of our problem is the reason for the delayed-reward effect:
all, zero reward, interactions with the Oracle occur before any exploitation of
the knowledge acquired. This provides a reasonable outcome if the environment
1 The maximum frequency in the figure is capped at 5 for clarity of presentation; the

number of agents for which the decision maker has no evidence is often significantly
higher than 5.
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is static throughout; i.e. the availability of service providers does not change,
and service providers have infinite capacity to complete tasks. In environments
where agents may leave or join, or where their service offerings may change over
time, strategic interleaving of exploration and exploitation may be beneficial.

(a) Cumulative Reward v. Time
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Fig. 2. Performance over time
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Fig. 3. Histogram of evidence (ri + si) in [0, 140]

5 Discussion

Optimal stopping in the class of problems referred to as the “secretary problem”
resembles our problem of picking the right ε. In secretary problems [10] the
applicants are interviewed one by one. The goal of the interviewer is to employ
the best candidate. In these problems, however, each applicant is interviewed
only once, and a decision to employ can only be made at that time. There are
some similarities, however: the employer is not aware of the level of expertise of
each applicant. Having agents leaving the environment is a challenging problem.
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The environment that is dynamic requires trusters to trade-off continuing to
interact with the current, best service provider or trying others.

Our environment is not dynamic, and this is a very strong assumption. In
any practical system agents may enter and leave the system. Indeed, malicious
agents may exploit this ability: they may create new identities to whitewash a
poor reputation, or even collude with other agents to increase their perceived
standing [11]. An important avenue for future research is to investigate how
algorithms are robust to these kinds of attacks.

We adopted Subjective Logic as the basis for our trust model. There are
other models, however, that may be employed. Wang and Singh’s model [12],
for example, takes conflicting evidence into account in computing a trust rating.
One area for future research is to explore the interactions between the trust
model employed and the algorithm used to spend a limited budget on acquiring
direct and indirect evidence.

We plan to try different scenarios of witness information propagation not
only environments that have a global reputation provider, but also the environ-
ments such that trustees have opinions about each other. The challenge of having
opinions of trustees about each other is difficult in trust aware decision making
problems. Since it complicates the process of properly assessing an agent. Is an
agent honest if most of the time it provides a good service or if the witness
information it provides is good?

6 Conclusion

In this paper, we have introduced a challenging problem of having interaction
costs and budget limitations in trust and reputation systems. We investigated the
performance of some simple algorithms, adapted from existing Budget-Limited
Multi-Armed Bandit (BL-MAB) models. We evaluated these algorithms in a
simulated environment with a central reputation provider. This is the first, but
a very initial investigation into the use of witness information in trust-aware
decision making when the decision maker is budget-limited, and where acquir-
ing witness information is not cost-free. We have provided some evidence that
strategic gathering of witness information can increase the number of successful
interactions, despite this incurring costs on a limited budget. In future research,
we will investigate varying service and witness information costs, and develop
techniques to interleave exploration and exploitation.
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Abstract. Max-sum is a version of Belief propagation, used for solving
DCOPs. On tree-structured problems, Max-sum converges to the optimal
solution in linear time. Unfortunately when the constraint graph repre-
senting the problem includes multiple cycles (as in many standard DCOP
benchmarks), Max-sum does not converge and explores low quality solu-
tions. Recent attempts to address this limitation proposed versions of
Max-sum that guarantee convergence, by changing the constraint graph
structure. Damping is a method that is often used for increasing the
chances that Belief propagation will converge, however, it was not men-
tioned in studies that proposed Max-sum for solving DCOPs.

In this paper we investigate the effect of damping on Max-sum. We
prove that, while it slows down the propagation of information among
agents, on tree-structured graphs, Max-sum with damping is guaran-
teed to converge to the optimal solution in weakly polynomial time. Our
empirical results demonstrate a drastic improvement in the performance
of Max-sum, when using damping. However, in contrast to the common
assumption, that it performs best when converging, we demonstrate that
non converging versions perform efficient exploration, and produce high
quality results, when implemented within an anytime framework. On
most benchmarks, the best results were achieved using a high damping
factor (A preliminary version of this paper was accepted as a two page
extended abstract to a coming up conference.)

1 Introduction

Distributed Constraint Optimization Problem (DCOP) is a general model for
distributed problem solving that has a wide range of applications in multi-
agent systems. Complete algorithms for solving DCOPs [7,11] are guaranteed to
find the optimal solution, but because DCOPs are NP-hard, solving optimally
requires exponential time in the worst case. Thus, there is growing interest in
incomplete algorithms, which may find suboptimal solutions but run quickly
enough to be applied to large problems [20,21].

Whether complete or incomplete, DCOP algorithms generally follow one of
two broad approaches: distributed search [7,20] or inference [2,11]. Max-sum [2]
is an incomplete inference algorithm that has drawn considerable attention
in recent years, including being proposed for multi-agent applications such as

c© Springer International Publishing AG 2017
G. Sukthankar and J. A. Rodriguez-Aguilar (Eds.): AAMAS 2017 Visionary Papers,
LNAI 10643, pp. 111–124, 2017.
https://doi.org/10.1007/978-3-319-71679-4_8
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sensor systems [16]. Max-sum is actually a version of the well known Belief
propagation algorithm [19], used for solving DCOPs.

Belief propagation in general (and Max-sum specifically) is known to con-
verge to the optimal solution for problems whose constraint graph is acyclic.
Unfortunately, there is no such guarantee for problems with cycles [19]. Further-
more, when the agents’ beliefs fail to converge, the resulting assignments may
be of low quality. This occurs because cyclic information propagation leads to
inaccurate and inconsistent information being computed by the agents. Unfor-
tunately, many DCOPs that were investigated in previous studies are dense and
indeed include multiple cycles (e.g., [7]). Our experimental study revealed that
on various standard benchmark problem classes (uniform and structured), Max-
sum does not converge and explores low-quality solutions.

Damping is a method that was combined with Belief propagation in order to
decrease the effect of cyclic information propagation. By balancing the weight of
the new calculation performed in each iteration and the weight of calculations
performed in previous iterations, researchers have reported success in increas-
ing the chances for convergence of Belief propagation when applied in different
scenarios [5,12,17]. Nevertheless, Damping was not mentioned in the papers
that adopted Max-sum for solving DCOPs and proposed extended versions of
the algorithm [2,13,22]. To the best of our knowledge there are no published
indications of the effect of damping on Max-sum, when solving DCOPs.

In this paper we contribute to the development of incomplete inference algo-
rithms for solving DCOPs by investigating the effect of using damping within
Max-sum. It is important to emphasize that the contribution and novelty of this
work is not in proposing the use of damping, which is a well known method that
has been studied by researchers in the graphical models community (see details
in Sect. 2), but rather to investigate the unique properties of this method, when
applied to Max-sum in order to improve its performance when used for solving
DCOPs. More specifically we make the following contributions:

1. We prove that on tree-structured graphs, Damped Max-sum converges in
weakly polynomial time. This result applies to a graph with a single cycle
as well (under the restrictions specified in [18]). On a directed acyclic graph
structure (as used in Max-sum ADVP [22]) the convergence is also guaran-
teed in weakly polynomial time, but not necessarily to the optimal solution.
This result is extremely significant in distributed scenarios where agents are
not aware of the global topology, only of their own neighborhood, thus, they
cannot avoid the use of damping when the graph has a structure that guar-
antees convergence.

2. We investigate the relation between the damping factor used and the suc-
cess of the damping method in improving the solutions produced by Max-
sum when solving DCOPs. On most standard DCOP benchmarks, the best
results were achieved for high damping factor values. However, on graph col-
oring problems and other problems with similar constraint structure, a high
damping factor resulted in a higher convergence rate, but also in lower quality
solutions.
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3. We demonstrate that, in contrast to the common assumption, the best per-
formance is achieved when Max-sum with damping does not converge, but
rather performs efficient exploration that can be captured when used within
an anytime framework [21]. The combination of Damped Max-sum using
a high damping factor and the anytime mechanism, outperforms all other
versions of Max-sum, as well as local search DCOP algorithms, on various
benchmarks.

2 Related Work

The graphical models literature includes many indications for the use of damping
within Belief propagation (BP). We specify a number of studies that have some
resemblance to our work and from which one can learn the common assumptions
regarding the effect of damping on BP.

An attempt to apply damping to BP when solving both synthetic and realis-
tic problems, represented by Bayesian networks, was presented in [8]. The results
(with a rather small damping factor, 0.1) indicated that damping reduced oscil-
lations and increased the chances of convergence. However, in many cases the
algorithm converged to inaccurate solutions (i.e., did not approximate the opti-
mal solution well). An investigation of the relation between the damping level
and the convergence rate of BP when solving K-SAT problems, was presented
in [12]. Results indicated that fastest convergence is achieved for damping factor
of approximately 0.5, while larger damping factors (0.9) are better for reducing
oscillations.

Lazic et al. report that damping increases the chances for convergence on
maximum-a-posteriori (MAP) inference problems [5]. They find that a damping
factor of 0.8 is enough to achieve convergence in most cases, although their
results indicate that a high damping factor may increase the number of iterations
required for convergence.

The most similar study to our own seems to be [10]. For bit error problems in
communication channels the effect of damping on both the convergence and the
quality of the result of BP was investigated. In contrast to the results we present,
they report that the method is successful in producing high quality solutions for
damping factors between 0.3 and 0.7 and that the best solutions were found
when using a damping factor of 0.45.

An investigation of the effect of damping on convergence of BP solving clus-
tering data problems was presented in [1]. The results indicate that when con-
verging, the algorithm produces similar high quality results (regardless of the
damping factor) and that only for very small damping factors the algorithm
does not converge (up to 0.3). Again, they report that high damping factors
slow convergence.

The conclusion from this short survey is that the effect of damping on BP
is highly dependent on the problem being solved. Thus, there is merit in inves-
tigating the effect of damping when solving DCOP benchmarks. Furthermore,
none of the papers mentioned (and any other we know of) reports the theoretical
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bounds we prove or suggests the possibility that damping can be used to balance
exploration and exploitation of Max-sum, as we report in this paper.

Very few studies that use Max-sum for solving DCOP report the use of
damping. One such paper used a damping factor of 0.5 and found the algorithm
to be inferior to standard local search algorithms [9]. There was also an attempt
to use damping for local search algorithms, which is obviously less relevant to
our work [6].

3 Background

3.1 Distributed Constraint Optimization

Without loss of generality, in the rest of this paper we will assume that all
problems are minimization problems. Our description of a DCOP is consistent
with the definitions in many DCOP studies, e.g., [7,11].

A DCOP is a tuple 〈A,X ,D,R〉. A is a finite set of agents {A1, A2, ..., An}.
X is a finite set of variables {x1,x2,...,xm}. Each variable is held by a single agent.
D is a set of domains {D1, D2,...,Dm}. Each domain Di contains the finite set
of values that can be assigned to variable xi. An assignment of value d ∈ Di

to xi is denoted by an ordered pair 〈xi, d〉. R is a set of relations (constraints).
Each constraint C ∈ R defines a non-negative cost for every possible value
combination of a set of variables, and is of the form C : Di1 ×Di2 × . . .×Dik →
R

+ ∪ {0}. A binary constraint refers to exactly two variables and is of the form
Cij : Di ×Dj → R

+ ∪{0}.1 A binary DCOP is a DCOP in which all constraints
are binary. A partial assignment (PA) is a set of value assignments to variables, in
which each variable appears at most once. vars(PA) is the set of all variables that
appear in PA. A constraint C ∈ R of the form C : Di1×Di2×. . .×Dik → R

+∪{0}
is applicable to PA if xi1 , xi2 , . . . , xik ∈ vars(PA). The cost of a PA is the
sum of all applicable constraints to PA over the assignments in PA. A complete
assignment (or a solution) is a partial assignment that includes all the DCOP’s
variables (vars(PA) = X ). An optimal solution is a complete assignment with
minimal cost.

For simplicity we make the standard assumptions that all DCOPs are binary
DCOPs in which each agent holds exactly one variable. These assumptions are
commonly made in DCOP studies, e.g., [7].

3.2 Max-Sum

2Max-sum operates on a factor-graph, which is a bipartite graph in which the
nodes represent variables and constraints [4]. Each variable-node representing a
variable of the original DCOP is connected to all function-nodes that represent

1 We say that a variable is involved in a constraint if it is one of the variables the
constraint refers to.

2 For lack of space we describe the algorithm and its extensions briefly and refer the
reader to more detailed descriptions in [2,13,22].
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constraints, which it is involved in. Similarly, a function-node is connected to all
variable-nodes that represent variables in the original DCOP that are involved in
the constraint it represents. Variable-nodes and function-nodes are considered
“agents” in Max-sum, i.e., they can send and receive messages, and perform
computation.

A message sent to or from variable-node x (for simplicity, we use the same
notation for a variable and the variable-node representing it) is a vector of size
|Dx| including a cost for each value in Dx. In the first iteration all messages
include vectors of zeros. A message sent from a variable-node x to a function-
node f is formalized as follows: Qi

x→f =
∑

f ′∈Fx,f ′ �=f Ri−1
f ′→x −α, where Qi

x→f is
the message variable-node x intends to send to function-node f in iteration i, Fx

is the set of function-node neighbors of variable-node x and Ri−1
f ′→x is the message

sent to variable-node x by function-node f ′ in iteration i − 1. α is a constant
that is reduced from all costs included in the message (i.e., for each d ∈ Dx)
in order to prevent the costs carried by messages throughout the algorithm run
from growing arbitrarily.

A message sent from a function-node f to a variable-node x in iteration i
includes for each value d ∈ Dx: minPA−x

cost(〈x, d〉, PA−x), where PA−x is a
possible combination of value assignments to variables involved in f not including
x. The term cost(〈x, d〉, PA−x) represents the cost of a partial assignment a =
{〈x, d〉, PA−x}, which is: f(a) +

∑
x′∈Xf ,x′ �=x,〈x′,d′〉∈a Qi−1

x′→f .d′, where f(a) is
the original cost in the constraint represented by f for the partial assignment a,
Xf is the set of variable-node neighbors of f , and Qi−1

x′→f .d′ is the cost that was
received in the message sent from variable-node x′ in iteration i−1, for the value
d′ that is assigned to x′ in a. x selects its value assignment d̂ ∈ Dx following
iteration k as follows: d̂ = argmind∈Dx

∑
f∈Fx

Rk
f→x.d.

4 Introducing Damping into Max-Sum

A common assumption regarding Belief propagation was that it is successful
when it converges, and that its main drawback is that it fails to converge on
problems in which the graph used for representing them includes multiple cycles.
Thus, different methods were proposed in order to guarantee the convergence of
Belief propagation, e.g., by revising the optimization function, or by changing
the graph structure [13,15,22].

Damping is a less radical method that was proposed for increasing the
chances that Belief propagation will converge [12,14,17]. However, in contrast to
the methods mentioned above, introducing damping into Belief propagation is
empirically found to increase the probability of convergence, but, to best of our
knowledge, there is no theoretical guarantee or even an estimation or prediction
method that can identify when Belief propagation with damping will converge.

In order to add damping to Max-sum we introduce a parameter λ ∈ (0, 1].
Before sending a message in iteration k an agent performs calculations as in
standard Max-sum. Denote by ̂mk

i→j the result of the calculation made by agent
Ai of the content of a message intended to be sent from Ai to agent Aj in
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iteration k. Denote by mk−1
i→j the message sent by Ai to Aj at iteration k − 1.

The message sent from Ai to Aj in iteration k is calculated as follows:

mk
i→j = λmk−1

i→j + (1 − λ)̂mk
i→j (1)

Thus, λ expresses the weight given to previously performed calculations with
respect to the most recent calculation performed. Moreover, when λ = 0 the
resulting algorithm is standard Max-sum. We demonstrate further in this paper
that a selection of a high value for λ (close to 1) increases the chances of the
algorithm to converge.

In all our implementations damping was performed only by variable-nodes.
This allowed us to analyze the level of damping with respect to n (the number
of variables/agents).

5 Convergence Runtime Bounds

Standard Max-sum guarantees convergence in linear time to the optimal solu-
tion, when the constraint graph (and the corresponding factor-graph) is tree-
structured. We first establish a weakly polynomial lower bound for this guar-
antee, i.e., that there exists a problem on which damping slows down the con-
vergence by a factor of log1/λ(C), where C is the cost of the optimal solution
plus ε and ε is the smallest difference between constraint costs (thus, C is the
smallest possible cost for a solution, which is larger than the cost of the optimal
solution). Next, we prove a (loose) upper bound on the time for convergence,
which is also weakly-polynomial.

Let n be the number of variables in a problem and C as defined above.

Lemma 1. There exists a scenario in which Max-sum with damping will con-
verge on a tree-structured graph in no less than 2(n − 2) + log1/λ(C).

Proof: Consider a factor-graph with four variable-nodes, X1, X2, X3 and X4

and three function-nodes F12, F23 and F34, as depicted in Fig. 1. Each variable
has two values in its domain, a and b. All functions include infinite costs for
any non equal combination of value assignments. Function F23 includes for both
equal combinations of both variables the cost 0. Function F12 includes a cost
of C > ε if both agents assign a and zero cost if they both assign b. Function
F34 includes a cost of C − ε if both agents assign b and zero cost if they both
assign a. Obviously the optimal solution is when all variables assign b. However,
in order for variable X4 to realize that it should assign b, X2, which receives cost
C for its value a from F12 in every iteration, must perform log1/λ(C) iterations
before it sends a message to F23 with a cost larger than C − ε for the assignment
of a. This information must path to X4 before it can learn that it is better to
assign b than a, which requires 4 sequential messages. Obviously, if we add more
variables to the chain (each with two values a and b), such that the two functions
adjacent to the first and last variable-nodes in the chain are identical in their
costs to F12 and F34, and all other functions are identical in costs to F23, the
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Fig. 1. Lower bound example

number of sequential messages will increase by 2 for each additional variable.
Thus, a lower bound to this problem is log1/λ(C) + 2(n − 2). ��
Proposition 1. The guaranteed runtime for convergence for Max-sum with
damping is at least, weakly polynomial.

Proof: An immediate corollary from Lemma 1 ��
In order to produce an upper bound on the number of steps that Damped

Max-sum will perform before converging to the optimal solution, we note that
the convergence of standard Max-sum on tree-structured graphs is achieved in
linear time because each variable-node in the factor-graph can be considered as
a root of a tree to which all other agents accumulate costs (similar to a DPOP
running on a pseudo-tree with no back-edges, cf. [11]). Thus, each agent, after
at most a linear number of steps, knows for each of the values in its variable
domain, the costs of the best solution it is involved in (for simplicity and without
loss of generality, we will assume no ties).

Let n be the number of variables in a problem represented by a tree-
structured factor-graph G′ and Ĉ the maximal cost sent by an agent in standard
Max-sum, solving the same problem. We use η to represent the largest ignor-
able difference for a problem, i.e., the largest number such that for each cost
c sent in standard Max-sum by some agent when solving the same problem, if
the agent would send cost c′ = c − η, the receiving agent would perform exactly
the same actions as when receiving c in standard Max-sum, i.e., select the same
value assignments to calculate function costs, if the receiver is a function-node,
or make the same selection of value assignment, if the receiver is a variable-node.

Lemma 2. After at most 2(n−2)·log1/λ(Ĉ/η) steps of the algorithm, a variable-
node Xi in G′ can select its value assignment in the optimal solution.

Proof: Allow each of the variable-nodes, from the farthest from Xi in G′ to
the closest, to perform log1/λ(Ĉ/η) steps, taking into consideration only the last
message received from their neighbors, and allow each function-node receiving a
message to perform a single step immediately. Obviously, after these steps are
completed, Xi receives costs that allow it to select its assignment in the optimal
solution. ��
Proposition 2. Max-sum with Damping is guaranteed to converge to the opti-
mal solution, on tree-structured graphs in weakly polynomial time.



118 L. Cohen and R. Zivan

Proof: Immediate from Lemma 2. After 2(n−2) ·log1/λ(Ĉ/η) steps, all variable-
nodes can select their assignment in the optimal solution, thus, the convergence
rate is polynomial in n, and Ĉ/η, i.e., weakly polynomial. ��

We note that similar proofs can establish that Max-sum with damping pro-
duces the optimal solution on graphs with a single cycle in weakly polynomial
time (subject to some restrictions [18]) and that using damping in Max-sum AD
and Max-sum ADVP [22] slows down the convergence in each phase to, at most,
weakly polynomial time.

6 Experimental Evaluation

In order to investigate the advantages of the use of damping in Max-sum, we
present a set of experiments comparing different versions of the algorithm, using
different λ values with standard Max-sum and two versions that guarantee con-
vergence: Bounded Max-sum [13] and Max-sum ADVP [22]. We also include in
our experiments the results of the well known DSA algorithm (we use type C
with p = 0.7 [20]), in order to give an insight on the quality of the results, in
comparison with local search DCOP algorithms.

We evaluated the algorithms on random uniform DCOPs and on structured
and realistic problems, i.e., graph coloring, meeting scheduling and scale-free. At
each experiment we randomly generated 50 different problem instances and ran
the algorithms for 5,000 iterations on each of them. The results presented are an
average of those 50 runs. For each iteration we present the cost of the assignment
that would have been selected by each algorithm at that iteration. All algorithms
were implemented within the anytime framework proposed in [21], which allowed
us to report for each of them the best result it traverses within 5, 000 iterations.
Also, in all versions of Max-Sum, we used value preferences selected randomly
for the purpose of tie breaking, as was suggested in [2].

As mentioned above, the experiments were performed on four types of
DCOPs, commonly used for evaluating DCOP algorithms, all formulated as
minimization problems. Uniform random problems were generated by adding
a constraint for each pair of agents/variables with probability p1 and for each
constrained pair, a cost for each combination of value assignments, selected uni-
formly between 1 and 10. Each problem included 100 variables with 10 values
in each domain. Graph coloring problems included 50 agents and all constraints
Rij ∈ R were “not-equal” cost functions where an equal assignment of neigh-
bors in the graph incurs a cost of 1 and non equal value assignments incur 0
cost. Following the literature, we used p1 = 0.05 and three values (i.e., colors)
in each domain [2,20,21]. Scale-free network problems included 50 agents, each
holding a variable with 10 values in each domain, and were generated using the
Barabási–Albert (BA) model. An initial set of 7 agents was randomly selected
and connected. Additional agents were added sequentially and connected to 3
other agents with a probability proportional to the number of links per agent.
Costs were independently drawn between 0 to 99. Similar problems were pre-
viously used to evaluate DCOP algorithms in [3]. Meeting scheduling problems
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included 90 agents, which scheduled 20 meetings into 20 time slots. When the
time slots of two meetings do not allow participation in both, a cost equal to
the number of agents assigned to both meetings was incurred. These realistic
problems are identical to those used in [21].

Our experiments included various λ values, however, in order to avoid redun-
dancy, we only present results with λ ∈ 0.5, 0.7, 0.9. This selection allows us to
avoid graph density while presenting the trend of improvement of the algorithm
when λ is closer to one.

Fig. 2. Solution cost for random uniform problems with relatively low density
(p1 = 0.1).

Figures 2 and 3 present the solution costs found by all algorithms when solv-
ing uniform random problems containing 100 agents with a relatively low den-
sity (p1 = 0.1) and with higher density of p1 = 0.7 respectively. The results
per iteration show that Damped Max-sum is inferior to DSA and the guaran-
teed convergence version Max-sum ADVP. That been said, the anytime results
of Damped Max-sum using high λ values (0.7 and 0.9) significantly outperform
DSA and Max-sum ADVP. This suggests that damping triggers efficient explo-
ration by Max-sum, i.e., that in contrast to the assumptions made in the Belief
propagation literature, the best results of Max-sum are not achieved when it
converges but rather (like in the case of local search) when there is a balance
between exploration and exploitation.

Figures 4, 5 and 6 present results on scale free nets, meeting scheduling and
graph coloring problems, respectively. On scale free nets the trends are sim-
ilar to the results obtained for uniform random problems. Damped Max-sum
improves as more iterations are performed and explores solutions of higher qual-
ity. Towards the end of the run, the results per iteration of the version with
λ = 0.9 produces in some iterations better solutions than DSA and similar to
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Fig. 3. Solution cost for random uniform problems with relatively high density
(p1 = 0.7).

Fig. 4. Solution cost for scale free net problems.

Max-sum ADVP. The anytime results outperform the converging algorithm sig-
nificantly. On meeting scheduling and graph coloring problems, the results of the
Damped Max-sum versions do not exhibit such an improvement, and seem to
explore solutions of similar quality throughout the run. Interestingly, the λ = 0.9
version on graph coloring seems to perform limited exploration and traverse solu-
tions with similar quality, while the 0.5 and 0.7 versions perform a higher level
of exploration.3

3 t-tests established that the Damped Max-Sum anytime solutions of all values of the
parameter λ were better on average than the anytime solutions reported for standard
Max-Sum, with statistical significance of p = 0.01, and better on average than DSA’s
solutions for λ values of 0.7 and 0.9 (except for the 0.9 version on graph coloring
problems), with the same significance level.
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Fig. 5. Solution cost for meeting scheduling problems.

Fig. 6. Solution cost for graph coloring problems.

A closer look at Fig. 6 reveals that the λ = 0.9 version, after a small number
of iterations, starts to perform limited oscillations that follow a strict pattern
repeatedly. In contrast, the λ = 0.5 and λ = 0.7 versions perform rapid oscilla-
tions, which do not follow a specific pattern. Throughout the run, the average
results per iteration of the λ = 0.9 version outperforms both the λ = 0.5 and
λ = 0.7 versions. On the other hand, the corresponding anytime results of the
λ = 0.9 version converge fast to a higher cost than the costs of the anytime solu-
tions reported for the λ = 0.5 and λ = 0.7 versions. This is another indication
of the relation between the level of exploration performed by Damped Max-sum
and the quality of its anytime results.
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Table 1. Convergence and anytime performance, for random uniform problems,
p1 = 0.1.

Problem count Standard 0.5 0.7 0.9

Converged 0 2 7 20

% out of all 50 0% 4% 14% 40%

Anytime was better 50 48 44 33

% out of all 50 100% 96% 88% 66%

Table 2. Convergence and anytime performance, for graph coloring problems.

Problem count Standard 0.5 0.7 0.9

Converged 1 6 8 49

% out of all 50 2% 12% 16% 98%

Anytime was better 49 44 43 37

% out of all 50 98% 88% 86% 74%

The results of our experiments indicate that, in contrast to the common
assumption regarding the role of damping in improving Belief propagation, by
increasing its convergence rate, the success of damping is in generating use-
ful exploration of high quality solutions that can be captured by an anytime
framework and outperform versions of Max-sum that guarantee convergence, as
Max-sum ADVP. In order to straighten this statement we present the conver-
gence rate and anytime performance of the Max-sum versions for the uniform
random problem settings and for the graph coloring problems (the convergence
results of the meeting scheduling problems and the scale free nets showed simi-
lar trends to the uniform settings and were omitted for lack of space). Tables 1
and 2 present for standard Max-Sum and the Damped Max-Sum, the number
of problems out of the 50 problems solved, on which each of the versions of the
algorithm converged. In addition, the tables present the number of problems in
which the anytime solution was better than the solution produced in the final
iteration of the algorithm’s run.

For the random problems (Table 1) the results indicate that the closer λ is to
one, the higher are the chances of convergence of the Damped Max-Sum algo-
rithm. The results for problem with higher density preserved the same trend and
were omitted for lack of space. As for the anytime solutions reported, in prob-
lems for which the algorithm converged, it did not always converge to the best
solution visited during the algorithm’s run. The number of problems on which
the algorithm converged to the best solution reached during the algorithm’s run,
increases when a higher value of λ is selected. Nevertheless, for all versions, the
anytime results were better than the results in the last iteration of the algorithm
on a significant portion of the problem instances.



Max-sum Revisited: The Real Power of Damping 123

The results in Table 2 strengthen our analysis of Fig. 6. On graph coloring
problems, the λ = 0.9 has a much higher convergence rate than the λ = 0.5
and λ = 0.7 versions. However, its anytime results are better than the results
in the last iteration in a fewer number of runs of the algorithm. Thus, on these
problems a lower damping factor resulted in more effective exploration. In order
to check whether this phenomenon was unique for graph coloring problems,
we ran experiments in which we changed the constraint structure of all other
benchmarks (random uniform, scale free and meeting scheduling) such that it
was similar to the constraint structure in graph coloring, i.e., where for every
pair of constrained variables, for each value in each domain there was a single
value in the domain of the other variable with whom it was constrained. The
results across all benchmarks were that the version with λ = 0.9 had higher
convergence rate and produced results with higher costs than the version with
λ = 0.7, as in graph coloring.

7 Conclusion

We investigated the effect of using damping within the Max-sum algorithm, the
distributed version of Belief propagation, which was adopted for solving DCOPs.

In terms of computational bounds for convergence, we proved that on acyclic
problems, where Max-sum is guaranteed to converge to the optimal solution, in
the worst case damping slows the convergence to weakly polynomial time. Similar
proofs can be applied to other structures on which Max-sum is guaranteed to
converge, e.g., graphs with a single cycle and directed acyclic graphs (on which
it converges, but not necessary to the optimal solution).

Our empirical study revealed that while damping improved the results of the
algorithm drastically, in most cases it did not converge within 5000 iterations.
However, when combined with an anytime framework, Damped Max-sum signif-
icantly outperforms the best versions of Max-sum, and a standard local search
algorithm as well.

In future work we intend to deepen the investigation on the best selection of
the parameter λ in Damped Max-sum, with respect to the problem structure.
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Abstract. The field of Distributed Constraint Optimization has gained
momentum in recent years thanks to its ability to address various appli-
cations related to multi-agent cooperation. While techniques for solving
Distributed Constraint Optimization Problems (DCOPs) are abundant
and have matured substantially since the field’s inception, the number
of DCOP realistic applications available to assess the performance of
DCOP algorithms is lagging behind. To contrast this background we (i)
introduce the Smart Home Device Scheduling (SHDS) problem, which
describes the problem of coordinating smart devices schedules across
multiple homes as a multi-agent system, (ii) detail the physical models
adopted to simulate smart sensors, smart actuators, and homes’ environ-
ments, and (iii) introduce a realistic benchmark for SHDS problems.

1 Introduction

Distributed Constraint Optimization Problems (DCOPs) [16,20,27] have
emerged as one of the prominent agent models to govern the agents’ autonomous
behavior, where both algorithms and communication models are driven by the
structure of the specific problem. Researchers have used DCOP algorithms to
solve various multi-agent coordination and resource allocation problems, includ-
ing meeting scheduling [13,29], power network management [12], and smart home
appliances coordination [22].

Since the research field’s inception, a wide variety of algorithms has been
proposed to solve DCOPs. DCOP algorithms are typically classified as either
complete or incomplete, based on whether they can guarantee to find an optimal
solution or they trade optimality for shorter execution times [6]. In addition,
each of these classes can be categorized into several groups, depending on the
degree of locality exploited by the algorithms (e.g., full decentralization or partial
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centralization) [11,14,21], the way local information is updated (e.g., synchro-
nous [14,19,20] or asynchronous [5,10,16]), and the type of exploration process
adopted (e.g., search-based [11,16,26,28], inference-based [5,20], or sampling-
based [7,17,18]).

While techniques to solve DCOPs are abundant and have matured substan-
tially since the field’s inception, the number of realistic DCOP applications
and benchmarks used to assess the performance of DCOP algorithms is lagging
behind [9]. Typical DCOP algorithms are evaluated on artificial random prob-
lems, or simplified problems that are adapted to the often unrealistic assumptions
made by DCOP algorithms (e.g., that each agent controls exactly one variable,
and that all problem constraints are binary). To evaluate the performance of
DCOP algorithms, it is necessary to introduce realistic benchmarks of deploy-
able applications.

Motivated by these issues, we recently introduced the Smart Home Device
Scheduling (SHDS) problem [8], which formalizes the problem of coordinating
the schedules of smart devices (e.g., smart thermostats, circulator heating, wash-
ing machines) across multiple smart homes as a multi-agent system (MAS). The
SHDS problem is suitable to be modeled as a DCOP due to the presence of both
complex individual agents’ goals, describing homes’ energy price consumption,
as well as a collective agents’ goal, capturing reduction in energy peaks.

In this paper, we introduce a realistic synthetic benchmark for the SHDS
problem for DCOPs. We report the details of the physical models adopted to
simulate smart home sensors and actuators, as well as home environments,
and describe how the actuator’s actions affect the environments of a home
(e.g., home’s temperature, cleanliness, humidity). The dataset, the models, and
the source code used to generate the SHDS dataset is available at https://github.
com/nandofioretto/SHDS dataset.

1.1 DCOP

A Distributed Constraint Optimization Problem (DCOP) [16,27] is described
by a tuple 〈X ,D,F ,A, α〉, where: X = {x1, . . . , xn} is a set of variables; D =
{D1, . . . , Dn} is a set of finite domains (i.e., xi ∈ Di); F = {f1, . . . , fe} is a set
of utility functions (also called constraints), where fi:�xj∈xfi Di → R+ ∪ {−∞}
and xfi ⊆ X is the set of the variables (also called the scope) relevant to fi;
A = {a1, . . . , ap} is a set of agents; and α : X → A is a function that maps
each variable to one agent. fi specifies the utility of each combination of values
assigned to the variables in xfi . A partial assignment σ is a value assignment
to a set of variables Xσ ⊆X that is consistent with the variables’ domains. The
utility F(σ)=

∑
f∈F,xf ⊆Xσ

f(σ) is the sum of the utilities of all the applicable
utility functions in σ. A solution is a partial assignment σ for all the variables
of the problem, i.e., with Xσ =X . We will denote with x a solution, while xi is
the value of xi in x. The goal is to find an optimal solution x∗ = argmaxx F(x).

https://github.com/nandofioretto/SHDS_dataset
https://github.com/nandofioretto/SHDS_dataset
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2 Scheduling Device in Smart Homes

A Smart Home Device Scheduling (SHDS) problem is defined by the tuple
〈H,Z,L,PH ,PZ ,H, θ〉, where: H = {h1, h2, . . .} is a neighborhood of smart
homes, capable of communicating with one another; Z = ∪hi∈HZi is a set of
smart devices, where Zi is the set of devices in the smart home hi (e.g., vacuum
cleaning robot, smart thermostat). L = ∪hi∈HLi is a set of locations, where Li

is the set of locations in the smart home hi (e.g., living room, kitchen); PH is the
set of state properties of the smart homes (e.g., cleanliness, temperature); PZ

is the set of devices state properties (e.g., battery charge for a vacuum robot);
H is the planning horizon of the problem. We denote with T = {1, . . . , H} the
set of time points; θ : T → R

+ represents the real-time pricing schema adopted
by the energy utility company, which expresses the cost per kWh of energy con-
sumed by consumers. Finally, we use Ωp to denote the set of all possible states
for state property p ∈ PH ∪PZ (e.g., all the different levels of cleanliness for the
cleanliness property). Figure 1(right) shows an illustration of a neighborhood of
smart homes with each home controlling a set of smart devices.

2.1 Smart Devices

For each home hi ∈ H, the set of smart devices Zi is partitioned into a set of
actuators Ai and a set of sensors Si. Actuators can affect the states of the home
(e.g., heaters and ovens can affect the temperature in the home) and possibly
their own states (e.g., vacuum cleaning robots drain their battery power when
running). On the other hand, sensors monitor the states of the home. Each
device z ∈ Zi of a home hi is defined by a tuple 〈�z, Az, γ

H
z , γZ

z 〉, where �z ∈ Li

denotes the relevant location in the home that it can act or sense, Az is the set
of actions that it can perform, γH

z : Az → 2PH maps the actions of the device to
the relevant state properties of the home, and γZ

z : Az → 2PZ maps the actions
of the device to its relevant state properties. We will use the following running
example throughout this paper.

Example 1. Consider a vacuum cleaning robot zv with location �zv
= living room.

The set of possible actions is Azv
= {run, charge, stop} and the mappings are:

γH
zv

: run→{cleanliness}; charge→∅; stop→∅
γZ

zv
: run→{battery charge}; charge→{battery charge}; stop→∅

where ∅ represents a null state property.

2.2 Device Schedules

To control the energy profile of a smart home, we need to describe the behavior
of the smart devices acting in the smart home during time. We formalize this
concept with the notion of device schedules.

We use ξt
z ∈ Az to denote the action of device z at time step t, and ξt

X =
{ξt

z | z ∈ X} to denote the set of actions of the devices in X ⊆ Z at time step t.
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Fig. 1. Illustration of a neighborhood of smart homes (Color figure online)

Definition 1 (Schedule). A schedule ξ
[ta→tb]
X = 〈ξta

X , . . . , ξtb

X〉 is a sequence of
actions for the devices in X ⊆ Z within the time interval from ta to tb.

Consider the illustration of Fig. 1(left). The top row of Fig. 1(left) shows a
possible schedule 〈R,R,C,C,R,R,C,R〉 for a vacuum cleaning robot starting
at time 1400 h, where each time step is 30 min. The robot’s actions at each time
step are shown in the colored boxes with letters in them: red with ‘S’ for stop,
green with ‘R’ for run, and blue with ‘C’ for charge.

At a high level, the goal of the SHDS problem is to find a schedule for each
of the devices in every smart home that achieve some user-defined objectives
(e.g., the home is at a particular temperature within a time window, the home
is at a certain cleanliness level by some deadline) that may be personalized for
each home. We refer to these objectives as scheduling rules.

2.3 Scheduling Rules

We define two types of scheduling rules: Active scheduling rules (ASRs) that
define user-defined objectives on a desired state of the home (e.g., the living
room is cleaned by 1800 h). Passive scheduling rules (PSRs) that define implicit
constraints on devices that must hold at all times (e.g., the battery charge on a
vacuum cleaning robot is always between 0% and 100%). We provide a formal
description for the grammar of scheduling rules in Sect. 3.4.

Example 2. The scheduling rule (1) describes an ASR defining a goal state where
the living room floor is at least 75% clean (i.e., at least 75% of the floor is cleaned
by a vacuum cleaning robot) by 1800 h:

living room cleanliness ≥ 75 before 1800 (1)
zv battery charge ≥ 0 always (2)
zv battery charge ≤ 100 always (3)

and scheduling rules (2) and (3) describe PSRs stating the battery charge of the
vacuum cleaning robot zv needs to be between 0% and 100% of its full charge
at all the times:
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We denote with R
[ta→tb]
p a scheduling rule over a state property p∈PH ∪PZ ,

and time interval [ta, tb]. Each scheduling rule indicates a goal state at a location
or on a device �Rp

∈Li ∪Zi of a particular state property p that must hold over
the time interval [ta, tb] ⊆ T. The scheduling rule goal state is either a desired
state of a home, if it is an ASR (e.g., the cleanliness level of the room floor) or
a required state of a device or a home, if it is a PSR (e.g., the battery charge of
the vacuum cleaning robot).

Each rule is associated with a set of actuators Φp ⊆ Ai that can be used to
reach the goal state. For instance, in our Example (2), Φp correspond to the vac-
uum cleaning robot zv, which can operate on the living room floor. Additionally,
a rule is associated with a sensor sp ∈Si capable of sensing the state property p.
Finally, in a PSRs the device can also sense its own internal states.

The ASR of Eq. (1) is illustrated in Fig. 1(left) by dotted red lines on the
graph. The PSRs are not shown as they must hold for all time steps.

2.4 Feasibility of Schedules

To ensure that a goal state can be achieved across the desired time window the
system uses a predictive model of the various state properties. This predictive
model captures the evolution of a state property over time and how such state
property is affected by a given joint action of the relevant actuators. We describe
the details of the physical predictive models used to generate our benchmark set
in Sect. 3.3.

Definition 2 (Predictive Model). A predictive model Γp for a state property
p (of either the home or a device) is a function Γp:Ωp × �z∈Φp

Az ∪ {⊥} →
Ωp ∪ {⊥}, where ⊥ denotes an infeasible state and ⊥ + (·) = ⊥.

In other words, the model describes the transition of state property p from
state ωp ∈ Ωp at time step t to time step t + 1 when it is affected by a set of
actuators Φp running joint actions ξt

Φp
:

Γ t+1
p (ωp, ξ

t
Φp

) = ωp + Δp(ωp, ξ
t
Φp

) (4)

where Δp(ωp, ξ
t
Φp

) is a function describing the effect of the actuators’ joint action
ξt
Φp

on state property p. We assume here, w.l.o.g., that the state of properties
are numeric—when this is not the case, a mapping to the possible states to a
numeric representation can be easily defined.

Notice that a recursive invocation of a predictive model allows us to predict
the trajectory of a state property p for future time steps, given a schedule of
actions of the relevant actuators Φp. Let us formally define this concept.

Definition 3 (Predicted State Trajectory). Given a state property p, its
current state ωp at time step ta, and a schedule ξ

[ta→tb]
Φp

of relevant actuators Φp,

the predicted state trajectory πp(ωp, ξ
[ta→tb]
Φp

) of that state property is defined as:

πp(ωp, ξ
[ta→tb]
Φp

) = Γ tb
p (Γ tb−1

p (. . . (Γ ta
p (ωp, ξ

ta

Φp
), . . .), ξtb−1

Φp
), ξtb

Φp
) (5)
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Consider the device scheduling example in Fig. 1(left). The predicted state
trajectories of the battery charge and cleanliness state properties are shown in
the second and third rows of Fig. 1(left). These trajectories are predicted given
that the vacuum cleaning robot will take on the schedule shown in the first row of
the figure. The predicted trajectories of these state properties are also illustrated
in the graph, where the dark grey line shows the states for the robot’s battery
charge and the black line shows the states for the cleanliness of the room.

Notice that to verify if a schedule satisfies a scheduling rule it is sufficient to
check that the predicted state trajectories are within the set of feasible state tra-
jectories of that rule. Additionally, notice that each active and passive scheduling
rule defines a set of feasible state trajectories. For example, the active schedul-
ing rule of Eq. (1) allows all possible state trajectories as long as the state at
time step 1800 is no smaller than 75. We use Rp[t] ⊆ Ωp to denote the set of
states that are feasible according to rule Rp of state property p at time step t.
More formally, a schedule ξ

[ta→tb]
Φp

satisfies a scheduling rule R
[ta→tb]
p (written as

ξ
[ta→tb]
Φp

|= R
[ta→tb]
p ) iff:

∀t ∈ [ta, tb]:πp(ωta
p , ξ

[ta→t]
Φp

) ∈ Rp[t] (6)

where ωta
p is the state of state property p at time step ta.

Definition 4 (Feasible Schedule). A schedule is feasible if it satisfies all the
passive and active scheduling rules of each home in the SHDS problem.

In the example of Fig. 1, the evaluated schedule is a feasible schedule since
the trajectories of both the battery charge and cleanliness states satisfy both the
active scheduling rule (1) and the passive scheduling rules (2) and (3).

2.5 Optimization Objective

In addition to finding feasible schedules, the goal in the SHDS problem is to
optimize for the aggregated total cost of energy consumed.

Each action a∈Az of device z ∈Zi in home hi ∈H has an associated energy
consumption ρz:Az →R

+, expressed in kWh. The aggregated energy Et
i (ξ

[0→H]
Zi

)

across all devices consumed by hi at time step t under trajectory ξ
[1→H]
Zi

is:

Et
i (ξ

[0→H]
Zi

) =
∑

z∈Zi

ρz(ξt
z) (7)

where ξt
z is the action of device z at time t in the schedule ξ

[0→H]
Zi

. The cost

ci(ξ
[0→H]
Zi

) associated to schedule ξ
[1→H]
Zi

in home hi is:

ci(ξ
[1→H]
Zi

) =
∑

t∈T

(
�t
i + Et

i (ξ
[0→H]
Zi

)) · θ(t) (8)
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where �t
i is the home background load produced at time t, which includes all

non-schedulable devices (e.g., TV, refrigerator), and sensor devices, which are
always active, and θ(t) is the real-time price of energy per kWh at time t.

The objective of an SHDS problem is that of minimizing the following
weighted bi-objective function:

min
ξ
[0→H]
Zi

αc ·Csum + αe ·Epeak (9)

subject to: ∀hi ∈ H, R[ta→tb]
p ∈ Ri: ξ

[ta→tb]
Φp

|= R[ta→tb]
p (10)

where αc, αe ∈R are weights, Csum =
∑

hi∈H ci(ξ
[0→H]
Zi

) is the aggregated mone-

tary cost across all homes hi; and Epeak =
∑

t∈T

∑
Hj∈H

∑
hi∈Hj

(
Et

i (ξ
[0→H]
Zi

)
)2

is a quadratic penalty function on the aggregated energy consumption across all
homes hi. Since the SHDS problem is designed for distributed multi-agent sys-
tems, in a cooperative approach, optimizing Epeak may require each home to
share its energy profile with every other home. To take into account data pri-
vacy concerns and possible high network loads, we decompose the set of homes
H into neighboring subsets of homes H, so that Epeak can be optimized indepen-
dently within each subset. One can use coalition formation algorithms [23–25]
to form such coalitions/subsets of neighboring homes. These coalitions can be
exploited by a distributed algorithm to (1) parallelize computations between
multiple groups and (2) avoid data exposure over long distances or sensitive
areas. Finally, Constraint (10) defines the valid trajectories for each scheduling
rule r ∈ Ri, where Ri is the set of all scheduling rules of home hi.

2.6 DCOP Mapping

One can map the SHDS problem to a DCOP as follows:

• Agents: Each agent ai ∈ A in the DCOP is mapped to a home hi ∈ H.
• Variables and Domains: Each agent ai controls the following set of vari-

ables:
• For each actuator z ∈ Ai and each time step t ∈ T, a variable xt

i,z whose
domain is the set of actions in Az. The sensors in Si are considered to be
always active, and thus not directly controlled by the agent.

• An auxiliary interface variable x̂t
j whose domain is the set

{0, . . . ,
∑

z∈Zi
ρ(argmaxa∈Az

ρz(a))}, which represents the aggregated
energy consumed by all the devices in the home at each time step t.

• Constraints: There are three types of constraints:
• Local soft constraints (i.e., constraints that involve only variables con-

trolled by the agent) whose costs correspond to the weighted summation
of monetary costs, as defined in Eq. (8).

• Local hard constraints that enforce Constraint (10). Feasible schedules
incur a cost of 0 while infeasible schedules incur a cost of ∞.

• Global soft constraints (i.e., constraints that involve variables controlled
by different agents) whose costs correspond to the peak energy consump-
tion, as defined in the second term in Eq. (9).
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3 Model Parameters and Realistic Data Set Generation

This section describes the parameters and models adopted in our SHDS dataset.
We first describe the structural parameters adopted to model the houses, which
are used in turn to calculate the predictive models. Next, we describe the smart
devices adopted in our dataset and we discuss their power consumptions and
their effects on the house environments. We then describe the predictive mod-
els adopted to capture changes in the houses’ environments and devices’ states.
Finally, we report the Backus-Naur Form (BNF) for the scheduling rules intro-
duced in Sect. 2.3 and the pricing scheme adopted in our experiments.

3.1 House Structural Parameters

We consider three house sizes (small, medium, and large). The floor plans for
the three house structures are shown in Fig. 2.

Fig. 2. Floor plans for a small (left), medium (center), and large (right) house

Our house structural model simplifies the floor plans shown in Fig. 2 by
ignoring internal walls. This abstraction is sufficient to capture the richness of
the predictive models introduced in Sect. 2.4. Table 1 reports the parameters of
the houses adopted in our SHDS dataset. The house sizes are expressed in meters
(L× W ). The wall’s height is assumed to be 2.4 m and the window area denotes
the area of the walls covered by windows. The overall heat transfer coefficient
(also referred to as U-value) describes how well a building element conducts heat.
It is defined as the rate of heat transfer (in watts) through one unit area (m2)
of a structure divided by the difference in temperature across the structure [15].

The material of the walls is constituded by a metal panel with R-11 insu-
lation, and a gypsum board with an F01 layer (outside surface), an F08 steel
siding layer with I04 insulation, and a G01 gypsum board layer. The walls’ heat-
transfer coefficient (Uwalls) is 0.48 W

m2· ◦C . We consider vertical double glazed
windows with 30−60 mm of separation between glasses and whose heat-transfer
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coefficient (Uwindows) is 2.8 W
m2 ◦C . Additionally, we consider a wood roof with

R-10 insulation board, wood deck, and suspended acoustical ceiling, and whose
heat-transfer coefficient (Uroof) is 0.39 W

m2· ◦C . Finally, we consider a 5.08 cm
wooden door, with heat-transfer coefficient of 2.6 W

m2 ◦C . These are commonly
adopted materials in the US house construction industry [15]. We assume a back-
ground load consumption which accounts of a medium-size refrigerator (120 W),
a wireless router (6 W), and a set of light bulbs (collectively 40 W) [15]. The
heat gain from the background house appliances is computed according to [15]
(Table 9.8). We consider the heat gain generated by two people and computed
as in [15] (Table 9.7), assuming the metabolic rate of light office work.

Table 1. House structural parameters

Structural
parameters

Small Medium Large Structural
parameters

Small Medium Large

House size (m) 6 × 8 8 × 12 12 × 15 Uroof (W/(m2

◦C))
1.1 1.1 1.1

Walls area
(m2)

67.2 96 129.6 Lights energy
density
(W/m3)

9.69 9.69 9.69

Window area
(m2)

7.2 10 16 Background
load (kW)

0.166 0.166 0.166

Uwalls (W/(m2

◦C))
3.9 3.9 3.9 Background

heat gain (W)
50 50 50

Uwindows

(W/(m2 ◦C))
2.8 2.8 2.8 People heat

gain (Btu/h)
400 400 400

3.2 Smart Devices

In this section, we report the complete list of smart devices (sensors and actua-
tors) adopted by the smart homes in our SHDS dataset.

Sensors. Table 2 reports the sensors adopted in our SHDS problem. For each
sensor, we report an identifier (ID), the state property (see Sect. 2.1) it senses,
and its location in the house. All sensors are considered to be constantly active,
sensing a single state property at a location (e.g., an air temperature sensor is
located in a room of the house, a charge sensor is located on a device).

Actuators. Table 3 reports the list of the actuators. It tabulates the type of
actuator and its model, its possible actions, the power consumption (in kWh),
the state properties affected by each of its action, and the effects (Δ) on the
associated predictive models in the small, medium, and large house sizes. The
latter represents the incremental quantity that affects the physical system, given
the action of the actuator, as defined in Eq. (4). We detail the calculation of the
house and devices physical models below.
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Table 2. List of sensors

ID State property Location ID State property Location

01 Air temperature House room 08 Dish cleanliness Appliance

02 Floor cleanliness (dust) House room 09 Air humidity House room

03 Temperature Appliance 10 Luminosity House room

04 Battery charge Appliance 11 Occupancy House room

05 Bake Appliance 12 Movement House room

06 Laundry wash Appliance 13 Smoke detector House room

07 Laundry dry Appliance

3.3 Physical Models

In this section we describe the physical models used to compute the effects Δ of
the actuators’ actions on a predictive model (see Table 3). These values, in turn,
are adopted within the SHDS predictive models as described in Eq. (4).

Battery (Dis)charge Model. The battery charge/discharge model adopted
in our work for the battery-powered devices is as follows. For a given battery b
with capacity Qb (expressed in kWh), voltage Vb, and electric charge Eb = Vb

Qb

(expressed in ampere-hour (Ah)), and assuming a 100% charging/discharging
efficiency, the battery charge time b+α and discharge time b−

α are computed,
respectively, as:

b+α =
Eb

C+
; b−

α =
Eb

C− , (11)

and expressed in hours. C+ and C− are, respectively, the charging amperage and
the in-use amperage. In Table 4, we report the battery model parameters associ-
ated to our electric vehicle and to our robotic vacuum cleaner. These parameters
are derived following the products’ manuals [1,3], respectively. The effects Δ of
the devices’ action associated to the charging time and discharging time are
computed by dividing the total charging time and discharging time by |T|.

Air Temperature Model. The air temperature predictive model is computed
following the standard principle of heating and ventilation [15], and described
as follows. Let G be the ventilation conductance: G = V̇ ρah̄, where V̇ is the air
volume flow rate, whose value is set to 100, ρa is the density of the air, set to
0.75, and h̄ is the specific heat of the air, set to 0.24, following [15]. The house
heat loss coefficient hloss is expressed as:

hloss = Uwalls · Awalls + Uroof · Aroof + Uwindows · Awindows + G (12)

where Uwalls, Uroof, and Uwindows describe the heat transfer coefficients for
the walls, roof, and windows of the house, respectively, and Awalls, Aroof, and
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Table 3. List of actuators

Actuator Model Actions Consumption
(kWh)

State
properties
(ID)

Effects small (Δ) Effects medium
(Δ)

Effects large (Δ)

Heater Dyson AM09 Off 0 {01} − L̇h
148.48·TA

− L̇h
296.86·TA

− L̇h
593.75·TA

Fan 0.008 {01} − L̇h
148.48·TA

− L̇h
296.86·TA

− L̇h
593.75·TA

Heat 0.025 {01} L̇h
148.48·|TZ−TA|

L̇h
296.86·|TZ−TA|

L̇h
593.75·|TZ−TA|

AC Bryant
697CN030B

Off 0 {01} L̇h
148.48·TA

L̇h
296.86·TA

L̇h
593.75·TA

Fan 0.012 {01} L̇h
148.48·TA

L̇h
296.86·TA

L̇h
593.75·TA

Cool 0.037 {01} L̇h
148.48·|TA−TZ |

L̇h
296.86·|TA−TZ |

L̇h
593.75·|TA−TZ |

Water
heater

Tempra 36 Off 0 {03} {0} {0} {0}
On 0.060 {03} {9.90◦C} {8.94◦C} {6.83◦C}

Vacuum
bot

iRobot
Roomba 880

Off 0 {02, 04} {0.0%, 0.0%} {0.0%, 0.0%} {0.0%, 0.0%}
Vacuum 0 {02, 04} {0.676%, -0.21%}{0.338%, -0.21%}{0.168%, -

0.21%}
Charge 0.004 {04} {0.33%} {0.33%} {0.33%}

Electric
vehicle

Tesla Model
S

Off 0 {04} {0} {0} {0}
48 amp wall
charger

0.192 {04} {0.226%} {0.226%} {0.226%}

72 amp wall
charger

0.283 {04} {0.333%} {0.333%} {0.333%}

Super
charger

120 {04} {2.326%} {2.326%} {2.326%}

Clothes
washer

GE
WSM2420
D3WW

Off 0 {06} {0} {0} {0}
Wash
(Regular)

0.007 {06} {1} {1} {1}

Spin
(Regular)

0.008 {06} {1} {1} {1}

Rinse
(Regular)

0.008 {06} {1} {1} {1}

Wash
(Perm-
Press)

0.007 {06} {1} {1} {1}

Spin (Perm-
Press)

0.007 {06} {1} {1} {1}

Rinse
(Perm-
Press)

0.008 {06} {1} {1} {1}

Wash
(Delicates)

0.007 {06} {1} {1} {1}

Spin
(Delicates)

0.007 {06} {1} {1} {1}

Rinse
(Delicates)

0.008 {06} {1} {1} {1}

Clothes
dryer

*GE
WSM2420
D3WW

Off 0 {07} {0} {0} {0}
On
(Regular)

0.027 {07} {1} {1} {1}

On (Perm-
Press)

0.024 {07} {1} {1} {1}

On (Timed) 0.028 {07} {1} {1} {1}
Oven Kenmore

790.91312013
Off 0 {05} {0} {0} {0}
Bake 0.037 {05, 01} {1, 0.017◦C} {1, 0.009◦C} {1, 0.004◦C}
Broil 0.042 {05, 01} {1.25, 0.02◦C} {1.25, 0.01◦C} {1.25, 0.005◦C}

DishwasherKenmore
665.13242
K900

Off 0 {08} {0} {0} {0}
Wash 0.006 {08} {1} {1} {1}
Rinse 0.009 {08} {1} {1} {1}
Dry 0.006 {08} {1} {1} {1}
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Table 4. Electric vehicle [3] and robotic vacuum cleaner [1] batteries’ physical model.

Tesla model S iRobot Roomba 880

Slow charge Regular charge Super charger

Vb 240 240 240 120

Eb 354 Ah 354Ah 354Ah 3 Ah

C+ 48 A 72A 500A 1.25 A

C− 60 A 60A 60A 0.75 A

b+α 7 hr 22 min 5 h 43min 2 h 24 min

b−
α 6 h 6 h 6 h 4 h

Awindows describe the areas of the walls, roof, and windows, respectively. Their
values are provided in Table 1. If TA is the current temperature and TZ is a
target temperature, then the heating load L̇h is given by

L̇h = hloss|TZ − TA| (13)

The heating load defines the quantity of heat per unit time (in BTU) that
must be supplied in a building to reach a target temperature TZ , from the given
temperature TA. Given the heating load L̇h and the heater capacity C of a
heater/cooler, the time required for a device to operate so to reach the desired
temperature is given by: Lh

C .
The heating/cooling load is also effected by the outdoor and indoor temper-

ature difference. Consider the example where TA = 12 ◦C, TZ = 22 ◦C, and the
outdoor temperature changes from TA to TN = 8 ◦C. We can calculate the new
load due to change in temperature using the following:

L̇n = L̇h · |TZ − TN |
|TZ − TA| . (14)

The above expression shows that an outdoor temperature drops of 4 ◦C,
causes the heating load to increase by a factor of 1.4. In our model, to compute
the change in temperature per time step (Δ) we use the heat-loss relationship:

Δ =
hloss

m · cp
, (15)

where m is the mass of the air and cp is the specific heat of air. In our model,
m depends on volume flow rate of an air in the house, and cp = 1 kJ/kg·K.

Water Temperature Model. The rise in the water temperature per unit of
time (Δ value) is dependent on the difference in the water temperature flowing
into the water heater and the amount of water flowing out of the water heater,
as well as water usage. We considered an on-demand electric water heater (tan-
kless). The water usage depends on household size and the activities of multiple
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users. In our model, to compute the rise and drop in water temperature, we
adopted the highest potential peak in households water usage following [2,4],
and corresponding to 26.50 l/min (small house), 29.34 l/min (medium house),
and 38:38 l/min (large house). The rise in temperature is 18.33 ◦C for 14.31 l/min
of water usage [2]. Thus the rise in temperature for our small, medium, and large
house, are, respectively, 9.90 ◦C, 8.94 ◦C, and 6.83 ◦C.

Cleanliness Model. Our floor cleanliness model is computed using the fol-
lowing equation: T = A

0.313 , where A represents the area of the room (in m2)
and T is the amount of time (in minutes) required by a robotic vacuum
cleaner to vacuum the entire room. A robotic vacuum cleaner iRobot Roomba
880 is estimated to cover a 17.84 m2 room in 57 min [1] (which is approxi-
mately 0.313 m2/min). In our proposed dataset we use three different areas:
Asmall = 48 m2, Amedium = 96 m2, and Alarge = 180 m2. Thus the estimated
times to cover a 100% floor for the small, medium, and large houses are, respec-
tively: T = 153.35, 306.71, and 575.08 min. The corresponding Δ value of Table 3,
represents the percentage of floor covered in the time unit, and is computed as:
Δ = 100

T .
All other predictive models (e.g., laundry wash, laundry dry, bake, dish clean-

liness, etc.) simply capture the time needed for a device to achieve the required
goal. The specifics for such values are provided in Sect. 4.

3.4 Scheduling Rules

We now report the complete Backus-Naur Form (BNF) describing the scheduling
rules for a smart home hi ∈ H, introduced in Sect. 2.2.

〈rules〉 ....= 〈simple rule〉 | 〈simple rule〉 ∧ 〈rules〉
〈simple rule〉 ....= 〈active rule〉 | 〈passive rule〉
〈active rule〉 ....= 〈location〉〈state property〉〈relation〉〈goal state〉〈time〉

〈passive rule〉 ....= 〈location〉〈state property〉〈relation〉〈goal state〉
〈location〉 ....= � ∈ Li

〈state property〉 ....= s ∈ PH | s ∈ PZ

〈relation〉 ....= ≤ | < | = | �= | > | ≥
〈goal state〉 ....= sensor state | actuator state

In our dataset, the device states are mapped to numeric values, i.e., Ωp =N, for
all p ∈ PH ∪ PZ .

3.5 Pricing Schema

For the evaluation of our SHDS dataset we adopted a pricing schema used by
the Pacific Gas & Electric Co. for its customers in parts of California,1 which
1 https://goo.gl/vOeNqj.

https://goo.gl/vOeNqj
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accounts for 7 tiers ranging from $0.198 per kWh to $0.849 per kWh, reported
in Table 5.

Table 5. Pacific gas & electric co. pricing schema

Time start 0:00 8:00 12:00 14:00 18:00 22:00

Time end 7:59 11:59 13:59 17:59 21:59 23:59

Price ($) 0.198 0.225 0.249 0.849 0.225 0.198

4 SHDS Dataset

We now introduce a dataset for the SHDS problem for DCOPs. We generate syn-
thetic microgrid instances sampling neighborhoods in three cities in the United
States (Des Moines, IA; Boston, MA; and San Francisco, CA) and estimate the
density of houses in each city. The average density (in houses per square kilome-
ters) is 718 in Des Moines, 1357 in Boston, and 3766 in San Francisco. For each
city, we created a 200 m × 200 m grid, where the distance between intersections
is 20 m, and randomly placed houses in this grid until the density is the same
as the sampled density. We then divided the city into k (=|H|) coalitions, where
each home can communicate with all homes in its coalition. Finally, we ensure
that there are no disjoint coalitions; this is analogous to the fact that microgrids
are all connected to each other via the main power grid.

We generate a total of 624 problem instances, where, for each city, we vary the
number of agents—up to 7532 for the largest instance, the number of coalitions
from 1 to 1024, and the number of devices controlled by each house agent (from
2 to 20). The SHDS datasets is available at https://github.com/nandofioretto/
SHDS dataset.

Each home device has an associated active scheduling rule that is randomly
generated and a number of passive rules that must always hold. The parameters
used to generate active rules and passive rules are reported, respectively, in
Tables 6 and 7. The time predicates associated with these rules are generated at
random within the given horizon. Additionally, the relations r and goals states gi

are randomly generated by sampling from the sets corresponding, respectively,
to the columns 〈relation〉 and 〈goal state〉 of Table 6.

Tables 9, report the results of the SHDS experiments for a subset of the Des
Moines, Boston, and San Francisco instances, respectively, where we vary the
number of agents (n)—up to 474 for the largest instances—and the number of
devices controlled by each home (m), while retaining the number of coalitions
k = 1. To solve these instances, we use an uncoordinated approach, where agents
solve their private scheduling subproblem without coordinating their actions
with those of other agents and, thus, disregarding the energy peak minimiza-
tion objective. Each agent reports the best schedule found with a local Con-
straint Programming solver2 as subroutine within a 10-s timeout. The row obj
2 We adopt the JaCoP solver (http://www.jacop.eu/).

https://github.com/nandofioretto/SHDS_dataset
https://github.com/nandofioretto/SHDS_dataset
http://www.jacop.eu/
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Table 6. Scheduling (active) rules

〈location〉 〈state property〉 〈relation〉 〈goal state〉 〈time〉
Room Air temperature r ∈ {>, ≥} g1 ∈ [17, 24] 〈time〉
Room Floor cleanliness r ∈ {>, ≥} g2 ∈ [50, 99] 〈time〉
Electric vehicle Charge r ∈ {>, ≥} g3 ∈ [50, 99] 〈time〉
Water heater Temperature r ∈ {>, ≥} g4 ∈ [15, 40] 〈time〉
Clothes washer Laundry wash r ∈ {≥} g5 ∈ {45, 60} 〈time〉
Clothes dryer Laundry dry r ∈ {≥} g6 ∈ {45, 60} 〈time〉
Oven Bake r ∈ {=} g7 ∈ {60, 75, 120, 150} 〈time〉
Dishwasher Dish cleanliness r ∈ {≥} g8 ∈ {45, 60} 〈time〉

Table 7. Scheduling (passive) rules

〈location〉 〈state property〉 〈relation〉 〈goal state〉 〈location〉 〈state property〉 〈relation〉 〈goal state〉
Room Air temperature ≥ 0 EV Charge ≤ 100

Room Air temperature ≤ 33 Water heater Temperature ≥ 10

Room Floor cleanliness ≥ 0 Water heater Temperature ≤ 55

Room Floor cleanliness ≤ 100 Clothes washer Laundry wash ≤ g5

Roomba Charge ≥ 0 Clothes dryer Laundry dry ≤ g6

Roomba Charge ≤ 100 Oven Bake ≤ g7

EV Charge ≥ 0 Dishwasher Dish cleanliness ≤ g8

Table 8. Physical models: values and assumptions

Physical model Parameter Value (small
house)

Value (medium
house)

Value (large
house)

Air temperature V̇ 100 200 400

m 148.48 296.86 593.75

cp 1.0 1.0 1.0

ρa 0.75 0.75 0.75

h̄ 0.24 0.24 0.24

h loss 352.24 544 764.75

TZ 22 22 22

TA 10 10 10

L̇n 4226.88 6528 9177

Floor cleanliness A 48m2 96m2 180 m2

T 153.35 min 306.71 min 575.08 min

Δ 0.652% 0.326% 0.174%

Water temperature Household
size

2 3 4

Liters/min
usage

26.50 29.34 38.38

Δ 27.9 ◦C 25.2 ◦C 19.2 ◦C
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Table 9. Des Moines, Boston, San Francisco

Instance n Obj Avg. price ($) Avg. energy (kWh) Largest peak (kWh)

dm 7 7 29227.05 3.31 16.04 299.3

dm 21 21 81841.35 3.31 15.77 885.8

dm 35 35 136696.19 3.28 15.76 1479.5

dm 71 71 287989.80 3.32 15.96 3015.8

dm 251 251 1006807.18 3.32 15.92 10622.5

bo 13 13 50493.74 3.33 15.89 534.6

bo 40 40 163246.01 3.34 16.15 1722.50

bo 67 67 272651.41 3.33 16.03 2844.1

bo 135 135 534692.07 3.31 15.90 5694.7

bo 474 474 1890711.09 3.31 15.92 19969.5

sf 37 37 149964.95 3.33 16.01 1563.4

sf 112 112 450723.92 3.32 15.97 4778.3

sf 188 188 750741.31 3.31 15.89 7904.1

sf 376 376 1486321.71 3.30 15.84 15669.0

of Tables 9 reports the upper bounds for the SHDS objective function, while the
rows avg price, avg power, and largest peak, report, respectively, the average cost
of the schedule (in US dollars), the average energy consumption (in kWh), and
the largest peak (in kWh) produced during the day. For our experiments, we
set H = 12, and report a summary of the parameters’ settings adopted in our
smart homes physical models, in Table 8. In these experiments, we notice that
a large portion of the houses power consumption is caused by charging electric
vehicles’ batteries.

5 Conclusions

With the proliferation of smart devices, the automation of smart home schedul-
ing can be a powerful tool for demand-side management within the smart grid
vision. In this paper, we described the Smart Home Device Scheduling (SHDS)
problem, which formalizes the device scheduling and coordination problem across
multiple smart homes as a multi-agent system, and its mapping to a Distributed
Constraint Optimization Problem (DCOP). Furthermore, we described in great
detail the physical models adopted to model the smart home’s sensors and actu-
ators, as well as the physical model regulating the effect of the devices actions
on the house environments properties (e.g., temperature, cleanliness). Finally,
we reported a realistic dataset for the SHDS problem for DCOPs which includes
624 instances of increasing difficulty. We hope that the MAS community will
find this dataset useful for their empirical evaluations.



A Realistic Dataset for the SHDS Problem for DCOPs 141

Acknowledgments. This research is partially supported by NSF grants 0947465 and
1345232. The views and conclusions contained in this document are those of the authors
and should not be interpreted as representing the official policies, either expressed or
implied, of the sponsoring organizations, agencies, or the U.S. government.

References

1. Roomba 880 specs. http://www.consumerreports.org/products/robotic-vacuum/
roomba-880-290102/specs/. Accessed 18 Feb 2017

2. Sizing a new water heater. https://www.energy.gov/energysaver/sizing-new-water-
heater. Accessed 18 Feb 2017

3. Tesla model S specifics. https://www.tesla.com/models
4. Typical water used in normal home activities. http://www.pittsfield-mi.gov/

DocumentCenter/View/285. Accessed 18 Feb 2017
5. Farinelli, A., Rogers, A., Petcu, A., Jennings, N.: Decentralised coordination of low-

power embedded devices using the Max-Sum algorithm. In: AAMAS, pp. 639–646
(2008)

6. Fioretto, F., Pontelli, E., Yeoh, W.: Distributed constraint optimization problems
and applications: a survey. CoRR, abs/1602.06347 (2016)

7. Fioretto, F., Yeoh, W., Pontelli, E.: A dynamic programming-based MCMC
framework for solving DCOPs with GPUs. In: Rueher, M. (ed.) CP 2016.
LNCS, vol. 9892, pp. 813–831. Springer, Cham (2016). https://doi.org/10.1007/
978-3-319-44953-1 51

8. Fioretto, F., Yeoh, W., Pontelli, E.: A multiagent system approach to scheduling
devices in smart homes. In: AAMAS, pp. 981–989 (2017)

9. Freuder, E.C., O’Sullivan, B.: Grand challenges for constraint programming. Con-
straints 19(2), 150–162 (2014)

10. Gershman, A., Meisels, A., Zivan, R.: Asynchronous forward-bounding for distrib-
uted COPs. JAIR 34, 61–88 (2009)

11. Hirayama, K., Yokoo, M.: Distributed partial constraint satisfaction problem. In:
Smolka, G. (ed.) CP 1997. LNCS, vol. 1330, pp. 222–236. Springer, Heidelberg
(1997). https://doi.org/10.1007/BFb0017442

12. Kumar, A., Faltings, B., Petcu, A.: Distributed constraint optimization with struc-
tured resource constraints. In: AAMAS, pp. 923–930 (2009)

13. Maheswaran, R., Tambe, M., Bowring, E., Pearce, J., Varakantham, P.: Taking
DCOP to the real world: efficient complete solutions for distributed event schedul-
ing. In: AAMAS, pp. 310–317 (2004)

14. Mailler, R., Lesser, V.: Solving distributed constraint optimization problems using
cooperative mediation. In: AAMAS, pp. 438–445 (2004)

15. Mitchell, J.W., Braun, J.E.: Principles of Heating. Ventilation and Air Condition-
ing in Buildings. Wiley, Hoboken (2012)

16. Modi, P., Shen, W.-M., Tambe, M., Yokoo, M.: ADOPT: asynchronous distributed
constraint optimization with quality guarantees. Artif. Intell. 161(1–2), 149–180
(2005)

17. Nguyen, D.T., Yeoh, W., Lau, H.C.: Distributed gibbs: a memory-bounded
sampling-based DCOP algorithm. In: AAMAS, pp. 167–174 (2013)

18. Ottens, B., Dimitrakakis, C., Faltings, B.: DUCT: an upper confidence bound
approach to distributed constraint optimization problems. In: AAAI, pp. 528–534
(2012)

http://www.consumerreports.org/products/robotic-vacuum/roomba-880-290102/specs/
http://www.consumerreports.org/products/robotic-vacuum/roomba-880-290102/specs/
https://www.energy.gov/energysaver/sizing-new-water-heater
https://www.energy.gov/energysaver/sizing-new-water-heater
https://www.tesla.com/models
http://www.pittsfield-mi.gov/DocumentCenter/View/285
http://www.pittsfield-mi.gov/DocumentCenter/View/285
https://doi.org/10.1007/978-3-319-44953-1_51
https://doi.org/10.1007/978-3-319-44953-1_51
https://doi.org/10.1007/BFb0017442


142 W. Kluegel et al.

19. Pearce, J., Tambe, M.: Quality guarantees on k-optimal solutions for distributed
constraint optimization problems. In: IJCAI, pp. 1446–1451 (2007)

20. Petcu, A., Faltings, B.: A scalable method for multiagent constraint optimization.
In: IJCAI, pp. 1413–1420 (2005)

21. Petcu, A., Faltings, B., Mailler, R.: PC-DPOP: a new partial centralization algo-
rithm for distributed optimization. In: IJCAI, pp. 167–172 (2007)

22. Rust, P., Picard, G., Ramparany, F.: Using message-passing DCOP algorithms to
solve energy-efficient smart environment configuration problems. In: IJCAI, pp.
468–474 (2016)

23. Sandholm, T., Larson, K., Andersson, M., Shehory, O., Tohme, F.: Coalition struc-
ture generation with worst case guarantees. Artif. Intell. 111(1), 209–238 (1999)

24. Shehory, O., Kraus, S.: Methods for task allocation via agent coalition formation.
Artif. Intell. 101(1–2), 165–200 (1998)

25. Voice, T., Polukarov, M., Jennings, N.: Coalition structure generation over graphs.
JAIR 45, 165–196 (2012)

26. Yeoh, W., Felner, A., Koenig, S.: BnB-ADOPT: an asynchronous branch-and-
bound DCOP algorithm. JAIR 38, 85–133 (2010)

27. Yeoh, W., Yokoo, M.: Distributed problem solving. AI Mag. 33(3), 53–65 (2012)
28. Zhang, W., Wang, G., Xing, Z., Wittenberg, L.: Distributed stochastic search and

distributed breakout: properties, comparison and applications to constraint opti-
mization problems in sensor networks. Artif. Intell. 161(1–2), 55–87 (2005)

29. Zivan, R., Okamoto, S., Peled, H.: Explorative anytime local search for distributed
constraint optimization. AI J. 212, 1–26 (2014)



Computers That Negotiate on Our Behalf:
Major Challenges for Self-sufficient,
Self-directed, and Interdependent

Negotiating Agents

Tim Baarslag1(B), Michael Kaisers1, Enrico H. Gerding2,
Catholijn M. Jonker3,4, and Jonathan Gratch5

1 Intelligent and Autonomous Systems Group,
Centrum Wiskunde & Informatica, Amsterdam, The Netherlands

T.Baarslag@cwi.nl
2 Agents, Interaction and Complexity Group,
University of Southampton, Southampton, UK

3 Interactive Intelligence Group, Delft University of Technology,
Delft, The Netherlands

4 LIACS, Leiden University, Leiden, The Netherlands
5 Institute for Creative Technologies, University of Southern California,

Playa Vista, CA, USA

Abstract. Computers that negotiate on our behalf hold great promise
for the future and will even become indispensable in emerging application
domains such as the smart grid, autonomous driving, and the Internet of
Things. Much research has thus been expended to create agents that are
able to negotiate in an abundance of circumstances. However, up until
now, truly autonomous negotiators have rarely been deployed in real-
world applications. This paper sizes up current negotiating agents and
explores a number of technological, societal and ethical challenges that
autonomous negotiation systems are bringing about. The questions we
address are: in what sense are these systems autonomous, what has been
holding back their further proliferation, and is their spread something
we should encourage? We relate the automated negotiation research
agenda to dimensions of autonomy and distill three major themes that we
believe will propel autonomous negotiation forward: accurate represen-
tation, long-term perspective, and user trust. We argue these orthogonal
research directions need to be aligned and advanced in unison to sustain
tangible progress in the field.

1 Introduction

Negotiation, the process of joint decision making, is pervasive in our society [35].
Whenever actors meet and influence each other to forge a mutually beneficial
agreement, a form of negotiation is at work [76].

Negotiation arises in almost every social and organizational setting, yet many
avoid it out of fear or lack of skill and this contributes to income inequality [9],
c© Springer International Publishing AG 2017
G. Sukthankar and J. A. Rodriguez-Aguilar (Eds.): AAMAS 2017 Visionary Papers,
LNAI 10643, pp. 143–163, 2017.
https://doi.org/10.1007/978-3-319-71679-4_10
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political gridlock [34] and social injustice [26]. This has led to an increasing
focus on the design of autonomous negotiators capable of automatically and
independently negotiating with others. This interest has been spurred since the
beginning of the 1980s with the work of early pioneers such as Smith [66] and
Sycara [67].

Automated negotiation research is fueled by a number of benefits that com-
puterized negotiation can offer, including better (win-win) deals, and reduc-
tion in time, costs, stress and cognitive effort on the part of the user. More-
over, autonomous negotiation will soon become not just desired but required
in instances where the human scale is simply too slow and expensive. For
instance, with the world-wide deployment of the smart electrical grid and the
must for renewable energy sources, flexible devices in our household will soon
(re-)negotiate complex energy contracts automatically. Another example is the
rise of the Internet of Things (IoT), which will introduce countless smart, inter-
connected devices that autonomously negotiate the usage of sensitive data and
make trade-offs between privacy concerns, price, and convenience.

To properly fulfill its representational role in an ever-dynamic environment, a
negotiation agent has to balance and adhere to different aspects of autonomous
behavior, including self-reliance and the capability and freedom to perform its
actions, while at the same time remaining interdependent in its joint activity with
the user. While many successes have been achieved in advancing various degrees
of autonomy in negotiating agents, it is readily apparent that fully-deployed
and truly autonomous negotiators are still a thing of the future. Continued
development will be required before agents will be able to forge even mundane
agreements such as the personalized renewal of our energy or mobile phone
contracts. This begs the obvious question: what is still lacking currently and
what is needed for autonomous negotiators to be able to fulfill their promise?

This paper discusses the challenges and upcoming application domains for
(almost) entirely autonomous negotiation on people’s behalf, extending the
vision set out in [8]. We describe the technological challenges associated with
these future domains and provide a roadmap towards full autonomy, together
with stops along the way, highlighting what we deem important solution con-
cepts for enabling future autonomous negotiation systems. As a basis for our
discussion, we provide a unifying view of autonomous negotiation based on three
orthogonal dimensions of autonomy that research has focused on so far: being
self-sufficient, self-directed, and interdependent. We argue that automated nego-
tiation opportunities of tomorrow are calling for a combined effort to address
these three pillars of a negotiator’s autonomy.

This paper does not aim to survey all research or challenges in the field
comprehensively, but rather presents pointers to what we consider important
focal points for autonomous negotiation, now and in the future. We pinpoint
and elaborate on the following major challenges for autonomous negotiation:

1. Domain knowledge and preference elicitation;
2. Long-term perspective; and
3. User trust and adoption.
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Lastly, this paper also pays homage to the 2001 landmark publication by Jen-
nings et al. [42] and asks what has happened, 16 years later, with the prospects
and challenges of automated negotiation. We examine which main challenges
have been addressed, and which stay relevant in a world that offers more oppor-
tunities for automated negotiation than ever before.

2 The Autonomy Diagonal of Negotiation

Autonomous negotiation is more than just automated negotiation; it is the free-
dom to negotiate independently. Rather than being uni-dimensional, autonomy
incorporates at least two components [14]: self-sufficiency (the capability of the
actor to take care of itself) and self-directedness (the freedom to act within the
environment and the means to reach goals). Following [44] we distinguish a third
dimension called support for interdependence – being able to work with others
and influence and be influenced by team members.1

We can distinguish three strands of research in automated negotiation that
each cluster around one of the three dimensions of autonomy (Fig. 1):

Self-sufficient: Game theoretical approaches and trading bots. The the-
ory of games is a principal tool for studying negotiation and bargaining [72,76].
Game theory’s dominant concern is with fully rational players and what each
should optimally do. This approach is therefore called symmetrically prescrip-
tive [63]. The focus is on either equilibrium strategies or protocols that can guar-
antee a good outcome for both players through mechanism design [76]. Agents
have a reduced scope for self-directedness in such settings, as they are rela-
tively simple and need to conform to certain strategies (e.g. to bid truthfully in
an auction). Similarly, real-world trading bots mostly employ simple rule-based
functions which have been hard-coded in advance. Examples of this type are
among the most advanced autonomous negotiators in terms of self-sufficiency,
such as high frequency trading agents for financial and advertising exchanges,
and sniping agents used in eBay that place bids at the last possible second [39].
While these approaches are able to function without human intervention and
can be highly self-sufficient, they are constrained in terms of freedom to direct
the process.

Self-directed: Negotiation analytical approaches. Negotiation analysis
prescribes how players should act given a description of how others will act.
That is, this field is concerned with an asymmetrical prescriptive/descriptive
view of autonomous negotiation [63]. Much research on what are often dubbed
simply ‘negotiation agents’ (or ‘heuristics’ in game theory literature) falls into

1 Note that the notion of autonomy is notoriously difficult to capture (see [44] for an
overview). We are concerned here with those aspects especially relevant for nego-
tiation and for their autonomy in relation to their environment; an alternative,
more self-contained definition, for example, is an agent’s ability to generate its own
goals [51].
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Fig. 1. By and large, negotiation research can be clustered around one of the three
main orthogonal dimensions of autonomy: self-sufficiency, self-directedness, and inter-
dependence. The efforts of the three need to be integrated to arrive at truly autonomous
negotiators that can progress along the autonomy diagonal.

this category; e.g. all negotiation agents from the annual automated negotia-
tion competition [5]. A key feature of this approach is the agent’s ability to
make judgment calls without intervention (i.e. to construct beliefs based on par-
tial information and act in best response to these beliefs, typically over opponent
types or strategies), while the agent’s preferences are often considered externally
given. This locates the negotiation analytical approach around the self-directed
axis.

Interdependent: Negotiation support systems. Negotiation support sys-
tems are designed to assist and train people in negotiation. Some of these sys-
tems, such as the Inspire system [45], have been widely employed in real-life.
However, while negotiation support systems enable interdependence by design,
humans predominately supervise and make decisions on the appropriate out-
come, which results in low self-sufficiency and self-directedness.

As can be gleaned from the fields indicated above, autonomous negotiation
has garnered attention from different research directions and has managed to
advance in key aspects of autonomous behavior. As a result, we now have nego-
tiators that exist independently of their owner in the real world, delegated with
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a gamut of available strategies to freely choose among, and with the ability to
engage in supportive interdependence; just not all at the same time.

The varied set of requirements for adequately autonomous negotiation may
explain why it has proven difficult to extend the progress made in this field
to truly representative negotiating agents. Of course we acknowledge that to a
lesser degree, combined work on all dimensions has been performed (as depicted
by the three-colored cube in Fig. 1); we simply argue that the main automated
negotiation research lines have developed in parallel to one of the three autonomy
directions. Research-wise, it is unquestionably a sound strategy to first explore
the autonomy axes in separation. As Fig. 1 suggests, we can make substantive
progress in autonomous negotiation by continuing to advance along the autonomy
diagonal, which has inspired the focal points of the challenges we present in the
next section (as summarized in Table 1).

Table 1. Overview of major challenges in autonomous negotiation and the main dimen-
sions of autonomy to which they relate. Each challenge is subdivided in building blocks
along with a solution roadmap and illustrative example applications.

Domain knowledge and preference elicitation (Sect. 3.1)
Addressing self-sufficiency & interdependence

Building blocks Solutions roadmap Applications

Preference
elicitation on-the-fly

Value of information
indicators, robust
performance estimates

Privacy and IoT

Domain modeling Separate user/agent domain
models, expert mappings

Smart grids

Long-term perspective (Sect. 3.2)
Addressing self-sufficiency & self-directedness

Building blocks Solutions roadmap Applications

Repeated
interactions

Temporally integrative
negotiations, reputation
metrics

Communities, smart
homes, autonomous
driving

Non-stationary
preferences

Cost-efficient tracking,
context-dependent models,
preference dynamics

B2B, entertainment
booking

User trust and adoption (Sect. 3.3)
Addressing self-directedness & interdependence

Building blocks Solutions roadmap Applications

Acceptability and
participation

Co-creation, adjustable
autonomy, transfer of control

Conflict resolution,
customer retainment

Transparent
consequences

Transparency and openness,
worst-case bounds, risk
measures

Sharing economy,
decentralized
marketplaces
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3 Major Challenges

The various aspects of autonomy drive three major open challenges for
autonomous negotiation, of which the overall theme can be summarized as
trusted and sustained representation. We describe the challenges and their build-
ing blocks below, together with a number of explicit opportunities in each case
(see Table 1 for an overview).

Note that many of these challenges intersect and cannot be entirely untan-
gled; for example, adequate user preference extraction will not only increase the
user model accuracy, but may also boost user trust. Therefore, just like auton-
omy itself, each challenge outlined here is multi-dimensional ; i.e., each challenge
pertains to at least two dimensions of autonomy, thereby providing the impetus
to further advance along the autonomy diagonal.

3.1 Domain Knowledge and Preference Elicitation

A negotiation domain typically admits contracts that consist of multiple
issues (e.g. price, amount, quality of service). The specific structure of a
domain together with the user preferences associated with its outcomes (pre-
scribed by e.g. a utility function or outcome orderings [4]) forms a negotiation
scenario.

Individual preferences over specific scenarios provide the opportunity for joint
improvement and trade-offs [19]. The co-dependence between user and agent
requires that they synchronize their negotiation scenario model, which can be
enhanced by imparting the agent with accurate and timely user preferences
about the negotiation process and co-constructing the real-world intricacies of
the domain.

Preference Elicitation On-the-Fly. In order to faithfully represent the user,
an autonomous negotiator needs to engage with the user to make sure it con-
structs an accurate preference model (see e.g. [40]). However, users are often
unwilling or unable to engage with a negotiation system, and hence prudence
needs to be exercised when interacting with the user to avoid elicitation fatigue.
This is especially important in domains where people are notably reluctant to
engage with the system at length, for instance in privacy negotiations.

As a consequence, automated negotiators of the future are required to not
only strike deals with limited available user information, but also to assess which
additional information should be elicited from the user, while minimizing user
bother [6]. This challenge is still as relevant (and for the most part still unad-
dressed) as when it was raised by Jennings et al. in [42]. However, as a way
forward, we believe future research should particularly emphasize preference elic-
itation on-the-fly [7]: that is, active preference extraction during negotiation(s)
(see Fig. 2). Potential benefits include a significantly reduced initial preference
elicitation phase (which can otherwise be a nuisance in many negotiation sup-
port systems) and the ability to select the most informative query to pose to
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Fig. 2. A representative agent has a high uncertainty about the utility ux of a negotia-
tion outcome x ∈ Ω (in purple, prior to posing a query). Preference extraction through
a query q (e.g. “is ux > 0.5?”) can reduce this uncertainty, against certain user bother
cost, by distinguishing between bad outcomes (ux | no, in red) and good ones (ux | yes,
in blue). (Color figure online)

the user at the most relevant time. For example, while negotiating, the system
could dynamically decide to ask the user to rate specific negotiation outcomes,
or to compare two of them.

To facilitate this, new performance-based metrics are required that can assess
how supplementary preference information influences negotiation performance.
Adaptive utility elicitation models provide a good starting point for represent-
ing probabilistic utility-based preferences that allow for incremental updating
over time (e.g. by using Bayesian reasoning), in the vein of work by Chajewska
et al. [16]. To continuously balance the expected negotiation payoff with the
potential benefit of performing additional elicitation, the viability of a nego-
tiation query can for instance be measured in terms of the expected value of
information [12] in order to assess the marginal utility of altering belief states
and to decide if a query is worth posing.

Another challenge is for a negotiation strategy to decide on actions effec-
tively in light of its imprecise information state. Techniques for decision making
under uncertainty could assist in this and could thereby give rise to novel nego-
tiation strategy concepts, for instance by incorporating the notion of expected
expected utility [13] to express the expected negotiation payoff over all possible
instantiations of the user model.

Note that the above discussion largely follows the standard assumptions of
rational choice theory: i.e. that people’s preferences can be accurately elicited.
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Most approaches adopt the perspective that the value of possible agreements
is expressible by a (relatively) time- and context-invariant utility function over
material outcomes – we revisit this in Sect. 3.2. Unfortunately, several idiosyn-
crasies of human psychology complicate these assumptions. While preference-
elicitation methods can often extract coherent utility functions that capture
people’s rankings over possible agreements, people often have difficulty explic-
itly expressing their preferences. Further, a person’s willingness to accept an
agreement is also only partially determined by how they feel about the final
agreement; these feelings are also highly sensitive to contextual factors, such as
how the deal is reached and how it is described. Research on human negotiation
emphasizes that people attend to many factors besides the final outcome, as
identified, for example, by Curhan’s Subjective Value Inventory [20].

Research also illustrates that elicited utility functions are highly sensitive
to subtle contextual factors. For example, framing effects emphasize that pref-
erences between outcomes can reverse depending on whether they are seen as
losses or gains with respect to some reference point [70]. In a negotiation, the
reference point is often the perceived value that the other party receives, even
though this knowledge does not change the individual’s objective outcome. As
a result, outcomes can be readily manipulated simply by changing the form and
nature of information conveyed [31]. More broadly, valuations in a negotiation
are shaped by emotion, including emotions that arise from the process, but also
beliefs about what other parties feel (see, e.g., [10]). Given the highly context-
sensitive nature of on-the-fly preference elicitation, such considerations will have
to be taken into account in its design and implementation.

Domain Modeling. The quality of the negotiation outcome depends not only
on the faithfulness of the preference model of an autonomous negotiator, but
also on the accuracy of the domain model. The old ‘garbage in, garbage out’
truism applies here, as the quality of the offered solution depends so heavily on
a correct domain description.

However, domain modeling, and certainly formal modeling, is an expertise
that cannot be expected from an arbitrary user. Therefore, users require either
expert guidance, or explicit domain modeling support. Modeling in close coop-
eration with a domain expert runs the risk of perpetuating people’s uncertainty
about the model, thereby limiting their ability to make necessary adjustments.
When modeling support is provided by the system, the knowledge represen-
tation language used will be inherently simple as it has to be understood by
arbitrary negotiators. This is especially important in domains where users can
employ automated negotiation without any expertise, such as in the smart grid,
which can result in the wrong evaluation of bids. Highly accurate models, on
the other hand, also have their disadvantages: they can display complex non-
linearities [41,50], in which case even assessing the utility of a proposal can
prove NP-hard [21].

This inspires the following open research question: what is the impact of sim-
plifying the domain and preference models to facilitate layman understanding?
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An answer might come from using two models, as suggested in [37]: an accu-
rate, but complex model that serves as a reference for the agent, and a more
comprehensive one for interacting with the user. Proper clarification and expla-
nation could then be elicited from a process of co-creation [62] or participatory
design [65] between modeling experts and domain experts. Ideally, a reflection
phase should be included during and after negotiations, in which the human
(and perhaps eventually the agent) can provide feedback to allow for long-term
co-evolution.

The above points also apply to the appropriateness and understandability
of the negotiation protocol, which governs the rules of the negotiation. A pre-
negotiation phase provides the opportunity for the negotiation parties to engage
in a debate about what protocol to employ and how to enforce the rules. To
reduce the chance of parties exploiting loopholes in the rules, horizontal gover-
nance [68] approaches can be employed. Such techniques are applied in border
customs regulations, where the responsibility for fairness is carried by all par-
ticipants. A corresponding challenge is to construct a best practice repository
for negotiation techniques [42]. This has been tackled at least partially through
recent efforts in creating a negotiation handbook for negotiation protocols [52].

Whatever approach is chosen, experts in formal modeling will be needed to
instantiate a domain model that sufficiently captures all salient features. Those
experts are pivotal to the negotiation agent business model and will be respon-
sible for mapping user-understandable interests to the negotiation issues within
complex domains. These are likely to become future jobs; i.e., real estate agents
informing procurement agents of the future. Relevant research areas, and courses
for training these experts, will be on collaborative and supportive modeling.

3.2 Long-Term Perspective

Given the effort involved in domain modeling and preference elicitation, the
opportunities for automated negotiation are even clearer in long-term scenarios
where an agent frequently faces similar negotiation situations. Most research on
negotiation agents, however, has focused on single encounters. The different chal-
lenges and opportunities for such long-term negotiations hinge on the volatility
of both the opponent pool and the user’s preferences.

Repeated Encounters. Given the efforts required to obtain an accurate user
model, the benefits of autonomous agents become especially apparent when
repeatedly dealing with similar situations, as is the case when negotiating mul-
tiple times with the same set of opponents. Indeed, there are many promising
opportunities for applying negotiation in such repeated encounters. For example,
in community energy exchange [2], agents can trade energy from storage and local
renewable sources between neighboring homes and businesses to reduce peaks,
carbon emissions and the load on the local network. These interactions would
occur on a daily basis or even more frequently. Another example is the smart
home, where different occupants have different needs and preferences and have
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to reach mutual agreements, e.g. about the trade-off between comfort and energy
cost [59] and the use of IoT devices [57]. Other settings, in which the agent faces
many different opponents, include self-driving vehicles, where vehicle-to-vehicle
and vehicle-to-infrastructure negotiation will play an important role by, e.g.,
negotiating priority at intersections [71].

Negotiation opportunities for isolated encounters can be very limited, since
often a resource (e.g. electricity or giving way) is needed without necessarily
offering anything immediately in return (except possibly money or virtual cur-
rencies). In a single negotiation, the only truly interesting interactions revolve
around multi-issue negotiation in which trade-offs can be made between the
parties varying interests. However, explicitly considering the temporal dimen-
sion allows agents to receive or concede something now in return for conced-
ing or receiving the same resource later. In other words, sequential, distributive
negotiations can be turned into richer, multi-issue, integrative negotiations, with
more scope to achieve win-win solutions (as presented in [53]; see Fig. 3). This
is entirely analogous to how in single negotiations, package deals are more effi-
cient than settling the issues independently due to the possibility of making fair
trade-offs across issues [27]. Or likewise, how economic efficiency is enhanced
when combinations of assets rather than individual items are considered [23].
By carefully bundling interdependent issues together, the exponential complex-
ity of the resulting outcome space can in principle be mitigated (see e.g. [32]).

2, 3

Fig. 3. By considering the Cartesian product of the outcome spaces, two sequential,
distributive negotiations (one with 2 outcomes, in red; one with 3 outcomes, in blue)
can be transformed to produce one integrative negotiation (with 6 outcomes, in purple).
(Color figure online)
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Another significant challenge for long-term reciprocal encounters is that
future needs are often uncertain, and so it is difficult to commit to giving up or
requesting specific future resources. Possible solutions involve money or virtual
currencies which can be redeemed at a later stage and can undergo temporal dis-
counting if necessary, but they do not take advantage of the distributive nature of
multi-issue negotiation. They also introduce additional challenges: using actual
money requires an exchange rate with the resources involved (and other dimen-
sions such as the scarcity at the time they are requested), while it may not be
desirable to introduce money in certain settings; e.g. when they rely, to some
degree, on unincentivized cooperation and altruistic behavior. Virtual currencies
(including distributed ledger approaches) can be traded bilaterally in a “like for
like” manner, addressing the exchange problem, but then other issues arise, e.g.
how much of a currency each agent receives to begin with, and what happens if
an agent runs out.

Another possible solution is to rely on altruism and using trust ratings
and reputation metrics to provide the desired incentives (e.g. using favors and
ledgers [53]). In such cases, ‘altruism’ can be a self-interested strategy if this is
reciprocated at a later state, possibly involving a different opponent. While rep-
utation mechanisms are well-known to incentivize cooperation in the prisoner’s
dilemma, more research on this is needed in the context of (repeated) automated
negotiation.

Unfortunately, negotiation methods that seek to establish a value-creating
relationship by identifying efficient and fair (e.g., envy-free) agreements face,
in addition to the above, a number of psychological challenges. People adopt a
variety of interpretations as to what is fair and negotiations often involve disputes
over which principle to apply [73]. For example, in the context of organ donation,
the equity principle would allocate resources on the basis of ability, effort or
merit, the equality rule would treat individuals the same, whereas the principle
of need is achieved by allocating according to individuals medical condition,
socio-economical status or other relevant needs. Even people’s willingness to
engage in negotiation is shaped by their views toward these principles [55]. Other
complications involve moral constraints on certain exchanges. For example, it
is considered morally repugnant to exchange money for bodily organs, so an
agreement that combines material interests with sacred values may be seen as
substantially worse than an independent evaluation of these elements would
suggest [24].

Although these challenges might seem insurmountable, there are several ways
to incorporate these biases into conventional computational methods. One app-
roach is to incorporate psychological factors into the utility function, which can
be done without violating the basic tenets of utility theory [28]. Some of the chal-
lenges with fairness can be addressed by making the process more transparent
(Sect. 3.3). Another approach is to incorporate modest psychological extensions
to rational methods. For example, framing effects can be handled through the
use of prospect theory (e.g., [75]).
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Non-stationary Preferences. While short-lived instantiations of representa-
tional agents may assume that there are some true and stationary preferences
to be elicited from the user, in long-term negotiations, these very preferences
may evolve over the course of weeks or months according to certain preference
dynamics. For example, exposure to the view of wind generators can impact the
preference profile over various renewable generation types [47]. This is related
to the machine learning notion of concept drift, which expresses that statistical
properties of a target variable (e.g. in a data stream) may change over time,
possibly abruptly or gradually, which makes modeling challenging [69].

If an autonomous negotiator acts on elicited information for an extended
period of time without accounting for existing drift in preferences, it may erro-
neously fulfill outdated design objectives. This leads to a plunge in user trust
and adoption, or a de-facto shortened time of deployment. This is a typical
example of opacity that can result from an excess of unchecked autonomy [56].
As a result, long-term negotiation requires increased co-dependence at the cost
of throttled-down self-directedness; e.g., by repeated assessment of the prefer-
ence representation quality, with intermittent elicitation actions whenever their
anticipated benefits exceed their costs.

It is important to distinguish complex preference models from dynamic pref-
erences, albeit the two provide complementary views on the same process. In
representational negotiation, the target is to accurately model the users pref-
erences, which may be elicited at a cost, and which the user applies to judge
the agent’s performance. The user may perceive an exogenous evolution in her
preferences (e.g., in risk tolerance or fairness attitudes), or update her prefer-
ences actively based on experience – she thus maintains dynamic preferences,
that may themselves be learned over time. In contrast, the agent may employ
a complex preference model, describing user preferences dependent on possibly
uncertain user state variables. Changes in user preference may thus be ascribed
to updates in the belief over the user’s state, based on dynamics or observed
information. The crucial deviation from previous approaches is an acknowledg-
ment of the possibility that preferences may not settle, but remain in a state
of flux. Tracking can mitigate the effects of evolving negotiation preferences in
order to facilitate sustained representation [15].

Assuming non-stationary preferences reframes the challenge posed in Sect. 3.1
of preference elicitation to cost-efficient tracking of non-stationary preferences
in long-term negotiation. Possible applications range from secretary tasks
(e.g., ‘book a restaurant/hotel/holiday’) to representational business-to-business
(B2B) negotiations [58]. Inspiration for tackling this challenge may come from
the area of news recommender systems, which has embraced context-dependent
models [1] and preference dynamics [48] in response to the inherent need to
capture fast-paced preference evolution. Such models have promising merit for
being transfered to negotiation strategies that balance the preciseness of pref-
erence representation with relevant and timely but costly elicitation, extending
preliminary work in that area [7]. Reinforcement learning techniques could pro-
vide another possible route way by which to deal with this challenge by extending
research into negotiation with non-stationary opponents [36,54].
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Beyond the passive modeling of dynamic user preferences, an opportunity for
managing user preferences arises once a model of the user preference dynamics
is available, e.g. through nudges and manipulation of cognitive biases [11,30]. If
preferences are learned, then the agent can choose to guide the user’s experience
(with intermediate results of negotiated outcomes) to promote certain preference
profiles for which higher utility can be achieved in the long run.

3.3 User Trust and Adoption

While the agent depends on the user for knowledge and guidance (as described
in Sect. 3.1), the user relies on a self-directed agent for a good outcome. To
alleviate unwillingness to relinquish control and to guarantee user satisfaction
with and adherence to the final outcome, the user needs to trust the system
through co-participation, transparency, and proper representation.

User Participation. Lessons learned from collaborative human-robot teams
indicate that it is important to be able to escalate to the meta-level (i.e. have
humans participate) when necessary [43]. The need for escalating to a higher
authority applies whenever a negotiator represents a group or a company (e.g., a
union, or stakeholder organizations in general). In such cases, the negotiator can
only make deals that fall within certain margins. Take, for example, a helpdesk
operator with a telecom provider, authorized to offer new deals on a contract
renewal. She has only limited freedom in terms of the bounded range of possible
deals she can sign off on; in fact, she does not even really possess the freedom
to decide whether to negotiate. In case of doubt, the decision is escalated to a
different authority level.

Similar to preference elicitation on-the-fly, user escalation should only occur
through a minimum number of timely and pertinent questions (cf. [17,46,60]).
As automated negotiators become more general and domain-independent [49],
the need for a co-active design increases; i.e. one that requires the automated
negotiator to be aware of the strengths and weaknesses of itself and that of the
user, together with the ability to enhance the team model with domain-specific
knowledge, preferred strategies, and interpretation of incoming bids.

The idea of collaborative control, or mixed-initiative control (see e.g. [29,43])
might become essential to achieve the best outcome in complex, real-life nego-
tiations. In this envisioned line of research, each negotiation party consists of
at least one human and one negotiation agent. The agent should do the brunt
of the negotiation work to find possible agreements with the other negotiation
parties and which can presented to their human partners for feedback and new
input, which necessitates an understanding of their behavior [33], attitudes [77],
and preferred interaction method [61]. The research challenge is to determine
when, how, and how often to switch the initiative from human to agent and vice
versa.
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Transparent Consequences. There exists an inherent tension between
increased self-directedness and trust, which dampens the adoption of increas-
ingly autonomous negotiators: on the one hand, an autonomous negotiatior’s
relevance is directly proportional to its ability to impact the user independently
in meaningful ways (e.g. fiscal, well-being, reputation, and so on); but, in turn,
the user’s trust and willingness to relinquish control is conditional on under-
standing the agent’s reasoning and consequences of its actions. The two can be
reconciled by making the outcome space more transparent to the user, and by
enabling the user to specify the permissible means in the form of principles. The
challenge is that the negotiation agent’s reasoning abilities may very well exceed
the domain insights of a nonspecialist user, thus requiring a translation from sto-
chastic performance models of self-directed expert reasoning into laymen terms
that adequately convey expectations and risks.

Note that we suggest transparency as the key concept here, which subsumes
Jennings’ notion of predictability [42]. Predictability is essential towards the
user to instill trust, but can be disastrous towards the opponent because of
the potential for exploitability. Unpredictable behavior is in fact desirable as
a negotiation tactic as a confusing and randomization device, as long as the
consequences are transparently explained to the user.

The uncertainty inherent in negotiation can be captured in performance mod-
els and risk metrics, where the complexity should be scaled to the criticality of
the consequences for the user. If the performance intervals are sub-critical, then
simple guarantees on the range of possible outcomes may suffice (such as price
bounds provided by Uber for individual rides), leaving it up to the user to
build and judge the average performance model; otherwise, measures of risk are
required, such as Conditional Value at Risk (CVar) [64].

4 Concluding Observations

Autonomous systems that are capable of negotiating on our behalf are among
society’s key technological challenges for the near future, and their uptake is
important for many critical economical application areas. In this paper, we
present a roadmap to arrive at representative and trusted negotiators that are
endowed with a long-term perspective. By continuing along this trajectory, nego-
tiation research can address perhaps the biggest challenge of all: a co-active
approach that can propel swift adoption of computerized negotiation by simul-
taneously advancing the autonomy of a negotiation agent in all its aspects.

On the other hand, the sensitive nature of negotiation requires keeping a
watchful eye for potentially adverse effects of increased computer autonomy.
For instance, autonomous negotiators need to encapsulate information locally as
part of their decentralized nature, which entails an inherent privacy risk. Pri-
vacy concerns can be important enough to restrict negotiation information flow
to representative entities (as illustrated, for instance, by the leaked memo con-
troversy of Brexit negotiators [74]). This also means that even when it is possible
from a user’s comfort level, it is not necessarily desired to extract the maximum
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user knowledge possible. This reiterates the need for improved measures for the
value of information in negotiation; e.g. a metric that encapsulates the increased
value of accurate preference estimates to reach win-win outcomes. For example,
if a desire for maternity leave is inconsequential to the outcome (e.g. when it is
not part of the contract), it does not need to be known by the agent.

Another consideration is when negotiation (in the sense of exchanging offers
and counter offers) is the appropriate choice, and when other mechanisms can
or should be used. Often alternatives are available that could be more efficient
or simpler to use. These include auctions, which are especially fitting in cases
of competing settings and resource allocation problems, and voting protocols,
which are a good way of reaching agreements when a consensus is needed. These
approaches are often used in settings with only one issue to decide on (in case
of voting), or where the main issue is a monetary payment for a commodity
(in case of auctions). Another, much simpler, alternative to negotiation is to
offer an exhaustive menu of choices and allow the other player to pick one of
these (as in the case of e.g. insurance policies). The advantage of negotiation is
the ability to strategize over information revelation and to personalize deals by
reaching differentiated agreements over illiquid, customized contracts. If these
features of negotiation are not taken advantage of, then other approaches might
be preferable.

On a societal level, negotiation has potential benefits and costs. In terms
of benefits, negotiation allows for much more efficient allocation of resources
than fixed pricing schemes as it optimizes value with respect to an individ-
ual’s willingness-to-pay [38] rather than appealing to the “average customer”.
This helps to reach win-win outcomes and to get closer to what economists call
first-degree price discrimination. Negotiation has fallen out of favor in wealthier
societies because the time and anxiety associated with it, except for very costly
transactions such as salary negotiations and home purchases, yet automated
negotiation agents can mitigate these concerns and generate value for society
as a whole. Widespread adopting of negotiation technology could benefit mem-
bers of society that are reluctant or unable to negotiate effectively and could
potentially address friction costs as well as inequities across society. For exam-
ple, women are especially averse to negotiating their salaries and this is a major
contributor to gender pay inequality [9]. But negotiation technology could be
abused in ways that outweigh or even undermine these potential benefits. For
example, a benefit of fixed-pricing schemes is that they are transparent and
applied uniformly, regardless of a persons gender, race, income, or negotiation
skills. Indeed, Amazon’s attempts at price discrimination have provoked lawsuits
from consumer protection groups for exactly this concern [38]. More broadly, if
negotiation agents are only available to the wealthy, they could exacerbate exist-
ing societal injustice. Regulations and ethical guidelines are needed to balance
these benefits and costs.

In the end, the potency of autonomous negotiators is as much contin-
gent on the acceptance by their users as by their counter-parties. Possible
sources of resistance to adoption include established business models based on
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human inefficiencies (e.g., phone and media contracts) or anti-competitive prac-
tices (e.g., proprietary lock-in), which could become invalidated by autonomous
(re-)negotiation. The most promising incubators of autonomous negotiators are
ecosystems in which autonomous agents provide a unique source of societal
value that is distributed over all stakeholders, as in the application of demand
response for smart grids. Open platforms for value distribution have recently
seen increased attention in flagship applications such as the cryptocurrency bit-
coin and the decentralized world wide web Blockstack [3]. The digital API of
these systems offers fertile grounds for a level playing field for competition and
may soon provide a common interface for automated negotiators.

Finally, looking even further forward, it is worth noting that people negotiate
differently through intermediaries than they would face-to-face. The literature on
representation effects suggests that people may show less regard for fairness and
ethical behavior when negotiating through a third (human) party [18]. Indeed,
human lawyers are ethically permitted and, to some extent, expected to lie on
behalf of their clients [31]. This raises the question as to whether agents should
similarly lie on behalf of a user, e.g. by using argumentation and persuasion tech-
nology [25]. Analogous to recent research on ethical dilemmas in self-driving cars,
people may claim that negotiation agents should be ethical, but sacrifice these
ideals if it maximizes their profits. The natural dichotomy between recognizing
the agent’s autonomy and taking responsibility for its actions is best resolved by
acknowledging user responsibility for the agent’s design objectives (what should
be achieved) and principles (how it should be achieved, as discussed in Sect. 3.3).
This also illustrates an additional impetus for having humans understand the
agent: feeling responsibility for the agent’s actions implies an understanding
what the agent is doing. Fortunately, some recent research on agent negotia-
tors suggests that people may act more ethically when negotiating via computer
agents [22], but far more research is needed to understand how artificial repre-
sentation effects arise.
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Abstract. Given a classroom containing a fixed number of students and
a fixed number of tables that can be of different sizes, as well as a list of
preferred classmates to sit with for each student, the team composition
problem in a classroom (TCPC) is the problem of finding an assign-
ment of students to tables in such a way that preferences are maximally-
satisfied. In this paper, we formally define the TCPC, prove that it is
NP-hard and define a MaxSAT model of the problem. Moreover, we
report on the results of an empirical investigation that show that solving
the TCPC with MaxSAT solvers is a promising approach.

1 Introduction

Given a classroom containing a fixed number of students and a fixed number of
tables that can be of different sizes, as well as a list of preferred classmates to
sit with for each student, the team composition problem in a classroom (TCPC)
is the problem of finding an assignment of students to tables in such a way that
preferences are maximally-satisfied. Our motivation behind this work is to solve
a problem posed by the director of studies of a secondary school in the area of
Barcelona, though this problem may be found in a wide range of situations and
institutions.

In this paper, we formally define the TCPC, prove that it is NP-hard and
define a MaxSAT model of the problem. Moreover, we report on the results of an
empirical investigation that show that solving the TCPC with MaxSAT solvers
is a promising approach.

To tackle the TCPC we use a MaxSAT-based problem solving approach,
which is an active area of research in Artificial Intelligence, (see e.g. [2,5,7–12,15–
17,20,21] and the references therein for previous and related work). MaxSAT-
based problem solving is a generic problem solving approach for optimization
problems which consists on first defining a MaxSAT model for instances of the
problem to be solved, and then derive solutions to the encoded instances of
the problem using an off-the-shelf MaxSAT solver. By a MaxSAT model we
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mean a representation of the problem using the language of Boolean proposi-
tional logic. It is a declarative approach: we only need to define a model and
from that model an optimal solution is automatically derived. Furthermore, the
method is highly efficient because we may take advantage of the extremely effi-
cient MaxSAT solvers which are publicly available.

It is commonly assumed that designing an algorithm to work directly on the
original problem encoding should outperform approaches that require a trans-
lation via a generic intermediate formalism, such as a CSP, SAT or MaxSAT.
However, this line of reasoning ignores the fact that generic solvers can benefit
from many years of development by a broad research community. It is not easy
to replicate this kind of effort in other domains.

In the present formulation of the problem, we consider the preferences of the
students. Nevertheless, our approach could also be easily adapted to take into
account other factors that can be relevant to the performance of a team such as
personality, expertise, competence, competitiveness and human formation [4,6].

The rest of the paper is organized as follows: Sect. 2 defines the TCPC
formally and proves that it is NP-hard. Section 3 gives some background on
MaxSAT. Section 4 defines a MaxSAT model of the TCPC. Section 5 reports
on the empirical investigation conducted. Section 6 gives some conclusions and
future work.

2 The Team Composition Problem in a Classroom

Depending on the activity to be performed in a classroom at a given moment,
the distribution of the students may need to be different. In the general case,
we consider there is a fixed number of students and there is a list of preferred
classmates to sit with for each student. Then, the goal is to partition students
into teams, which may have different sizes, in such a way that the preferences of
the students are maximally-satisfied.

The version of the TCPC that we use as a case study in this paper has the
following constraints:

– The classroom has n students.
– The classroom has tables of 2 and 3 students with a combined capacity for n

students.
– Each student has provided a list of classmates she would prefer to sit with.

The objective is to find an assignment of students to tables such that pref-
erences are maximally-satisfied. Notice that the first two constraints are hard
whereas the last one is soft. We will say that a solution is fully-satisfied if, and
only if, all the students in the same table have the rest of the students of the table
in their list of preferences. We will say that a solution is maximally-satisfied if,
and only if, the number of students who have their preferences satisfied is maxi-
mized. Note that a fully-satisfied solution is also a maximally-satisfied solution.

Proposition 1. Given n students, a classroom that has tables of 2 and 3 stu-
dents with a combined capacity for n students, and a list of preferred classmates
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to sit with for each student, the problem of deciding if there is a fully-satisfied
solution is NP-complete.

Proof. This problem belongs to NP: we can check, in polynomial time, whether
or not an assignment of students to tables is a fully-satisfied solution by inspect-
ing the lists of preferences of the students.

We now prove that this problem is NP-hard by reducing the problem of
partitioning a graph into triangles to it.

Given a graph G = (V,E), where V is the set of vertices and E is the
set of edges, that verifies that |V | = 3q for some integer q, the partition of V
into triangles consists on finding a partition of V formed by V1, . . . , Vq, each
containing exactly 3 vertices, such that for each Vi = {ui, vi.wi}, 1 ≤ i ≤
q, the edges {ui, vi}, {ui, wi} and {vi, wi} belong to E. This problem is NP-
complete [14].

That problem can be reduced to an instance of our problem without loss of
generality by considering a classroom with 3q students, 0 tables of 2 and q tables
of 3. For each edge {u, v} on graph V , establish a preference of student u for
student v and a preference of student v for student u. Note that this reduction
takes polynomial time. Then, the problem of partitioning the vertices of a graph
into triangles has a solution if, and only if, all the students in the classroom can
be sat in such a way that all students preferences are fully-satisfied. ��
Corollary 1. The TCPC is NP-hard.

Proof. This follows from the fact that every fully-satisfied solution is also a
maximally-satisfied solution.

3 The MaxSAT Problem

We assume readers have some familiarity with basic concepts of Boolean propo-
sitional logic. The most well-know problem of propositional logic is SAT: given a
formula φ in Conjunctive Normal Form (CNF), decide whether there is a truth
assignment that satisfies φ.

Reminder: a literal is a propositional variable or a negated propositional
variable, a clause is a disjunction of literals, a CNF formula is a conjunction of
clauses, and a truth assignment is a mapping that assigns 0 (false) or 1 (true)
to each propositional variable. A CNF is satisfied by an assignment if it is true
under the usual truth-functional interpretation of ∨ and ∧ and the truth-values
assigned to the variables.

An optimization variant of SAT is MaxSAT: given a CNF formula φ, MaxSAT
consists of finding a truth assignment that maximizes the number of satisfied
clauses of φ. However, in this paper we use the term MaxSAT in a broad sense:
we allow to distinguish between hard and soft clauses, and allow to associate
a weight to soft clauses (formally, hard clauses have an infinite weight). This
more general formulation of MaxSAT is technically known as weighted partial
MaxSAT [15], which is formally defined in the remaining of this section.
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We start by defining a more general notion of clause. A weighted clause is a
pair (c, w), where c is a clause and w, its weight, is a positive integer or infinity.
A clause is hard if its weight is infinity; otherwise it is soft.

A weighted partial MaxSAT instance is a multiset of weighted clauses

φ = {(h1,∞), . . . , (hk,∞), (c1, w1), . . . , (cm, wm)},

where the first k clauses are hard and the last m clauses are soft. For sim-
plicity, in what follows, we omit infinity weights, and write φ = {h1, . . . , hk,
(c1, w1), . . . , (cm, wm)}. A soft clause (c, w) is equivalent to having w copies of
the clause (c, 1), and {(c, w1), (c, w2)} is equivalent to (c, w1 + w2).

Weighted partial MaxSAT for an instance φ is the problem of finding
an assignment that satisfies all the hard clauses and minimizes the sum of
the weights of the falsified soft clauses; such an assignment is called optimal
assignment.

4 The MaxSAT Encoding

We show how the TCPC can be represented as a weighted partial MaxSAT
instance. In other words, we show how to model the TCPC in the weighted
partial MaxSAT formalism. To illustrate how to model the problem, we will
consider that the classroom has 28 students and there are 8 tables of 2 students
and 4 tables of 3 students. This is a typical classroom distribution in secondary
schools of the area of Barcelona.

First of all, we define the set of Boolean variables of our encoding:

{xij |1 ≤ i < j ≤ 28} ∪ {xijk|1 ≤ i < j < k ≤ 28} ∪ {yi|1 ≤ i ≤ 28}
These variables have the following intended meaning: xij is true iff students

i and j sit together in a table of 2; xijk is true iff students i, j and k sit together
in a table of 3; and yi is true if student i sits in a table of 2 and is false if student
i sits in a table of 3.

Using the previous Boolean variables, we create a Weighted Partial MaxSAT
instance that encodes the constraints of the problem. The proposed encoding
has the following hard clauses:

1. For each student i, where 1 ≤ i ≤ 28, the encoding contains a set of hard
clauses that encode the following cardinality constraint:
(a) If i = 1, then

28∑

j=2

x1j +
27∑

j=2

28∑

k=j+1

x1jk = 1

(b) If 2 ≤ i ≤ 27, then

i−1∑

j=1

xji +
28∑

j=i+1

xij +
i−1∑

j=1

28∑

k=i+1

xjik +
27∑

j=i+1

28∑

k=j+1

xijk = 1
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(c) If i = 28, then

27∑

j=1

xj28 +
26∑

j=1

27∑

k=j+1

xjk28 = 1

This cardinality constraint states that student i sits exactly in one table, and
the table is either of 2 or of 3.

2. For each variable xij , the encoding contains the hard clauses ¬xij ∨ yi and
¬xij ∨ yj . Note that (¬xij ∨ yi) ∧ (¬xij ∨ yj) is equivalent to xij → yi ∧ yj .
This clause states that if xij is true, then students i and j sit in a table of 2.

3. For each variable xijk, the encoding contains the hard clauses ¬xijk ∨ ¬yi,
¬xijk ∨¬yj and ¬xijk ∨¬yk. Note that (¬xijk ∨¬yi)∧(¬xijk ∨¬yj)∧(¬xijk ∨
¬yk) is equivalent to xijk → ¬yi ∧ ¬yj ∧ ¬yk. This clause states that if xijk

is true, then students i, j and k sit in a table of 3.
4. The encoding contains a set of hard clauses that encode the following cardi-

nality constraints:
∑28

i=1 yi = 16 and
∑28

i=1 ¬yi = 12. These cardinality con-
straints state that there are 16 students sitting in tables of 2 and 12 students
sitting in tables of 3.
In practice, it is sufficient to add either the constraint

∑28
i=1 yi = 16 or the

constraint
∑28

i=1 ¬yi = 12 because if there are exactly 16 (12) variables yi,
1 ≤ i ≤ 28, that evaluate to true (false), then the remaining 12 (16) variables
must evaluate to false.

The encoding of a cardinality constraint of the form x1 + . . . + xn = k has
O(n) clauses if one uses the encoding based on counters and defined in [22]. Other
efficient encodings of cardinality constraints are described and analyzed in [1]. In
our empirical investigation, we encode the previous cardinality constraints using
PBLib1, which is a C++ tool for efficiently encoding pseudo-Boolean constraints
to CNF.

Since we considered two sizes of tables, we just need one variable yi for each
student. If we consider n different sizes, then we need 
log2 n� variables for each
student. For example, for four different sizes, we need two variables (yi, y′

i) and
each size is represented by one of the following conjunctions: yi ∧ y′

i, ¬yi ∧ y′
i,

yi ∧ ¬y′
i and ¬yi ∧ ¬y′

i.
The soft clauses of our encoding are the following weighted unit clauses:

1. For each variable xij , 1 ≤ i < j ≤ 28, the encoding contains the weighted
unit clause (xij , wij).

2. For each variable xijk, 1 ≤ i < j < k ≤ 28, the encoding contains the
weighted unit clause (xijk, wijk).

Let us explain how weights are assigned to the variables of the form xij and
xijk. First of all, we build a directed graph G = (V,E), where V contains a vertex
i for each student i in the classroom, and E contains an edge (i, j) if student i
wants to seat with student j. The weight associated with each student i in G,
1 http://tools.computational-logic.org/content/pblib.php.

http://tools.computational-logic.org/content/pblib.php
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denoted by w(i), is the out-degree of the vertex i of G.2 The weight associated
with the variable xij , denoted by wij , is 2(w(i) × w(j)), where w(i) and w(j)
are the weights associated with vertices i and j, respectively, in the subgraph
of G induced by the set of vertices {i, j} (i.e.; the weight of student i and j
in G({i, j})). The weight associated with the variable xijk, denoted by wijk, is
3(w(i) × w(j) × w(k)/8), where w(i), w(j) and w(k) are the weights associated
with vertices i, j and k, respectively, in G({i, j, k}). The value of w(i) × w(j)
ranges from 0 to 1 and the value of w(i) × w(j) × w(k) ranges from 0 to 8. This
explains the fact that w(i)×w(j)×w(k) is divided by 8. Moreover, we multiply
the weights by 2 in the tables of 2 and by 3 in the tables of 3. In this way, we
maximize the number of satisfied students.3

In the previous encoding, if the weight associated with a variable is 0, then the
negation of this variable is added as a unit clause in the hard part. Moreover, an
optimal solution corresponds to a fully-satisfied solution iff all the satisfied soft
clauses of the form (xij , wij) and (xijk, wijk) have weight 2 and 3, respectively.

Observe that, for fully-satisfied instances, if we add to the hard part the
negation of xij (i.e., the unit hard clause ¬xij) for each variable xij whose
associated weight is different from 2 and the negation of xijk (i.e., the unit hard
clause ¬xijk) for each variable xijk whose associated weight is different from 3,
then we do not need to add any soft clause. Moreover, any satisfying assignment
of the hard part allows us to derive a fully-satisfied solution. This case can be
solved either with a SAT solver or with a MaxSAT solver fed with a MaxSAT
instance that only contains hard clauses.

If there is no fully-satisfied solution, the objective is to find a solution that
satisfies students as much as possible. Because of that, in the general case, we
add the clauses (xij , wij) and (xijk, wijk) such that wij �= 0 and wijk �= 0 in
the soft part of the encoding. In this way, we provide a solution that maximizes
the number of satisfied students. In this case, we say that we have a maximally-
satisfied solution.

Finally, it is worth mentioning that it is possible to define a MaxSAT encoding
of the TCPC using the set of propositional variables {xt

i|1 ≤ i ≤ 28, 1 ≤ t ≤ 12},
where the intended meaning of xt

i is that xt
i is true iff student i sits at table t.

However, all the experiments performed with encodings using this set of variables
did not outperform the experiments performed with the encoding proposed in
this section.

5 Experimental Results

We conducted an empirical investigation to assess how the MaxSAT-based app-
roach to the TCPC works in practice on fully-satisfied instances. In the experi-
ments, in order to analyze the scaling behavior, we considered different sizes of
2 The out-degree of a vertex is the number of edges going out of a vertex in a directed

graph.
3 Since most of the MaxSAT solvers deal with weights that are positive integers, in

the experiments we multiply the weights by 100 and take the integer part.
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classrooms: the rows always have 2 tables of 2 and 1 table of 3, and the numbers
of rows ranges from 1 to 20. So, the numbers of students per classroom ranges
from 7 to 140. Besides, we assumed that each student gives a list of students she
would like to sit with. We generated the preferences at random in such a way
that we can guarantee that the generated instances have fully-satisfied solutions.
We generated 50 different TCPC instances for each size of classroom, encoded
them to weighted partial MaxSAT, and solved the resulting encodings with the
exact MaxSAT solver WPM3 [7] using a cutoff time of 1 h. All the experiments
were performed in a 2.3 GHz Intel PC with 1 GB RAM. The results obtained are
shown in Tables 1 and 2.

Table 1 shows the results for the encoding that only contains hard clauses.
Besides the hard clauses of Sect. 4, we add the unit hard clause ¬xij for each
variable xij whose associated weight is different from 2 and the unit hard clause

Table 1. Experimental results for the encoding without soft clauses: Students: number
of students; Clauses: mean number of clauses per instance; Variables: mean number of
variables per instance; and Time: mean time, in seconds, needed to solve an instance.
The number of solved instances, within a cutoff time of 3600 s, is shown in parentheses.

Students Clauses Variables Time

7 178 96 0.01 (50)

14 947 607 0.01 (50)

21 2675 1857 0.01 (50)

28 5888 4260 0.01 (50)

35 10841 8155 0.01 (50)

42 18036 13732 0.01 (50)

49 27685 21381 0.01 (50)

56 40282 31508 0.02 (50)

63 56130 44490 0.02 (50)

70 75187 60606 0.04 (50)

77 98640 80288 0.05 (50)

84 126205 103807 0.08 (50)

91 158597 131484 0.12 (50)

98 195963 163685 0.16 (50)

105 239214 200667 0.21 (50)

112 288402 242780 0.27 (50)

119 343816 290432 0.61 (50)

126 405198 343887 1.23 (50)

133 475062 403623 1.94 (50)

140 551134 469835 2.73 (50)
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¬xijk for each variable xijk whose associated weight is different from 3. Table 2
shows the results for the encoding that has the hard clauses of the previous
encoding but also the soft clauses of the form (xij , 2) and (xijk, 3).

Table 2. Experimental results for the encoding with soft clauses: Students: number of
students; Clauses: mean number of clauses per instance; Soft clauses: mean number of
soft clauses per instance; Variables: mean number of variables per instance; and Time:
mean time, in seconds, needed to solve an instance. The number of solved instances,
within a cutoff time of 3600s, is shown in parentheses.

Students Clauses Soft clauses Variables Time

7 178 7 96 0.01 (50)

14 947 18 607 0.01 (50)

21 2675 32 1857 0.01 (50)

28 5888 51 4260 0.05 (50)

35 10841 75 8155 3.26 (50)

42 18036 100 13732 346 (49)

49 27685 133 21381 1273 (10)

The empirical results show that the encoding without soft constraints finds
optimal solutions quickly and scales well in practice. However, the encoding with
soft constraints only finds optimal solutions quickly when the number of students
is not greater than 35. In summary, the results show that MaxSAT allows one
to find fully-satisfied solutions quickly using suitable encodings. For the TCPC,
it is decisive to use efficient encodings for cardinality constraints.

6 Concluding Remarks

We have developed a method to encode the TCPC as a weighted partial MaxSAT
problem, proved its NP-hardness, and carried out experiments to evaluate our
approach using an exact MaxSAT solver. The results show that our method is
useful because it does not need a dedicated algorithm; it is declarative, hence all
stakeholders can be involved and understand the way the problem is specified;
it is flexible because different classroom configurations can be solved with it;
and it is efficient because it provides optimal solution in a reasonable amount of
time. In the future, we plan to conduct a more exhaustive empirical investiga-
tion, model the problem using MinSAT [18,19] instead of MaxSAT, and explore
the possibility of using our method to encode similar team composition prob-
lems. In practice, our method could be combined with profiling techniques [13] to
solve the group formation problem in Computer Supported Collaborative Learn-
ing applications. Our contributions could also be applied to other projects have
taken a different approach to solve related problems using other AI techniques
(see [3,4,6] and the references therein for further details).
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12. Bonet, M.L., Levy, J., Manyà, F.: A complete calculus for Max-SAT. In: Biere, A.,
Gomes, C.P. (eds.) SAT 2006. LNCS, vol. 4121, pp. 240–251. Springer, Heidelberg
(2006). https://doi.org/10.1007/11814948 24

13. Costaguta, R.: Algorithms and machine learning techniques in collaborative group
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Abstract. In this paper, we explore an approach for developing an
initial agent population that is suitable for integrating two component
agent based models, representing conceptually the same agents. For some
models the structure of the initial population is an important aspect of
the model. When integrating two (or more) models that represent the
same agents, we require a single integrated agent population (or unique
mappings between the two populations). Obtaining such is not straight-
forward if we wish to preserve important structural characteristics of
the component populations. We describe here a methodology inspired
by work in constructing synthetic populations which are structurally
similar to a real population. The approach uses the Iterative Propor-
tional Fitting Procedure (IPFP) to combine two different data sets in a
way that preserves the structure of each. We apply our approach to a
specific case study and evaluate the quality of the resulting integrated
population.

Keywords: Agent based modelling · Data merging · Model integration
Synthetic population reconstruction

1 Introduction

This paper addresses the important issue of obtaining an initial population of
agents suitable for use by two or more component simulations which are being
integrated. In such a case each component’s original initial population may
have important structural characteristics, which as much as possible should be
retained in the initial population to be used for the integration.

For example consider the two simulations, Linked Lives (LL) [16] and Wed-
ding Doughnut (WD) [17], both developed as part of the Care Life Cycle project1

which is a five-year research programme at the University of Southampton that
commenced in October 2010. LL models the development of the UK population
over 50 years, modelling health, births, deaths, marriages and associated changes

1 http://www.southampton.ac.uk/clc.
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in household composition and place of residence. The main purpose of the simu-
lation is to estimate future health care needs in the UK, based on the assumption
that where relatives are nearby, or in the same household, they will/can provide
some of the carer needs.

Wedding Doughnut (WD) [17] also models the evolution of a population over
time, and includes estimation of social health care needs. The main purpose of
this simulation however is to explore the combination of detailed and accurate
statistical demography, with agent based social simulation. The social simulation
aspect is focussed on how relationship formation is influenced by peers, and how
in turn family structures influence the need for social care.

Integrating these two components to take advantage of the more accurate
demographic model and more sophisticated model of family relationship forma-
tion from WD, while retaining the modelling of household structures and pop-
ulation health from LL, should enable a better prediction of healthcare needs
in the future, than either model alone. The work by Wickramasinghe et al. [23]
shows one way in which the two models could be integrated at runtime. However
it leaves open the issue of how to obtain an appropriate shared initial popula-
tion. They use the initial LL population (as WD contains only a subset of the
necessary information and cannot be used alone). By doing this they lose much
of the value of WD’s better demographics as the starting population of LL is
significantly less accurate than that of WD, as illustrated in Fig. 1. This paper
provides a method for obtaining an initial population that retains key aspects
of the structure of two populations to be integrated: in this case the household
structures of LL and the demographic structures of the agent population.

Agent Based modelling and Simulation (ABMS) is a powerful technique for
exploring complex problems and is being used increasingly in areas such as emer-
gency management, transport management systems (e.g. [1]), disease spread (e.g.
[7]), and urban development (e.g. [21]). Complex simulations are time consuming
and costly to develop, requiring both domain and technical expertise. As appli-
cations are extended and require inclusion of additional aspects, it is desirable
to reuse and combine existing simulation models (components) where such exist.
There are a number of approaches regarding how to combine multiple simulation
components, such as HLA [5], OpenMI [13], OpenSim [18]. Whatever approach
is used for the runtime integration, an initial shared and consistent start state is
required. In the case where agents are part of multiple components, this requires
a consistent initial agent population, which is appropriate for all components.

The inspiration for our approach to solving this problem comes from the lit-
erature on building synthetic populations to match various views on an under-
lying population, obtained for example from publicly available census tables. A
technique which is commonly used is Iterative Proportional Fitting Procedure
(IPFP) [4,6], an algorithm that iteratively converges to a fixed point to fill the
cells of a matrix with values that result in correct summation in both dimensions.
There is a large body of research around this procedure (which has a range of
variations). We used a version incorporated into the R statistical package.2

2 https://cran.r-project.org/web/packages/mipfp/index.html.

https://cran.r-project.org/web/packages/mipfp/index.html
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Our key idea is to regard the data from different components, representing
conceptually the same agents, as analogous to different data or views regarding a
single real population. IPFP, or its multi-dimensional variant if considering more
than two components, can then be used to obtain distributions that conform to
the marginal sums (constraints) from each component. An important difference
is that the initial populations in two simulation components, while representing
the same conceptual population in an integration, may not be derived from actual
data of a single real population. For this reason it can be more challenging to
achieve a suitable outcome, and additional algorithms are required to build an
instantiated population, after the IPFP step.

We test and exemplify our approach using the two component simulations
WD and LL described above. We have obtained the code of these simulations
as well as the published descriptions, enabling us to test our approach using
pre-existing simulations, developed independently from our own work. At the
time that we obtained the two implemented components, there was no attempt
being made to integrate them, although the researchers involved in the Care Life
Cycle project felt it would be valuable to do so.

We present in Sect. 3 the approach we have used to obtain an integrated
initial agent population. In Sect. 4 we describe the variations that we tried, and
assess them based on statistical measures of equivalence to the original initial
populations of each component, for those characteristics we wished to retain.
In order to provide necessary background, we first describe in the following
section some further information on the two component systems as well as brief
overviews of synthetic population generation techniques and IPFP.

2 Background

2.1 Component Simulations

As discussed previously the core purpose of WD is to demonstrate the value of
combining agent based simulation of social processes, with statistical demogra-
phy. The social process modelled is that of relationship formation and is based
on a substantially extended version of the wedding ring of Bilari et al. [3]. The
demographics of the initial population are developed by taking the 1951 census
data regarding structure of the population of the UK with regard to age, sex
and marital status. This is then evolved using a variant of the Lee-Carter model
of mortality and applying birth rates based on actual and predicted statistical
data. Testing against 2011 census data showed a good match.

However, WD does not model geographical location and thus cannot be used
for more detailed analysis of such things as relative need for health care support
in different locations.

LL aims conceptually to model the UK population of 62 million. Due to the
prohibitive computational cost they use a scaling factor of 1:10,000 to model a
population of 6,200 agents. In order to obtain an initial population for the year
2000, LL starts with 375 arbitrary couples where individuals are aged between
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20 and 40, and then runs the model for the 140 years needed to obtain a pop-
ulation of approximately 6,000 individuals, with plausible family and household
structures. A fixed reproductive probability was used for all women aged 17–42,
who are in any relationship. In order to obtain an improved match to actual data,
this fertility level was set to be higher until 1965 and then gradually decreased to
the empirically observed level. Mortality was modelled using a simple Gompertz-
Makeham mortality model. The modelling of partnership formation is done by
random pairing of agents at age and sex specific rates, with some simple con-
straints that prevent partners having the same parents and disallow the male
partner to be more than 5 years younger or 20 years older than the female
partner. Divorces are modelled as age specific probabilities.

Agents move (probabilistically) based on partnership formation, relationship
dissolution, adult children moving out of the parental home, arbitrary (low prob-
ability) moves of singles or families, and death of a partner.

Health degrades with age specific probability, and is linked to hours of care
needed. There is a detailed model of how much care is needed for different levels
of health, and how much care a relative can provide based on distance to the
family member needing care and their own health status. Discrepancy between
hours of care needed, and hours of care able to be provided, determines an
estimate of social healthcare needs required.

As can be observed, both models have their strengths. LL covers more detail
on geographical moves, health and the ability to provide health care. WD has
more accurate demographic processes for birth and death, as well as a more
developed social model of relationship formation. Both these simulations ini-
tialise their populations in ways that are important for the validity of the simu-
lation. WD requires an initially sound demographic structure of the population
if its more developed demographic processes are to produce valid results. LL
requires an initial population with appropriate household structures and sizes
incorporating individuals with varying health levels. Our task is to provide a
single initial population that is suitable for both components.

2.2 Synthetic Population Construction Techniques

There is a substantial body of literature on techniques for developing
a synthetic population which matches some actual observed population.
Harland et al. [9] describe and compare several such techniques, all of which
start with a sample set of anonymous but actual individuals, and generalise this
to the full population by incremental improvement. The synthetic population is
developed using various data sources, such as census tables and is constructed
to match the actual population as closely as possible with regard to particular
characteristics of interest.

Deterministic re-weighting and combinatorial optimisation are two popular
synthetic population construction techniques. Deterministic re-weighting tech-
niques such as IPFP [4,6] and GREGWT [19] produce the results by re-weighting
an initial estimate produced by generalising a microdata sample. These tech-
niques are deterministic and given the same input will always produce the
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same output. Combinatorial optimisation on the other hand is a stochastic app-
roach [24]. These methods generally start with an initial estimate of households
and individuals living in them, selected from a disaggregated sample from of the
real population. The estimate is subsequently improved by swapping households
in the estimate with random households from the sample until the household
and individual distributions achieve expected accuracy with respect to aggre-
gated marginals [15,20].

The work discussed by Harland et al. [9] requires an actual sample of indi-
viduals for the population, as well as aggregated census type data. This is not
available for the situation we are addressing, where there is not necessarily a
specific population for which samples exist. Rather we are aiming to produce
a synthetic population which has key characteristics of two component popula-
tions. In the particular WD and LL example, both components do aim to model
the same underlying UK population, so in principle we could obtain a sample for
that population. However this is not necessarily the case when integrating two
components. As we are using WD and LL to exemplify and evaluate our general
approach, it is not relevant to obtain such a sample.

2.3 Iterative Proportional Fitting Procedure

IPFP is the most commonly used deterministic re-weighting procedure for gen-
erating synthetic populations (e.g. [2,14]). It iteratively adjusts cell values of a
matrix so that they add up to target row and column totals (marginal totals)
provided from the aggregated population data such as census tables. In each iter-
ation, IPFP proportionally adjusts cell values to match the marginal sums, one
dimension at a time, and is guaranteed to converge to the matrix marginals [8].

IPFP requires row and column sums to be equal. If the two data sources are
inconsistent and row and column sums are not equal, frequencies can be con-
verted to proportions. Secondly, IPFP relies on sample data to seed the matrix
cells. Lovelace et al. evaluate the influence of two common problems related
to the seed: the initial weights problem and zero cells problem [12]. The initial
weights problem relates to certain agent categories being under/over represented
in the seed. The zero cells problem relates to some agent categories not being
represented at all in the sample, though observed in the actual population. In
the latter case, the particular agent categories are always assigned zero in the
final result. A significant finding in Lovelace et al.’s work is that influence of
initial weights trend towards zero after 10 iterations. Based on the findings they
conclude that it is more important to avoid the zero cell problem.

Iterative Proportional Updating [25] and Hierarchical Iterative Proportional
Fitting [10] are two approaches similar to IPFP but extended to merging distri-
butions at different aggregation levels, for example, merging household distribu-
tions and person level distributions. These approaches however are not applicable
to this work as they rely on microdata samples, which are not available to us
given the marginal distributions come from different component models. Though
the both models used in this work capture the same person and household prop-
erties, the proposed methodology is intended to be applicable to models with
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different properties that conceptually influence characteristics of the merged pop-
ulation. For example integrating a model that captures personal income, age and
marital status and another model that captures family structures (e.g. couple
only, couple with children), where merged population is constructed considering
the influence of personal attributes on family structures. In such situations the
above two approaches become inapplicable due to unavailability of a common
microdata sample that represents all the required aspects.

3 Approach

We describe here our suggested approach to producing an integrated initial pop-
ulation using two component simulations modelling the same conceptual agents
in different ways.3 We exemplify using the two components, WD and LL, previ-
ously described.

The starting point is the initial populations for the two components. LL
requires an initialisation period, and is considered to be adequately initialised
for the year 2000 after 140 iterations. WD is initialised with 1951 census data
demographics, and is validated against 2011 census data. For our integration
purposes we took the initial population for each component as that produced by
each for the year 2000.

3.1 Obtaining the Marginal Distributions

The first step is to identify the key population aspects to be retained from the
components being merged. We assume the agent is the central concept, but there
may also be others that have inter-dependencies with the agents, such as families,
households or organisations. We select from each component those characteristics
which are expected to have dependencies, but where it is important to retain
the original structure of that population. For example we may choose age from
one component and marital relationships from another. Where a characteristic
exists in both components, a decision must be made as to which to use, possibly
based on perceived quality of the component data for that aspect. In our case
study we decided to base age, gender and marital/parental relationships on WD,
as empirical validation showed a better fit to actual data on age and gender
than LL, while the more sophisticated modelling of relationships was also an
advantage of WD. We independently assessed our initial populations for each,
with respect to age distributions, against UK data for the year 2000 from the UK
Office of National Statistics4 and confirmed that WD was a better fit, as shown
in Fig. 1. Data for which we wished to retain appropriate information from LL
was that of household sizes. In choosing the characteristics from each population
we must be careful not to choose characteristics with implicit dependencies that
will necessarily cause inconsistencies. For example we should not take age from
one component and date of birth from the other.
3 We describe the procedure for two components, but multi-dimensional IPFP can be

used for cases with three or four components.
4 https://www.nomisweb.co.uk.

https://www.nomisweb.co.uk
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Fig. 1. Age category comparison of WD and LL with actual, year 2000

The attributes for each component must then be partitioned into suitable
value ranges. This is partly determined by the representation in the relevant
component. For example if a component represents an agent’s salary as a $10,000
dollar range, we cannot use any finer granularity than this, as the relevant infor-
mation will not be available. We may however group values to obtain a coarser
granularity than that used in the component (e.g. a $20,000 dollar range). Trade-
offs and implications regarding the granularity used are discussed in Sect. 4 in
relation to the case study. The cells for which marginal distributions must be
obtained are then determined by overlaying the partitions of each attribute on
each other. For example a M/F gender attribute, combined with 5 age ranges of
25 years from 0–99, will result in 8 cells: a M and a F cell for each age category,
as shown in Table 1. The bottom row then provides the distribution of the pop-
ulation across the various categories induced by the attributes and their values,
the so called “marginal distribution”. So we have 130 male 0–24 years old,
and 125 females in this age range.

Table 1. Example of marginal distributions for age and sex categories

M F

0–24 25–49 50–74 75–99 0–24 25–49 50–74 75–99

130 128 130 110 125 132 130 115

Two such marginal distributions then define the matrix whose cell values will
be calculated by the IPF procedure, respecting the totals defined at the margins.
To obtain the values for each marginal distribution we extract the data from the
relevant initial population, for the categories defined by the cells, induced by
the attributes we are interested in and the value categories we have defined for
them.
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In our case study the column marginal distribution was obtained from
WD and consisted of 104 cells reflecting:

• gender (M/F),
• relationship (Single/Married) and
• age (26 categories in range 0–99, and 100+).

For some experimentation we added a parental attribute with 4 values (has
children under 15, has children over 15, has children both under and over 15,
has no children), giving 416 cells in the marginal distribution.

The row marginal distribution was obtained from LL, where we had 11
categories, representing number of people in households of size 1–11. This gave
1144 matrix cells (or 4576 if parental relationships were included) for the IPFP
algorithm to determine values for.

If the initial population sizes are different this data may need to be nor-
malised, though some IPFP packages (including the one we used) have this
functionality inbuilt.

3.2 Obtaining Cell Values

Before running IPFP it is necessary to provide seed values for each cell in the
matrix. Providing seed values that better represent the underlying population
will allow IPFP to produce superior results. However it is possible to obtain
results that adhere to the distribution constraints, even if 1 is used as the seed
in all cells that are not impossible.

Given that there is no microdata sample that could be used for seeding,
we experimented with two seed variations, one with 0’s and 1’s, respectively
indicating impossible (e.g. married, under 15) and possible cells, and the other
with approximate seed values obtained from calculations of categories in LL.5

Using IPFP the matrix cells are then populated with values that represent
the characteristics of a merged agent population, which adheres to the structure
of both the originally defined marginal distributions. This can then be used to
build an initial population that adheres to the key structural characteristics of
both source populations.

3.3 Building the Merged Population

In the simplest case, building the merged population involves instantiating the
appropriate number of agents with the relevant characteristics, as defined by each
matrix cell. However, in general, specific relationships may need to be established
in heuristically appropriate ways, additional constraints may need to be enforced
and attributes may need to be added and/or made more specific.

5 This is further discussed in Sect. 4.
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Relationships: The need to deal with relationships can arise when one of the
marginal distributions concerns a grouping concept, such as in our example where
the LL distribution deals with numbers of agents in households. Individuals must
then be assigned appropriately to the groups, using values from the matrix. It
can also be the case that some of the attributes refer to a relationship which
must be specifically instantiated between agents in the population. An example
also present in our case study, is that of marital status. Heuristics such as the
allowable or preferred age difference between partners, and hard constraints such
as only one marital relationship per agent, and minimum marriageable age, must
guide the building of the instantiated initial population.

Attributes: Some necessary attributes of agents may not have been part of
the structural merging procedure, but must be assigned before the initialisation
is complete. An example in our case study is the health level of agents. Such
attributes can be assigned in any suitable manner. As health level in both WD
and LL is related to age, though the levels are more detailed in LL, we simply
calculated the likelihood of the various health levels represented in LL for each
age and gender category, and assigned accordingly. Some attributes assigned
during the process based on matrix cell values may also need to be further
refined. For example, age defined as a range, needed to be refined to a particular
value within that range. Refinement may need to also take account of constraints
such as age difference between marital partners, or between parent and child.

The integrated population must then be assigned into each component, ready
for the execution of the components in the integrated simulation, maintaining
synchronised and consistent agent representations by whatever method is being
used. This may require further modification of attributes to ensure suitability for
the particular component. This can include such things as translation of units
of measurement, naming or aggregation/simplification of attribute values. An
example in our case study was the illness/health attribute which has five levels
in LL and was assigned five levels for the merged population. However WD has
only a two level scale, ill or not ill. Consequently levels 1 and 2 in LL were
assigned to not ill in WD, with levels 3–5 interpreted as ill.

Algorithm description: As mentioned earlier in assigning agents into house-
holds, or whatever other assignment of relationships between agents or entities
must be done, certain constraints must be maintained. If the original data sources
represent a real population, it is reasonable to assume that these constraints are
realised in the actual population and are therefore implicit in the various data
sources. In this case it should be possible to achieve assignments that allow exact
adherence to IPFP cell values.6 However this is not the case in our situation:
there is no underlying “real” population. Rather we have two representations of
some population where we are trying to conserve properties of each as much as
we can. When applying the necessary hard and soft constraints (e.g. only one
marital partner, parents must be at least 15 years older than their child, etc.)

6 Exact adherence modulo rounding errors. We must of course round agent numbers
obtained from percentages to be whole numbers.
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there is no guarantee that the IPFP solution produced can be realised fully.
We have developed an algorithm that aims to do “as good a job as practically
possible” and we evaluate experimentally how good this actually is at preserving
the desired structure in our case study. The algorithm is shown in Algorithm 1.

Algorithm 1. Grouping Algorithm
input : U: vector of desired counts per category

R: 2D array of category rule vectors of size |U|
output: V: vector of assigned agents per category

1 F ← getDistribution(U); V ← U;V′ ← 0
2 while V′ �= V do
3 V ← V′

4 for index c in V′ do
5 Rc ← R[c]; O ← 0; E ← 0
6 for index r in Rc do
7 O[r] ← V′ + Rc[r]
8 D ← getDistribution(O[r])
9 E[r] ← getRMSDiff(D − F)

10 end
11 W [c] ← O[argmin(E)]

12 end
13 V′ ← W [argmin(W )]
14 if V′ �= V then
15 // update relationships and attributes
16 end

17 end
18

The grouping algorithm operates row wise on the IPFP produced matrix
of agent counts. Recall that rows represent household types from LL and the
columns are agent categories from WD. This row wise operation is shown in
Algorithm 1. Here, the input vector U contains the desired number of agents
in each category–an IPFP output row. Vector V holds the allocated agents. An
ideal algorithm would finish with V ← U, however, in our case, as mentioned
before, there is no guarantee that this can be achieved, so the aim is to get V
as close to U as practically possible.

The input R is a 2-dimensional array of rule vectors, where each row specifies
a constraint for a given category. For instance, a rule for a “married male”
category will contain a 1 for that category as well as a 1 for a female category
that forms a suitable partner. Such a rule specifies that assigning an agent to
the married male category must be accompanied by one other assignment to
the specified female category. Several such rules may exist for the married male
category (one per row in R) to capture the various options or combinations in
which a relationship may be formed. As a minimum, each category has at least
one corresponding rule in R.
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In the following description, numbers in brackets indicate line numbers
in Algorithm 1. The procedure starts by calculating F (the corresponding
proportional distribution of each category in U, adding up to 1) and assign-
ing V and V′ (a temporary vector) non-equal values (1), and then continues as
long as V and V′ are not equal (2). The algorithm contains two inner loops:
one to operate on each element (category) of V′ (4), and within that, another
to operate on all rule options that apply to that category (6). The overall idea
is to start with V ← 0 and then proceed towards V ← U by gathering, in each
iteration of the outer loop, all legal allocations (all options across all categories),
and then selecting one. Note that we pick the best option for a given category
first (11), and then pick the best option across categories (13). The “best” option
here is always the one that minimises the root mean square error between the
desired distribution F and all possible resulting distributions from the options
(6–11). The intuition is to proceed towards U as fast as possible, by picking the
option that will reduce the error between V and U the most. Whenever a new
option is chosen we also update any relationships and attributes relating to the
impacted agents as needed (14–16).

Algorithm 1 stops when it can no longer assign agents to categories, resulting
in some agents being left over (i.e., U − V). Assigning these leftover agents to
any categories would end up increasing the error in the marginal distributions, so
instead, these agents are discarded from the population. (Actually, we do a post-
processing step before discarding, where we try to swap allocated and left-over
agents, where doing so will allow us to reuse the swapped agent elsewhere.) This
results in the usable population being smaller than desired (V < U), however,
the structural makeup is as close to desired as possible.

4 Evaluation

4.1 Experimental Data

We produced 4 sets of population types, varying granularity of the marginal
distribution categories and the seed values in the cells provided to the IPFP
algorithm.

Coarse vs. fine granularity: The attributes which form the basis for the mar-
ginal distribution categories are gender, age, marital status and parental status.
The coarse granularity data uses 26 age brackets (4 year intervals) and 2 cate-
gories each for gender and marital status, giving 104 categories. The fine granu-
larity adds 4 categories regarding whether an individual has children. These cate-
gories are: 1. Has child(ren) under 15 (U15c); 2. Has child(ren) over 15 (O15c); 3.
Has children both under and over 15 (UO15c); 4. Has no children (nc). Combin-
ing these denotations with R (“relationship”) and S (“single) for marital status
then gives the 8 categories RU15c, SU15c, RO15c, SO15c, RUO15c, SUO15c,
Rnc, Snc. When combined with gender and age brackets this gives a total of 416
categories. Gender is denoted by suffixes, -m for male and -f for female. These
category descriptors will be used when discussing detailed results.
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Seed values: As described in Sect. 3.2, we experimented with a simple seed (0’s
and 1’s) and an informed seed based on LL data.
Setup: Both WD and LL have built-in initial burn-in periods, where the start-
ing population is allowed to evolve for some number of years (WD:1951–2000,
LL: 1860–2000) before it is considered suitable. We first produced 100 initial
WD populations and LL populations in this way. Due to burn-in, the initial
population counts were different across runs but averaged around 4000 for WD,
and 6000 for LL. We then produced coarse and fine level marginal distribu-
tions for each of these initial instances, and provided these to IPFP, seeded
with a simple seed in one case and an informed seed in the other. This gave
400 IPFP tables, 100 in each setting of coarse granularity–simple seed (CS),
coarse granularity–informed seed (CI), fine granularity–simple seed (FS), and
fine granularity–informed seed (FI). These IPFP tables were used to produce
the experimental population instances of size 4000.7 Finally, we ran our assign-
ment algorithm to produce 400 experimental population instances (100 in each
setting) and collected the data to allow us to compare with the original WD and
LL populations with respect to the characteristics we were trying to retain from
each.

4.2 Evaluation Method

For each set of 100 merged population instances, we compared these with the
set of 100 original WD or LL population instances on each of the relevant cat-
egories. We then assessed whether the populations produced by our approach
were equivalent to the populations produced by WD or LL with respect to each
relevant category. Finally we calculated the percentage of (relevant) categories
for which each experimental population set (CS, CI, FA, FI) was equivalent
to the WD (or LL) population set, giving an overall percentage equivalence.
For assessing equivalence to WD there were 104 coarse (or 416 fine) categories,
based on the demographic characteristics that we wished to retain from WD.
For assessing equivalence to LL there were only 11 categories, as the household
data was simply number of people in households of a given size (maximum size
ever produced by LL was 11).

We considered two sets of populations equivalent with respect to some cate-
gory (e.g. percentage of individuals in “married, 40–45 year-old males” category
or percentage of “individuals in a household of size 4”) if p ≤ 0.05, with respect
to the null hypothesis of them being different (standard 95% certainty). We
assessed equivalence of WD to each of the 4 merged populations by assessing
equivalence with respect to each of the categories in the row marginal distrib-
ution of the IPFP table (104 or 416 categories). We assessed equivalence of LL
to each of these same merged populations, by assessing equivalence of LL with
regard to each of the 11 categories of the IPFP column marginal distribution -

7 As mentioned, IPFP rounding introduces errors. We rounded by taking the floor
values which gave populations of around 3% less than 4000. This choice is not critical
for us, however for a detailed discussion of rounding issues, see [11].
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i.e. how similar was the distribution of households of varying sizes in the merged
populations as compared to initial populations produced by LL.

We used the Two One Sided Test (TOST) [22] which is the standard statis-
tical test for establishing equivalence (as opposed to the more usual procedures
for establishing difference). TOST requires, in addition to the two distributions,
input of the tolerable difference between means, the so-called epsilon value (ε).
The larger this value, the easier it is to establish equivalence. We tested WD
using two different ε values of 0.0015 and 0.002, representing 0.15% and 0.2% of
the population, and LL using ε values of 0.002 and 0.0035. Choice of an appro-
priate epsilon is domain dependent and depends on how large a difference in
mean should be allowed before the data is not considered equivalent. On aver-
age there are about 1400 households and 4000 agents in each population. The
effect of one mis-categorised agent is therefore 0.00025 whereas the effect of one
mis-categorised household is 0.000714, almost 3 times as much. This justifies our
use of a slightly higher ε value.

4.3 Results

We discuss first the results for equivalence to WD, as these are more complex
than for LL. We then provide similar data for LL.

Equivalence of Merged and WD on Demographics. Recall that we are
comparing against 4 different merged populations: Coarse-Simple CS produced
without considering parental relationships and using a 0 or 1 seed to repre-
sent possible vs impossible categories; Coarse-Informed CI, where we use the
same categories as CS but use a seed based on LL distributions; Fine-Simple
FS, where we add categories capturing parental relationships as described in
Sect. 3.1; and Fine-Informed FI, where we use the extra parental relationships
and seed based on LL distributions. Table 2 shows the % of categories equivalent
for each of the four settings, and the two different ε values which we tested for.

Table 2. Equivalence of WD to each population set

CS FS CI FI

ε 0.0015 87.5% 75% 86.5% 81.25%

ε 0.002 96.15% 79.33% 92.3% 87.74%

Looking at Table 2 it is clear that the choice of the ε value has a substantial
effect on results. What is a “reasonable” value depends on judgement with regard
to the domain. One must assess whether the ε chosen results in actual numbers
that intuitively are or are not equivalent. This will depend on what the categories
represent, and also the raw numbers in the categories. Also of importance is
which categories are not equivalent and whether that is expected to matter
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for the purpose of the integrated simulation. An interesting observation is that
using the informed seed with the coarse granularity table appears to give slightly
worse results than the simple seed. Further investigation across more studies is
required to understand why this is. With fine granularity the informed seed
leads to improvements. Also the coarse granularity performs better than the fine
granularity, with both types of seed. The reason for this latter effect is that it is
harder to meet the constraints in grouping with the finer granularity.
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Fig. 2. Example over/under allocation in merged WD population with respect to orig-
inal for 104 categories in CS.

Figure 2 shows the comparison of a single CS population instance against its
corresponding WD original. The x axis represents the 104 coarse categories while
the y axis represents the over/under allocation in the CS population as compared
to the original, with respect to those categories, expressed as a proportion of the
population. A positive bar represent categories where CS had more agents than
the original, while negative bars represent the opposite case. A zero-height bar
represents an exact match and includes empty categories. Only selected labels
are shown on the x axis and these are discussed in the following text. The ε range
of ±0.002 is also shown. In this instance, 102 out of 104 categories are equivalent
(only bars b and d are not). Note that this is for a single example instance. Across
all 100 instances of CS, 96.15% of categories are equivalent (Table 2).

The two non-equivalent categories b and d in Fig. 2 refer to the categories
“Single female (S-f), Age 44–47” and “In relationship female (R-f), Age 44–47”
respectively. In this example the difference can be attributed solely to a number
of single females in the given age group for whom a suitable partner could not be
found. The merged population therefore has less females in category d compared
to the original (negative bar at d). These females end up in category b resulting
in more females here than in the original (a corresponding positive bar at b).

A total of 37 agents were discarded in this example from a total of 3978
agents, or around 0.93% of the population (the average discarded agents for CS
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Fig. 3. Example over/under allocation in merged WD population with respect to orig-
inal for 416 categories in FS.

across all 100 instances was 0.6%). Of these, 14 are from 4-member households.
Out of that 5 agents are from S-f age 60–63 (label c) and 4 from S-m age 60–63
(label a). The rest are spread in other categories. The discarded agents in a and
c have failed to form parental relationships (the only legal relationship) because
there are no suitable agents left in the same household type. Though there are
other agents in these two clusters, their age gaps are too small for a parental
relationship.

Figure 3 shows an example instance fine granularity (FS). Here several clus-
ters of agent categories exhibit significant differences. Two of those clusters,
around labels e and m, mainly consist of under-15 single males and females,
i.e., children. Another two important clusters are around labels f and n, which
represent older single males and females with no children. Categories that fall
under these labels have limited options when forming relationships and many are
discarded because of that; about 56% of under-15 agents and more than 20% of
“single males and females aged over 64, with no children”, in total that is about
96% of all the discarded agents. All up in this instance, 427 out of the 3887
agents were discarded, or around 11% of the population (the average discarded
agents for FS across all 100 instances was 13.42%).

We find that categories associated with under-15s, such as RU15c-m &
RU15c-f aged 28–39 (h and p), and RUO15c-m & RUO15c-f aged 36–51 (l and
t), are often less represented in the merged population. On the other hand, cate-
gories that do not need under-15 children often have more agents than required:
Rnc-m & Rnc-f aged 16–35 (g and o), and RO15c-m & RO15c-f aged 32–47
(labels j and r) are four such clusters. This is possibly caused by not having
enough agents aged under 15 in the population. As a result, agents that are sup-
posed to be in “with under 15 children” (*U15c or *UO15c) categories end up
in “no under 15 children” (*nc and *O15c) categories. However, there are a few
notable exceptions. Categories RU15c-m aged 44–47 and RU15c-f aged 40–43
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(i and q) have more agents in the merged than in the original. Two other such
examples are agents aged 40–47 in RO15c-m and RO15c-f categories (k and s).

Equivalence of Merged and LL on Household Sizes. To establish the level
of equivalence of our merged populations to LL with respect to distribution of
household size categories, we followed a similar procedure, though with many
fewer categories required. Each merged population (CS, CI, FS and FI) was
compared to the LL population with respect to the 11 household size categories.
Table 3 summarizes these results. Here we see the over-representation of 1 per-
son households. The reason for this is that 1 person households can always be
successfully formed, while a range of other size households sometimes cannot be
formed due to relationship constraints (between couples and between parent and
child). We see here most categories have some under-allocation. This results in 1
person households being over-represented in terms of percentage of all household
types.

Figure 4 shows an example of over and under representation in one example
merged population as compared to the original LL population, for CS. Here 10
out of the 11 categories, or 90.9%, are equivalent for ε = 0.0035 (also shown).
On average, for the same setting, 72.73% of the categories are equivalent for
ε = 0.002 (Table 3).
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Fig. 4. Example over/under allocation in merged LL population with respect to LL
for 11 household categories in CS.

Similarly to the WD results we see from Table 3 that using the coarse gran-
ularity to produce the merged population gives the best results, with an equiv-
alence of 90.9% in the best case (ε = 0.0035 CS). As with WD, use of fine gran-
ularity produces worse results, and in this case the deterioration is even greater
than with WD. The explanation however is the same and has to do with the
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Table 3. Equivalence of LL to each population set

CS FS CI FI

ε 0.002 72.73% 27.27% 54.55% 27.27%

ε 0.0035 90.9% 45.45% 81.82% 36.36%

increased number of constraints that must be met, resulting in larger numbers of
discarded agents and households not able to be formed. In WD we saw that use
of a simple seed gave better results for a coarse granularity population, while the
informed seed gave better results for the fine granularity. For LL we continue to
see a substantially superior performance with simple seed and coarse granularity
(CS vs. CI), while there is no difference (but very poor results) for fine granu-
larity (FS vs. FI). Based on these results we would use coarse granularity and
simple seed in this case. However this is an area requiring further investigation
across different applications to understand the general principles regarding what
will give best results.

5 Discussion and Conclusion

In this work we have developed a process for obtaining a single initial population
that can be used by two components in an integrated agent based simulation
where both components model the same individuals conceptually. We provide a
way to substantially retain structural elements of the original populations which
are considered important. Our method is based on IPFP which has been widely
used for building synthetic populations from different data sources representing
the same population. We use the IPFP produced table to build the merged
population following constraints necessary for the domain, such as individuals
have only one marital partner, parents are older than children by at least X
years, etc. In real populations these constraints are implicit in the actual data
and so it should be possible to find a solution fully respecting the IPFP table.
However, in our case this may not be so as there is no underlying “real” data.
Our algorithm attempts to provide a solution which is as good as practically
possible.

We have evaluated our technique using 400 different experimental popula-
tions and 100 initial populations generated from each of the components whose
structure we are attempting to retain on some of the demographic character-
istics. We have then run 4,248 TOST tests of equivalence using the allowable
difference of ε equal 0.0015 and 0.002 for WD tests and 0.002 and 0.0035 for LL.
Using coarse categories and simple seed we obtained 96.15% equivalence to WD
(ε = 0.002), and 90.9% equivalence to LL (ε = 0.0035).

The equivalence of the original LL populations to the original WD popu-
lations (ε = 0.002, coarse categories) was only 39.42%. Consequently it is clear
that with this approach we have developed a more satisfactory initial popula-
tion, respecting aspects of both components, than if we had simply imposed one
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component’s initial population on the other. The approach is general, in that it
can be applied to any two (or more) components which have overlapping popu-
lations which must be synchronised prior to executing a simulation using both
components. Maintaining the synchronisation can of course also be challenging,
but whatever approach is used to achieve that, a suitable initial population is
required.

Although IPFP seems to provide a good start for building the integrated
population, there is no guarantee, once additional constraints from the domain
are applied, that a solution of actual agents which respects the original distri-
butions exists. This problem is not as acute when synthesizing a population to
match data from a single actual population, in that any domain constraints are
implicitly respected within the data. In that case it is a matter of how good
the algorithms are in forming the synthetic population. In our case when we
are combining the characteristics of two different populations, for the purpose
of integrating multiple aspects of a situation, there may well be an upper bound
on the level of equivalence possible between the integrated population and each
original. In further work we plan to analyse ways in which we can determine such
a potential upper bound. If it is too low, this may be an indication of inherent
problems with regard to the validity of integrating the components.

We also plan to explore whether alternative population synthesis techniques
can be modified to address our problem, as well as analysing how the algorithm
which builds the population from the statistical data plus required constraints,
can be improved. We will further explore the optimal granularity of categories
and the effect on equivalence, as well as exploring additional case studies.

While further work and investigation is important for a full understanding,
we believe, on the basis of these results that we have developed a valuable app-
roach to the problem of establishing an initial population for components when
developing an integrated simulation from pre-existing pieces. Being able to inte-
grate existing component simulations to form a more complex system is very
important as simulation development is time consuming and costly, involving
also significant domain expertise. Re-use is therefore increasingly important as
we aim to address more and more real and complex systems. This work provides
an important piece in being able to achieve re-use and the formation of new
simulations by combining existing ones.
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Abstract. Contracts represent agreements between two or more parties
formally in the form of deontic statements or norms within their clauses.
If not carefully designed, such conflicts may invalidate an entire con-
tract, and thus human reviewers invest great effort to write conflict-free
contracts that, for complex and long contracts, can be time consuming
and error-prone. In this work, we develop an approach to automate the
identification of potential conflicts between norms in contracts. We build
a two-phase approach that uses traditional machine learning together
with deep learning to extract and compare norms in order to identify
conflicts between them. Using a manually annotated set of conflicts as
train and test set, our approach obtains 85% accuracy, establishing a
new state-of-the art.

Keywords: Norms · Contracts · Deep learning · Natural language

1 Introduction

Regulations are often applied to social members in a society in order to minimize
conflicting behaviors [18]. Such regulations also known as social norms, define
expected behaviors accepted for society members and that ensure that individ-
uals act according to a socially acceptable behavior. Besides regulating entire
societies, social norms are also used to regulate interactions in smaller groups,
and are often present in social relationships involving agreements over products
and services. A common way to formalize a set of norms applied to an agree-
ment is through contracts. In human societies, contracts are semi-structured
documents written in natural language, which are used in almost every existing
formal agreement. Contracts define the parties involved in the agreement, their
relations, and the behavior expected of each party within clauses. When written
in natural language, contracts may use imprecise and possibly vague language
to define parties, obligations and objects of its clauses, leading to inconsisten-
cies. Such inconsistencies may create, in the long run, unforeseen legal problems
for one or more of the involved parties. To identify and solve such conflicts and
inconsistencies, the contract maker needs to read the entire contract and identify
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each conflicting pair of norms. As conflicts tend to have a large number of norms,
the task of identifying norm conflicts is quite difficult for human beings, which
makes it error-prone and takes substantial human effort.

Our main contributions in this work are two: first, an approach to address
the problem of identifying and quantifying potential normative conflicts between
natural language contract clauses; and second, a corpus containing normative
conflicts1. We process raw text from contracts and identify their norms. Then,
we train a convolutional neural network to classify norm pairs as conflict or non-
conflict. We evaluate our approach using a dataset of contracts in which conflicts
have been deliberately but randomly introduced between the norms, obtaining
an accuracy around 85% in conflict identification for a 10-fold cross validation.

2 Norms and Contracts

Norms ensure that individuals act according to a defined set of behaviors and are
punished when they are perceived not to be complying with them given a social
setting [1]. Norms provide a powerful mechanism for regulating conflict in groups,
governing much of our political and social lives. They are often represented using
deontic logic, which has its origins in philosophical logic, applied modal logic,
and ethical and legal theory. The aim of deontic logic is to describe ideal worlds,
allowing the representation of deviations from the ideal (i.e. violations) [27].
Thus, deontic logic and the theory of normative positions are very relevant to
legal knowledge representation, and consequently they are applied to the analysis
and representation of normative systems [16]. Norms often use deontic concepts
to describe permissions, obligations, and prohibitions. A prohibition indicates
an action that must not be performed, and, if such action is carried out, a
violation occurs. Conversely, a permission indicates an action that can either be
performed or not, and no violation occurs in either case. In most deontic systems,
a prohibition is considered to be equivalent to the negation of a permission, thus,
an action that is not permitted comprises a prohibition. Although these two
modalities are sufficient to represent most norms, obligations are also commonly
employed in norm representation. An obligation represents an action that must
be performed, and it is equivalent either to the negation of a permission not to
act or a prohibition not to act.

In contracts, norms are defined within clauses and are often directed to one
or more parties of the contract. A contract is an agreement that two or more par-
ties enter voluntarily when it is useful to formalize that a certain duty comes into
existence by a promise made by at least one of the parties. The creation of a con-
tract formalizes what each party expects from the other, creating a warranty that
each party will fulfill their duties [22] and legally enforceable obligations between
these parties. These enforceable obligations are defined by a set of norms, which
are responsible for describing any expected behavior from the parties.

With the use of the Internet, electronic contracts arise as a new way to rep-
resent formal agreements and are increasingly explored for commercial services.
1 https://goo.gl/3Hbl1r.

https://goo.gl/3Hbl1r
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An electronic contract is very similar to a traditional paper-based commercial
contract, following the same rules and structure [20]. Almost all types of con-
tract can be represented electronically, leading to the need of managing such
contracts, dealing with the representation and evaluation of agreements. In this
work, we deal with contracts written in natural language, thus, the task of ana-
lyzing and evaluating norms is traditionally done by human readers. As more
contracts are required to codify an increasing number of online services which
span over multiple countries and different legal systems, the tasks of writing
and verifying contracts by humans become more laborious, taking substantial
time [10].

2.1 Norm Conflicts

Sadat-Akhavi [23] describes four causes for a norm conflict to arise. The first
cause is when the same act is subject to different types of norms. Thus, two
norms are in conflict “if two different types of norms regulate the same act, i.e.,
if the same act is both obligatory and prohibited, permitted and prohibited, or
permitted and obligatory”. For example, consider a norm n1 that states that
company X must pay product Z taxes, and a norm n2 that states that company
X may pay product Z taxes. The second cause is when one norm requires an act,
while another norm requires or permits a ‘contrary’ act. In this case, there is a
normative conflict if “two contrary acts, or if one norm permits an act while the
other norm requires a contrary act” [23]. For example, consider a norm n1 that
states that Company X shall deliver product Z on location W, whereas norm n2
states that company X must deliver product Z on location Q. The conflict arises
in the moment that one tries to comply with one norm and, at the same time,
is non-complying with the other. The third case defines a cause of conflict when
a norm prohibits a precondition of another norm. For example, norm 1 obliges
company X to perform α in location θ, whereas norm 2 prohibits company X to
be in location θ. In this case, company X cannot comply with norm 1 since been
in location θ implies in a violation of norm 2. Finally, Sadat-Akhavi defines a
cause of conflict when one norm prohibits a necessary consequence from another
norm. For example, norm 1 states that company X shall/may replace its material
supplier each year and the process shall not last more than two weeks, whereas
norm 2 states that company X cannot be without a material supplier. In this
case, the process of replacing the material supplier (norm 1) implies to company
X an amount of time without a material supplier, complying with such norm
makes company X violate norm 2.

3 Deep Learning

Deep learning is a branch of machine learning that tries to solve problems by
automatically finding an internal representation based on hierarchical layers [12].
Such layers can extract complex features from data as they get deeper, which
makes feature design from human engineers unnecessary [3]. There are multiple
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architectures of deep neural networks that achieve this type of learning, such as,
convolutional neural networks (CNN) [4], recurrent neural networks (RNN) [15],
and autoencoders [26].

3.1 Convolutional Neural Networks

Convolutional neural networks were first introduced by LeCun et al. [4]. They
modify the usual neural network by adding successive convolutional layers before
the fully connected neural network output layer, as illustrated in Fig. 1. A con-
volutional layer uses the convolution mathematical operator to modify specific
regions of input data using a set of kernels, substantially diminishing the number
of neural connection weighs a learning algorithm must adjust close to the input
features. A convolution can be viewed as an operation between two functions
that produces a third one. Each kernel of a convolutional layer has a defined
size and contains a value for each cell; these values, called weights, multiply the
values from the input features resulting in a new feature map. The kernel goes
through the input multiplying every matrix cell, as illustrated in Fig. 2. The
result of applying multiple convolutions to an input is a set of feature maps with
specific information from the input.

Fig. 1. Abstract representation of a CNN (extracted from LeCun et al. [4])

In order to reduce the dimensionality of features resulting from convolutions,
convolutional networks often contain pooling layers between successive convolu-
tional layers. These layers have a single kernel without weights that goes through
the input aiming to down-sample the size of the image, much in the same way
resizing an image reduces its dimensions, as illustrated in Fig. 3. They can be
either a max pooling or a mean pooling, the former outputs the highest value
among the ones in the kernel size and the later outputs the mean value among
the ones in the kernel. LeCun et al. use this type of neural network to identify
handwritten numbers from zip codes in real U.S. mail. From then on, convo-
lutional neural networks have been used extensively to solve image processing
problems. More recently, researchers have used CNNs to solve classical natural
language processing problems ([11,28]), such as part-of-speech tagging, named
entity recognition, and sentiment analysis. In most cases, approaches using CNNs
have matched and surpassed previous approaches using rule-based and proba-
bilistic approaches. The key challenge in applying CNNs to text processing is
finding a suitable matrix representation for the input text.
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4 Conflict Detection Approach

Our approach to identifying potential conflicts between norms in contracts is
divided into two phases. In the first one, we identify norms within contrac-
tual sentences by training a Support Vector classifier using a manually anno-
tated dataset. In the second part, we classify norm pairs as conflicting or non-
conflicting using a CNN. Figure 4 illustrates the architecture of our approach.
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Fig. 4. Architecture of the norm conflict identifier
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4.1 Norm Identification

The first step towards norm conflict identification is to identify which sentences
in a contract contain deontic statements (norms). For this task we consider
contract sentences to be of two exclusive types: norm sentences and non-norm
sentences. In order to separate norm sentences from the rest of the contract text,
we train a classifier based on Support Vector Machines (SVM) using a manually
annotated dataset. We created the dataset using real contracts extracted from
the onecle website2, specifically contracts of the manufacturing domain3. We
manually annotated the sentences in each contract as being either norm or non-
norm, resulting in a set of 699 norm sentences and 494 non-norm sentences from
a total of 22 contracts, which we use as both train and test sets.

4.2 Norm Conflict Identification

In order to identify norm conflicts, we use the concepts introduced by Sadat-
Akhavi [23]. Unlike the four causes for conflicts, Sadat-Akhavi identifies three
main types of conflicts, which are:

– Permission x Obligation;
– Permission x Prohibition; and
– Obligation x Prohibition.

We base our conflict identification on these three conflict types in addition
to the first and second causes of norm conflict defined by Sadat-Akhavi. Thus,
in this work, we consider norm conflicts to be:

– Pairs of norms with different deontic concepts applied to the same actions
and the same parties; and

– Pairs of norms where the obliged action of one clause is either prohibited or
permitted in another clause.

The key challenge in processing text using CNNs is to generate a representa-
tion suitable for the matrix-format input required for the convolutional layers.
Here, we take inspiration from recent work that deals with natural language. The
first sentence representation, created by Zhang and LeCun [28], in which they use
a CNN to deal with natural language processing problems. Their approach aims
to, among other tasks, classify the sentiment (positive, negative, and neutral) of
product reviews from Amazon. Since CNNs are designed to process images, the
solution they propose to translate a sentence into an image is to create a matrix
representation with the review characters as lines and the alphabet as columns.
Thus, given a cell {i, j}, they assign 1 when the ith character is equal to the
jth, otherwise, they assign 0. Figure 5 illustrates their sentence representation
using as example a sentence that begins with ‘above’. The resulting matrix has
1 where letters are equal (such as cell 1, 1 and 2, 2) and 0 otherwise.
2 http://contracts.onecle.com/.
3 http://contracts.onecle.com/type/47.shtml.

http://contracts.onecle.com/
http://contracts.onecle.com/type/47.shtml
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The second work is from Kim [17], which uses a sentence representation to
classify sentences in different natural language processing problems. Here, the
representation is a matrix in which the lines are the words of a sentence and
columns are the word embedding of each word. An embedding is a representation
that turns words into vectors of floating point numbers. Such representation may
have a variable size and carries semantic information from each word. In Kim’s
approach, the resulting matrix is a group of word embedding lines. Figure 6
illustrates this sentence representation.
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One of the key aspects in norm conflicts is that both norms tend to be
very similar in that usually both norms refer to the same party/parties with
similar actions, and only the modality of the sentence differs. Thus, the similarity
distance between two sentences often indicates how norm pairs are likely to
conflict. Consequently, we rely on training examples that consist of binary images
created from each pair of norms denoting the distance between these norms.
Thus, we created a pair-of-norms representation using a matrix to denote similar
characters in each norm. Given two norms α and β, our matrix consists of the
characters from α in its lines and the characters from β in its columns, as Fig. 7
illustrates. Given a cell {i, j}, we assign 1 to it when the ith character of α is equal
to the jth character of β and 0 otherwise. For this work, we limit the lengths
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of both norms to 200 characters, which is the mean length of norms from our
dataset and truncate overlong sentences (which, as we see in the experiments,
seems to have no effect in accuracy). Using this representation we train a CNN
to generate a model to classify norm pairs as conflicting and non-conflicting.

5 Experiments

5.1 Norm Conflict Dataset Annotation

To evaluate our approach to detect potential conflicts between norms, we
required a corpus with contracts containing real conflicts. However, since we
found no such corpus available, we created a dataset with semi-automatically
generated norm conflicts using a set of real non-conflicting norms as a basis. To
assist in the creation of conflicts, we developed a system to assist human users
to insert conflicts randomly in a contract, while still maintaining language syn-
tactic correctness. In order to create such conflicts, we relied on the assistance
of two volunteers each of which was responsible for inserting two different types
of conflict. Each volunteer was asked to create one of the two causes of con-
flict. We asked the first volunteer to insert conflicts that have only differences in
the modal verb, e.g. changing an obligation modal verb (‘must’) for a permission
one (‘may’). This volunteer created 94 conflicts in 10 different contracts, totaling
13 conflicts between Permission x Prohibition, 36 conflicts between Permission x
Obligation, and 46 conflicts between Obligation x Prohibition. We asked the sec-
ond volunteer to insert conflicts that contain deontic conflicts and modifications
in the norm actions. This volunteer created 17 conflicts in 6 different contracts,
totaling 2 conflicts between Permission x Prohibition, 6 conflicts between Per-
mission x Obligation, and 4 conflicts between Obligation x Prohibition.

We developed a semi-automatic process conflict creation within a system
that, when prompted, selects a random norm from a random contract, makes a
copy of it, and asks the user to modify it. After user modification, the system
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creates a new contract containing both the original norm and the modified copy,
ensuring that a semantically similar, but conflicting, clause is present in the
resulting contract. Thus, we use these new contracts to identify the inserted
conflicts.

From the contracts we used to create conflicts, we selected all sentences not
used in the conflict creation to produce a set for the non-conflicting norm class.
This set has a total of 204,443 norm pairs.

5.2 SVM

To create the sentence classifier, we trained a support vector machine (SVM)
classifier using the dataset described in the Norm Identification section. SVM is
often used to classify datasets with few training examples with multiple features
and a binary classification task since it creates a hyperplane that tries to find the
best division between two classes [14]. In order to train the SVM, we turn each
sentence into a bag-of-words representation [13], which represents the frequency
of words from a fixed dictionary in sentence. Using this representation, the SVM
learns from the frequency each word appears in a class.

5.3 CNN

To create the norm conflict identifier, we train a CNN using norm pairs from the
dataset described in Norm Conflict Dataset Annotation section. In this work,
we use the classical LeNet CNN, developed by LeCun et al. [4]. The network
architecture consists of two convolutional layers followed by a max pooling layer
and two fully-connected neural networks. Each convolutional layer has 32 kernels
that are responsible for extracting features from the input image. The network
receives as input an image representation of each norm pair.

6 Results

6.1 Sentence Classifier

To evaluate our sentence classifier, we divided our manually annotated dataset
into train and test set. We use a 80/20 division, which results in 954 sentences in
the train set and 238 sentences in the test set. Both sets are balanced according to
the number of elements in each class, i.e., 559 norm sentences and 395 non-norm
sentences in the train set, and 139 norm sentences and 98 non-norm sentences
in the test set. To compare the SVM with other linear models, we test the same
dataset with two other classifiers: Perceptron and Passive Aggressive. Perceptron
is a well-known linear model, which can be better explained as a neuron in a
neural network [19]. It processes the input by multiplying it using a set of weights.
The result goes to an activation function, which defines the input class. Passive
Aggressive [2] is a linear model that has its name based on its weight update
rule that, in each round, can be passive, when the hinge-loss result of its update
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Table 1. Results for sentence classifier

Classifier Prec. Rec. F-Score Acc.

Perceptron 0.89 0.88 0.88 0.87

Pass. Agr 0.92 0.88 0.90 0.89

SVM 0.88 0.94 0.91 0.90

is zero, and aggressive, when it is a positive number. Table 1 shows the results
for each classifier.

As we can see, SVM obtains the best result for the task with an accuracy
of 90%. The passive aggressive algorithm has a similarly good accuracy and has
the best precision in comparison to the others. However, since SVM obtains a
better overall result, we use it as our sentence classifier.

6.2 Norm Conflict Identifier

To evaluate the norm conflict identifier, we used a 10-fold cross-validation step
dividing our dataset into train, validation, and test. Since we have a total of
104 norm pairs with conflicting norms and 204,443 conflict-free norm pairs, the
first step is to create a balanced dataset. Thus, we reduced the number of non-
conflicting norm pairs to 104, which gives us a total of 208 samples. Each fold
has 10% of the data, which is around twenty samples, ten of each class. In each
round, we use eight folds to train, one to validate, and one to test. To prevent
overfitting, we use the early stopping technique that monitors the accuracy in
the train and validation set. When the accuracy in the validation set starts
to decrease and the train accuracy keeps increasing, an overfitting is detected,
resulting in the termination of the training phase. We show the accuracy results
for each fold and the mean accuracy overall in Table 2.

Table 2. Results for the norm conflict identifier

Fold 0 1 2 3 4 5 6 7 8 9 Mean

Accuracy 0.85 0.85 0.76 0.95 0.85 0.76 0.71 0.95 0.95 0.80 0.84

7 Related Work

Since our approach merges information retrieval, which is the extraction of infor-
mation from unstructured data, and contract reasoning, which is manipulation
and reasoning over contract elements, in this section we compare our approach
to recent work that deals with similar concepts applied to contracts.

Rosso et al. [21] propose an approach to retrieve information from legal texts.
Their approach uses JIRS4 (Java Information Retrieval System), a system that
4 http://sourceforge.net/projects/jirs/.

http://sourceforge.net/projects/jirs/
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measures distances between sentences using n-grams, to develop a solution for
three problems: passage retrieval in treaties, patents, and contracts. In the first
problem, they want to answer questions from treaty documents. Given a question
about the content of the treaty, they use JIRS to measure the distance between
the question and the text in the treaty, thus, they can rank the best answers
to each question by their similarity. To the second problem, they develop an
approach to help patent creators identify similar patents. As in the first problem,
given a set of patents and a new one, they use JIRS to measure how similar the
new patent is to existing ones. To the third problem, they develop an approach
to identify conflicts between norms in contracts. To do so, they create a contract
example between an airline and a ground operations company with a defined set
of norms applied to both parties. They divide the process of conflict identification
into three steps, first, they translate every norm in contract to a formal contract
language (CL [7]), which they call Contract Language clauses. Second, they
analyse the clauses using a model checker performed by the contract analysis
tool CLAN [8]. From the identified conflicts, they use JIRS to translate the
sentences from CL to natural language. Although this work also tries to identify
norm conflicts, it differs from ours in two points. First, our work tries to identify
normative conflicts dealing directly with natural language, whereas in their work
they use the approach proposed by Fenech et al. [8], which uses a single contract
that has its norms manually translated into the controlled language CL. Second,
to identify norm conflicts, CLAN uses a series of predefined rules, whereas in
our approach we rely on a convolution neural network that processes matrix
of distances between pairs of norms automatically extracting the information
needed to classify them.

Curtotti and McCreath [5] propose an approach to annotate contracts using
machine learning and rule-based techniques. They aim to classify each com-
ponent of contractual sentences based on their structure. To extract data for
machine learning, they create a hand-coded tagger and manually correct its out-
come. As data, they use the Australian Contract Corpus [6] with 256 contracts,
containing 42910 sentences and a vocabulary of 14217 words. In their experi-
ments, they randomly select 30 contracts and divide them into three sets, one
for train and two for test. Using different classifiers to compare the results, they
obtain 0.86 of F-score. Instead of classifying each clause structure with a differ-
ent class, in this work we want to identify norm clauses. However, we can use
Curtotti and McCreath annotation for a further work with a deeper contract
analysis.

Gao and Singh propose two different solutions for problems concerning infor-
mation extraction from contracts. In the first one, they propose an approach
to extract exceptions within norms in contracts [10]. They use a corpus with
2,647 contracts from the Onecle repository5 as data for processing. As result,
Enlil obtains an F-score of 0.9 in classifying contracts using a manually annotated
corpus. Although Gao and Singh work is similar to ours by dealing with contrac-
tual norms, we have different ends. In our work, we use norms to find potential

5 http://contracts.onecle.com.

http://contracts.onecle.com
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conflicts, whereas they use them to identify exceptions within a contract. How-
ever, we can use their concept of exception in a new approach to identify conflicts
with a high-level of detail, since exceptions in norms may induce to new types
of conflicts.

In their second work, Gao and Singh [9] develop a hybrid approach for
extracting business events and their temporal constraints from contracts. Using
different machine learning algorithms they obtain an F-score of 0.89 for event
extraction and 0.9 for temporal constraints. This, similar to the first work, is an
approach to extract information from contracts. The main difference between
their work and ours is that they try to identify temporal elements from norms.
This is also an improvement we can apply to the norm conflict identification
process.

Vasconcelos et al. [25] propose an approach to deal with normative conflicts
in multi-agent systems. They develop mechanisms for detection and resolution
of normative conflicts. To resolve conflicts they manipulate the constraints asso-
ciated to the norms’ variables, removing any overlap in their values. In norm
adoption, they use a set of auxiliary norms to exchange by the ones applied to
the agent. In norm removal, they remove a certain norm and all curtailments
it caused, bringing back a previous form of the normative state. Figueiredo and
Silva’s work [24] consist of an algorithm for normative conflict detection using
first-order logic. They use the Z language to formalize the conflict types and
then identify them between norms. Both approaches from Vasconcelos et al. and
Figueiredo and Silva propose a solution for norm conflicts applied to normative
multi-agent systems. The main difference between their work and ours is that we
make the identification of potential conflicts between norms from contracts writ-
ten in natural language. It creates the need for a different approach since natural
language is not structured. However, an alternative approach would be the trans-
lation of natural language to first-order-logic and use one of these approaches to
identify conflicts.

8 Conclusion and Future Work

In this work, we developed a two-phase approach to identify potential conflicts
between norms in contracts. Our main contributions are: (1) a dataset with
manually annotated normative and non-normative sentences from real contracts;
(2) a machine learning model to classify contractual sentences as normative
and non-normative; (3) a manually annotated dataset with contracts containing
conflicts between norms; (4) and a deep learning model to classify norm pairs
as conflicting and non-conflicting. We evaluate both models and we obtain an
accuracy of 90% for the sentence classifier and around 85% for the norm conflict
identifier.

As future work, we aim to develop two different approaches. First, we aim to
develop a pre-processing step in the norm conflict identification to identify ele-
ments that may improve the detection of conflicts, such as temporal information.
Second, to fairly compare our results with the work proposed by Fenech et al. [8],



206 J. P. Aires and F. Meneguzzi

we aim to create an approach to translate natural language to CL (contract lan-
guage) and use CLAN to discover conflicts.
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Abstract. We explore a means to understand second order emergent
social phenomena (EP2), that is, phenomena that involve groups of
agents who reason and decide, specifically, about actions – theirs or
others’ – that may affect the social environment where they interact with
other agents. We propose to model such phenomena as socio-cognitive
technical systems that involve, on one hand, agents that are imbued with
social rationality (thus socio-cognitive) and, on the other hand, a social
space where they interact. For that modelling we rely on the WIT frame-
work that defines such socio-cognitive technical systems as a trinity of
aspects (the social phenomenon, the simulation model and the imple-
mentation of that model). In this paper we centre our attention on the
use of affordances as a useful construct to model socio-cognitive techni-
cal systems. We use the example of reputation emergence to illustrate
our proposal.

1 Introduction

There is a rich discussion within the COIN1 community about the properties
and uses of open regulated multiagent systems that may be brought to bear
upon the modelling of second order emergent phenomena (EP2). Such social

1 COIN is the acronym Coordination, Organisations, Institutions and Norms, which
has been adopted by a community of researchers, mostly within multiagent sys-
tems, who focus on these four topics. The COIN community typically organises two
workshops each year leading to an annual volume of collected papers, published by
Springer LNCS. The first COIN workshop took place in 2005 alongside AAMAS in
Utrecht.

c© Springer International Publishing AG 2017
G. Sukthankar and J. A. Rodriguez-Aguilar (Eds.): AAMAS 2017 Visionary Papers,
LNAI 10643, pp. 208–227, 2017.
https://doi.org/10.1007/978-3-319-71679-4_14
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phenomena involve agents that not only decide about their own actions but also
about the actions of others and on the effect those actions have in the social
environment where they interact. Although some EP2 have been explained as
complex systems, it has been argued that agent-based simulation modelling may
prove useful not only for explaining emergent features but also to understand
motivational, strategic and organisational features that are ascribed to the indi-
viduals involved in these phenomena and the outcomes of their activity within
a given social environment.

The WIT framework is one way to analyse and describe those multiagent sys-
tems. The WIT framework postulates that coordination support frameworks for
open regulated MAS are the amalgam of three aspects: (i) W: a socio-technical
system that constitutes actual coordination of a particular collective activity in
the real world ; (ii) I: an abstract or institutional specification of the conventions
that articulate the interactions in that system; and (iii) T : the technological ele-
ments that implement the institutional conventions and enable the use of the
system in practice. The WIT framework postulates also the type of relationships
that should exist between those three aspects and how to characterise classes
of socio-cognitive technical systems by linking I with T through the correspon-
dence between metamodels for agents and social spaces and the platforms that
implement those metamodels.

We claim that the use of the WIT framework provides the relevant foun-
dations to deal effectively with the problem of modelling EP2. In this paper
we use a specific example of the emergence of reputation to make a first step
in this direction. Namely, when rumours about the behaviour of an individual
circulate within a group, the reputation of that individual may change. When
members of the group perceive that change, they may react by sending messages
that reinforce or attenuate reputation change. Therefore, as in other EP2, the
perceived signals influence the behaviour of individuals, which in turn influences
how that reputation evolves.

Informed by the WIT framework, here we focus our attention on the abstract
features that are needed to model both socio-cognitive agents and their social
space. In particular we use the WIT framework (Sect. 2) to elucidate the affor-
dances required for modelling EP2. We approach this goal by working through
three levels of refinement, each level being more specific than the previous. At
the first, we put forward a primary list of affordances required for a generic
EP2 (Sect. 4). At the second we choose a second order emergent phenomenon –
reputation – to explore, and informed by the primary list and the character-
istics of the phenomenon we build a second, more specific, list of affordances
(Sect. 4.2). Finally, at the third level, we focus on a specific scenario that utilises
the social phenomenon analysed at the second level. Again, using the primary
and secondary lists, we build a third list that considers the particularities of the
scenario (Sect. 4.3). We conclude with a brief discussion of future work (Sect. 5).
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2 Socio-cognitive Technical Systems. The WIT
Framework

A socio-cognitive technical system (SCTS) is an open regulated multiagent sys-
tem where agents – that may be human or software – interact in a shared virtual
(online) space. We distinguish SCTS from other MAS by making explicit some
assumptions about the agents that participate and the form that participation
takes. To make this more precise we reproduce in Notion 1 the definition set
out in [13]. We then use that as a starting point to put forward three (new)
associated notions:

Notion 2: The social space in which a SCTS is situated and in particular the
state of that social space that participants may perceive;

Notion 3: How the views that characterise the WIT framework can capture
perspectives on SCTS, while providing a potentially helpful separation of
concerns, as well as drawing attention to the interfaces between W, I and T ;

Notion 4: How the “correct” interaction between W, I and T leads to a defini-
tion of a coherent SCTS.

Notion 1 (SCTS). A Socio-cognitive technical system (SCTS) is a multiagent
system that satisfies the following assumptions:

A.1 System. A socio-cognitive technical system is composed by two (“first
class”) entities: a social space and the agents who act within that space.
The system exists in the real world and there is a boundary that determines
what is inside the system and what is out.

A.2 Agents. Agents are entities who are capable of acting within the social
space. They exhibit the following characteristics:
A.2.1 Socio-cognitive. Agents are presumed to base their actions on

some internal decision model. The decision-making behaviour of
agents, in principle, takes into account social aspects because the
actions of agents may be affected by the social space or other agents
and may affect other agents and the space itself [3].

A.2.2 Opaque. The system, in principle, has no access to the decision-
making models, or internal states of participating agents.

A.2.3 Hybrid. Agents may be human or software entities (we shall call
them all “agents” or “participants” where it is not necessary to dis-
tinguish).

A.2.4 Heterogeneous. Agents may have different decision models, differ-
ent motivations and respond to different principals.

A.2.5 Autonomous. Agents are not necessarily competent or benevolent,
hence they may fail to act as expected or demanded of them.

A.3 Persistence. The social space may change either as effect of the actions
of the participants, or as effect of events that are caused (or admitted) by
the system.
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A.4 Perceivable. All interactions within the shared social space are mediated
by technological artefacts—that is, as far as the system is concerned only
those actions that are mediated by a technological artefact that is part of the
system may have effects in the system.Note that although such actions might
be described in terms of the five senses, they can collectively be considered
percepts.

A.5 Openness. Agents may enter and leave the social space and a priori, it is
not known (by the system or other agents) which agents may be active at
a given time, nor whether new agents will join at some point or not.

A.6 Constrained. In order to coordinate actions, the space includes (and gov-
erns) regulations, obligations, norms or conventions that agents are in prin-
ciple supposed to follow.

¶

SCTS abound, and some typical examples are: (i) classical hybrid online
social systems like Facebook [14], (ii) socio-cognitive technical systems like online
public procurement systems and electronic institutions for various kinds of trad-
ing (e.g. EverLedger’s diamond provenance system) [1,7], (iii) massive on-line
role playing games [22], and (iv) agent based simulation systems [22], in partic-
ular the like of those we discuss in Sects. 3 and 4.

A key feature of all SCTS, that is common to these examples, is that they
are state-based systems, in the following sense:

Notion 2 (State of the social space). A SCTS involves autonomous entities
that interact in a common restricted environment that we call the social space,
so that:

B.1 At any point in time the social space is in a “state” that consists of all the
facts that hold in the social space at that point in time. Such state is unique
and, therefore, common to all participants.

B.2 The state of the social space changes either through the actions of individ-
uals that comply with the conventions that regulate the SCTS, or through
events that are acknowledged by the STSC conventions.2

¶

In order better to characterise SCTS and develop guidelines for their design,
we proposed an abstract framework – the WIT framework [13] – whose dis-
tinctive contribution is the realisation that every SCTS can be understood as a
composition of three “aspects”: an actual functioning system in the real world
(W), the institutional description of the system (I) and the technological arte-
facts that support the operation of the system (T ). This realisation provides
a separation of concerns for each aspect that is convenient for description and

2 We mean exogenous events that affect the behaviour of the system in a relevant way
and should therefore be accounted for in the description and implementation of the
system. For example, rainfall, a new exchange rate, the passage of time.
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design of SCTS (for an illustration of these claims see [14]). In Sect. 3, we show
how these ideas apply to simulation systems.

As we suggested above, one can see the system that simulates a particular
second order emergence phenomenon as a particular SCTS. In this case, I would
the specification of a model of the given phenomenon, T the implementation of
that specification and W would be the simulated emergent phenomenon. Thus,
in W one deals with issues concerned with the proper implementation of data
structures and algorithms; as well as the interfaces that allow the visualisation of
the simulated phenomenon. In I one is concerned with the expressiveness of the
formalism used to model emergent phenomena and whether the understanding
that one has of the social phenomenon is faithfully transcribed in that formalism.
Finally, W is the simulated phenomenon one wishes to study and therefore one
is concerned with the means to define the variable behaviour of agents (human
or artificial) and the exogenous events and how to interpret outcomes of those
interactions.

These intuitions are firmed up in the next set of definitions (cf. [13]). Notion 3
says that the three views may be characterised by their core ontologies, a compat-
ibility relationship and their particular notion of state. Notion 4 states that the
three compatibility notions are “aligned” so that the state of the three aspects
evolve coherently.

Notion 3 (WIT views). The WIT framework characterisation of a SCTS S
is the triad 〈W, I, T 〉, where:

C.1 W = 〈W,�〉, is the view of S as a running system situated in the (real)
world. It comprises:
C.1.1 A domain ontology W , that captures the intuition that only certain

facts, events and actions that happen in the physical world are rele-
vant for the system;

C.1.2 The W-compatibility relationship, �, corresponds to the intuition
that relevant actions are “feasible” in W, only if the proper con-
ditions hold, and if a relevant action is feasible its effects will be
relevant as well;

C.1.3 (SW t), the state of W at time t, is the set of all facts that are relevant
in W at time t:

SW t = {α | W � α} (1)

C.2 I = 〈I,∝〉, the institutional view of S is the abstract representation of the
system and the conventions that govern the actions that may take place in
W and their effects. It comprises:
C.2.1 An institutional ontology I that captures the intuition that the insti-

tutional representation of S involves an ontology formed by “institu-
tional” assertions and actions that corresponds to the relevant facts,
events and actions in W ;

C.2.2 The I-compatibility relationship ∝ picks up the intuition that
attempted institutional actions will be “admissible” in I, only if
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they comply with the prevailing conventions; and when an attempted
action is admitted, its effects will be admitted in I as well.

C.2.3 The state of I at time t, is the set of all expressions that are admitted
(“hold”) in I at time t:

SI t = {ψ | W ∝ ψ} (2)

C.3 T = 〈T, ��〉, the technological view of S is the implementation of the system
according to I that receives inputs from and produces outputs in W. It
includes:
C.3.1 a collection of data structures of the implementation of S whose

values change when an “acceptable” input is processed in T .
C.3.2 The T -compatibility relationship �� catches the intuition that the val-

ues of some variables change when the system processes an acceptable
input.

C.3.3 The state of T at time t, is the set of values of the relevant variables
in T at time t:

ST t = {φ | W �� φ} (3)

¶

An important feature of the WIT characterisation is that one would like
to express that only those actions that are compatible with the conventions of
the system can change the state of the system. For that purpose we need to
establish some sort of alignment between actions in W, I and T and use the
three compatibility relationships (�,∝, ��) to indicate that the corresponding
state changes if only if the attempted action is compatible with the prevailing
state of the context. In particular, we postulate that if an SCTS is properly
specified and deployed, the three WIT views are “coherent” in the sense that
their corresponding states evolve as intended. In other words, when an action is
attempted, in W –which is expressed as an attempted input in T – its effects
in W should be the ones prescribed in I, which ought to be the ones that are
computed in T and are reflected in W, as pictured in Fig. 1. The following notion
approximates such alignment:3

Notion 4 (Coherence). Let fwi, fit and fwt be three “bijections” between the
WIT views of a SCTS S; and let α,ψ and φ be actions in W, I and T , respec-
tively, such that ψ = fwi(α) and φ = fit(ψ) and φ = fwt(α).

3 In Notion 4 we postulate that the views are coherent when they are sort of isomor-
phic. This is an elusive concept in the sense that unless one has a precise specification
of each view it is impossible to define the intended “bijections”. However, the align-
ment can be made precise when one has a precise description of the domain language
used in W, the corresponding action, norm and communication languages used in
I; and, in turn how those are transcribed into actual code in T through some spec-
ification language. See [7,12] for an example.
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Fig. 1. The three “bijections” of Notion 4

The WIT views are coherent iff for every time t,

(SW t � α) ⇔ (SI t ∝ ψ) ⇔ (SW t �� φ) (4)

¶

It is worth noting that beyond the mapping of actions and effects that support
the coherence of the three views, there are other relationships between views
as depicted in Fig. 2. The following remarks give an indication of what these
relationships stand for. Although we will not deal with these matters in detail
here, we should note that they support design and methodological concerns (as
suggested in [14]). In that spirit we illustrate the interrelationship between views
in Sect. 3.

D.1 We call the I view institutional following the usage of Searle [20]. Thus we
expect to have a bottom-up “corresponds” relationship from W to I that
serves to create the “institutional reality”. This is usually achieved through
“constitutive norms” that transform (and legitimise) relevant brute facts
and actions into the “corresponding” institutional facts and actions.

D.2 The intended coherence between the two aspects also entails a top-down
“corresponds” relationship that converts (or anchors) the institutional
effects of institutional facts and actions into the corresponding relevant
brute facts and action. Thus, it also works as a prescriptive relationship
(from I to W).

D.3 Notice that the “corresponds” relationships presume that the representa-
tion in I of W is adequate (all relevant entities are properly represented and
all pertinent institutional entities are properly reflected in relevant brute
entities).

D.4 Once I is understood as a prescription of the intended behaviour of S, it is
used to specify the software that implements it. Thus the top-down “imple-
ments” relationship. Conversely, the actual behaviour of the implemented
system in T should comply with the institutional conventions in I.

D.5 Notice that the “implements” correspondence presumes that the specifica-
tion is accurate and the implementation correct.

D.6 T enables W because Notion 1 postulates that all STSC are online systems.
Thus, every relevant event that takes place in W and any action that is
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Fig. 2. The WIT trinity: The ideal system, I; the technological artefacts that imple-
ment it, T , and the actual world where the system is used, W

attempted in W may affect the state of the S only, when wrapped as a
message, it is deemed a valid input in T . Conversely, changes in the state
of S become actual brute facts in W if they are presented as outputs from T .

D.7 Notice, finally, that those input-output connections between W and T pre-
sume that information is not lost or corrupted, that interfaces are ergonomic
and correct, and that transfer of information is made according to the con-
ventions stipulated in I.

3 Simulation of EP2 with the WIT Framework

In broad terms, we want to build simulation systems to study second-order
emergent social phenomena. As discussed in Sect. 4, these phenomena involve
individuals that may recognise that a macro phenomenon is emerging and, as
a consequence, this phenomenon and the emergence process itself can be inten-
tionally supported, initiated, changed or contrasted by the same individuals. In
other words, individual agents decide what to do in view of their own motivations
and preferences but also taking into account what others may or may not do and
the effects of their own actions and the actions of others. Thus, in order to model
EP2 we need socio-cognitive agents. Moreover, since these agents do not act in
a void but in a social environment that provides them with cues, opportunities
and means to interact with other agents, we also need a persistent, regulated
social space. In fact, since all the assumptions we postulate in Notion 1 apply to
the systems where of second order phenomena emerge, we may use the WIT
framework to characterise these systems.

Indeed, once we commit to a SCTS representation of the social phenomenon,
a rough WIT characterisation is straightforward: the I view is the abstract
model of a social phenomenon (we’ll refer to it as M) and T is the correspond-
ing working computational model (we’ll call it P). Finally, W is the simulated
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(virtual) environment (V) where one inputs experimental data and observes the
social phenomenon.4

We may get a more refined characterisation of simulation systems by quali-
fying the relationships between V, M and P. Figure 3 adapts our original WIT
trinity (Fig. 2) to simulation, and splits in two each of the relationships between
views in order to clarify the character of those relationships when the framework
is used for simulation.

M

pv

simulated 
EP2

implementabstract

anchor

input

output

specify

Fig. 3. A refinement of the WIT trinity for the simulation of second order emergence
phenomena. The W view becomes a simulated virtual world V where one studies the
emergent phenomenon, I becomes the conceptual model of the social phenomenon, T is,
now, the implementation of the model that runs the virtual world and interrelationships
between views are instrumental.

The process of design and construction of a simulation is (as usual) a cyclic
process that normally (i) starts with a vague understanding of the phenomenon
that is (ii) reflected in an abstract model (M), which is in turn (iii) implemented
(P) to produce (iv) the virtual world (V) where actual simulation runs take
place. (v) The simulated phenomenon is progressively refined by testing the
implementation of the model through the virtual world. What is distinctive of
the WIT approach can be summarised along three lines:

Metamodels and affordances. We postulated [13] that a metamodel consists
of a collection of languages, data structures and operations that serve to represent
the agents and the social space of a given SCTS with an appropriate level of detail
and accuracy. The model, hence, would be a representation of a phenomenon
through a particular abstract or symbolic notation specific of the metmodel. A
notation that, consequently, will be useful as long as it has the expressiveness
needed to capture the relevant features of the phenomenon at the appropriate
level of detail.
4 Experimental data inputs consist of an initial state—including a population of

agents with their own profiles and data—that is uploaded into P, and then events—
generated somehow—and actions taken by agents. By extension, the presence of
human actors in V would make this a participatory simulation.
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The closer the metamodel is to the phenomenon one wishes to understand,
the easier it is to instantiate it. The more distant the metamodel is, the wider
variety of systems that would be fit to model and the more detailed the effort
of tailoring to the particular system. One way to make this proximity precise
is to refer to the “affordances” of the metamodel [15]. In [13], we defined an
affordance to be a property that enables coherent change of states in a SCTS.
Namely,

Notion 5. An affordance is a property of the SCTS (of individual agents or of
social space) that supports effective interactions of agents within an SCTS.

We postulated three essential affordances of every SCTS: Awareness, which
provides participating entities access to those elements of the shared state of
the world that should enable them to decide what to do, Coordination, so that
the actions of individuals are conducive to the collective endeavour that brings
them to participate in the SCTS and Validity that preserves the proper corre-
spondences of the tripartite view.

Those affordances may be achieved through several means and will be
reflected in the features that can be directly expressed by the languages and
constructs of the metamodel. Those features include, for instance, the descrip-
tion of the entities (“ontology”) that are involved in the representation of a state
of the system, the primitive actions that agents may take, the way actions are
taken by agents and their are reflected and perceived in the social space, the
possibility of organising certain interactions in a subcontext of the whole social
space, whether the conventions that regulate interactions are regimented or may
be enforceable and through what means, etc.5

Platforms. The implementation of the model is facilitated when that imple-
mentation is associated with the metamodel. This is the purpose of developing
a suit of software tools—a platform—that is powerful enough to capture all the
distinctive features of the metamodel and consequently enables the designer to
move smoothly from a precise instantiation of the model to the code that runs it.
The ideal situation would be to have a specification language that is used to make
the model precise and generates the corresponding executable code.

There are several proposals of metamodels for socio-cognitive technical sys-
tems and a few of them are accompanied by a corresponding platform, see [1]
for thorough descriptions of some of the most developed and examples of their
application.

Methodological considerations. An important goal for coupling metamodel
and platform is that one can get assurances about the correctness of the imple-
mentation and the completeness of the specification.

Notwithstanding that interplay, one is still confronted with the choice of
platform and metamodel and making sure that the correctness and completeness
hold. There is a good discussion of this matter, with respect to socio-cognitive

5 See Sect. 4 for a more detailed list.
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technical systems in [11] and a complementary one in [13]. Sect. 4 deals with
these matters.6

We do not yet have a metamodel for modelling directly second order
emergence and we find no platform that is convenient enough to model EP2
specifically.

In the next section we take the first steps in that direction, following a
bottom-up approach. Thus, rather than trying to adapt an available metamodel
& platform framework like electronic institutions [7]—that is too general—we
proceed from a rather specific phenomenon (a scenario where reputation emerges
among a closed group of individuals through the exchange of a given class of mes-
sages (Sect. 4.3) and identify those features and affordances that are needed for
a convenient representation, and move upwards towards affordances for reputa-
tion and for EP2 in general. From those we intend to develop formalisms and
specification languages that make those affordances operational. Similarly, we
will start from an ad-hoc implementation of the affordances towards a platform
that is closely linked to the resulting metamodels.

4 Affordances for Modelling Second Order Emergence

This section describes a three-stage top-down process to uncover tentative lists of
individual and social space affordances, firstly at a generic level (Sect. 4.1), sec-
ond at the level of a class of particular phenomena, namely reputation (Sect. 4.2),
and thirdly in the case of a specific reputation model (Sect. 4.3). We empha-
sise this is not the only such answer: its purpose is primarily to illustrate how
one might go about affordance identification, rather then being definitive either
about process or outcome.

4.1 Second Order Emergence

At the core of the old debate on micro foundations (individualism) versus macro
properties (structuralism) of societal systems – also known as the micro-macro
link problem – we find the notion of emergence and how the micro and macro lev-
els interact. Specifically we have to differentiate between two different approaches
to the emergence of social phenomena.

Following a generativist paradigm [8], we can approach the emergence of social
phenomena as a process that goes from micro to macro, from the individuals and
their local behaviour to the macro structures that emerge as a result of the local
interactions. In this approach

6 In [22] we elaborated on the convenience of separating design (M) and implemen-
tation (P) concerns and also the advantage of building a metamodel that facilitates
design and a corresponding platform that supports implementation. We also dis-
cussed the advantage of having a “design environment” to deal separately with the
definition and management of simulations.
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“the only action takes place at the level of individual actors, and the
‘system level’ exists solely as emergent properties characterising the system
of action as a whole.” [4]

This is known as first order emergence and is the main approach followed in
current state-of-the-art social simulations:

“Given some macroscopic explanandum – a regularity to be explained –
the canonical agent-based experiment7 is as follows: Situate an initial pop-
ulation of autonomous heterogeneous agents in a relevant spatial environ-
ment; allow them to interact according to simple local rules, and thereby
generate – or ‘grow’ – the macroscopic regularity from the bottom up.” [8]

This, however, is only half the story. To what extent do macro-level proper-
ties exercise some kind of causal influence on the micro-level individuals’ behav-
iour? [5]. In many cases, in a real human society, many of the macro structures
that start to appear as a result of the individual’s local behaviour have an effect
on macro-level attributes (for example, the creation of ghettos may imply the
increase of the crime rates and, as a consequence, devaluation of houses in that
area8). The modification of those macro-level attributes, at the same time, has
an effect in the individual’s local behaviour modifying it (what is known as a
‘downward causation’ [5]). This change in the individual’s behaviour influences
again how the macro structures emerge; how the emergence of the new macro
structures modify the macro-attributes; and so on.

The scenario is even more complex if we consider that individuals may recog-
nise that the phenomenon is emerging and, as a consequence, this phenomenon
(and the emergence process itself) can be intentionally supported, maintained,
changed or contested by the same agents. This is what is known as second-order
emergence. Many important social phenomena are characterised by second order
emergence. Examples of these phenomena go from social movements like the
African-American civil rights movement, the Arab spring or the 15-M move-
ment in Spain, to relevant social constructs like reputation, which is the basis of
the exercise in Sects. 4.2 and 4.3.

Affordances for Second Order Emergence
What are the generic affordances that allow (are necessary for) second order
emergence? As we have said above, the main characteristic of second order emer-
gence is the capacity of the individuals at the micro level to detect that the social
7 When we talk about social simulation we have to talk invariably about agent-based

social simulation (ABSS). The main characteristic of a social simulation is that the
simulated individuals are not entities whose aggregated behaviour can be adequately
described using mathematical equations. Every individual is unique and interacts
with the other individuals and the environment in an autonomous way. This partic-
ularity is what makes the multiagent systems paradigm the predominant approach
in social simulation nowadays. From now on, we will use the terms social simulation
and agent-based social simulation interchangeably.

8 We only make reference to Schelling’s dynamics example for sake of reader familiar-
ity, rather than to engage in debate about its appropriateness or correctness.
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phenomenon that will show up in the macro level is starting to emerge. This
means that the individuals (or at least some of them) know about the existence
of that phenomenon and, more importantly, know about the signals that identify
its emergence in a given society. On the one hand, the social space makes more or
less explicit these signals to the individuals. On the other hand, individuals need
to have the capacity to perceive them and again, more importantly, of interpret-
ing them as indicators of the emergence of the social phenomenon. Invariably,
this goes through the capacity to anticipate what the other individuals will do in
the future, in other words, the individual has to operate with a theory of mind.
Theory of Mind is “the ability to understand others as intentional agents [6],
and to interpret their minds in terms of intentional concepts such as beliefs and
desires” [10]. Having a theory of mind has been recognised by several authors as
a fundamental requirement of an architecture of the social mind [2,21].

The detection of the emergence of a social phenomenon is only the first
stage of second order emergence. Once the individuals at the micro level become
aware of the emergence process, they should have the capacity to influence it.
This implies some kind of capacity for action embedded in the individual that
at the same time is facilitated by the social space.

That said, a tentative list of generic affordances necessary for a second order
emergence scenario can be summarised as follows:

Individual affordances

1. Cognitive capabilities to understand the emergent social phenomenon.
2. Theory of mind. Anticipate what others intend to do, how they will do it and

what are they motivations.
3. Sensor capabilities to detect the signals that the social space makes available

and that are associated with the emergence of the social phenomenon.
4. Cognitive capabilities to interpret the signals as indicators of the emergent

process.
5. Actuator capabilities to influence the emergent process.

Social space affordances

1. A shared ontology of objects, agents, actions and events.
2. Some sort of social model to represent roles, groups, organisations and their

relationships.
3. Some sort of governance or coordination support.
4. Perception channels adapted to the sensor capabilities of the individuals.
5. Actuation channels adapted to the actuator capabilities of the individuals.

4.2 Reputation

While the affordances we enumerated are generic for modelling second order
emergence phenomena (EP2), if one wants to model a specific phenomenon, one
may profit from the availability of affordances that are specific to the particular
phenomenon. Thus we look into a well-known social construct: reputation.
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Reputation can be defined as “what a social entity says about a target regard-
ing his/her/its behaviour and characteristics”. A social entity is “a group which
is irreducible to the sum of its individual members, and so must be studied as
a phenomenon in its own right” [19]. The definition postulates that whoever is
saying something about the target is not an individual, but a social entity. An
individual is just a messenger of what is supposed to be the opinion of the social
entity (in fact, the messenger does not even have to be a member of that social
entity to spread a reputation). This is a key aspect because it allows reputation
to be an efficient mechanism to spread social evaluations by reducing fear of
retaliation [17].

The next important element in the definition above is the action of “saying”.
Reputation exists because an evaluation circulates. Without communication,
reputation cannot exist. You can have the members of a community sharing a
belief. This belief however is not a reputation until it starts to circulate. In fact,
communication is so important for reputation that there is a specific type of
communication specialised for building reputation values: gossip.

When messages start circulating and people realise that a reputation on a
target is starting to form, many times they will start performing actions (in the
form of new rumours, support messages, shame messages, etc.) that are intended
to influence the formation of that reputation. Therefore, as in any second order
emergent phenomenon, the perceived signals that a reputation is emerging influ-
ence the behaviour of the individuals, that at the same time influence how that
reputation emerges.

Affordances for Reputation
First of all, the individual needs to have a reputation model. This model has
to go beyond the traditional computational models of reputation [18] that focus
only on how reputation is evaluated. The individual has to be able to influence
reputation so it has to know how it spreads (how gossip works), how it is eval-
uated and what are the elements that lead to the emergence of reputation or
its undermining. Notice that this level of knowledge about reputation requires a
theory of mind (when will the other individuals spread a reputation value?, who
will be receptive to a specific reputation value?). It is also important that the
individual knows about the utility of reputation: what is it good for? How can
reputation favour/limit the achievement of my goals?

From the previous definition of reputation, it is clear that the nentity social
group is essential for reputation and needs to be present at both levels, indi-
vidual and social space. An individual needs to be able to detect social groups
and determine the membership to those groups. At the same time, the social
space can make more or less explicit this membership to the rest of members
of the society. Linked to this capacity and as part of the reputation model, the
individual has to be able to understand social relations and how they influence
reputation and its spreading.

Finally, we reiterate that reputation depends on communication, so the indi-
vidual has to be able to communicate with other individuals and the social space
has to enable and support this communication.
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Our proposed tentative list of affordances at this level of abstraction is the
following:

Individual affordances

1. A [complete] model of reputation (including a “reputation oriented” theory
of mind).

2. Notion of group. Capacity to detect groups. Understanding of social relations.
3. Capacity to communicate with other individuals (receive and send messages).

Social space affordances

1. Support for group formation and identification.
2. Communication channels.
3. Messages of different types.

4.3 Reputation Scenario

After identifying the affordances for second order emergence in general (Sect. 4)
and those for the specific and illustrative second order phenomenon of reputa-
tion (Sect. 4.2), the next level of concretisation in our exercise is to identify the
affordances associated to a specific scenario related with the social phenomenon.
A scenario is a particular environment (that can include a physical space, a set
of possible actions, behavioural restrictions, etc.) where the social phenomenon
is present and relevant. The scenario that we will use to illustrate this third step
is an idealised environment to study the spread of rumours and the formation
of reputation. Notice that this is one of many possible scenarios and that the
affordances identified at this level are strongly related to the particularities of
the scenario.

The individuals in our scenario are directed by motivations. Each individual
has a set of basic needs that he/she/it tries to satisfy. The set of needs that are
relevant for a specific agent determine its personality and the kinds of actions
the individual is motivated to perform in the world. In our scenario, the kinds of
actions that an individual can perform are actions that influence the reputation
of others.

The world where the agents evolve is divided in what we call social contexts. A
social context is a physical space where individuals perform a social activity. For
example, your home is a social context where you interact with the individuals
that belong to your family in domestic activities, the gym is a social context
where you interact with people that, like you, enjoy practising sport. Each social
context has different characteristics that facilitate or restrict social interaction.

In our scenario, at every turn the individuals are randomly assigned to a
social context. Once in a social context, an individual can approach or avoid other
individuals present in that social context. We want to simulate the dynamics of
individuals that have different motivations to approach or avoid other individuals
in the same social context. These dynamics take into account the preferences
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of each pair of individuals. First, all the individuals express their intention to
approach or avoid other members present in the social context. Second, with these
intentions the system calculates the communication groups (groups of individuals
that at some moment will be together to exchange messages) that will be formed
in that social context using the following rules:

Given a pair of agents (A,B):

1. If one of the two agents has explicitly expressed its intention to avoid the
other, the system will take care that they never meet. This simulates the
situation when an individual wants explicitly to run away from another.

2. If A wants to approach B and (i) B also wants to approach A or (ii) B has
not expressed any intention related with A, the system will place the agents
in a common communication group. This simulates the situation when an
individual wants to approach another individual and the latter either agrees
on that approach or he/she is indifferent.

3. If neither A nor B have expressed any intention related to the other, the
system will randomly decide to place them in a common communication group
or not. This simulates the chance approach of one individual to another.

Notice that an individual can be in more than one communication group at
the same time. Think that the communication groups do not necessarily happen
at the same time (see Algorithm 1). As an example, imagine agents A, B and C.
We have the following intentions (A approach B) (A approach C) (B avoid C).
In this scenario, the system will generate two communication groups: [A, B] and
[A, C] and will never generate a communication group with both B and C (see
Algorithm 1 for the details about how we calculate the communication groups).

Individuals in a communication group can exchange messages (rumours) and
can listen to the messages exchanged by the other individuals in that group. As
a result of a received or heard rumour, an individual can react and send a
support message (reinforcing the original rumour) or a shame message (express-
ing his/her disapproval of the original rumour). The message-reaction cycle is
repeated until all the individuals in that communication group have had the
opportunity to send a message, after which the group is dissolved. When all the
groups are dissolved, the system asks again about the intentions of approaching
or avoiding other individuals in that social context and this generates a new set
of communication groups. This is repeated n times, after which the system starts
a new turn. The sequence of a turn in the reputation scenario is illustrated in
Algorithm 1.

Affordances for the Reputation Scenario
Our proposed list of affordances at this level of abstraction follows the guide-
lines established at the previous level (Sect. 4.2) taking into account the specific
scenario described above:

Individual affordances

1. Agent architecture directed by motivations with a “reputation oriented” the-
ory of mind.
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Data: SocialContexts: Set of social contexts; Agents: Set of agents;

Each agent in Agents is assigned randomly to a social context in SocialContexts;
foreach SC in SocialContexts do

repeat
Each agent in SC evaluates which other agents in SC wants to
approach, to avoid or is indifferent about it (neutral);
The environment collects from each agent the list of intentions
(approach | neutral | avoid) towards the rest of the agents in SC ;
The environment assigns a distance between each pair of agents in SC
according to the following table:

intention(A → B) intention(B → A) distance(A,B)

approach approach | neutral 0

approach | neutral | avoid avoid 1

neutral neutral random(0,1)

The environment creates the communication groups that will happen in
that SC Taking the graph where the nodes are the agents in SC and
the edges connect any pair of agents at distance 0, the communication
groups are defined as the maximal cliques of that graph.
foreach CG in SC do

repeat
The environment chooses randomly one agent from those that
want to send a rumour ;
The selected agent sends the rumour ;
The other agents send reactions to that rumour till no one has
anything to say;

until no agent wants to send a new rumour;

end

until n times;

end
Algorithm 1. A turn in the reputation scenario.

2. Capability to decide which individuals to avoid or to approach (according to
the individual’s internal motivations and the personality of individuals in the
communication group).

3. Reasoning mechanisms to decide when to send a {rumour ‖ support ‖ shame}
message (according to the individual’s internal motivations an the personality
of individuals in the communication group).

4. Capability to send a {rumour ‖ support ‖ shame} message.

Social space affordances

1. Creation of social contexts.
2. Creation of communication groups.
3. Make explicit to each agent in a social context which are the other members

of the society in the same social context.
4. Make explicit to each agent in a communication group the other members of

the society in the same communication group.
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5. Enable movement of individuals according to the scenario rules.
6. Communication channel between agents that belong to the same communi-

cation group.
7. Enforce the communication protocol in a communication group.

5 Closing Remarks

Our long-term aim is the creation of a conceptual model, leading to a family
of computational frameworks, that can support the creation and exploration of
complex socio-cognitive technical systems. In this paper we begin to address the
questions arising from how to observe, understand and model the ways in which
actors engage with social processes, for which they do not necessarily have exist-
ing conventions or norms to guide their behaviour, and which by their actions
affect the emergence and properties of the nascent process. We put forward the
WIT framework as a way to structure the dissection and understanding of three
perspectives on the action space, coupled with a three step methodology for the
refinement of the individual and social space affordances, taking reputation as
the target social phenomenon for this particular exercise.

In earlier work [13,14], our focus was on the framework alone, as we sought
to establish the characteristics of the perspectives of World, Institution and
T echnology and their inter-relationships, as set out in Notion 1. This in turn
was informed by our experience in developing electronic institutions – from the
earliest conceptual versions [9] to its current metamodels and implementation
platforms and numerous applications [12,16] – which give us confidence that the
WIT approach is sufficient to the task and also that we should aim for an EP2
metamodel that is powerful (capture a large class of EP2 ), intuitive (so non-
experts can use it to simulate EP2 ) and easy to use. The additional notions of
the state of the social space (Notion 2), the views afforded by WIT (Notion 3)
and coherence between those views (Notion 4), flesh out the framework in order
to focus on how the framework may be applied to simulation in a straightforward
manner.

We have sought to illustrate our exploration of EP2 by taking the case of
reputation. First, because it is an EP2 that is well-known to social scientists
and also one with which we already have experience. Second, because, as was
the case with auctions, we believe that it contains archetypal EP2 features.
Thus, our expectation in choosing it, is that it can take us towards a conceptual
framework that is generic enough to be applied for modelling of a wide class of
EP2, as well as specific enough for particular EP2, and that it is practical for
implementing EP2 although it might be quite impractical for modelling other
social coordination artefacts.

We illustrate our analysis of reputation through the three-step process out-
lined in Sect. 4, which takes a top-down route from generic through class to
instance, to identify the individual and social space affordances that appear to
be sufficient in the case as presented here, while also providing pointers for future
work and other case studies.
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Abstract. In this paper we present Trauma Tracker, a project – in coop-
eration with the Trauma Center of a hospital in Italy – in which agent
technologies are exploited to realise Personal Medical Digital Assistant
Agents (PMDA) supporting a Trauma Team in trauma management
operations. This project aims at exploring the fruitful integration of
software personal agents with wearable/eyewear computing, based on
mobile and wearable devices such as smart-glasses. The key functional-
ity of Trauma Tracker is to keep track of relevant events occurring during
the management of a trauma, for different purposes. The basic one – dis-
cussed in detail in this paper – is to have an accurate documentation of
the trauma, to automate the creation (and management) of reports and
to enable offline data analysis, useful for performance evaluation and
to improve the work of the Trauma Team. Then, tracking is essential
to conceive more involved assisting functionalities by the PMDA, from
monitoring and warning generation to suggesting actions to perform—
fully exploiting the hands-free interface of wearable technologies. This
goes towards the idea – envisioned in the paper – of augmented physi-
cians working in augmented hospitals, in which software personal agents
are exploited along with enabling technologies from wearable and perva-
sive computing, augmented reality, to create novel smart environments
to support individual and cooperative work of healthcare professionals.

1 Introduction

In the last decade, information and communication technologies (ICT) witnessed
an impressive progress, in particular mobile and wearable ones, making the
visions about pervasive computing in hospitals [2,27,48] more and more a reality.
Nowadays Personal Digital Assistants (PDA) and tablets are widely deployed in
various healthcare contexts [18]. Modern smartphones are powerful computing
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devices, featuring a variety of onboard sensors (camera, GPS, NFC reader,...), a
robust support for pervasive interaction with an ecosystem of Bluetooth-enabled
external devices and wireless networking. This makes it possible to design com-
plex mobile computing applications, eventually interacting with services in local
area networks and on the Internet/cloud.

Besides mobile computing, technologies for wearable computing [20] and eye-
wear computing [5] are achieving a level of maturity that makes it possible
to exploit them out of labs, in real-world professional contexts. In particular,
smart-glass technologies – e.g., Vuzix m300, Epson Moverio BT-200, Microsoft
Hololens – allow to designing a new generation of (pervasive) software systems
exploiting different degrees of Mixed and Augmented Reality [43]. These devices
are basic bricks to realise hands-free or use-on-the-go systems [40,41], in which
users can, e.g., asynchronously perceive information, data generated by the appli-
cation without the need of changing the focus of their current activity and lim-
iting as much as possible the use of hands to act/interact with the device.

The development of these technologies allows for devising new kind of soft-
ware personal agents, assisting healthcare professionals in doing their job. In this
paper we refer to this agent technology as Personal Medical Digital Assistant
agent (PMDA). A main healthcare context where this kind of technology can be
useful is the emergency. In this context, agent technologies have been already
proposed e.g. for emergency coordination.

In this paper, we present and discuss a further novel case, concerning the
development of a PMDA for trauma documentation and management. The
project – called Trauma Tracker – is being developed in cooperation with the
Emergency Department, a Trauma Center, of a hospital in Italy. The first proto-
type of Trauma Tracker has been implemented using BDI-based (Belief-Desire-
Intention) agent technologies—a version of the JaCaMo platform [3] running on
Android-based mobile and wearable devices.

Trauma Tracker has been designed in a modular way, to support increasing
levels of functionalities and services. The base level concerns tracking events and
data, for documentation purposes—which is the focus of this paper. A first val-
idation of the system has been carried on by the trauma team, remarking both
the benefits with respect to the current practice, and current limits, providing
feedbacks for further development of the system. Upper levels concern func-
tionalities more oriented to real-time assistance, from the reactive generation of
warnings to more proactive form of assistance (e.g., suggesting the actions to per-
form), exploiting the hands-free capabilities of wearable technologies such as the
smart-glasses. This goes towards the vision of augmented physicians working in
augmented hospitals, in which software personal agents are exploited along with
enabling technologies from wearable and pervasive computing, and augmented
reality, to create novel PMDA and smart environments for assisting healthcare
professionals.

The remainder of the paper is organised as follows. In Sect. 2 we provide a
background and overview on related work about agent technologies applied to
emergency. After that, in Sect. 3 we introduce the Trauma Tracker project, the
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levels of support which is meant to provide and its coarse-grained architecture,
including – as a key component – the PMDA. Then, in Sect. 4, we discuss in
detail the Tracking Level of Trauma Tracker, which is the one developed to tackle
the trauma documentation problem. In particular, we discuss in the design and
prototype implementation of the PMDA using JaCaMo and a first evaluation.
After that, in Sect. 5 we discuss the level of assistance that we aim at building on
top of the tracking level, envisioning the idea of augmented physicians working
in augmented hospitals. Finally, in Sect. 6 we draw some conclusions, briefly
depicting our ongoing and future work.

2 Agents in Heathcare Emergency Scenarios

The unquestioned benefit of the introduction of ICT into healthcare systems is
already recognised worldwide since ICT successfully addresses the vast set of
characteristics and situations proper of the healthcare scenario —such as mobil-
ity, time-critical, distribution and large-scale coordination, context-awareness,
decision-making, interoperability, complexity. Last-generation ICT infrastruc-
tures and services, especially the emergence of wearable and mobile technologies,
opened new frontiers in healthcare by efficaciously supplying the work of hos-
pital staff, doctors, and patients. The so-called e-Health [52] and m-Health [38]
improved the quality of health-services, providing technologies for different pur-
poses, such as acquiring and sharing patient data through Electronic Medical
Records (EMR), automating administrative health-related processes, providing
telemedicine services, remote and mobile monitoring, and much more [28,50].

In particular, the adoption of the agent paradigm seems to be particularly
suited to improve the performance of an ICT infrastructure in terms of inter-
operability, scalability and reconfigurability. Literature refers a wide range of
applications of the agent framework in e-Health for different purposes. A com-
prehensive review is provided in [15], where the main categories of applications
identified are: (i) Medical data management: accessing, integrating and sharing
patient’ data from different remote sources is crucial for easing the work of physi-
cians and for statistical analysis purposes [28,49]; (ii) Decision support systems:
supporting physicians in their fast-paced work can reduce human errors, and safe
time [6]; (iii) Planning and resource allocation: scheduling decisions on the allo-
cation of professional and physical resources must be coordinated by planning
techniques [46]; (iv) Remote care: mainly devoted to remote patient monitoring,
it allows on one side patients with reduced mobility to not travel towards health-
care facilities for vital signs check-up, on the other side physicians to observe the
dynamic of the patient’s health and provide opportune recommendations tailored
to the patient [44]. Moreover, the literature proposes the development of agent
systems for chronic diseases management, such as diabetes, respiratory illnesses,
and cardiovascular diseases [36]. The goal is to develop applications enabling a
shift of the control of chronic illness from the caregiver to the patients themselves,
namely the self-management of chronic diseases [23]. In this context an agent-
based platform enables: healthcare professionals to be continuously updated on
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the patient’s health by receiving data such as vital signs measures decreasing
the occasions for patients to travel to health facilities; patients to be supported
in daily decisions by instructions delivered by the application that is based on
the elaboration of such data.

In this paper, we discuss specific issues related to the Emergency Depart-
ment (ED), that is one of the most critical and challenging hospital depart-
ments, since it requires reactivity, quick and coordinated response, fast-paced
and accurate decision-making. In this scenario, there are three key issues that
may be tackled by the agent technology. First of all, the fast-paced sequence of
events during a trauma resuscitation leaves little time for physicians to reason
about the best treatment and care. A PMDA can thus support human operators
by autonomously providing suggestions on the best choice. This would reduce
human errors while saving time and increasing team performance. Secondly, an
accurate documentation of trauma resuscitation seems to be crucial to improve
the quality of trauma care where, according to [14] “Quality of trauma care
can be defined as achieving the best possible outcome for a given set of clini-
cal circumstances”. Third, agent technologies – in particular Multi-Agent Sys-
tems – can be exploited to support the coordination among the various actors
involved in the trauma management. An example is presented in [10], about the
Ubimedic2 agent framework for supporting rescue operations. [28] presents CAS-
COM, a distributed multi-agent system for the execution of smart emergencies
by providing efficient remote healthcare in case of unexpected events. Within the
platform distributed data and information can be retrieved and make available
to physicians everywhere, thus enabling easier and faster choices.

The trauma tracker project focuses on the first two issues. The PMDA is
a software personal agent assisting the activity of the Trauma Team. Personal
assistants are a well-known application of software agents [19,21,25]. Existing
proposal and technologies have been developed for different kind of purposes and
capabilities, from scheduling joint activities [22,37,51], monitoring and remind-
ing users of key timepoints [7,47], sharing information, assisting in negotiation
decision support [17]. Compared to SPAs discussed in literature, the PMDA in
our project have two main specific coarse-grained features:

– the kind of assistances requires the continuous observation of both the
dynamic state of the context where the physician is acting, and also what
specifically the physician is doing and perceiving in that context;

– to be able to provide assistance while the physician is carrying on her practical
activity, without distracting or interrupting her action.

From a technological point of view, the design of these agents can benefit from
the availability of wearable technologies such as smart-glasses, and, more gener-
ally, from the fruitful interaction with the research developed in the context of
wearable and eyewear computing [5].
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3 The Trauma Tracker Project

Trauma Tracker has been conceived and designed by taking in consideration the
structure and work organisation of the Trauma Team. The team leader – the so
called Trauma Leader, usually a senior official – is in charge of producing the doc-
umentation paper. However this is just one of the several functions she/he has.
During trauma resuscitation Trauma Leaders supervise the work of their teams
and are actively involved in the actual resuscitation, and only after that work is
finished they produce the report. That is, they recall and write down in prose the
main facts of the trauma resuscitation process, documenting from memory and
not real-time. This is the typical situation of hospital emergency departments
in Italy—besides the specific trauma center considered in this paper. Therefore,
in this case, the availability of a system based on mobile and wearable technolo-
gies for trauma tracking and assistance, not only would improve the accuracy of
the trauma documentation, but also significantly reduce the cognitive burden of
the trauma team – of the Trauma Leader in particular – to create the reports.
Nevertheless, such a system is useful also when a scribe or recorder is available
in the Trauma Team, usually a nurse, like it happens in hospitals in Europe and
US—to support her work.

3.1 Levels of Support

The Trauma Tracker project has a twofold general objective. A short-term one
is enabling a systematically and as-much-as possible seamlessly tracking all the
trauma managed in the Trauma Center, to increase both the quality and quantity
of the collected data and to provide a flexible and comprehensive way to manage
and analyse such data, structured in reports. This is the job of the Tracking
Level, which is the base level of Trauma Tracker. The design and prototype
development of this level, as well as its first validation, will be discussed in
Sect. 4.

A medium-term one is to introduce different kind of assistance to support
the Trauma Team during the management of a trauma. Such assistance ranges
from monitoring to suggesting. This level will be discussed in Sect. 5.

3.2 Coarse-Grained Architecture

The coarse-grained general architecture of TraumaTracker, represented in Fig. 1,
is agent and service oriented, and includes four main parts:

– The PMDA, referred as Trauma Assistant Agent .
– a set of Web-based services deployed in the hospital local area network,

referred as GT 2 infrastructure.
– a set of pervasive services, provided by devices deployed in the physical envi-

ronment of the hospital, referred as GT 2 pervasive.
– a set of Web-apps, enabling users to access and interact with some of the
GT 2 infrastructure services, referred as GT 2 apps.
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Fig. 1. Trauma tracker coarse-grained architecture.

The Trauma Assistant Agent runs on the mobile (a tablet) and wearable
(smart-glasses) used by the Trauma Leader. It interacts with the services of the
GT 2 infrastructure and GT 2 pervasive. The GT 2 infrastructure includes a set of
web services that are exploited by the Trauma Assistant Agent and by the web-
apps. The GT 2 pervasive currently includes a set of beacons placed in all rooms
involved in the management of a trauma, to enable the room-level localisation
for the PMDA.

A specific set of services in GT 2 infrastructure and apps in GT 2 apps is avail-
able to support the functionalities of the levels identified above. Currently, these
services include (1) the TT Report Management Service – that provides a REST-
ful APIs for collecting and managing trauma reports and accessing to related
statistical data – and (2) the TT Vital Signs Monitor Service – that provides
APIs for dynamically retrieving the vital signs parameters of a patient under
trauma, and services to realise continuous monitoring. Data collected by these
services are made available to other hospital applications running on the same
infrastructure, in an open ecosystem perspective. Finally, GT 2 apps currently
includes a TT Report Dashboard , a web application that allows users – e.g., the
member of the Trauma Team – to access the trauma documentation i.e. the
reports, to manage, print and export them, as well as to do basic statistics.

In the next section we consider in detail the design and implementation of
the Tracking Level, focusing in particular on the Trauma Assistant Agent.

4 The Tracking Level

The Tracking Level tackles the trauma documentation problem. In this section,
we first discuss this problem in more detail, then we describe the design and
implementation of the Trauma Tracker prototype, focusing in particular on the
Trauma Assistant Agent, and finally we discuss its evaluation.
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4.1 The Trauma Documentation Problem: Details

The documentation of a trauma, known in the literature as trauma documenta-
tion, is meant to be acquired during the process of trauma resuscitation, report-
ing where and when crucial events occurred, which and when treatments are
given, procedures are performed, and finally it should report repeated vital signs
measures. The documentation is crucial because it is used to make the most
informed choice for patient medication and management, and later to evaluate
the work of team members by producing data and statistics such as: time of
team activation, primary assessment, arrival time of attending physician.

There reasons that make this task – i.e., producing an accurate documen-
tation in the context of trauma resuscitation – challenging are manyfold [35].
First of all, trauma resuscitation is a fast-paced process, and very few time is
left for documenting the process whilst some of the data to be documented
are instead time-consuming. Secondly, multiple events happen simultaneously.
To treat severe injuries, potentially life-threatening, team members perform con-
current tasks and parallel activities. Monitoring all of them is not trivial. Finally,
the person in charge of documenting is often multitasking, his/her resources are
not completely dedicated to the documentation task but he/she also performs
other activities.

Nowadays most of the EDs adopt handwritten paper records and flow sheets
for acquiring data [24,35]. The process of data acquisition is mainly conducted
during the trauma resuscitation – or sometimes immediately after by collective
memory and verbal communication – by the recorder, a person with that specific
function. Papers are then sent to central bureau where data are manually entered
from the sheets into a computerised databank. The overall procedure produces
incomplete or even wrong documentation for two main reasons: (i) data acqui-
sition is often inaccurate and crucial data are lacking. This is due to several rea-
sons, some of which are due to the intrinsic characteristics of the context, as cited
above: multitasking of the person in charge of acquiring data, parallel activities
of the different members of the team, multiple data to be recorded, retrospective
documenting from collective memory; (ii) manual transfer of data from paper to
electronic format can introduce oversights. Furthermore, it is expensive in terms
of time spent to complete the overall procedure and of workload.

The main objective of the Tracking Level of Trauma Tracker is then to help
human operators – the Trauma Leader in particular – in producing an accurate
trauma documentation, minimising as much as possible the human intervention
and burden.

4.2 Trauma Assistant Agent Tasks

In the Tracking Level, the main tasks of the Trauma Assistant Agent are:
(i) tracking events occurring in the emergency rooms related to a specific patient,
inferring as much as possible data from the context (e.g., the place where a pro-
cedure is performed), and (ii) at the end of the trauma management, producing
and sending a report to be sent to the TT Report Management Service.
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Event tracking is mainly a reactive activity, in which the Trauma Assistant
Agent:

– keeps track of the actions performed by the trauma team. These actions
can be either procedures (e.g., endotracheal intubation, thoracic drainage,
application of a tourniquet and many others) or drug/blood product infusion
(e.g., millilitres of crystalloids or hypertonic solution, adrenaline, atropine,
pools of cryoprecipitates, etc.);

– allows the trauma leader to take snapshots, record video or audio annotation,
to be included in the report, exploiting the camera equipped with the smart-
glasses;

– allows to retrieve, display and track the current value of patient’s vital signs—
by interacting with the TT Vital Signs Monitor Service service. These data
must be automatically retrieved and annotated (i) when a procedure or the
administration of a particular drug are performed; (ii) periodically, with a
period that depends of the specific location of the patient in the emergency
room (i.e. the period of vital signs monitoring could be different if the patient
is currently in shock-room rather than in the TAC room).

Every event/note tracked by the agent includes both temporal (date and time)
and spatial (location, specific room) information.

At the beginning of the trauma management, the system provides an easy-
to-use form to annotate, in a qualitative way, the state of health in which the
patient is (i.e. if his heart rate is normal rather than bradycardic or tachycardic,
if the patient is breathing spontaneously or not, if external bleeding are present,
and many others). Then, the system allows to annotate important variations to
the patient vital signs (i.e. the patient that was hypoxic has returned to have a
normal oxygen saturation). Finally, when the trauma management is completed,
the Trauma Leader can annotate the final destination of the patient (i.e. emer-
gency room observation area, ICU, mortuary). After that, the full report about
the trauma – including also photos, videos, vocal notes – is automatically sent
and stored on a server, exploiting the hospital WiFi Local Area Network.

An important and challenging aspect of the agent is the strategy used to
keep track of the actions performed on the patient by the trauma team. Cur-
rently, this occurs by reacting to commands that are explicitly requested by the
Trauma Leader, either exploiting the user interface provided on the smartphone
device where the agent is running, or as speech commands. The UI must be
necessarily very simple and effective, minimizing the number of interactions and
taps required to specify the action performed.

4.3 Design and Implementation

The Trauma Assistant Agent is designed upon the BDI (Belief-Desire-Intention)
agent model/architecture. The BDI has been originally introduced to design real-
time intelligent system assisting humans in critical operations [30], featuring the
capability of integrating a goal-oriented behaviour – i.e., the agent has explicit
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Fig. 2. Trauma Tracker System Logical Architecture. Parts (A) and (B) represent
the Trauma Leader subsystem and in particular the Trauma Assistant Agent, Part
(C) is the Reports Management subsystem and, finally, Part (D) represents the GT2

infrastructure.

goals to achieve and for that purpose it selects and executes plans – and a
reactive behaviour – i.e., while executing the plans it can promptly react to events
occurring in the environment, eventually executing further plans to handle them.
This model/architecture makes it possible to easily design a Trauma Assistant
Agent with the reactive capabilities required by the Tracking Level, yet being
ready for designing and implementing more pro-active features required by the
Assisting Level.

In BDI computational models/languages [29], such reactive capabilities can
be effectively modelled in terms of a set of predefined plans that are triggered by
events occurring in the environment. In our case, such events are about actions
carried on by the Trauma Team on the patient, multi-media annotation requests
by the Trauma Leader (snapshots, video, vocal notes), and events concerning
changes of: Patient’s vital parameters, the location (room) where the Trauma
is taking place, the Trauma Team organisation (e.g., the change of the Trauma
Leader).

Besides BDI, the A&A conceptual model [26] has been adopted to model and
design the agent environment. This is useful to modularise the set of percepts
and actions available to agents into dynamic modules called artifacts, which
represents – from the agent point of view – resources and tools that can be used
to do its job. In particular:

– a TraumaTracker UI artifact is used to collect and make observable to the
Trauma Assistant Agent the stream of events about actions performed by
the Trauma Team and requests from the Trauma Leader;

– a Display Interface artifact provides actions to display messages and informa-
tion to be perceived by the Trauma Leader (either through the tablet or the
smart-glasses);
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– a Context artifact keep tracks and makes it observable the current loca-
tion of the Trauma Leader (i.e., the room), exploiting a BLE beacon-based
localisation infrastructure deployed in the hospital environment, part of the
GT 2 pervasive;

– a Vital Signs Monitoring Interface artifact keeps track of and makes it observ-
able the updated data about patient’s vital signs, interacting with TT Vital
Signs Monitor Service service.

– a Notes Stream artifact to persistently store the stream of notes carrying
information about the events and providing other functionalities related to
report generation and delivery to the TT Report Management Service service.

Figure 2 shows a sketch of the architecture of Trauma Tracker, with in evidence
the agents and artifacts involved.

4.4 Prototype Implementation

The Trauma Assistant Agent has been implemented using JaCaMo, a BDI-based
multi-agent oriented programming platform, which integrates the Jason agent
programming language (to program BDI agents), the CArtAgO environment
programming framework (to program agents’ environment) and MOISE orga-
nization framework (to specify MAS organization) [3]. In particular, a version
of JaCaMo running on mobile and wearable devices has been exploited, based
on JaCa-Android [34], which introduces an agent-oriented programming model to
design, develop and run agent-based applications on top of the Google Android
platform.

Even if at the logical level the Trauma Assistant Agent is a single conceptual
high-level agent, the implementation in JaCaMo includes multiple Jason agents
that work together inside an environment composed of a set of resources and
services wrapped inside a proper set of CArtAgO artifacts. In particular, current
design includes three Jason agents (see Fig. 2, part A), each one in charge of a
different task:

– The Trauma Initializer Agent, responsible for initializing the tracking phase
and collecting (and store) all preliminary information, essential for reports
creation, including the identity of the trauma leader and the patient’s initial
health status.

– The Tracker Agent, which is the core of the Trauma Assistant Agent, encap-
sulating most of its functionalities. This Jason agent is in charge of keeping
track of the trauma events – by reacting to events generated by corresponding
artifacts (TraumaTracker UI, Context and Vital Signs Monitoring Interface) –
and of incrementally building the report and making the Trauma Leader
aware of specific information when needed – by using actions provided by the
other artifacts (Note Stream and Display Interface).

– The Speech Interpreter Agent, responsible for the interpretation of speech
commands. In particular, this agent recognises if a particular command may
be accepted in that particular instant of the trauma management process –
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according to the actions work-flow – and, if so, translate it into an appropriate
event to be perceived by the Tracker Agent.

The full source code of the project is available on a public repository1.

4.5 Evaluation

A first qualitative validation of the system has been carried on by the trauma
team in a simulated environment, focusing in particular on the usability of the
user interface (UI) and the responsiveness of the system. The basic configuration
of the system – using the mobile devices only, without wearable technologies –
appears to be ready and robust enough for being experimented in the real-world,
providing already clear and measurable benefits – in terms of saved time and
accuracy of the data – with respect to the current paper-based practice. So the
next step, in this case, will be a further validation stage, in which the system is
gradually introduced in the current practice, starting from the management of
less critical trauma. Besides, this further stage will be essential to realise a more
rigorous quantitative analysis and validation of the approach.

The adoption of smart-glasses – e.g., the intermediate configuration of the
system – proved to be valuable to show information about vital signs in particular
when the Trauma Leader is far from the vital signs monitor, and to take snap-
shots/video. As expected, the key benefit is to enable a first form of hands-free
support, so that the Trauma Leader can take a snapshot or perceive informa-
tion about the parameters without changing her focus and distracting from the
scene. A critical point to be tackled before moving to the next validation stage
is about the physical head mounting of the smart-glasses. On the one hand, cur-
rent setting proved to be stable enough to deal with (abrupt) Trauma Leader’s
movements; on the other hand, we need to improve the flexibility in allowing
the Trauma Leader to dynamically and seamlessly raise/drop the smart-glasses
in some moments (to get them back, then), as well as reducing the effort (and
time) needed to adjust the device.

Not surprisingly, the aspect that needs to be strongly improved in order to
be usable in the trauma real-world settings is speech recognition. Currently, the
performance is acceptable only for recognising basic commands used sporadi-
cally. This is not unexpected, since we are not using in the prototype specific
speech recognition engine but the one available with the basic Android platform,
functioning in offline mode. We expect to improve this aspect by investigating
speech recognition technologies specifically tailored to the medical context.

5 From Tracking to Assistance – Vision and Challenges

Besides tackling the trauma documentation problem, the Tracking Level is the
base layer to devise on top different levels of assistance, which calls for designing
more complex and interesting kind of PMDA agents. In this section we discuss
1 https://bitbucket.org/pslabteam/traumatracker.

https://bitbucket.org/pslabteam/traumatracker
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the main ideas that we have about and that will be experimented in the Trauma
Tracker Project.

5.1 From Monitoring and Warning Generation to Suggestions
and Workflow

A first level of assistance is about the automatic generation of warnings that are
displayed on the smart-glasses, about situations that the Trauma Leader may
want to be notified without necessarily interrupting her activity flow. Situations
may concern both the current state of the patient or its evolution – e.g., a warning
could be generated if/when the value v of a vital parameter dynamically tracked
by the system falls outside some predefined range [min,max] –, and the temporal
flow of actions carried on by the Trauma Team – e.g. some time t has elapsed
after the administration of some drugs.

Situations can be modelled as predicates over the full context, including
tracked information, current time and place where the Trauma Leader is, the
identity trauma leader, and so on. This account for designing a PMDA which is
capable of reasoning – at real-time – about the knowledge related to the temporal
stream of data about the actions performed by the Trauma Team and about the
evolution of the patient, and produce warnings. Such reasoning can be driven by
rules defined by the Trauma Team. By exploiting the BDI model, such rules can
be encoded into plans, reacting to relevant events and checking for the condition
over beliefs encoding the context.

The kind of assistance discussed so far can be considered essentially reactive,
i.e. the PMDA observes and reacts to events and situations occurring during the
trauma management so as to notify warnings. A further kind of assistance which
can be considered more pro-active accounts for a PMDA capable of reminding
and suggesting the workflow of steps to follow in peculiar cases that require
an ad-hoc treatment. In those cases, the trauma protocols and workflow to be
adopted can be encoded in terms of goals and plans of the PMDA agent, yet
preserving its reactive capabilities.

5.2 Integrating Cognitive Personal Assistant Agents with Cognitive
Systems

In the model discussed so far, the generation of warnings and suggestions by the
PMDA is based solely on the local knowledge about the ongoing trauma. A fur-
ther step is to consider for that purpose also the corpus of knowledge related to
trauma management and the documentation about the trauma done in the past,
a big data collecting information from different hospital and trauma centers, and
the use if cognitive computing techniques [13] to get insights from that Big Data.
“cognitive computing” has been recently introduced by IBM [16] to refer to a set
of tools and techniques – including Big Data and Analytics, machine learning,
Internet of Things, Natural Language Processing, causal induction, probabilistic
reasoning, and data visualization – which makes it possible to devise a “cognitive



240 A. Croatti et al.

system” which is capable of learn, remember, analyse, resolve problems in spe-
cific contexts—healthcare and life science are a primary one [8]. The reference
example developed by IBM of Cognitive System is Watson [16]. An interesting
open research issue is then the design of PMDA that combines the capabilities
of cognitive agents and the support of cloud-based cognitive services (Cognition-
as-a-Service [39]) provided by cognitive systems such as Watson.

5.3 Towards Augmented Physicians Working in Augmented
Hospitals

As already mentioned in the paper, wearable technologies promotes the design
and use of hands-free or on-the-go interfaces [40,41], that avoid as much as possi-
ble distracting the user from what she is doing – if not desired – and providing an
information and suggestion flow which is seamlessly perceived and exploited by
the user in her activity. This fosters a new perspective on the personal assistant
running on this devices, like the PMDA.

Software Personal Agents explored in literature so far are based on the
metaphor that of a personal assistant who is collaborating with the user in the
same work environment [19]. The user interface of SPAs developed so far is
mainly desktop or mobile, in which the SPA is often represented as a separate
entity to interact with and to which the user delegates tasks. With wearable com-
puting and handsfree interface, the SPA can be conceived more as an extension
of the self [42], whose perceptions, beliefs, and possibly goals could be thought
to be an extension of the user’s ones, making the interaction more implicit and
effective. Conceptually, the PMDA becomes an extension of the physician (aug-
mented physician), augmenting her cognitive and practical capabilities.

This perspective goes toward the design of interface agents that – in spite
of agent autonomy – should make the user always “feel in control” [11]. A main
feature that could characterise this kind of personal agents would the capability
to “see what the user sees” – by means of the camera on the eyewear device
– and, more generally, to know what the user is perceiving about her context,
given the sensors equipped with the device(s) worn by the user. This allows to
frame a kind of pro-active assistance in which SPAs reason not only about the
context of the user, but about what the user is perceiving – and not perceiving
– from that context, what she is looking at, etc.

The definition and development of this kind of personal agents introduce
interesting new research challenges for the agent community, partially tackled in
related research context about eyewear computing [5], cognition-aware comput-
ing [4], activity-based computing [45] and context-aware computing [9]. These
agents are meant to build dynamically a model about what the user is perceiv-
ing, and use this knowledge along with the information about user’s goals, the
state of ongoing activity, the actual state of the physical environment, to provide
a pro-active and smart assistance, possibly anticipating and notifying problems
and suggesting actions to do.

The full power of this idea can unleashed when the environment where the
users are situated is augmented too, to provide functionalities and services that
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can be exploited by the Personal Medical Digital Assistant agents. Such aug-
mentation can include two different levels, integrated:

– a software infrastructure layer running on computing devices embedded in
hospital physical objects and environment;

– an augmented/mixed reality layer, composed by augmented entities enriching
the physical reality, to be shared and perceived by the human users.

In literature, the first level is explored by research works on pervasive health-
care, applying pervasive computing to the healthcare domain, including hospital
environments [1]. In our case, this means the possibility for a PMDA agent to
interact with hospital objects, devices and appliances turned into smart things
in an Internet-of-Things (IoT) perspective, including output devices such wall
displays. A further case which is relevant for the agent community is about
adopting agents also for modeling and engineering the pervasive software layer,
as investigated by research work in literature exploring agent-based ambient
intelligence [12,32,33].

The second level concerns enriching the physical reality with holograms per-
ceived by users by means of proper wearable devices (AR-enabled smart-glasses,
visors), eventually shared among multiple users situated in the same augmented
environment. Such virtual entities can range from simple information related to
specific physical objects to virtual user interfaces and full-fledge animated virtual
objects, eventually enriching the functionality of the physical environment. In
our case, the Personal Medical Digital Assistant agent could be able to interact
with holograms, eventually creating them according to the need.

The intertwining of these two augmentation levels leads to the idea of aug-
mented hospital where (mobile) augmented reality technologies are integrated
with pervasive ones so as to create novel kinds of smart environments [31], pro-
viding more advanced functionalities to support individual and cooperative work.

6 Conclusion and Future Work

Currently, the TraumaTracker prototype implements just the tracking function-
ality, which is however useful already to improve the quality of the trauma
documentation and to automate the generation of trauma reports. Next steps
will be devoted to develop and integrate higher functionality levels, along the
vision depicted in Sect. 5. In particular, the very first next step will be to provide
functionalities in terms of real-time assistance to the Trauma Leader/team, fully
exploiting the hands-free characteristics of the system. The first kind of assis-
tance which is being implemented is about the automatic generation of warn-
ings that are displayed on the smart-glasses, about situations that the Trauma
Leader may want to be notified without necessarily interrupting her activity
flow. The modular design adopted for the Trauma Assistant Agent makes it
possible to implement the extensions without substantially change the behav-
iour of the existing internal agents. For instance, we plan to implement the new
assistance functionalities as a new Jason Monitoring Agent, which observes and
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reasons about the notes created in the Notes Stream artifact, generating proper
warnings to be displayed through the Display Interface artifact.

Finally, our medium-term research objective accounts for (i) fully explor-
ing the idea of an agent-based augmented hospital sketched in Sect. 5, starting
from exploring the design of an augmented environment improving the work
of healthcare professionals involved in trauma management, and (ii) devising
proper models and architectures that allow to integrate cognitive agents – tak-
ing JaCaMo as reference technology – with cognitive computing systems, like
Watson.

References

1. Bardram, J.E., Christensen, H.B.: Pervasive computing support for hospitals: an
overview of the activity-based computing project. IEEE Pervasive Comput. 6(1),
44–51 (2007)

2. Bardram, J., Baldus, H., Favela, J.: Pervasive computing in hospitals, pp. 48–77.
CRC Press (2006)
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J., Leite, J. (eds.) LADS 2010. LNCS (LNAI), vol. 6822, pp. 95–114. Springer,
Heidelberg (2011). https://doi.org/10.1007/978-3-642-22723-3 6

35. Sarcevic, A.: “Who’s scribing?”: documenting patient encounter during trauma
resuscitation. In: Proceedings of the SIGCHI Conference on Human Factors in
Computing Systems, CHI 2010, pp. 1899–1908. ACM, New York (2010)

36. Shankararaman, V., Ambrosiadou, V., Loomes, M., Panchal, T.: Patient care man-
agement using a multi-agent approach. In: 2000 IEEE International Conference on
Systems, Man, and Cybernetics, vol. 3, pp. 1817–1821 (2000)

37. Shintani, T., Ito, T., Sycara, K.: Multiple negotiations among agents for a distrib-
uted meeting scheduler. In: Proceedings of the Fourth International Conference on
MultiAgent Systems (ICMAS 2000), Washington, DC, USA, p. 435. IEEE Com-
puter Society (2000)

38. Silva, B.M., Rodrigues, J.J., de la Torre Dı́ez, I., López-Coronado, M., Saleem,
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