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Abstract With the emergence of ubiquitous movement tracking technologies, devel-

oping systems which continuously monitor or even influence the mobility behav-

iour of individuals in order to increase its sustainability is now possible. Currently,

however, most approaches do not move beyond merely describing the status quo of

the observed mobility behaviour, and require an expert to assess possible behaviour

changes of individual persons. Especially today, automated methods for this assess-

ment are needed, which is why we propose a framework for detecting behavioural

anomalies of individual users by continuously mining their movement trajectory data

streams. For this, a workflow is presented which integrates data preprocessing, com-

pleteness assessment, feature extraction and pattern mining, and anomaly detection.

In order to demonstrate its functionality and practical value, we apply our system to

a real-world, large-scale trajectory dataset collected from 139 users over 3 months.

Keywords Mobility ⋅ Trajectory mining ⋅ Anomaly detection

Sustainability ⋅ Behavior change

1 Introduction

Human mobility is ubiquitous in modern societies and represents an integral part

of our daily behavioural routines. At the same time, however, there are numerous

undesirable effects, such as traffic jams or increased fossil fuel consumption (Taaffe

1996). With regards to Switzerland, for instance, roughly a half of the total CO2
emissions are contributed by the transportation sector (including international avia-

tion), with motorized individual mobility being responsible for around two thirds of

these emissions (Bundesamt fuer Umwelt 2014). If no major changes occur in the

D. Jonietz (✉) ⋅ D. Bucher

Institute of Cartography and Geoinformation, ETH Zurich, Stefano-Franscini-Platz 5,

8093 Zurich, Switzerland

e-mail: jonietzd@ethz.ch

D. Bucher

e-mail: dobucher@ethz.ch

© Springer International Publishing AG 2018

P. Kiefer et al. (eds.), Progress in Location Based Services 2018, Lecture Notes

in Geoinformation and Cartography, https://doi.org/10.1007/978-3-319-71470-7_11

211



212 D. Jonietz and D. Bucher

transport system, these numbers are widely expected to rise in the coming decades

(Boulouchos et al. 2017).

Recently, the significance of emerging technologies which enable ubiquitous

monitoring as well as real-time regulation and management of human mobility has

been emphasized as potential game changing aspect for increasing the sustainability

of travel behaviour (Boulouchos et al. 2017). Indeed, current developments in the

field of location-acquisition technologies such as Global Navigation Satellite Sys-

tems (GNSS), Wireless Local Area Networks (WLAN), or Global System for Mobile

Communications (GSM) allow to monitor and record human movement at an excep-

tional level of detail and at relatively low cost and effort (Feng and Zhu 2016). Due

to the widespread use of modern smart phones, as well as a general trend towards

digitalization in the transportation and mobility sector, Big Mobility Data are now

widely available and ready to be utilized for gaining unprecedented insights into the

fundamental mechanisms that guide human mobility (Brunauer and Rehrl 2016).

In fact, since the late 1990s, human movement trajectories, i.e. series of chrono-

logically ordered x, y-coordinate pairs with time stamps (Andrienko et al. 2016),

have increasingly been used for travel surveys (Shen and Stopher 2017). Apart from

notable exceptions (e.g. Schlich and Axhausen 2003; Stopher et al. 2013), however,

these studies have mainly applied a snapshot approach (e.g. Schüssler 2008; Kohla

and Meschik 2013), with the center of interest being put on inter-personal variabil-

ity (differences in the behaviour of different persons) rather than intra-personal vari-

ability (different behaviour of one person from day to day) (Schlich and Axhausen

2003). What has often been neglected, therefore, is analysing the dynamic dimension

of mobility behaviour, i.e. behaviour changes such as trying out new travel alterna-

tives, or forming new mobility habits.

Especially today, however, it would be worthwhile to be able to automatically

detect and analyse such changes in mobility behaviour. On the one hand, in con-

trast to merely surveying mobility behaviour, there are now systems which move

further by aiming to directly influence people’s mobility behaviour towards more

sustainable transport alternatives (cf. Banister 2008), e.g. by using mobile applica-

tions which continuously record the movements of users, stream the data to a server,

and utilize them to provide their users with feedback or even suggest more sustain-

able travel options (Froehlich et al. 2009; Montini et al. 2015). To the best of our

knowledge, currently none of these systems apply strategies for automatically detect-

ing behaviour change, but instead require manual checking of the data for evaluating

the effectiveness of the conducted persuasive measures. A fully automated system

which continuously monitors movement behaviour based on a stream of trajectory

data, and detects behavioural changes, however, could take over this tedious task

and even trigger dynamic reactions to users based on their behavioural changes, e.g.

encourage sustainable mobility behaviour adaptations and discourage in the opposite

case. On the other hand, apart from application scenarios where behaviour change

is actively induced, the development of methods for detecting such variations in

movement data would also be useful for general transportation research and planning

purposes. Thus, for instance, insights are still needed in terms of evaluating and pre-

dicting peoples reactions to today’s novel mobility options, such as shared mobility,
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mobility as a service, electric mobility and autonomous vehicles. Being confronted

with these, one can expect numerous people to adapt their mobility behaviour, e.g.

by testing novel alternatives and even forming new travel habits (Boulouchos et al.

2017). In order to accurately understand these behavioural changes, travel surveys

are needed which involve tracking numerous participants over a long period of time.

In addition, a set of suitable methods are necessary to analyse the collected data and

be able to accurately understand these behavioural changes.

For developing such methods, however, a practical problem is posed by insuffi-

cient data quality. It is especially data incompleteness which represents a critical

challenge for GNSS-based travel surveys, since it comprises missing records for

parts of trips, one or more full trips, or even one or more full days of the record-

ing period (Hecker et al. 2010). These gaps can have various causes, e.g. the cold

start problem at the start of movement, bad signal reception, participants leaving

the device switched off, or other technological problems (Shen and Stopher 2017).

While shorter gaps can often be handled by means of map matching techniques

(see Sect. 2.1), longer ones can heavily distort or bias the results of the following

analyses. In the context of automated behaviour change detection, for instance, the

occurrence of missing movement data could lead to misleading calculations, e.g.

drastically lower values for CO2 emissions produced during the respective week of

recording. In this case, a system might erroneously interpret this drop in numbers as

a behaviour change, whereas it is in fact merely the result of missing data. To avoid

such misdetection of behaviour changes, methods need to be sensitive to recording

gaps, i.e. distinguish them from cases where observed changes are actually due to

changed mobility patterns.

Before this background, this study proposes a method for identifying and evalu-

ating changes in human mobility behaviour by first detecting and quantifying spatio-

temporal recording gaps in a stream of movement trajectory data, and then contin-

uously mining it for anomalies with regards to various mobility features, i.e. a sub-

set of variables which can be extracted from movement data, and describe selected

aspects of mobility behaviour (e.g. average speed, travelled distances). Focussing on

sustainable mobility as the application scenario, we simulate a real-time data stream

using a real trajectory dataset collected from 139 users over 3 months in Switzerland.

This paper is structured as follows: First, in Sect. 2 background information is pro-

vided starting with a brief review of available methods for surveying human mobility

behaviour on the basis of movement trajectory datasets. Then, the focus is shifted

to the potential of similar techniques for inducing and analysing changes in mobil-

ity behaviour. In the following Sect. 3, our concept is presented and discussed with

regards to data preprocessing, completeness assessment, feature extraction and pat-

tern mining, and finally anomaly detection. In Sect. 4, the framework is applied to a

test dataset, before the results are discussed and the paper is concluded in Sect. 5.
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2 Related Work

In the context of this study, relevant prior work applies one of two distinct perspec-

tives on mobility behaviour and movement data analysis, and is briefly reviewed in

this section:

1. Assessing the present state of mobility behaviour, i.e. where, when and how
a person travels. This is normally achieved by means of GNSS-assisted travel

surveys.

2. Aiming to change existing mobility behaviour in order to increase its sustain-

ability, e.g. by means of mobile applications which provide both tracking and user

feedback functionalities.

2.1 Movement Trajectories for Surveying Human Mobility
Behaviour

Before the rise of position tracking technologies, the traditional ways of gaining

insights about the mobility behaviour of people were face-to-face interviews, mail-

out/mail-back or telephone surveys. Since the late 1990s, however, GNSS-assisted

travel surveys emerged as a novel method, and gradually replaced these approaches

due to numerous advantages, such as a relatively high accuracy in recording time and

position, low cost (especially with modern smartphones), and less problems with

regards to trip-misreporting by respondents (Shen and Stopher 2017). Nowadays,

exemplary approaches are manifold, and have spread from pilot studies undertaken

in the USA (Wagner 1997) to a range of other countries, including Switzerland (Shen

and Stopher 2017).

After recording the movements of test persons, the data require extensive process-

ing in order to extract relevant mobility features, in particular places that have been

visited for a certain purpose and the travelled routes between these places. With

regards to the former category, stay points are typically detected based on various

clustering techniques (e.g. Palma et al. 2008), or the movement speed (e.g. Li et al.

2008). With regards to the travelled routes, via map matching, the exact path taken

through a road network can be inferred from the tracking points, e.g. by simple point-

to-curve snapping (e.g. White et al. 2000) or advanced techniques such as evolution-

ary algorithms (Quddus and Washington 2015). Apart from the routes, numerous

studies have proposed approaches to infer the used traffic mode, for instance based on

identifying walking transitions between mode changes (Zheng et al. 2010), analysing

a range of movement descriptors (Sester et al. 2012), or the underlying transportation

network (Stenneth et al. 2011).

In order to describe a person’s mobility behaviour based on trajectory data, these

(and other) mobility features need to be further analysed to extract patterns, i.e.

observable regularities in movement behaviour such as habits or long-lasting pref-

erences and restrictions. Thus, one can calculate general statistics over certain time
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intervals, such as the average duration and length of trips, the modal split, or the

usual times of travel (Axhausen and Frick 2005), but also more use-case specific

aspects such as frequently visited places other than home or the work location (Siła-

Nowicka et al. 2015) or the location of regularly performed activities like eating,

shopping or physical exercise (e.g. Zheng et al. 2010; Furletti et al. 2013). When

being properly interpreted, mobility features and their regular patterns can serve as

indicators for higher-level attributes, such as the sustainability of mobility behaviour.

In this context, for instance, (Nicolas et al. 2003) formulated a set of potential sus-

tainability indicators which can be extracted from travel survey data. Among others

which refer to the aggregate city level, those which could be extracted from trajec-

tory data include the daily number of trips, the structure of trip purposes (e.g. com-

muting versus leisure), the daily average time budget spent for travelling, the modal

split (especially the share of slow mobility, i.e. walking and cycling), the average

distance travelled daily, and the average movement speed. Other relevant indicators

which have been formulated in the literature include the amount of CO2 emissions

and the degree to which trips are intermodally integrated, i.e. use different traffic

modes in combination (World Business Council 2015).

Naturally, the validity of the results computed for mobility features depend to a

large degree on the quality of the input trajectory data, in particular the completeness

of the recorded movement. Missing trips or even full day gaps will lead to erroneous,

in some cases even heavily biased, results (Hecker et al. 2010), however, are a regu-

larly occurring issue in travel surveys (Shen and Stopher 2017). Although this issue is

frequently discussed in the literature (e.g. Shen and Stopher 2017; Wolf et al. 2003),

only few studies propose solutions, such as evaluating the intrinsic trajectory data

quality based on the spatial and temporal resolution (Prelipcean et al. 2015), a statisti-

cal approach to detect dependencies between mobility behaviour, socio-demography

and missing data (Hecker et al. 2010), or imputation, the process of inferring the

missing trips based on observed data using statistical relationships (Polak and Han

1997). Another popular option to improve and ensure the completeness and correct-

ness of the movement data in travel surveys are prompted recall (PR) methods, in

which during the tracking phase, respondents are regularly asked to manually val-

idate and complete their recorded movements, for instance at the end of each day

(e.g. Bucher et al. 2016).

In traditional travel surveys, the focus is usually put on analysing the status quo

of mobility behaviour, since, as (Schlich and Axhausen 2003) argue, there is a gen-

eral assumption that travel behaviour mainly consists of highly habitual routines,

and remains relatively static over time. Thus, in most cases, mobility features are

calculated once on the basis of the entire available data in order to assess the present

state of transportation system usage (e.g. Schüssler 2008; Kohla and Meschik 2013)

rather than analysing its temporal dynamics. Additionally, this snapshot approach is

often caused by practical limitations with regards to the available movement data,

with durations of the tracking period rarely exceeding two weeks (Shen and Sto-

pher 2017). There are, however, also examples of longitudinal analyses of travel

behaviour (e.g. Hanson and Huff 1988; Schlich and Axhausen 2003; Stopher et al.

2013; Gonzalez et al. 2008; Song et al. 2010). These studies were mostly concerned
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with detecting day-to-day variations, stability measures, and statistical properties of

mobility behaviour from movement data of various kinds, such as those obtained

with GSM or GPS, or traditional travel survey methods. While GSM data typically

covers long durations and large numbers of users, transport surveys and GPS record-

ings stem from much less persons over the course of merely a few weeks. Gonza-

lez et al. (2008), for instance, developed an aggregated model of human mobility

based on extensive mobile phone data, and found strong inter-personal regularities,

but did not distinguish between individual users or temporal changes. Schlich and

Axhausen (2003) report on different mobility indicators, and how they can be used

to compute similarity measures between mobility behaviour on two different days.

2.2 Inducing Change in Human Mobility Behaviour

Apart from merely monitoring and analysing the status quo of mobility behaviour,

other studies have built on similar analytical methods to actively influence users

in order to make them travel in a more environmentally sustainable way. For this,

mobile applications and a feedback loop were used, with examples including Ubi-
Green (Froehlich et al. 2009), PEACOX (Montini et al. 2015), or GoEco! (Bucher

et al. 2016). In some cases, apart from merely summarizing the recorded mobil-

ity behaviour, the provided feedback also included the proposal of more sustainable

travel alternatives. At present, however, most approaches suffer from either short

study periods (Hamari et al. 2014), or from basing their feedback and suggestions for

more sustainable mobility on a single snapshot, for example data which was recorded

during a pre-study or a baseline-tracking phase. This shortcoming hinders the devel-

opment of long-running applications that continuously monitor mobility behaviour

and are thus able to provide feedback based on detected changes of current in com-

parison to past behavioural patterns.

Thus, a system would be worthwile with the ability to automatically detect

changes in behaviour, which could then, based on established models of behav-

ioural change processes, select actions to be taken to support (in case of increased

sustainability) or prevent (in the opposite case) the observed behaviour change. A

commonly used psychological conceptualization is the Transtheoretical Model (Pro-

chaska and Velicer, 1997) which separates behaviour change into precontempla-
tion, contemplation, preparation, action and maintenance phases. Upon detecting

a change in mobility, one could for instance infer that a user started contemplating

new behavior, and support a transition towards this behavior by supplying her with

information (e.g. Tulusan et al. 2012; Taniguchi et al. 2003), rewarding further good

choices (e.g. Ben-Elia and Ettema 2011), dissuading unsustainable behavior (e.g.

Schade and Schlag 2003), or otherwise engage and motivate her to move to the

preparation or action stage (Weiser et al., 2015). Alternatively, for users without

changes in mobility (one could argue they are in a precontemplation or maintenance
phase), a system might foster self-experience of travel alternatives (e.g. Abou-Zeid
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et al. 2012; Bamberg et al. 2003; Bamberg 2006) in order to make them try out new

and more sustainable transport options.

Automatically exposing behaviour change is closely related to anomaly detec-

tion, the identification of deviations from a certain norm (Chandola et al. 2009). In

contrast to filtering out noise, in this case the focus of interest is usually placed on

the nature of the abnormalities themselves. In the transportation domain, researchers

have been interested in detecting anomalies in large collective mobility datasets (cf.

Souto and Liebig 2016; Yang and Liu 2011) for urban traffic applications and emer-

gency management. Another line of research considers (geometrical) pattern match-

ing on trajectory data (e.g. Florescu et al. 2012; Du Mouza et al. 2005), for example

by building a higher-order Markov model of a user’s transitions from one mobile

phone cell to another (Sun et al. 2004). The authors encode the individual patterns

in a mobility trie, which they in turn use to search for anomalies by computing dis-

tances between previous and new, potentially anomalous patterns. They explicitly

note on the importance of dynamically updating “normal behaviour”, and weight-

ing recent patterns higher than ones which occurred longer ago. However, all these

approaches are based on a relatively crude assessment of mobility, which either only

considers transitions from one region to another, or aggregate data from many users

to get a complete view of the current traffic situation. For detecting individual behav-

iour change over time, however, a method is needed which works with a continuous

stream of non-aggregated movement data on an individual level, and tests multiple

dimensions of mobility behaviour for anomalies, by comparing them to the user’s

past behaviour.

3 Method

In this section, we present a system for detecting mobility behaviour change based

on a continuous stream of movement data from individual users. The proposed work-

flow is illustrated in Fig. 1. We assume that a user’s raw movement trajectories,

recorded via a smartphone application or a similar device, are constantly streamed

to a server, and logged in a database. After a certain time period has passed (we

propose one week), the data recorded in this interval are fed into a data processing

engine, where they pass through four processing steps: first, the trajectories are pre-

processed, i.e. filtered, segmented, annotated with the traffic mode, and matched to

the road network. Then, the available data for this time period are tested for com-

pleteness in order to evaluate their sufficiency for the following analytical processes.

If found insufficiently complete, the data are discarded, if rated appropriate, how-

ever, they are fed to the next module, which extracts a range of mobility features and

mines for patterns. The results are stored in a database, and provide the input for

an anomaly detection sub-process, which identifies behaviour change and triggers

an appropriate reaction. As can be seen on the far right of Fig. 1, this may involve

sending out notifications to the users or analysts, triggering a response (e.g. encour-

aging or discouraging the observed behaviour change), logging the occurrence of
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Fig. 1 Workflow

the anomaly, or providing information to an expert for decision support. The exact

nature of these system reactions, however, is beyond the scope of this paper. Instead,

since our focus is put on the data processing engine, its four sub-modules will be

further described in this section.

3.1 Data Preprocessing

As it has been described, movement data are continuously streamed to a server, and

logged in a database. In order to evaluate behavioural changes, however, it is neces-

sary to define discrete time intervals (in the following: one week), which will serve

as atomic units for later temporal analysis. Thus, after all available data for a full

week have been stored in the database, they are fed into the data processing engine

(cf. Fig. 1), and further analysed. In a first step, the data need to be preprocessed,

which involves the sub-processes noise filtering, stay point detection, segmentation,

mode detection, and map matching (Zheng 2015). Please note that whereas exem-

plary methods for these preprocessing steps are proposed in the following, they could

also be replaced by other solutions which are better suited to the respective study

aims or data characteristics.

In the beginning, the data are cleaned by removing noisy trackpoints based on

a set of filter functions such as a spatial query with a certain study area, or plausi-

bility checks with regards to speed constraints (Zheng 2015). Then, the stay points

are detected in the remaining trackpoints, e.g. by means of a clustering technique

(Palma et al. 2008). The next preprocessing step detects the traffic mode(s) used,

e.g. by computing and analysing various movement descriptors such as the speed or

acceleration (Sester et al. 2012). Finally, map matching needs to be performed for all
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Fig. 2 The different layers

of movement data

aggregation used in this

study. Note that in contrast to

“home” and “work”, the

transition points between

train, bus and tram are not

considered activities.

Basemap© Mapbox.com

points using one of the available techniques, e.g. evolutionary algorithms (Quddus

and Washington 2015).

After basic preprocessing, it is necessary to structure the movement data into

meaningful units. Inspired by prior approaches (Axhausen and Frick 2005), we pro-

pose to distinguish between the following elements: At the most fundamental level,

trajectories (the complete trace of a users movement over a given time frame) are

made up of trackpoints. In a first layer of aggregation, trackpoints are grouped into

trip legs based on the used transport mode. Finally, a trip consists of one or more

legs, and describes the journey from one ‘activity’ to another. A stay point simply

denotes a location where someone spent longer than a certain time span, and can

qualify as an activity if it represents an actual destination of travel (e.g. work, home

or a shop), and not merely a location where a user spent time waiting for a bus or

stuck in a traffic jam. Figure 2 shows an exemplary trip with its constituting elements.

3.2 Data Completeness Assessment

After preprocessing, the available data for the current week are tested for their com-

pleteness. As has been discussed in Sect. 2.1, missing trips or other gaps in recording

can have negative effects on downstream analysis processes (e.g. Shen and Stopher

2017; Wolf et al. 2003). In our case, for instance, missing data, if not identified and

filtered previously, might result in misdetections of behaviour changes due to drasti-

cally altered values for mobility features. Please note that in this step, we assume the

norm to be continuous tracking over the whole study period, as it is often the case

in related surveys (e.g. Montini et al. 2015; Bucher et al. 2016).

As a first step, we distinguish between different types of recording gaps:

∙ Temporal gaps: the duration with no recorded data between the last recorded time

stamp of a trip leg or stay point and the first recorded time stamp of the sub-sequent

trip leg or stay point. The spatial deviance between the position of the last track
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point of the former, and the first track point of the latter tripleg or stay point is

smaller than an expected GPS error (e.g. 250 m).

∙ Spatio-temporal gaps: gaps for which the spatial distance between the last track

point of the former, and the first track point of the latter trip leg or stay point is

larger than an expected GPS error.

This distinction is motivated by the fact that in the first case, chances are high that

no mobility behaviour has been missed since the user might simply have remained

stationary during the recording gap, whereas in the second case, the user’s change

in position proves that movement has certainly taken place but was not recorded.

Both types of gaps can be easily extracted from the database by calculating the

time differences as well as spatial distances between the start and end points of sub-

sequent pairs of trip legs and stay points. The data completeness for the current time

interval can then be evaluated based on two index values:

gduri =
∑

𝛥gi
𝛥ti

gdisti =
∑

dist(gi)
∑

dist(triplegsi)

where gduri is the ratio of the summed durations 𝛥gi of all temporal and spatio-

temporal gaps gi and the total duration 𝛥ti of week i. In the second index, gdisti
is the ratio of the summed distances dist(gi) of all spatio-temporal gaps gi and the

summed distances dist(triplegsi) of all trip legs triplegsi recorded within week i. In

combination, these index values express the temporal extent of recording gaps, as

well as the relative magnitude of missed mobility behaviour. For instance, in a week

in which a user has travelled relatively less compared to others, recording gaps of

similar temporal length can be rated as less critical, since less travelled distance, i.e.

mobility behaviour, might be missing in the data.

3.3 Mobility Feature Extraction and Pattern Mining

After the available data has been confirmed to be of sufficient completeness, selected

mobility features can be extracted. Of course, these will depend to a large degree on

the study aims. As our focus is on sustainability, we compute durations, distances,

speed, and produced CO2 emissions for each trip leg to serve as basis for comput-

ing the indicators listed in Sect. 2.1. Next, in addition to segmenting the movement

trajectories based on their semantics (e.g. trip legs by traffic mode, trips between

activities), as described in Sect. 3.1, we also induce a temporal structure by group-

ing all movement on a daily basis. Of course, the pre-defined discrete time interval at

which the data is processed (here: one week) provides a further temporal analytical

unit.
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Table 1 Units of analysis for deriving mobility features and patterns

Analysis unit Delimiting factor Description

Trip leg Transport mode/vehicle Mono-modal trip segment between

two points without changing mode

or vehicle

Trip Purpose Trip between two locations for a

certain purpose; consists of one or

more trip legs

Day Time All trips within 24 h; contains one

or more complete or incomplete

travels (incomplete: beyond

temporal delimitation)

Week Time All trips within 7 consecutive days

Table 2 Mobility features

Descriptor Day Week

Total number of trips x

Average number of triplegs per trip x

Total distance travelled x

Total distance travelled (per trip purpose) x

Total distance travelled (per traffic mode) x

Average distance travelled x x

Total duration spent travelling x

Total duration spent travelling (per trip purpose) x

Total duration spent travelling (per traffic mode) x

Average duration spent travelling x x

Total CO2 emissions x

Average travel speed x

Average travel speed (per traffic mode) x

Frequently visited places x

The resulting analytical units for computing mobility features are summarized in

Table 1.

For assessing the sustainability of the user’s mobility behaviour within the week,

we compute a set of indicators (Nicolas et al. 2003; World Business Council 2015)

as listed in Table 2.

Whereas the first three indicators can be easily extracted from the preprocessed

data, several others require a classification of the stay points and their related trips

according to their purpose. Purpose and activity detection can either be achieved by

computational methods, e.g. based on visited POI (e.g. Furletti et al. 2013), or by

simply asking the users to annotate the data manually in the course of an accompa-

nying PR survey. The total CO2 emissions produced by travelling depend primarily
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on the modal split, and can for instance be calculated based on the Mobitool con-

sumption and emission factors (Tuchschmid and Halder 2010), which provide the

consumption and emissions of the full life-cycle of a mode of transport per single

kilometre travelled in Switzerland.

Finally, although not being directly related to sustainability, the frequently vis-

ited places are nevertheless included in the list of mobility features. This is due to

the fact that this attribute allows for drastic changes in the personal circumstances

to be detected (e.g. moving to a different city). Thus, if other indicators such as the

CO2 emissions change, but the visited places remain unaltered, this could indicate

that a user is testing new travel options (e.g. taking the bicycle to work) while her

circumstances remain the same. For mining the frequently visited places in a way

which allows them to be compared to the results obtained for previous weeks, we

choose a clustering approach. Using the DBSCAN algorithm (Sander et al. 1998),

we cluster all activities found during the week. Due to the fact that although a user

might have visited the same place as in the week before, the recorded activities and

their associated point geometries will not correspond spatially, we choose an alter-

native approach and compute a minimum bounding geometry of the points based on

their cluster membership. In order to avoid creating multiple instances of the “same”

place in the database, the resulting polygon is tested for overlaps with already exist-

ing places in the database. If an overlap is found, no new place instance is created,

but rather the id of the overlapping place in the database is extracted and stored in

a list of frequently visited places for the current week. If no overlap with already

existing places is detected, a new place instance is created in the database, and a new

id is assigned. Figure 3 shows an example of activities and the overlapping cluster

geometries from different weeks for one user. Since they all overlap, only the first

occurrence would be created as an instance and assigned an id. For all the other

clusters, only the information that the place has been visited frequently enough to

be detected as a cluster would be stored together with its id. After computation, the

results for all indicators are stored in a database (see Fig. 1).

Fig. 3 The activities are shown on top of the overlapping minimum bounding polygons, as derived

from the point clusters at different weeks
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3.4 Anomaly Detection

At the present stage of the workflow, mobility features and patterns have been

detected and stored for the current week. Now, it is possible to load similar data

computed for the previous weeks from the database, and assess potential anomalies

in mobility behaviour (see Fig. 1). Numerous algorithms available for anomaly detec-

tion simply classify individual data points (in our case, aggregations of all mobility

features for the current week) as anomalous or normal, without allowing further

insight into which feature exactly caused the data point to be classified as anom-

alous (cf. Chandola et al. 2009). This knowledge, however, is critical for our pur-

poses since merely knowing that an anomaly occurred is not sufficient, but rather the

results should allow deeper interpretation of the detected behaviour change. Thus, to

decide which system action should be triggered as a reaction, it is critical to explicitly

identify the mobility features which have changed, i.e. were detected as anomalous.

For instance, an increase in bicycling distance could trigger encouraging feedback,

whereas an increase in CO2 production could lead to a discouraging response. There

is work on explaining anomalies in more detail after their detection (e.g. Pevnỳ and

Kopp 2014), which could therefore be used in combination with any anomaly detec-

tion algorithm. For our purpose, we found this unnecessary and rather detect anom-

alies for each feature individually.

For each mobility feature fi (except the frequently visited places, which will be

explained separately) we compute the mean 𝜇i and standard deviation 𝜎i of the n
weeks preceding the week currently under investigation, where n is a tunable win-

dow size (set to 5 weeks in our tests). Comparing the values computed for the current

week, it is now possible to assess if an existing deviation should be considered a nor-

mal fluctuation or an anomaly. This is controlled by another parameter 𝜆, i.e. a feature

fi is considered anomalous if |fi − 𝜇i| > 𝜆 ⋅ 𝜎i. Accordingly, if the feature re-centred

around zero has a deviation larger than what can be expected given previous feature

values, it is treated as anomalous. We found a value of 𝜆 = 3 to yield reasonable

results.

To compute if a set of frequently visited places within a week should be consid-

ered anomalous, a similar approach is applied. We encode the presence of a certain

place in a given week with a 1, and its absence with a 0. For every place, this results

in a list of binary digits, e.g. the sequence (0, 0, 1, 0, 1) encodes a place being visited

in weeks 3 and 5, but not in any other week. Using this numerical representation, we

can compute if the appearance of an individual place in any week should be consid-

ered anomalous or not by using a similar technique as above. However, as this results

in every place being an additional mobility feature (which results in frequent cases

with large number of anomalous features), we sum the number of anomalous places

in every week, and perform another anomaly detection process on the resulting val-

ues. For example, a person frequently travelling for work purposes will constantly

yield high numbers of anomalous places (i.e. first time visits at new places), a fact

which is not particularly useful in terms of behaviour change detection. If, however,

this number drops suddenly, and the visited places show a more regular pattern,
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it signals a behavioural change (which could be due to holidays, a job change, etc.).

Summarizing anomalies in the frequently visited places as described allows us to

handle them as a single mobility feature, and to report their anomalies for further

interpretation by an automated system or an expert.

4 Case Study

We implemented the described method as a Python application (using a PostgreSQL

database with the PostGIS extension for all spatial operations), and evaluated it on

a large dataset collected over a period of three months, from approximately middle

of December 2016–March 2017. 139 people used a smartphone tracking app, which

passively recorded all their journeys, inferred a transport mode, and allowed them to

change it in case the proposed one was wrong. The dataset consists of 52’370’797

trackpoints, which are divided into 125’759 trip legs and 71’099 trips.

Using these data, we simulated a continuous data stream by feeding data for

each week subsequently into the data processing engine. Below, the results for our

mobility behaviour change detection process are provided for two exemplary users.

Figures 4 and 5 show the detected anomalies for these users per week. The blue dots

indicate the number of anomalies for each week, while the yellow dots show the

number of anomalies with regards to frequently visited places. Please note that this

does not correspond to the total number of places visited by a user, but only to those

that were unexpectedly visited or skipped in the respective week. Not surprisingly,

the place-related anomalies are relatively more frequent in the first weeks, which is

due to the cold start problem, i.e., sparse data making it difficult to assess whether

a frequently visited place should represent an anomaly. Weeks which are missing

values were filtered out previously, due to insufficient data completeness. For this,

Fig. 4 All (blue) and only place-related (yellow) anomalies for user A of our test sample. In weeks

2016-50, 2016-52, and 2017-02, the data completeness was found insufficient to reliably assess

mobility behaviour patterns
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Fig. 5 All (blue) and only place-related (yellow) anomalies for user B of our test sample. In week

2017-07, the data completeness was found insufficient to reliably assess mobility behaviour patterns

we defined threshold values so that data for weeks were only further analysed if their

gduri ≤ 0.25 and gdisti ≤ 0.25.

The mobility behaviour of user A, whose anomalies are shown in Fig. 4, remains

rather constant up until calender week 2017-06, where several anomalies are detected.

Whereas in that week, only the average walking speed is noticeably higher compared

to preceding weeks, in the following week 2017-07 we detect an increase in the dis-

tance (𝜇d = 7.0 km → fd = 33.2 km) and duration (𝜇t = 19 min → ft = 1 h 41 min)

of travels made by bus. In week 2017-08, one can observe an additional increase in

distance and duration of both walking (18.6 km→ 58.4 km; 2 h 38 min→ 9 h 43 min)

and bicycling (1.9 km → 31.2 km; 5 min → 1 h 37 min). Due to the fact that in con-

trast to these anomalies, the frequently visited places still remain largely unchanged

compared to the weeks before, we can conclude that this user indeed changed her

mobility behaviour by increasingly using slow mobility (walking and bicycling) and

public transport. An automated feedback system as described previously could now

trigger reinforcing measures for this behaviour, e.g., by providing incentives, and

thus assisting the user to transition to a phase where this new mobility behaviour is

internalized and does not require further motivation.

The results for user B are shown in Fig. 5. Here, changes in mobility behaviour

can be observed between weeks 2017-05 and 2017-08, which in this case, however,

originate from increases in the totally travelled distance (e.g., 690 km → 1’836 km),

the average speed (41.4 km/h → 97.1 km/h) the distance covered by car (307 km →
1’091 km), bike (1.1 km→ 14.5 km) and walking (12.3 km→ 34.1 km), as well as the

related durations (plus the duration spent travelling by tram in week 2017-06). Based

on the observation of such a general increase in mobility activities (not just one spe-

cific mode of transport), and set in combination with the occurrence of several place-

related anomalies in weeks 2017-06 and 2017-08, one can interpret this pattern as

an exceptional change of behaviour likely caused by altered personal circumstances,

e.g., a holiday or business trip, rather than a gradual change of new habit formation.

Indeed, when analysing the movement data for this user in more detail, we found
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several long distance car journeys with destinations outside of Switzerland during

the respective weeks. Furthermore, in the user’s home Kanton, the weeks 2017-07

and 2017-08 are usually winter holidays. This would also explain the observed data

incompleteness in week 2017-07, since the smartphone tracking method deployed in

this study relies on a mobile data connection, which is often unavailable when travel-

ling abroad. In this case, an automated system reaction could be to rate the detected

changes as likely temporary, and ignore them for the time being.

5 Discussion and Conclusion

In this study, we proposed a framework for continuously mining streams of move-

ment trajectory data of users for detecting mobility behaviour changes. As it has

been discussed, after data preprocessing, the completeness of the available move-

ment recordings needs to be assessed in order to avoid misdetections of behavioural

anomalies in the later steps of the analysis process. For this purpose, we presented a

solution for quantifying recording gaps, hereby distinguishing between purely tem-

poral and spatio-temporal gaps. Furthermore, we calculated a list of mobility features

to serve as sustainability indicators, and proposed a method to compute and evalu-

ate frequently visited places. Finally, the anomaly detection process was described

which yields detailed results with regards to the exact mobility feature causing the

anomaly occurrence. By applying the framework to a simulated stream based on

a pre-recorded large-scale trajectory dataset, and evaluating the plausibility of the

results obtained for two exemplary users, we could demonstrate its functionality and

practical value.

In our view, this work provides a first step towards the development of person-

alized, automated mobility support systems which provide adaptive intervention

strategies for gradually changing people’s mobility behaviour towards a higher sus-

tainability. The proposed framework, however, is not restricted to this application

domain, but could be applied for other purposes as well, e.g. for general monitoring

of mobility behaviour and computing descriptive statistics, or for detecting anom-

alies in the movements of animals or even automated vehicles or drones. A practical

advantage of our approach worth mentioning is the fact that whereas the derived

mobility feature values are stored for every week (feature and pattern log in Fig. 1),

the actual movement data (movement data log in Fig. 1) can be deleted immediately

after processing. This not only reduces the resources necessary for data storage, but

also addresses privacy concerns, since the most sensitive data are deleted regularly.

There are, however, still some limitations to our approach. Thus, although the

most sensitive movement data can be deleted after analysis, there still remain con-

cerns with regards to location privacy. With mobile devices constantly gaining in

computation and storage capabilities, however, a potential solution could be to shift

critical parts of the analytical process to the client, and simply transmit the computed

index values to the server for anomaly detection. Moreover, the list of used sustain-

ability indicators is not exhaustive, and more complex values, e.g. incorporating car
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occupancy, would increase the realism with which sustainability is quantified in our

study. These restrictions, however, largely depend on the quality and level of detail of

the available data. Furthermore, in the exemplary application of our system, we could

clearly observe problems for the first iterations due to the cold start problem, which

is a usual challenge for user profiling and sequence mining applications. The useful-

ness of our system would therefore be reduced to a certain degree in the first phase of

application. In addition, it would certainly be worthwhile to include more detailed

mobility features, e.g. the usual times of travel, distinguish between the weekend

and working days, or incorporate contextual information (e.g. the weather) for bet-

ter results. However, special care needs to be taken for correlating features (e.g.,

distance and duration), as they would be flagged as anomalous in the same weeks,

thus leading to a wrong assessment of behaviour change. At the same time, it can be

expected that an increase in the number of features could complicate their semantic

interpretation. Decision support, e.g. in the form of automated feature classification

could therefore be worthwhile. Finally, due to the fact that at the current stage of this

study, we have no access to ground truth data with regards to the behavioural anom-

alies (e.g. in the form of user interviews), a systematic evaluation of the proposed

method must be regarded as future work.

Apart from testing and evaluating the model with a subset of users who can pro-

vide additional information with regards to their mobility behaviour, it is planned to

refine the list of mobility features and develop a prototype of an expert system capa-

ble of interpreting the detected behavioural changes. It would also be interesting to

apply a semantic perspective to the interpretation of place-related anomalies, e.g. by

incorporating POI from additional data sources to assess the type of places visited.
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