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Abstract. Domain specific languages (DSL) are a popular means for
providing customized solutions to a certain problem domain. So far,
however, language workbenches lack sufficient built-in features in pro-
viding decision support when it comes to language design and improve-
ment. Controlled experiments can provide data-driven decision support
for both, researchers and language engineers, for comparing different lan-
guages or language features. This paper provides an evaluation of an
integrated end-to-end tool environment for performing controlled exper-
iments in DSL engineering. The experimentation environment is pre-
sented by a running example from engineering domain specific languages
for acceptance testing. The tool is built on and integrated into the Meta
Programming System (MPS) language workbench. For each step of an
experiment the language engineer is supported by suitable DSLs and
tools all within the MPS platform. The evaluation, from the viewpoint
of the experiments subject, is based on the technology acceptance model
(TAM). Results reveal that the subjects found the DSL experimentation
environment intuitive and easy to use.
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1 Introduction

Domain specific languages (DSLs) are powerful languages used to build cus-
tomized solutions for certain problem domains. In model-driven software engi-
neering they are used because they provide less complexity and enable easier
communication with domain experts [1]. They are not only widely used in prac-
tice [2], but also well researched [3,4].

A recent comprehensive systematic mapping study on DSL engineering con-
ducted by Kosar et al. [4] revealed that within the DSL community, researchers
only rarely evaluate their languages. Although all steps of the language engi-
neering process are important, researchers mostly focus on the design and imple-
mentation, rather than domain analysis and maintenance. The mapping study
provides evidence which shows that DSLs are rarely validated by taking end-user
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feedback into account. Thus researchers assume that they developed a DSLs per-
fectly tailored for the domain. Similar results are provided by Carver et al. [5]
and Gabriel et al. [6].

The Meta Programming System (MPS) [7], an industry-ready language work-
bench, supports language engineers in the design and implementation phase. This
includes the definition of syntax, semantics and the creation of language specific
editors. Those editors bring remarkable benefit for the language user in defining
DSL constructs.

So far, language workbenches do not provide sufficient decision support when
it comes to domain analysis and language adaptation during maintenance. This
is, however, essential for successful language engineering. A language engineer
does not always know in advance, what effects a certain adaptation will have
to a DSL. For instance, he or she can not know in advance before doing some
experimentation if a certain adaptation makes a language really better with
respect to aspects such as creation time or resulting document length of the
scripts written in the adapted DSL.

Controlled experiments [8] allow to compare different DSL features and pro-
vide data-driven decision support for both language engineers and researchers.
In the last decade, the number of conducted experiments in the field of soft-
ware engineering increased. This significantly increased the body of knowledge
on limitations and benefits of software engineering methods and techniques [8].

As mentioned above, this is, however, not entirely true for the field of DSL
engineering, where experiments are still rare [4].

We assume that one major reason for this is the missing integrated tool sup-
port which enables especially language engineers in practice but also researchers
to conduct controlled experiments directly within a DSL workbench in a straight-
forward and methodologically sound way. Such an integrated end-to-end tool
environment also enables easy replication of experiments. This is the case because
with a (semi-)formal definition the experimental setting can automatically be
interchanged and reproduced.

Freire et al. [9] conducted a systematic literature review on automated sup-
port for controlled experiments. They discovered that there are already method-
ologies and tools available, which support parts or even the entire experimenta-
tion process. Those approaches, however, are not suitable for experiments with
DSLs. They often only provide a DSL to formulate experiments, which is a use-
ful input for us. DSL engineering is not performed on the web and its empirical
analysis includes not only questionnaires but also automatic measurements, as
only produced and collected in a real language workbench.

This paper contributes the empirical evaluation of an integrated tool environ-
ment for performing controlled experiments in DSL engineering. The integrated
tool environment itself has been presented already as tool paper at EASE’16
[10], where it received a best tool paper award, and is summarized in this paper
to provide the context for the presented empirical study. We are not proposing
yet another DSL suited for experimentation, instead we have integrated existing
DSLs and extended the DSL engineering environment MPS to cover language
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experimentation and to support the maintenance phase of the language engi-
neering process.

MPS supports a mixed notation which includes textual, tabular and graphi-
cal representation of concepts. Our environment supports the language engineer
with DSL design (the experimental object in our case) and all other phases of
controlled experiments. This includes planning, operation, analysis & interpreta-
tion, and presentation & package. We based our platform on already established
DSLs and tools which have been all integrated into MPS.

For the planning of experiments we base our work on the established DSL
ExpDSL [11]. The language is used to formulate goals and hypotheses. For sta-
tistical methods metaR [12] is reused to simplify the application of complex
R-functions for non-experts like most language engineers. The experiment oper-
ation is backed up by a MPS extension able to monitor and collect metrics like
creation time or document length. For performing the analysis & interpretation
phase, R output is displayed in the MPS editor and raw data can be exported
as comma separated values (CSV). Finally, for presentation & package a DSL
for LaTeX is applied [13]. The integration of several DSLs and representation is
enabled by the projectional editors of MPS. They allow the mixture of languages
and alternative representations of data, such as plots. Everything together can
be displayed within one single document (see Fig. 4). The full integration enables
researchers and practitioners to conduct controlled experiments in an easy way.
All without media breaks and with different levels of rigor.

Fig. 1. Integrated DSL experiment environment architecture [10]

The remainder of this paper is organized as follows. Section 2 gives a rough
overview on related approaches. Section 3 presents an example experiment to
demonstrate DSL experimentation in the domain of acceptance testing of web
applications. The example is used as a running example in order to explain the
environment. Section 4 provides an overview of the architecture, the underlying
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workflow and the tool implementation of the integrated experimentation envi-
ronment for DSL engineering. Sections 3 and 4 are based on a previous tool paper
[10] presented at EASE’16. For better understandability the case from Sect. 3 is
applied to the steps on conducting a controlled experiment. Section 5 presents a
qualitative evaluation of the experiment platform. Finally, Sect. 6 concludes the
paper and presents future work and visions for the tool environment.

2 Related Work

In this section we present related work with regard to evaluation of DSLs and
experimentation environments for software engineering artifacts.

As already mentioned in the previous section Kosar et al. [4] did a compre-
hensive literature review on the DSL engineering research field. They empirically
discovered that researchers are not evaluating their languages. There may be var-
ious reasons for that issue, among them missing tool support. Some recent pub-
lications provide frameworks and tools for evaluating languages before and after
launching them. Barîsić et al. [14] have elaborated a usability evaluation frame-
work for DSLs. In the framework they propose the use of controlled experiments
for evaluating languages. Izquierdo et al. [15] also propose that the involvement
of the real end-user is essential for building and evaluating DSLs.

Tairas and Cabot [16] on the contrary presented a post-hoc evaluation analy-
sis methodology. The DSL is analyzed after launching it based on its actual usage.
It gives the language engineer insights on language artifacts that need improve-
ment. Even though they have evaluated their approach results do not indicated
if updates to the language based on the analysis also improve the language prior
introducing it. We think that such an analysis cannot replace the involvement of
a real user, but it is useful to identify language concepts that need improvement.

Freire et al. [9] conducted a systematic review on tool support for planning
and conducting controlled experiments in general. They found that tool support
is mainly limited to the planning phase. The experimenter is often supported by
some sort of DSL or ontology for defining an experiment. Support means either
textual as presented by Garcia et al. [17] and Siy and Wu [18] or graphically
as of Cartaxo et al. [19]. The textual ontologies allow the formal definition of
experiments and checking constraints regarding the validity of such.

Freire et al. [20] proposed the first integrated environment supporting all
required steps of an experiment, i.e., planning, execution and interpretation.
This was done by developing the ExpDSL approach.

Additionally expressibility and completeness was empirically evaluated [11]
in various case studies.

Efforts in developing experiment environments have been taken by various
researchers. Mostly they differ for their application domains.

In the domain of high-performance computing a set of integrated tools
for supporting experiments have been developed by Hochstein et al. [21]. The
‘Experiment Manager Framework’ is supporting almost all experiment related
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activities but also has some limitations. Especially the adaptation to a differ-
ent domain such as DSL engineering is difficult. For example the built-in auto-
mated data capturing and its analysis have been developed for high performance
computing source code. Other limitations are regarding the lacking support for
extending the platform with new statistical design types, as this is not possible
easily.

Sjøberg et al. [22] developed SESE (Simula Experiment Support Environ-
ment), a web based experiment environment. Subjects are guided through the
experiment with assignments. For each assignment the time to spend it, is mea-
sured. Additional material can be distributed centrally and the framework allows
the centralized collection of results and generated artifacts such as source code.
The solution is applicable in many different domains introduces, however, lots of
media breaks, as subjects have to switch between applications and tools. As of
now, automated metric capturing for language related aspects are not realizable
in a web based tool. Thus, using SESE for language related experiments is not
optimal.

Because of the limitations with existing approaches and the possibilities on
operating within the very same language workbench a language is developed, we
have decided to provide an integrated tool environment for DSL experimentation.
Instead of reinventing everything, we reused different tested languages and tools.
Planning an experiment is done with ExpDSL as introduced above. It forms the
base template for our tool chain. ExpDSL differs from a technological point of
view, as it is based on Xtext. Our environment bases on MPS.

Our DSL experimentation environment is the first one that supports all
phases of experimentation in DSL engineering in one integrated environment.
As mentioned before, we presented the integrated tool environment itself, which
is evaluated in this paper, already in a previous publication [10]. In addition,
in [23] we used the DSL engineering environment to evaluate whether support for
business domain concepts is beneficial for DSLs to specify acceptance test cases.
In this paper, we provide an evaluation of our integrated DSL experimentation
environment based on the technology acceptance model.

3 Running Example Description

With the aid of the integrated tool environment we have performed a DSL exper-
iment for comparing two similar testing languages for acceptance testing of web
applications.

The experiment was realized with 22 graduate computer science students in
the context of an exercise during a lecture. Especially, for acceptance testing,
students are well suited as experimental subjects if a domain familiar to the
students is chosen, because then the experiment setting with student participants
is similar to the situation of acceptance testing in industry, where it is common
to have acceptance tests executed by test personnel with domain knowledge,
but only little experience in systematic testing, which is normally the case for
students [24]. The domains for defining acceptance tests were therefore selected
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to be familiar to students, i.e., printing of a signed certificate of studies as well
as performing a simple task on the used teaching platform.

An important requirement for the adaptation of a test language is that the
time for defining a certain test case is not significantly higher after the adapta-
tion. In reality time can be influenced by many factors such as usability issues
or understanding problems. Therefore, such a metric should always be triangu-
lated with other results, e.g., from questions of an accompanying questionnaire.
Nevertheless, the analysis of creation time is well suited for describing the tool
environment.

In the real experiment we have also analyzed various other metrics and fac-
tors, among them perceived quality of the created test cases.

Listing 1 shows a part of a test case written with the simple DSL (DSL1).
It only consists of two predefined keywords, the step keyword, denoted with “-”,
and the check keyword.

Listing 1. Example for the simplified test language

Test Case Specification : Pa r t i c i p a t e to student
seminar

− open a browser
− check whether i t has s t a r t ed s u c c e s s f u l l y
− v i s i t http ://www. uibk . ac . at
− check i f the s i t e has been loaded
− c l i c k on the Link named OLAT
. . .

Figure 2 shows a test case with the extended DSL (DSL2), in a screenshot
taken during the conduction of the experiment.

Fig. 2. Example for the enriched test language [10]

Both languages are suitable for writing acceptance tests for web applications.
DSL1 allows the user freedom in writing test cases. It may represent a language
introduced in a company for providing initial tool support in writing acceptance
tests. The second language, i.e., DSL2, is enriched with extensions from the
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actual application domain. It could potentially allow faster definition of test
cases compared to DSL1, but without empirical evidence the language engineer
is not sure about that. DSL2 may represent an evolution of DSL1 for improving
tool support in the creation of acceptance test cases.

Although the problem sounds simple and one could intuitively argue that
using a language bound to the business domain will for sure allow a user to
create faster results than without, this has not to be the case. Language users
may feel restricted or confused by certain language concepts, because they are
named different than expected. The conduction of a simple experiment can reveal
issues with a language before introducing it by giving the language engineer data-
driven decision support.

4 Integrated DSL Experimentation Environment

The architecture of the integrated tool environment is outlined in this section
together with a short introduction of the methodology. Each experiment step
is described with the aid of the example experiment case as presented above.
The architecture and the methodology are closely aligned with the steps on
planning and executing a controlled experiment as proposed by Wohlin et al. [8].
Those steps (see Fig. 3) are planning, operation, analysis & interpretation, and
presentation & package.

Figure 1 shows an overview on the integrated environment. It consists of three
major parts, for planning, conduction and analysis. Each part is supported by
specific languages and tools. All accessible from within the language workbench.

The planning phase is supported by reusing the experiment definition lan-
guage (ExpDSL) developed by Freire et al. [11]. ExpDSL was empirically eval-
uated in 18 experiments. In its second revision the DSL supports almost the
entire experiment stack. MetaR, developed by Campagne [12] simplifies data
analysis with R and makes it accessible for people that have limited experience
in statistics. This might be the case for some language engineers.

In order to collect metrics during the experiment an extension to the MPS
platform has been implemented. It supports the experiment operation phase in
various aspects and can be configured within the language workbench.

Packaging and reporting is supported by applying the DSL for LaTeX as
provided by Völter [13]. It can be used to automatically create reports and pre-
filled LaTeX paper templates, which include R-plots and raw data from which
one can generate PDF reports.

4.1 Methodology

In this section each supported experimentation phase is described and exempli-
fied based on the sample experiment as introduced in Sect. 3. The methodology
follows the procedure as shown in Fig. 3.
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Fig. 3. Supported steps of a controlled experiment [10]

Experiment Planning. For this phase we have reused ExpDSL [11] a DSL
for formulating all relevant aspects of an experiment in a precise way. It allows
the researcher or language engineer formulating experiment goals, hypotheses,
choose a statistical method and to specify dependent and independent variables
as well as metrics in a sound way. The base language was extended with features
that are based on metaR [12]. Additionally, we have introduced a mapping of
certain variables to concrete data, which is collected automatically during the
operation phase. This allows an automated generation of certain plots and to
automatically test some of the hypotheses.

As shown in the example, some information, e.g., the abstract, is needed for
generating the final report.

In practice, a language engineer may only be interested in some basic results
of an experiment with lack of full rigor. The basic results are sometimes enough
to provide sufficient decision support. Because of that and due to the space
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limitation we omit details of the complete statistical analysis like power analysis,
which are for sure also possible, in the sample experiment description.

The basic example case describes the goals and hypotheses (see Listing 2)
together with its alternative. Additionally, Fig. 4 sketches the related hypothesis
tests and box plots. In the DSL relevant keywords are highlighted, e.g., ‘Goals’
or ‘Hypotheses’. Additionally the goal question metric template has been imple-
mented [25]. The actual experiment design formulation is a major aspect for the
experiment conduction. One not only has to specify statistical methods, but also
select variables and their corresponding metrics.

Listing 2. Example goals and hypotheses

Abstract This paper presents a controlled experiment. . .
Goals
G1: Analyze the efficiency of similar test DSLs
for the purpose of evaluation
with respect to creation time
from the point of view of a DSL user
in the context of graduate students using
assisting editors for test case creation.
Hypotheses
H0 : The time to create tests with both DSLs is equal
H1 : The time to create tests differs significantly

Some of the metrics can directly be linked to some of the predefined mea-
sures. Such a measure could be for instance the document length, the creation
time or also the number of deletions within one language concept. This is enabled
because the experiment platform is fully integrated to the actual language work-
bench.

It is important to mention that as of now, the prototype only supports ‘single
factor two level’ experiment designs. For the upcoming milestone we planned to
allow other design types and additional automated language related measure-
ments.

Experiment Operation. In the operation phase, the very same language work-
bench, used to develop the language and for planning the experiment can be used
to conduct the experiment. Basically it has two operation modes, either slave or
master (see Fig. 1).

After starting an experiment, test subjects request their assignment from
the master instance. While solving the assignment, each client instance collects
empirical evidence and sends them back to the master at the end of the experi-
ment. For instance in our case the clients are used by the subjects for creating
test cases with either DSL1 or DSL2. Among them time measurements, number
of deletions and edits.

For supporting the operation phase and enabling the automated collection of
data, we have developed an extension plug-in to the MPS language workbench.
Each variable as defined in the planning phase is linked to a certain trigger. Start
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and stop buttons for measuring time in an ongoing task is for example one of
those triggers.

The master instance (see Fig. 1) knows the formal experiment description is
responsible for distributing assignments and collecting all results. After finishing
the experiment, the execution of previously specified statistical analysis proce-
dures is started and a preliminary report is shown. As shown in Fig. 4 it is a
modifiable report, which can be adapted to the needs of the language engineer.

Analysis and Interpretation. The analysis & interpretation phase deals with
evaluating the hypothesis given collected data. In our case for instance, after
performing a normality test, a t-test can be applied in order to verify if the time
to create test cases differs significantly.

Fig. 4. Editor within the language workbench with instant preview [10]

Figure 4 shows an example output, that has been generated during the exe-
cution of the example experiment as introduced in Sect. 3.

During the analysis one could discover interesting insights. The ability to
adapt the analysis on the fly, all assisted by the tool is one of the benefits of
having an integrated tool environment.

Figure 4 shows a box plot comparing the creation times of a certain test case
for DSL1 and DSL2 respectively.

The box-plot already indicates, that the creation time is smaller for DSL2.
For being absolutely sure and verify the significance, one needs to perform further



Software Quality Assurance During Implementation 157

statistical analysis. After performing a normality test, a t-test can be executed.
Figure 4 shows the editor right in the moment of the definition of the test. The
platform is a very initial prototype supporting a small set of statistical methods.
Thus, for detailed analysis there is the possibility to export the raw data as
comma separated values (CSV) file. RStudio [26] or RapidMiner [27] allow the
import of such data for further analysis.

While using the experiment platform in a real experiment situation, with
automated collection of language related metrics, which is important for DSL
experimentation, we discovered that there is also a strong need for supporting
questionnaires and analysis support.

Questionnaires are not supported as of now, but listed as a top priority
feature for the upcoming release.

Presentation & Package. The final phase of the experimentation process is
the creation of the report according to to experiment definition. By now the
tool environment is able to automatically generate a simple PDF report with
information in an easy to read way. Reports are generated from LaTeX tem-
plates which base on the recommendations of Wohlin et al. [8]. They contain
all relevant information of the experiment. We are aware that this phase con-
sists of more than just a PDF report. Collected data, both raw and generated
through analysis, should be included as well as experiment protocols. Until now
the prototype is only able to export raw data.

5 Evaluation of the Platform

The integrated experiment platform was used and evaluated in concrete DSL
experiments as described in the previous section. In this section we provide an
overview of the design of the case study which accompanied the DSL exper-
iments. In the design and reporting of this case study, we follow the recom-
mended guidelines for conducting and reporting case study research in software
engineering by Runeson et al. [28].

As already mentioned above we have used the experiment platform for con-
ducting a real DSL experiment. We have found significant differences between
two different versions of a language. The actual implementation of the exper-
iment, with the dedicated platform, did not produce any unconsidered issues.
The success of the experiment shows already that the tool is useful and suitable
for DSL experiments from the viewpoint of a language engineer, as it provides
data-driven and evidence-based decision support. Experiments, however, also
rely a lot on the commitment of subjects. If they do not find the tool useful, it
may bias the outcome and success of the DSL experiment. Therefore we decided
to further evaluate the platform from the experiments subject point of view.

The evaluation itself was inspired by the Technology Acceptance Model
(TAM) [29]. TAM is a convenient theory used to explain whether, and how,
users come to accept new technologies. Basically, it is used to measure the two
metrics perceived usefulness and ease of use. Perceived usefulness is defined as
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[29] “the degree to which a person believes that using a particular system would
enhance his or her job performance”. Perceived ease of use is described as [29]
“the degree to which a person believes that using a particular system would be
free of effort”.

The subjects of the experiment platform are not going to use the system
in their daily job, therefore above mentioned initial definitions are not entirely
true for the sake of our evaluation. However both, usefulness and ease of use,
as perceived by subjects, can influence the result of an actual DSL experiment.
In order to mitigate that risk and keep the bias for the DSL experiment low we
have designed the case study as follows.

5.1 Evaluation Design

Based on the goal, question, metric (GQM) template [8,30], we can formulate
the goal of this experiment as follows:

In this case study, we investigate whether the domain specific language exper-
iment platform is useful and easy to use with respect to perceived usefulness and
perceived ease of use.

Research Questions. From the above formulated GQM template we have
identified the following research questions:

– RQ1: Is the integrated tool environment useful for creating test case specifi-
cations (perceived usefulness)?

– RQ2: Is the integrated tool environment easy and intuitive (perceived ease
of use)?

Case and Subject Selection. We have developed the experimentation plat-
form for DSL engineering in order to conduct an experiment, in which we com-
pared two different DSLs with respect to various aspects, such as creation time
or document length. As part of the DSL experiment, we distributed a question-
naire to the subjects consisting of both quantitative and qualitative questions.
Each of the experiment participants was therefore not only a subject in the
DSL experiment, but also in this evaluation. Intentionally, the subjects have not
been trained before. They only followed a five minute tutorial, where the basic
commands of the language editor were demonstrated.

Data Collection Procedure. For the data collection procedure, we prepared
a questionnaire that was distributed to the experiment subjects after completing
the DSL experiment. There was no time limit for filling out the questionnaire.
The questionnaire was filled out on paper and collected at the end of the exper-
iment.
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Analysis Procedure. The analysis was performed by two researchers with a
mix of qualitative and quantitative methods.

In order to answer both research questions based on answers of the question-
naire, the following concepts have been evaluated as perceived by the experiment
subjects. To guarantee that each subject has the same understanding of those
concepts, each of them was explained shortly as follows:

To answer RQ1 on perceived usefulness, we based our questionnaire on the
work of Davis [31], which elaborated a set of questions, that allow the quantifi-
cation of perceived usefulness. As already mentioned above perceived usefulness,
as originally defined, does not directly apply in our context. Subjects are not
going to use the system or tool as part of their daily work. Therefore, we have
selected and adapted the questions accordingly (see below). Note that we have
not included all TAM related questions. The evaluation is only inspired by TAM.

For answering RQ2 on the perceived ease of use, we based our questionnaire
on the System Usability Scale as worked out by Brooke [32]. Again we did not
use the entire catalog of questions to keep this side experiment manageable.
Similarly to the questions for RQ1, we only did selected those, we thought were
relevant for evaluating the ease of use, of the experiment platform.

We are aware, that those adaptation make a comparison to similarly evalu-
ated technology difficult. The resulting trend, however, gives a good indication
of both perceived usefulness and ease of use.

– RQ1. Perceived usefulness
– Support: Did you feel supported, compared to performing the task in a

text editor?
– Benefit: Did you get beneficial support while performing the experiment?
– Responsiveness: Did you have to wait a lot for the tool, while using it?
– Restrictiveness: Did you feel restricted by the tool during the experi-

ment?
– RQ2. Perceived ease of use

– Intuition: How quickly do you think other computer scientists need to
learn to use this tool?

– Usability: Was the tool in general easy to use?

In the questionnaire, subjects were able to rate above introduced concepts on
a four-point Likert-Scale ranging from “Strongly agree” (1) to “Not at all” (4).

For triangulating results from the quantitative evaluation and to get a
broader view and understanding on the usability of the experiment platform,
we provided a set of open questions. The questions are very general, allowing a
lot of freedom and creativity in answering them.

– What did you like about the experiment platform?
– What did you not like about the experiment platform?
– Do you have any suggestions for improvements for the tool?

Answers to those questions have been examined together by two of the
authors and after then analyzed using the open coding technique as of Glaser
and Strauss [33]. The results to this analysis are presented in Sect. 5.2.
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Validity Procedure. Following the guidelines of Runeson et al. [28], the threats
to validity of the evaluation have been analyzed according to construct, inter-
nal and external validity. In addition, the reliability of the evaluation was also
considered. For each type of validity, we have prepared countermeasures. Coun-
termeasures for each validity type are described in detail in Sect. 5.3.

5.2 Results and Discussion

This section presents the results of the evaluation grouped according to the two
research questions as introduced in Sect. 5.1. The questions are addressing the
perceived usefulness (RQ1) and the perceived ease of use (RQ2). For each of the
two research questions, the results are summarized and interpreted. Extreme
deviations are discussed in detail.

A total of 22 responses have been collected. As part of the validity procedure
and for finding correlations, we have included questions about prior testing expe-
rience and DSLs in the questionnaire. Similar to the other quantitative questions
subject had to choose from a four-point Likert-Scale. Figure 5 shows the basic
statistics on the responses of those questions.

Fig. 5. Prior experience on testing and DSLs

Perceived Usefulness (RQ1). Figure 6 shows the results for the perceived
usefulness criteria in form of a violin plot, which is a combination of box plot
and density chart.
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Subjects were able to answer the questions, as presented in Sect. 5.1, to pre-
defined answers based on a Likert-scale ranging from “Strongly agree” (1) to “Not
at all” (4).

For all criteria, the standard deviation was below or around 1, which is an
indicator for meaningful results.

The two criteria “Beneficing” and “Restrictiveness” have been perceived as
minimal useful. For the latter, this is a desired result, as we wanted the platform
support to be as minimalistic as possible. This is good, for keeping variables that
are not under the experimenters’ control, low.

Initially, we had no explanation for the bad results for the criteria “Ben-
eficing”, however, triangulation with open coding revealed the cause. Subjects
felt well-supported in the beginning of the experiment, however, they wished,
for example to dynamically introduce new language concepts during the exper-
iment. This was definitely out of scope of the experiment, and not intended at
all by the experimenters.

The responsiveness of the tool was considered good.
“Support” by the experiment platform, compared to performing the exact

same experiment with a regular text editor was evaluated on average as very
good. These results indicate, that the participating subjects see the usefulness
of the platform, leading to a high perceived usefulness in general.

Perceived Ease of Use (RQ2). The results from the questions as of RQ2 are
represented in Fig. 7. Both criteria show that the use of the experiment platform
was both intuitive and also easy to use, resulting in a high overall ease of use.

Similarly to the results of RQ1, the standard deviation is very low, in this
case for both around 0.6. This indicates meaningful and representative results.
Triangulation with open coding as presented later in this section, endorses the
results.

Having a good ease of use reduces the learning phase during a DSL exper-
iment and may lower the bias produced by it. In addition, as a great majority
of the participating subjects found the environment easy to use, metrics such
as time are more accurate and representing the actual time of solving a task,
including only little overhead produced by the learning of how to use the tool.

For analyzing the results of the open questions and triangulating the to the
quantitative ones, we used the open coding technique as proposed by Glaser and
Strauss [33]. Open coding is a repetitive process, in which data is interpretively
broken down analytically and assigned to codes. The codes do not belong to
any existing theory, they are just based on the actual meaning of the underlying
data. This technique is used to get new insights by interpreting phenomena as
reflected in data in a non-standard way.

In the following, the open codes, its properties and examples of the partici-
pants’ exact words are presented for each question as described in Sect. 5.1.

For the question “What did you like about the experiment platform?” we
have created the following open codes:
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Fig. 6. Results for perceived usefulness criteria

Complexity reducing:

– Even though there were many steps, it was easy to do
– Process is very simple
– Enforces clear structure with a restricted syntax
– The tool provides a good structure, however, it is restrictive

No preliminary knowledge needed:

– Every DSL user should be able to perform the task
– No need to learn the language first
– You only need to know the CRTL+Space shortcut
– Non-computer scientists can learn quickly the tool
– This can be used by a non computer science person as well
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Fig. 7. Results for perceived ease of use criteria

Simple user interface:

– Simple & easy
– Each step is performed in a simple way
– Intuitive user interface
– Easy to understand

Intuitive usage:

– Straight forward
– The tool is easy to understand and to use
– Each step was intuitive
– Auto-completion feature supports intuitive usage

Quick tool:

– Quickly and easy to write steps
– Fast fluid work-flow

As one can immediately see, results from the open coding coincide with the
results of the quantitative analysis. Subjects find the tool very intuitive and
easy to use. One additional interesting result, which was not explicitly part of
the quantitative analysis, is whether a subject needs some preliminary knowledge
prior to performing the experiment task. Open coding revealed that the partic-
ipants like the intuitive usage and stated that even non-computer scientists can
use the tool without learning it before.

Results from the quantitative analysis indicate that the subjects felt
restricted by the tool, performing the task. Open coding mitigates that fact.
By being restrictive the tool enforces a good and clear structure and reduces the
complexity of the outcome.
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The answers for the questions “What did you not like about the experiment
platform?” and “Do you have any suggestions for improvements for the tool?”
only produced one code:

Missing feature:

– Copy&Paste not working
– “Ctrl+Backspace” not working
– No syntax highlighting for some keywords
– Some predefined commands were incomplete

Subjects mainly complained about missing features they know from other
tools, or basic features such as copy and paste. This affects the expected per-
ceived usefulness and has to be considered in future releases. In addition, partici-
pants did not like that only a small subset of the domain was implemented. Even
though that was intended by the experimenter, this also negatively influences
the perceived usefulness.

5.3 Threats to Validity

This section presents the threats to validity for our results together with the
countermeasures that have been applied to mitigate those threats. As proposed
by Runeson et al. [28], they are divided into construct validity, reliability, internal
validity and external validity.

Construct validity addresses whether the study really represents answers to
the research questions and whether it is consistent with the underlying intention.
We wanted to analyze if subjects find the experiment platform easy to use and
also useful. Those questions have not only been asked directly, i.e., “Was the tool,
in general easy to use?” but were triangulated by additional indirect questions
for which open coding was applied to analyze them.

Reliability addresses if the collected and analyzed data can be reproduced by
others coming to the same results. It is a well-known threat to all data-centric
studies. Results from the open coding analysis technique are of course highly
depended on the background and perception of the researcher that are willing to
reproduce the evaluation. A counteraction to this fact was that two of the authors
did the open coding on their own. After then the results have been compared. We
did not find any crucial differences during the comparison, which suggests, that
others may come to the same results. In addition, we did prepare a personality
test based on the Big Five [34]. It consisted of five questions all related to the
conscientiousness. As a result of the test, which was very positive on average, we
can ensure the validity of both the qualitative and the quantitative questions.
For further increasing the validity, the test was provided in the mother tongue
of the subjects, in order to minimize understanding issues.

Internal validity concerns that an observation between treatment and out-
come is causal and not as desired a result of factors that are not under the
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experimenters control. We have considered that information exchange among
participants may threaten the internal validity. Therefore we have communi-
cated, that the participants had to work on their own without communicating
to other participants in order to mitigate this threat.

External validity is concerned with the fact to what extent it may be possible
to generalize the findings. It is a known issue with student experiments that
they may threaten the external validity. According to Tichy [35] there are four
situations that allow the use of students as subject: (1) if they are well trained
for performing the task they are supposed to fulfill, (2) when comparing different
methods, the trend of the difference is to be expected to be comparable to that
of professionals, (3) in order to eliminate hypotheses, for example if a student
experiment reveals no effect on an observable, it this is also very likely to have the
same outcome with professionals, or (4) as a prerequisite for experiments with
professionals. For the context of our evaluation situations 1–3 apply. This makes
it very likely that the subject selection does not influence the external validity.
The results can therefore to a reasonable extent be interpreted in a similar way
to those of a comparable study performed in an industrial setting. For further
lowering the external validity we may have to replicate the evaluation. We think
that because of the advantages of projectional over textual editors it may be
difficult to generalize those findings also to other language workbenches such as
Xtext.

6 Conclusion

This paper presented a fully integrated tool environment for experimentation
in DSL engineering based on the Meta Programming System (MPS) language
workbench. All steps of experimentation, i.e., planning, operation, analysis &
interpretation and presentation & packaging, are supported within the very
same environment. Each step is supported by a specialized DSL implemented
in MPS or by an MPS extensions, e.g., for automated metrics collection. A lan-
guage engineer or a researcher is supported in performing experiments on DSLs
by providing immediate, evidence-based decision support. The environment is
demonstrated with a running example, where two DSLs for acceptance testing
of web applications are evaluated with respect to test case creation time. The
example shows the practical application of the integrated environment. To the
best of our knowledge our approach is the first one providing end-to-end support
for experiments in DSL engineering within a single integrated tool environment.

The application of the platform in a real DSL experiment, revealed interesting
significant differences between two languages used for testing web applications.
This actual application shows already the usefulness from the viewpoint of an
experimenter, therefore we decided to empirically evaluate it from the viewpoint
of experiment subjects. This not only because the commitment of subjects is
essential for experiments. If the tool has a good perceived usefulness and ease of
use we can expect a low bias created in learning how to use the tool.



166 F. Häser et al.

Based on our initial findings we can say that the subjects had, in general,
no problems with using the experiment platform in a real DSL experimentation
situation. This is not only true for subjects, that had prior experience with DSLs
in general or tools such as Xtext or MPS, but also for unexperienced participants.
Results from the qualitatively evaluated questions, with open coding analysis,
substantiate those finding. Both ease of use and usefulness are showing a positive
trend, which may indicate, that the experimentation platform has only little
influence on the result of the DSL experiment. However, this finding has to
be further evaluated empirically, for instance by conducting case studies and
interviews with DSL engineers or other users of our experimentation platform.

We already planned the extension of our tool by integrating the entire fea-
ture set as described in ExpDSL. This includes for example the definition and
execution of questionnaires. Additionally, one important lesson we have learned
during the conduction of the real experiment as described in this paper is the fact
that the automatically collected metrics need to be triangulated with qualita-
tive analysis. Open and closed coding analysis appeared to be a suitable analysis
method for that issue, thus we plan to implement support for it in the upcoming
release. Furthermore, we also plan to conduct an experiment in an industrial
setting for improving the tool environment and for evaluating it from the per-
spective of professionals.
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