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9.1	 �Introduction

The objective of research studies is to make inferences about hypothesized relation-
ships within a population. These relationships include differences in survival among 
treatment groups, various risk factors for surgical outcomes, differences in quality 
of life, and genetic variations among cancer subtypes. The study design used to 
answer the research question is critical for the ability to draw conclusions and is 
directly related to the statistical analysis methods that can be applied. Properly 
designed and executed studies provide the strongest level of empirical evidence.

9.1.1	 �Randomized Controlled Trials

The gold standard study design for clinical research is the randomized controlled 
trial (RCT), which is the most likely to minimize inherent biases. In RCTs, using a 
large enough sample size, randomization ensures that each patient has an equal 
chance of receiving a given treatment and that treatment groups are comparable 
with respect to any known or unknown factors that may affect the outcomes. In 
addition to eliminating selection bias, randomization provides a simple foundation 
for straightforward statistical analyses compared with observational studies. Despite 
being considered the gold standard, RCTs have several drawbacks. First, they are 
expensive and time-consuming, and they require organizational infrastructure to 
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develop and conduct. Second, RCTs for infrequent or rare outcomes require sizable 
sample sizes, so these outcomes may be more practical to examine using alternative 
study designs. Third, RCTs may pose ethical problems or may not be feasible owing 
to difficulties with recruitment and compliance. Fourth, results from RCTs may not 
be generalizable to real-world populations or circumstances, in which the environ-
ment cannot be strictly controlled [1, 2].

9.1.2	 �Observational Studies

Observational studies are alternatives to RCTs, and can be either prospective or 
retrospective. Observational studies may be used in settings when it is unethical to 
randomize patients to receive specific treatments, or to provide preliminary evi-
dence for hypotheses of RCTs.

9.1.2.1	 �Prospective Observational Studies
In a prospective observational study, data collection and the events of interest occur 
in a group of individuals, some of whom have had, currently have, or will have the 
exposure of interest, such as a certain treatment, to determine the association 
between that exposure and the outcome. However, prospective observational studies 
are limited to conditions that occur relatively frequently and to studies with rela-
tively short follow-up periods, so that sufficient numbers of eligible individuals can 
be enrolled and followed within a reasonable study period.

9.1.2.2	 �Retrospective Observational Studies
All retrospective research studies are classified as observational studies because the 
allocation to treatment or assignment of factors is not under control of the investiga-
tor. In retrospective studies, the study sample is generated from secondary or pre-
existing data. The disease experience of the group between a defined time in the past 
and the present is then reconstructed from medical records. Compared with pro-
spective studies, retrospective studies are inexpensive, as they make use of available 
information. Further, retrospective studies of rare conditions are much more effi-
cient because individuals experiencing these rare outcomes can be found among 
patient records rather than the investigators needing to prospectively follow a large 
number of individuals to identify a few cases. Studies have shown that the majority 
of publications in clinical subspecialty journals are based on retrospective observa-
tional studies [3–5]. Also, as most medical centers transition from paper to elec-
tronic medical records and as computing power advances to handle ever larger data 
sets, retrospective studies are becoming easier and more efficient to conduct.

Retrospective studies have long-established use in surgical oncology [6–8]. 
Single-institution data or large multicenter efforts examining past experiences can 
serve many beneficial purposes, including generating hypotheses to develop future 
prospective studies, to explore ideas in translational laboratory research projects, or 
to compare results with previous studies that enrolled a smaller or more heteroge-
neous patient population. Further, retrospective analyses can provide critically 
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relevant data for populations known to be poorly represented in clinical trials—
especially of cancer—including older adults and individuals with eligibility-restrict-
ing comorbidities. These analyses also may identify adverse events that are 
potentially unrecognized in the often highly homogenous groups of study partici-
pants. Finally, both the safety and the efficacy of treatment afforded by longer 
observation periods and more prolonged therapy can be revealed by retrospectively 
examining previously treated patients [9]. However, because retrospective studies 
do not involve randomization, the potential for significant biases exists, such as 
sample selection and recall and referral biases, which can limit the applicability and 
generalizability of these studies.

9.2	 �Types of Retrospective Studies

The historical cohort study and the case-control study are two of the most common 
retrospective designs. A retrospective cohort study comprises a sample of individu-
als (e.g., surgically resected pancreatic cancer patients) in whom we assess the rela-
tionship between risk factors and outcomes, such as post-surgical complication 
rates, disease recurrence, and overall survival. Risk factors are considered the expo-
sure, a broad term used to denote any factor that is potentially related to the out-
come of interest [10]. In contrast, in a retrospective case-control study, the outcome 
(e.g., post-operative complications) is measured before the exposure. Controls are 
selected from a pool of patients who have not experienced the outcome (Fig. 9.1). It 
is critical that the control group be as similar to the cases as possible in terms of 
other factors, such as demographic and treatment details [11, 12]. The retrospective 
case-control study is an important research strategy encountered in the medical 
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Fig. 9.1  Illustration of the differences between cohort and case-control studies
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literature, and if carefully executed, can be an invaluable source of clinical informa-
tion. Unfortunately, the retrospective viewpoint of case-control studies—looking 
“backwards” from an outcome event to an earlier exposure—is accompanied by 
numerous methodological hazards, including recall bias, which will be discussed 
later in this chapter.

Retrospective studies are often criticized on methodological grounds. Researchers 
must pay careful attention to selecting appropriate study groups, defining and 
detecting the outcome event, defining and ascertaining the exposure, assuring that 
the compared groups were equally susceptible to the outcome event at baseline, and 
performing careful statistical analysis. If systematic bias enters the research at any 
of these points, erroneous conclusions can result. In this chapter, we will cover 
design topics specific to retrospective studies, including validity, confounding, sam-
ple selection, sampling methods, missing data, and considerations for particular 
oncology outcomes.

9.3	 �Validity

The quality of a study depends on many factors, including internal and external valid-
ity. Validity is the degree to which a study result is likely to be true and free from bias 
[13]. As mentioned, retrospective study designs are inherently more susceptible to 
bias, given the lack of control over group assignment and the experiment environ-
ment. The study design and execution greatly determine the internal validity. A 
study is internally valid if reported differences can be attributed to the exposure 
or intervention [14] and cannot be attributed to selection bias, information bias, 
or confounding. Confounding is the distortion of the effect of one risk factor by the 
presence of another (Fig.  9.2). In randomized studies, confounding is typically 
accounted for in the randomization process. In retrospective studies, confounding can 
be controlled by restriction sampling, by matching on the confounding variable, or by 
accounting for it in the analysis using multivariable modeling.

Confounding
factor

Outcome
Risk factor
of interest

Fig. 9.2  Illustration of 
confounding
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If a study is internally valid, it is important to assess whether it is has exter-
nal validity as well. External validity refers to the extent to which the results 
can be generalized to other populations, other settings, and across time [15, 
16]. For instance, if we build a model to predict survival in patients with inci-
dental gallbladder cancer, we would want that model to be predictive for 
patients at other centers, in future years, and other circumstances. External 
validity is highly related to applying the appropriate sampling techniques, as 
we will now explore.

9.4	 �Sampling

Sampling refers to the process of selecting individuals to be included in a study. 
A representative sample is one in which the group sufficiently embodies the popu-
lation that one is attempting to study, known as the target population. In retrospec-
tive samples, representativeness, generalizability, and sampling issues are important 
considerations. Unlike prospective research, in which one can control who is evalu-
ated through enrollment and eligibility criteria, and one can control treatment envi-
ronment and outcomes assessments, in retrospective research, one is limited by 
external factors that may have affected who is included in the study sample and who 
is not.

For example, in a study evaluating outcomes for gallbladder cancer over 
time, sampling may be limited to a single research institution. If the institution 
is a referral center for more complex cases or more advanced stage patients, the 
sample may not represent gallbladder cancer outcomes at other institutions or 
gallbladder cancer patients as a whole. Additionally, if data were retrieved from 
an institutional surgical database, sampling would be restricted to those patients 
who received consultation from a surgeon. Patients seen only by a medical 
oncologist would not be included, so findings could not be generalized to all 
patients with gallbladder cancer, but rather only to those who received surgery. 
Study site location is another important factor to consider. A study sample from 
a hospital in China is likely to contain mostly East Asian patients, whereas a 
study sample from the Netherlands is likely to contain mostly Western European 
patients. Differences in oncologic outcomes based on ethnic background are 
well documented [17–19] and present a challenge to generalizability.

As the above examples illustrate, some sampling issues are common or particular 
to oncology. For instance, treatment at a tertiary cancer center may be different from 
treatment at a community center, and studies of patients from a particular geo-
graphic region may not be generalizable to the disease as a whole. Ultimately, we 
may not be able to fully generalize our retrospective findings to the target cancer 
population; nevertheless, our findings make important contributions to the under-
standing of that disease. The sample that one can ultimately generalize to is consid-
ered the accessible population.
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9.4.1	 �Selection Bias

 If the study sample is not representative of the target population and the 
underlying exposure-outcome relationship, then the measures of association 
will be biased. Selection bias exists when a characteristic of the sample makes it 
different from the target population in a fundamental way that cannot be ignored 
[20]. The selection bias can affect both who is included in the study and the likeli-
hood of people being retained or followed up within the study. Examples include 
differential patient referral or diagnosis; differential screening for disease or pro-
gression; selection of a comparison group that is not representative of the target 
population; or differential loss to follow-up in a cohort study, such that the likeli-
hood of being lost to follow-up is related to one’s outcome or one’s exposure 
status [21, 22].

For example, in a retrospective study, we cannot control for variations in treat-
ment, such as which patients received treatment, when patients received it, or which 
surgeon operated on which patients. In other scenarios, some patients may have 
received an additional diagnostic test whereas others did not, or some patients may 
have received genetic testing while others opted out or were not even offered the 
test. Taking the earlier example of gallbladder cancer outcomes, if only those 
patients who were seen by a surgeon were included, we would have introduced a 
selection bias into our study if we wanted to generalize to all patients with gallblad-
der cancer. Patients who were seen by a medical oncologist only and were not 
referred to a surgeon are part of the target population as defined. Thus, if the inves-
tigator’s goal is to draw conclusions about all patients with gallbladder cancer, they 
should obtain data from other sources, such as medical oncology, so that all patients 
are represented. If the data are not available, then one may want to consider restrict-
ing the sample to only surgical gallbladder patients, recognizing that this limits the 
generalizability of the findings to gallbladder cancer patients who underwent surgi-
cal resection.

9.4.2	 �Information Bias

Information bias is a major limitation of retrospective studies, as the necessary 
data elements were not planned in advance. For example, reported post-operative 
complications depend on the complication being accurately documented in the 
medical record, and this information may not be available in the chart. In addition, 
the physician may have spoken with the patient and ordered a treatment from an 
outside pharmacy. Also, if one is trying to determine events from hospital billing 
records alone, not all medical events are documented in the International 
Classification of Diseases (ICD)-9/ICD-10 coding system, but only those that were 
related to medical billing charges. Therefore, some complications may be missing 
or incomplete. Though information bias itself may be unavoidable, using reproduc-
ible, systematic data collection methods will decrease the impact of errors arising 
from retrospective data capture.
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9.4.3	 �Recall Bias

Recall bias is a specific type of information bias pertaining to the accuracy of data 
recalled from a time in the past. Recall bias occurs when patients are asked to recall 
symptom and/or treatment details that may have occurred months or years earlier. 
Examples of such bias include recalling age at menarche [23, 24] or the assessment 
of pain after a prior procedure [25].

9.4.4	 �The Denominator Problem

Being able to identify all patients eligible to be included in a retrospective 
study is a critical hurdle. Through a proxy, such as billing records, an institu-
tional database may identify patients with a specific disease who had surgery. 
However, if patients were mistakenly billed for a different surgery (e.g., prostatec-
tomy instead of prostate surgery), or the list of all possible billing codes is 
unknown, one could miss many patients. Further, it one’s institution does not have 
electronic medical records or an institutional database, it may be extremely diffi-
cult or practically impossible to collect all possible patients. Being unable to 
identify the number of potentially eligible patients is known as the denomina-
tor problem [26]. This can be particularly troublesome for studies in which rates, 
such as post-operative complication rates or re-admission rates, need to be calcu-
lated. If not all patients were identified, these rates may be artificially higher than 
the true rate. The denominator problem is closely related to selection and informa-
tion biases.

One common way to demonstrate how one’s study sample reflects the total pos-
sible pool of patients is through flow charts. Flow charts are illustrations that dem-
onstrate how one obtained the final sample from the initial group of patients. A flow 
chart enables others to get a sense of how common the inclusion criteria were and 
how exclusions shaped the final cohort. The following are examples of what infor-
mation to include in a retrospective flow chart (Fig. 9.3):

9.4.5	 �Sample Selection Methods

Convenience sampling is a common selection method in retrospective research. In 
convenience sampling, one selects the cases that are easiest to obtain for the study. 
In retrospective research, this usually means that the sample is obtained from one’s 
current institution, where one has access to the records, or is made up of patients 
that the researcher has treated. Because these patients are chosen for accessibility 
rather than representativeness, generalizability is a major problem in convenience 
sampling. It is important to note that, although one can employ probabilistic sam-
pling techniques (e.g., systematic sampling) in a convenience sample to further 
refine it, if the larger cohort was not representative of the target population, the 
smaller study sample will not be generalizable either.
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The first two techniques we will describe, simple random sampling and systematic 
sampling, are more commonly used in epidemiologic or population-based studies, in 
which one has a much larger cohort than is needed to answer the research question. 
However, these techniques can also be applied to retrospective clinical studies in 
which one does have enough resources or time to collect data on all patients.

In simple random sampling, patients are selected from a larger sample through 
random selection. The number of patients and range of values to be included in the 
study is decided a priori, a series of random numbers is generated, and each patient 
is assigned a random number. In this design, each patient has an equal chance of 
being selected. In systematic sampling, the full sample is taken from a defined time 
period and the patients are ordered chronologically. For instance, suppose we have 
all colon cancer cases diagnosed in the United States from 2004 to 2014. We order 
them from diagnosis date starting with January 1, 2004. The study sample is then 
selected using a systematic periodic rule, such as each 10th patient or every other 
patient in the list. One may use this technique when there is a large number of cases 
and it would be unfeasible to collect data on all patients.

Even with retrospective studies, it is important to balance the needs for resources 
and time with having a sufficient number of patients to enable one to confidently 
answer the research question. Although both simple random sampling and system-
atic sampling are valid for choosing a smaller sample of patients, if one does not 
have enough patients with the outcome of interest in the smaller sample, the overall 
validity of the study findings will be questionable.

Patients with disease and 
treatment of interest

N=

Final sample: patients
who meet inclusion and 

exclusion criteria

N excluded for missing 
data

N excluded for rare 
histologies

N excluded for time 
constraints

N excluded for stages 
where treatment wasn't

indicated to occur  

Fig. 9.3  Example flow 
chart
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Consecutive sampling refers to selecting all patients who meet the inclusion 
criteria within a specific time frame. Particularly for oncology, where many diseases 
and treatments are rare, consecutive sampling is an extremely popular technique. 
However, with consecutive sampling, heterogeneity, such as differences in treat-
ment course or in patient characteristics, is introduced, and this must be balanced 
against the need to have a sufficient number of patients to study. In some instances, 
this heterogeneity (e.g., differences in neoadjuvant treatment before surgery) can be 
controlled for by adjusting for these factors in the model. Another strategy for han-
dling heterogeneity is restriction sampling. Restriction sampling refers to limiting 
the sample to individuals within a certain range of values for a confounding factor, 
such as age, to reduce the effect of such a factor. For instance, suppose we wanted 
to study outcomes for gastrointestinal stromal tumors (GISTs). Since the approval 
of Gleevec® (imatinib mesylate; Novartis) in 2008, neoadjuvant treatment and sub-
sequent outcomes have changed for GIST patients. Therefore, we may want to 
restrict our sample to patients treated after 2008 to avoid possible confounding due 
to known treatment outcome differences, or we may want to separately study 
patients from before and after 2008. Unfortunately, restriction sampling limits the 
generalizability of results to those within the same range of restricted values.

9.4.6	 �Matching

Matching is a technique used primarily in retrospective research projects to mini-
mize differences between comparison groups. Although one can account for the 
differences by including these factors in a multivariable model, in some instances 
matching may be more efficient. For example, if the outcome of interest is relatively 
rare or the target sample is small, one may not be able to incorporate all the factors 
in the same multivariable model. Also, the control group one can pull from may be 
many times larger than the target group, and data collection may be unfeasible in 
such a large group. By matching, one can select a comparison group that is similar 
enough to the target group such that the relationship between the outcome and the 
exposure is not attributable to the confounding factors one bases the matches on.

In frequency matching, one matches based on the distribution of values. For 
instance, if 20% of the cases were stage 1 and 40% were stage 2, one would match 
the control group, so that approximately 20% of the controls were in stage 1 and 
40% of the controls were in stage 2. In individual matching, one pairs each par-
ticular patient in the target sample with a patient in the control sample. For example, 
if a case was a 25-year-old female patient with adenocarcinoma, the control should 
also be a 25-year-old female patient with adenocarcinoma. Expanding on this strat-
egy further, either the match can be exact, where the continuous variables are identi-
cal, or one can use caliper matching. In caliper matching, the values are allowed to 
differ within a specific range, called a caliper. It is common to set the caliper to 0.25 
standard deviations [27], but other calipers have been used [28]. In individually 
matched samples, only those patients who matched would be included in the study; 
all others are dropped. As a result, exact matching may lead to excessive dropping. 
Therefore, caliper matching is a helpful strategy, particularly with regard to 
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covariates such as age, to prevent excessive sample loss and increase the likelihood 
of matching. Importantly, in individual matching, the comparison groups are no 
longer considered independent samples because the characteristics for the control 
group are dependent on what the characteristics were for the target group. Therefore, 
appropriate analytic methods to handle the dependency should be applied.

Propensity score matching is another technique that is used to reduce bias due 
to confounding variables. The propensity score is the probability of a patient receiv-
ing the treatment or experiencing the event conditional on specific factors or 
observed characteristics [5, 29–31]. In other words, if patients who are younger and 
have lower-stage cancer are more likely to receive treatment and are also less likely 
to die, these factors are confounding the relationship between the risk factor of 
interest and the outcome. Thus, these factors would be the ones to include in the 
propensity score. One can incorporate the propensity score into the study using 
several techniques: inverse probability weighting, stratification, covariate adjust-
ment, and matching [32]. In propensity score matching, rather than matching being 
based on individual factors, one matches on the probability of being part of the tar-
get sample, which is determined before the matching process.

One can choose between matching with or without replacement. In matching 
without replacement, a patient can be matched to another patient only once, 
whereas in matching with replacement, a patient may be included for multiple 
target patients. Just as with any repeated measure, the fact that the patient appears 
multiple times needs to be accounted for in the analysis. Also within propensity 
score matching, one can choose between so-called greedy matching and optimal 
matching. Optimal propensity score matching chooses the match that minimizes 
the within-pair difference of the propensity score. In contrast, in greedy matching, a 
patient is first selected at random. Next, the control patient with the closest propen-
sity score to this random subject is selected for matching. The term ‘greedy’ is used 
because the matching is not redone if that control subject would serve as a better 
match for the next randomly selected patient. That is, the patient stays matched 
regardless of the optimal benefit to the sample as a whole [32].

Similar to individual matching, with propensity score matching, one can set a 
threshold, or caliper, to decide how close the match should be. In nearest-neigh-
bor matching, no restriction is made on the distance between the propensity 
score of the target and the control. In nearest-neighbor matching within a speci-
fied caliper distance, the propensity score is restricted by the caliper, or the maxi-
mum acceptable distance. This is similar to how calipers are used in traditional 
individual matching. Also, like individual matching, propensity score matching 
creates dependence between the cases and controls, so alternative analysis meth-
ods that account for the conditional nature of these samples should be employed 
[28, 29].

Propensity score matching was employed in a study on the relationship 
between protective lung ventilation during pulmonary resection and post-opera-
tive complications [33]. In this study, multiple factors were thought to be associ-
ated with the likelihood of receipt of protective lung ventilation and the occurrence 
of post-operative complications. Therefore, these factors could confound the 
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relationship between ventilation use and complications. Matched cohorts were 
created from clinically relevant factors including, but not limited to, the factors 
that differed between patients on ventilation versus those not on ventilation. 
After propensity score matching, the authors assessed whether the cohorts were 
well balanced. The authors then performed their primary analyses using these 
balanced cohorts.

Control patients can be matched to target patients at a rate of one control per 
case, or there can be multiple controls for one case. The former is referred to as 1:1 
matching, and the latter as 1:n matching. The overall sample size increases with 
additional controls, which can increase the strength or power of the findings. 
However, the benefit of using additional matches depends on the distribution and 
size of the pool of possible controls, and little added benefit may exist beyond 1:1 
or, at most, 1:3 matching [24, 27, 28]. Further, increasing the number of required 
matches per patient increases the chance that the case may not be matched given a 
fixed pool of controls. It should be noted that, in propensity score matching, it is 
possible to have a variable number of matches for each control, which has been 
shown to reduce bias [34].

Once patients are matched, it is critical to check that the characteristics one 
matched on are balanced between the two groups to ensure the matching was 
done correctly. Although matching can reduce confounding between groups, it 
introduces an additional layer of complexity into the analysis methods. Further, 
matching can also account only for known, measurable confounding factors. If the 
groups differ in fundamental ways that cannot be controlled for, a selection bias 
may be present that limits the validity of one’s study.

9.5	 �Missing Data

Available relevant data may be limited in retrospective studies as the data were recorded 
or collected for clinical or other purposes outside the scope of the current study. Take, 
for example, a study investigating patients undergoing re-resection for incidental gall-
bladder cancer, which occurs when the cancer is diagnosed on pathology after a routine 
laparoscopic cholecystectomy. The goal of the project is to predict residual disease on 
re-resection using variables discovered at the earlier surgery. However, the pathology 
reporting and tissue collection are different for what is thought to be a standard chole-
cystectomy than for a known gallbladder cancer resection. For instance, the surgeons 
will perform a portal lymphadenectomy if gallbladder cancer is a known diagnosis. 
Thus, lymph node status is one factor that may be known only for those patients with 
cancer that is diagnosed prior to surgery. For patients in whom the lymph nodes were 
not removed at the incidental procedure, one cannot assume that they were negative for 
cancer. Additionally, patients referred for a gallbladder cancer surgery may be coming 
from multiple outside institutions to a tertiary cancer center or a specialist in a different 
hospital. Because pathology reports are not standardized across institutions or even 
within institutions, specific information regarding lymphovascular invasion (LVI) or 
perineural invasion may be missing as well.

9  Design of Retrospective and Case-Control Studies in Oncology
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Analyzing only those patients who have all their information is known as 
complete case analysis. Complete case analysis is a common strategy for han-
dling missing data [35], but should only be used when the data are missing at 
random (MAR). The term MAR refers to the situation where missing data are 
unrelated to the outcome. When summarizing variables, researchers should 
check for the proportion of cases with missing values. Unfortunately, there is no 
standard cut-off for the number or proportion of patients for which one should 
formally check how missing data affects the relationship between risk factors 
and outcomes. Regardless of amount, efforts should always be made to capture 
all missing data, which may require re-reviews of the medical records by an 
additional independent researcher.

Using the above example, if a small number of patients, such as one or two 
patients, are missing tumor stage or grade, one cannot logistically perform any 
formal checks, as this is too small a sample from which to make statistical infer-
ences. Therefore, in this example, researchers should assess whether there were 
particular reasons for the lack of reporting. If one can reasonably assume that the 
missingness is a function of the retrospective nature of the study and not the result 
of any factors related to the study itself, then investigators can exclude these 
patients.

However, if patients with complete information differ from those with missing 
information with respect to the outcome, we cannot simply perform a complete 
case analysis. In the above example, suppose LVI data are missing in 25 cases, or 
10% of the total study sample. In this situation, one should check whether patients 
with complete LVI information differ from those with incomplete LVI informa-
tion with respect to the outcome, residual disease. Next, one should check 
whether the patients with unknown LVI status differ from those who are positive 
for LVI or those who are negative for LVI with respect to residual disease. If 
patients with incomplete LVI data differ from those with complete data, or if 
patients with incomplete LVI data differ from those with positive or negative 
LVI, then the data are not missing at random, as an underlying difference exists 
in those unknown cases [35, 36]. If the data are not missing at random for a par-
ticular factor, we cannot include that factor in the analysis, as our sample is not 
representative.

Alternatively, if the data were to be missing at random with no discernible clini-
cal reason or observed differences with respect to the outcome, single and multiple 
imputation are two strategies for probabilistically assigning values to patients with 
missing data. Single-value imputation provides a single value, such as the mean 
estimate in patients with complete data, for all patients with missing data. In mul-
tiple imputations, missing values are determined based on the distribution of other 
known values in the data set or known values for that patient. Both of these strate-
gies require assumptions and complex probabilistic methods, so researchers should 
proceed with caution when employing them [36].

Ultimately, when missing data is related to the outcome in a retrospective study, 
the safest strategy is to not include the factor with missing data in the model or 
assessment of outcome, and only include those factors where complete data is 
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available. Although this limits the applicability of one’s study to specific factors, it 
prevents biased estimates or erroneous conclusions. This will strengthen the gener-
alizability to other samples and the overall validity of the study.

9.6	 �Considerations for Particular Oncology Outcomes

9.6.1	 �Peri-operative and Post-operative Outcomes

Reporting peri-operative or post-operative outcomes can be a retrospective study in 
itself, or it can be part of a larger study on outcomes. Peri-operative outcomes may 
be used in a variety of ways: for learning-curve studies to assess improvements in a 
new surgical technique, such as laparoscopic cholecystectomy; to assess how one 
surgical technique compares with another; or to see how peri-operative and post-
operative diagnoses later influence survival. Peri-operative outcomes should be 
clearly defined prior to data collection. For instance, if an operation contains mul-
tiple procedures, the researcher needs to decide whether to consider the full opera-
tion time or only the time spent on the particular procedure. Analyzing complications 
has also become important to enable the generation of quality improvement pro-
grams and because, in many diseases, complications are associated with oncologic 
outcomes. A reasonable time period should be defined for which post-operative 
complications can be attributed to the surgery under study. Overall, when examin-
ing these short-term outcomes, clear definitions and methodology are essential for 
data accuracy and reproducibility.

9.6.2	 �Survival Outcomes

Survival endpoints are a critical component of many retrospective research stud-
ies. Simply estimating overall survival and other survival endpoints for specific 
cancers is fundamental for understanding their disease course. From these end-
points, we can establish a baseline from which to compare treatment outcomes or 
identify prognostic biomarkers. When the study objectives are to compare sur-
vival between two groups, it is important to report the survival data of the full 
cohort, as this is one way to check for sampling bias. That is, if the survival esti-
mate of the cohort differs from previously published or clinically understood esti-
mates, the sample may not be representative of the target population. Alternatively, 
there may be a problem with the way data were collected or the way time was 
measured.

Essential to correctly estimating survival is knowing when to start count-
ing towards survival. This time point will depend on the patient groups one is 
comparing and what one is trying to estimate. Suppose we are investigating sur-
vival in patients who had laparoscopic liver resection compared with survival in 
those who underwent open liver resection. At first, it may seem acceptable to 
measure from time of diagnosis. However, not all patients underwent resection 
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directly after their diagnosis. In fact, some patients received neoadjuvant chemo-
therapy, so months may have passed before these patients received surgical treat-
ment. If one were to count the months between diagnosis and surgery as 
attributable to the effects of surgery, this would bias the findings in favor of 
patients who waited longer between diagnosis and surgery [37]. Ultimately, one 
should start the survival clock when the comparison of interest occurred. This 
allows one to attribute the time between the comparison and event outcome to the 
comparison of interest.

What counts as an event in a survival study is another factor to consider. As men-
tioned, retrospective studies suffer from information bias, so the cause of death is 
not always known. Although in some cancers one may be able to find the cause of 
death by the course of disease, this is not always the case. Also, patients may receive 
their primary treatment, such as surgery, at a tertiary cancer center, but then receive 
adjuvant chemotherapy or further treatment at a local institution, or vice versa. The 
investigator’s current institution may possess only the death certificate or notifica-
tion of death, but no notes of treatment after the initial diagnosis. This omission 
makes attributing survival to the cancer of interest difficult. Therefore, unless cause 
of death can be determined for the majority of patients who died, disease-specific 
survival as an endpoint should be used with caution.

When investigating disease progression or recurrence outcomes, it is important 
to consider how to regard death. In many studies, death will be regarded as an event. 
However, death, particularly in less functional or highly comorbid populations, may 
be due to causes other than progression of the cancer. Thus, one may want to regard 
death as a competing event and perform a competing risks analysis. In the first case, 
one assumes that a death is equivalent to a progression, or that progression had 
occurred at the time of death. In the latter case, one assumes that the patient’s dis-
ease had not progressed and that the death prevented the progression from occur-
ring. Assumptions are made in both cases, and which option to use depends on the 
disease and the study goals.

Lastly, in all studies of survival outcomes, one must consider how to count the 
patients lost to follow-up. In survival analyses, patients are counted in the sur-
vival models up until the point they are censored. In prospective studies, this is 
usually at the study close or on the off-study date. However, in retrospective 
studies, cutoff dating may not be so straightforward. In the United States there is 
no way to freely check death records for individuals, and the families of patients 
are not legally required to tell treating hospitals of a patient’s death. Therefore, 
one cannot assume that all patients were alive on the last day that survival data 
were collected. Making this assumption would artificially prolong survival esti-
mates. Alternatively, just because a patient was treated at outside institutions 
after the initial treatment does not mean that he or she was lost to follow-up on 
the date of the initial treatment. Assuming so would artificially truncate survival. 
Instead, one should use the last date a patient was known to be alive, using either 
clinic visit records, outside reports sent in, or phone conversations recorded with 
the hospital staff.
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9.6.3	 �Treatment Response

In retrospective studies, the schedule of treatment administration and subsequent 
follow-up is not standardized. As a result, some patients may have received addi-
tional cycles of treatment, fewer cycles of treatment, or missed treatments in a het-
erogeneous fashion. Similarly, some patients may have had scans done every 
6 weeks, some at 8 weeks, and some at 12 weeks. If one is looking at the time-to-
treatment response, if patients’ responses were not measured at the same time, then 
the time to response will be artificially altered due to the underlying differences in 
when measurement occurred. Further, treatment scheduling or drug dosing may 
have changed over time. To counteract this effect, one can use restrictive sampling 
to include only those patients with relatively homogeneous treatment schedules and 
response measurement samples. However, as discussed earlier, restrictive sampling 
limits the study’s generalizability to all patients and to the real-world setting. Thus, 
time-to-treatment response is a difficult endpoint for a retrospective analysis. 
Alternatively, one could use response rate by a specific cutoff point, such as 
12 weeks, and include all 6-, 8-, and 12-week assessments. Ultimately, treatment 
response studies must strike a delicate balance between real-world treatment experi-
ence and validity.

In the majority of prospective studies, the RECIST 1.1 (Response Evaluation 
Criteria in Solid Tumors) system is used to measure tumor response, which makes 
the findings reproducible and internally valid. In contrast, in most retrospective 
studies, tumor response is determined by the actual radiology report. Reporting 
may not be standardized and may differ across time or among different radiolo-
gists. Therefore, it may be challenging to determine what constitutes a response in 
a particular patient. One option for correcting this inconsistency is to have a radi-
ologist perform a research re-read using standardized methodology. However, this 
option may be costly or not feasible in some institutions. When no re-read is con-
ducted, one should record the language on the reports that constitutes a response, 
stable disease, and progression. These language categories should be reported in 
the methodology of the manuscript so that data collection is reproducible. In either 
scenario, deciding on a definition of treatment response before analysis begins is 
critical.

9.6.4	 �Residual Disease

In retrospective studies, residual disease status is typically obtained from the sur-
geon’s operative report. Therefore, accuracy of this outcome is largely dependent on 
the consistency of definitions between surgeons. As an example, take primary deb-
ulking surgery for ovarian cancer. One surgeon may say “no residual disease pres-
ent,” another may say “no residual disease present greater than 5 mm,” and another 
may say “no residual disease present greater than 1 cm.” Fortunately, in primary 
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debulking surgery, 1 cm is a generally agreed-upon cutoff, so one may assume that 
all these patients are free of residual disease. However, not all diseases have an 
agreed-upon cutoff. In other studies, one may define residual disease by site, such 
as not present, loco-regional, or distant residual. Therefore, to avoid biasing the 
findings, the best strategy for residual disease projects is to define residual disease 
and residual disease location sites before collecting and analyzing data. Additionally, 
one should consider collecting three elements for residual disease: presence/
absence, size, and location. From this, one can use the data gathered to quantify the 
breadth of responses, while also allowing for appropriate categorization should 
there be disagreement in the literature. As in the above study outcomes, clear defini-
tions and systematic data collection are the key tools for making a retrospective 
study internally valid and reproducible.

�Conclusions
Retrospective studies allow researchers to study outcomes in a real-world setting 
at reduced costs compared with those for prospective trials. However, retrospec-
tive studies suffer from unique biases that researchers must pay careful attention 
to. It is critical that patients be selected and data captured methodically in order 
to make the findings internally valid, generalizable, and reproducible. We leave 
readers with a baseline checklist of questions to consider when designing a ret-
rospective study, to enable them, as researchers, to better design and more easily 
execute these types of studies (Fig. 9.4).

Step 0: Conduct 
literature review

What do we 
already know 
about these 

patients?

What risk 
factors have 
other people 

identified?

What is missing 
from clincial 

understanding / the 
literature?

Step 1: Define your 
sample

Who do you 
want to study?

Who is the 
target 

population?

What are the 
inclusion/exclus

ion criteria?

Are any 
potential 

sampling biases 
present?

Which sampling 
method is most 

appropriate?

Step 2: Define your 
outcome

What do you 
want to learn 
about these 

patients?

Step 3: Define your 
predictors/compari

son cohort

Which factors may 
predict the outcome or 
differ between groups?

Are there any 
potential 

confounders? 

Step 4: Assess 
available data

Define 
consistent 

methods for 
collecting data

Confirm that 
sample and 
outcome are 

feasible

Step 5: 
Systematically 

collect data

Record ongoing 
record of 

methods used

Step 6: Analyze
finding

Check 
distributions 
compared to 

historical 

Check for 
missingness

Fig. 9.4  Study design guide
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