
Chapter 4
Simulation Studies

In this section we present results obtained of the ensemble of IT2FNN models and
the use of fuzzy integrators as response optimized with GA and PSO algorithms for
time series prediction.

4.1 Mackey-Glass Time Series

This section presents the simulation and test results obtained by applying the
proposed prediction method to the Mackey-Glass time series for s = 13, 17, 30, 34,
68, 100, 136, using different approach of the ensemble of IT2FNN architectures and
the two types of optimization of the fuzzy integrators with the GAs and PSO
algorithms, used in this work.

4.1.1 Ensemble of the IT2FNN Architectures
for Mackey-Glass

The ensemble of IT2FNN architectures has three models as follows: the IT2FNN-1
model optimizes the parameters of the “igaussmtype2” MFs (Fig. 3.9a), the
learning rate is 0.03 and the desired error is 0.00001; the IT2FNN-2 model opti-
mizes the parameters of the “igausstype2” MFs (Fig. 3.9b), the learning rate is
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0.011 and the desired error is 0.000001; and the IT2FNN-3 model optimizes the
parameters of the “igaussstype2” MFs (Fig. 3.9c), the learning rate is 0.02 and the
desired error is 0.0000001. The number the epochs for training the IT2FNN models
is 800.

The obtained results of the ensemble of IT2FNN architectures are shown on
Table 4.1. The best error is of 0.002517717 and the average error is of 0.00591527
with the IT2FNN-3 for the Mackey-Glass (s = 13); the best error is of 0.000254857
and the average error is of 0.000513248 with the IT2FNN-1 for the Mackey-Glass
(s = 17); the best error is of 0.00089312 and the average error is of 0.004463189
with the IT2FNN-1 for the Mackey-Glass (s = 30); the best error is of 0.000307511
and the average error is of 0.010427016 with the IT2FNN-3 for the Mackey-Glass
(s = 34); the best error is of 0.00085505 and the average error is of 0.003818732
with the IT2FNN-2 for the Mackey-Glass (s = 68); the best error is of 0.000612878
and the average error is of 0.00327431 with the IT2FNN-1 for the Mackey-Glass
(s = 100); and the best error is of 0.000331059 and the average error is of
0.002382512 with the IT2FNN-1 for the Mackey-Glass (s = 136).

Table 4.1 Results for the
ensemble of IT2FNN for the
Mackey-Glass time series

IT2FNN RMSE

Best Average

IT2FNN-1-Tau = 13 0.008596153 0.010146361

IT2FNN-2-Tau = 13 0.007919986 0.010166644

IT2FNN-3-Tau = 13 0.002517717 0.00591527

IT2FNN-1-Tau = 17 0.000258457 0.00513248

IT2FNN-2-Tau = 17 0.000281517 0.00554012

IT2FNN-3-Tau = 17 0.005466984 0.021365826

IT2FNN-1-Tau = 30 0.00089312 0.004463189

IT2FNN-2-Tau = 30 0.00124898 0.004503043

IT2FNN-3-Tau = 30 0.001404767 0.012277316

IT2FNN-1-Tau = 34 0.00077769 0.004371837

IT2FNN-2-Tau = 34 0.001349607 0.004943326

IT2FNN-3-Tau = 34 0.000307511 0.010427016

IT2FNN-1-Tau = 68 0.000988737 0.004635047

IT2FNN-2-Tau = 68 0.000855055 0.003818732

IT2FNN-3-Tau = 68 0.001238312 0.008696349

IT2FNN-1-Tau = 100 0.000612878 0.00327431

IT2FNN-2-Tau = 100 0.000782409 0.003720222

IT2FNN-3-Tau = 100 0.001152992 0.005881063

IT2FNN-1-Tau = 136 0.000331059 0.002382512

IT2FNN-2-Tau = 136 0.001351276 0.004299122

IT2FNN-3-Tau = 136 0.001133525 0.005586892
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4.1.1.1 IT2FNN-1 Model

The forecast obtained for the IT2FNN-1 for the Mackey-Glass (s = 17) time series
shown in Fig. 4.1, the evolution error is shown in Fig. 4.2, and the optimization
structure of the IT2FNN-1 with backpropagation learning algorithm show in
Fig. 4.3, the forecast obtained for the Mackey-Glass (s = 13 and s = 30) time series
shown in Figs. 4.4 and 4.5.

4.1.1.2 IT2FNN-2 Model

The forecast obtained for the IT2FNN-2 for the Mackey-Glass (s = 17) time series
is shown in Fig. 4.6, the evolution error is shown in Fig. 4.7, and the optimization
structure of IT2FNN-2 with backpropagation learning algorithm shown in Fig. 4.8,
the forecast obtained for the Mackey-Glass (s = 34 and s = 68) time series shown
in Figs. 4.9 and 4.10.

4.1.1.3 IT2FNN-3 Model

The forecast obtained for the IT2FNN-3 for the Mackey-Glass (s = 17) time series
is shown in Fig. 4.11, the evolution error is shown in Fig. 4.12, and the

Fig. 4.1 Forecast of IT2FNN-1 for the Mackey-Glass (s = 17) time series
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Fig. 4.3 Final MFs after training the IT2FNN-1 model

Fig. 4.2 Evolution error (RMSE) of IT2FNN-1 for the Mackey-Glass time series
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Fig. 4.5 Forecast of IT2FNN-1 for the Mackey-Glass (s = 30) time series

Fig. 4.4 Forecast of IT2FNN-1 for the Mackey-Glass (s = 13) time series
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Fig. 4.6 Forecast of IT2FNN-2 for the Mackey-Glass (s = 17) time series

Fig. 4.7 Evolution error (RMSE) of IT2FNN-2 for the Mackey-Glass time series
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Fig. 4.8 Final MFs after training the IT2FNN-2 model

Fig. 4.9 Forecast of IT2FNN-2 for the Mackey-Glass (s = 34) time series
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Fig. 4.10 Forecast of IT2FNN-2 for the Mackey-Glass (s = 68) time series

Fig. 4.11 Forecast of IT2FNN-3 for the Mackey-Glass (s = 17) time series
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optimization structure of IT2FNN-3 with backpropagation learning algorithm
shown in Fig. 4.13, the forecast obtained for the Mackey-Glass (s = 100 and
s = 136) time series is shown in Figs. 4.14 and 4.15.

Fig. 4.12 Evolution error (RMSE) of IT2FNN-3 for the Mackey-Glass time series

Fig. 4.13 Final MFs after training the IT2FNN-3 model
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Fig. 4.14 Forecast of IT2FNN-3 for the Mackey-Glass (s = 100) time series

Fig. 4.15 Forecast of IT2FNN-3 for the Mackey-Glass (s = 136) time series
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4.1.2 Optimization of the Fuzzy Integrators with the Genetic
Algorithm

The obtained results with optimized the fuzzy integrators with the GAs are shown
on Table 4.2. The best error is of 0.02142164 and the average error is of
0.02255155 for the type-1 fuzzy integrator (T1FIS) using “Gbell”MFs, and the best
error is of 0.02023097 and the average error is of 0.02033528 for the interval type-2
fuzzy integrator (IT2FIS) using “itritype2”MFs for the Mackey-Glass (s = 17) time
series.

We are presenting 10 experiments in Table 4.2, but the average error was cal-
culated considering 30 experiments with the same parameters and conditions for the
GAs. Therefore to evaluate the performance of the 30 experiments for this work, we
applied different metrics to calculated average errors as shown in Table 4.3.

The forecast obtained of the optimized T1FIS using “Gauss” MFs for the
Mackey-Glass (s = 17) time series shown in Fig. 4.16, the performance of the
evolution error is shown in Fig. 4.17, and the optimization structure of T1FIS using
“Gauss” MFs with the GAs shown in Fig. 4.18.

The forecast obtained of the optimized T1FIS using “Gbell” MFs for the
Mackey-Glass (s = 17) time series shown in Fig. 4.19, the performance of the
evolution error is shown in Fig. 4.20, and the optimization structure of T1FIS using
“Gbell” MFs with the GAs shown in Fig. 4.21.

The forecast obtained of optimized the T1FIS using “Triangular” MFs for the
Mackey-Glass (s = 17) time series shown in Fig. 4.22, the performance of the
evolution error is shown in Fig. 4.23, and the optimization the structure of T1FIS
using “Triangular” MFs with the GAs shown in Fig. 4.24.

The forecast obtained of the optimized interval type-2 fuzzy integrators using
“igaussmtype2” MFs for the Mackey-Glass (s = 17) time series is shown in

Table 4.2 Result of the optimization of fuzzy integrator with the GAs

No. exp. Type-1 fuzzy integrators Interval type-2 fuzzy integrators

Gaussian Gbell Triangular igaussmtype2 igbelltype2 itritype2

1 0.02359056 0.02629806 0.08221695 0.021158482 0.02118375 0.02071019

2 0.0228442 0.02433066 0.08161724 0.021033109 0.02081994 0.02043439

3 0.0223283 0.02338475 0.08161615 0.021001443 0.02061247 0.02035049

4 0.02209832 0.02249878 0.08161613 0.020976213 0.02056261 0.02032144

5 0.02189447 0.02163905 0.08161613 0.020962286 0.02052157 0.02030222

6 0.02173872 0.02154845 0.08161613 0.020947947 0.02049882 0.02027343

7 0.02165485 0.02148594 0.08161613 0.020936484 0.02048822 0.02025226

8 0.02159362 0.02146486 0.08161613 0.020921625 0.02047444 0.02024165

9 0.02156282 0.02144333 0.08161613 0.020913384 0.02045962 0.02023573

10 0.02152446 0.02142164 0.08161613 0.020907752 0.02044867 0.02023097

Average 0.02208303 0.02255155 0.08167632 0.020975873 0.02060701 0.02033528
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Fig. 4.25, the performance of the evolution error is shown in Fig. 4.26, and the
optimization structure of the interval type-2 fuzzy integrators using “igaussmtype2”
MFs with the GAs is shown in Fig. 4.27.

Fig. 4.16 Forecast of T1FIS using “Gauss” MFs for the Mackey-Glass time series

Fig. 4.17 Evolution error (RMSE) of the GAs for the T1FIS using “Gauss” MFs
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Fig. 4.18 Final MFs after optimized the T1FIS using “Gauss” MFs

Fig. 4.19 Forecast of T1FIS using “Gbell” MFs for the Mackey-Glass time series
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Fig. 4.20 Evolution error (RMSE) of the GAs for the T1FIS using “Gbell” MFs

Fig. 4.21 Final MFs after optimized the T1FIS using “Gbell” MFs
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Fig. 4.22 Forecast of T1FIS using “Triangular” MFs for the Mackey-Glass time series

Fig. 4.23 Evolution error (RMSE) of the GAs for the T1FIS using “Triangular” MFs
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Fig. 4.24 Final MFs after optimized the T1FIS using “Triangular” MFs

Fig. 4.25 Forecast of IT2FIS using “igaussmtype2” MFs for the Mackey-Glass time series
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Fig. 4.26 Evolution error (RMSE) of the GAs for the IT2FIS using “igaussmtype2” MFs

Fig. 4.27 Final MFs after optimized the IT2FIS using “igaussmtype2” MFs
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The forecast obtained of the optimized interval type-2 fuzzy integrators using
“igbelltype2” MFs for the Mackey-Glass (s = 17) time series is shown in Fig. 4.28,
the performance of the evolution error is shown in Fig. 4.29, and the optimization

Fig. 4.28 Forecast of IT2FIS using “igbelltype2” MFs for the Mackey-Glass time series

Fig. 4.29 Evolution error (RMSE) of the GAs for the IT2FIS using “igbelltype2” MFs
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structure of the interval type-2 fuzzy integrators using “igbelltype2” MFs with the
GAs is shown in Fig. 4.30.

The forecast obtained of optimized the interval type-2 fuzzy integrators using
“itritype2” MFs for the Mackey-Glass (s = 17) time series is shown in Fig. 4.31,
the performance of the evolution is error shown in Fig. 4.32, and the optimization
structure of the interval type-2 fuzzy integrators using “itritype2” MFs with GAs
shown in Fig. 4.33.

4.1.3 Optimization of the Fuzzy Integrators with the Particle
Swarm Optimization

The obtained results with optimized the fuzzy integrators with the PSO are shown
on Table 4.3. The best error is of 0.035228102 and the average error is of
0.036484603 for the type-1 fuzzy integrator using “Gbell” MFs, and the best error
is of 0.023691987 and the average error is of 0.023691987 for the interval type-2
fuzzy integrator using “igbellype2” MFs for the Mackey-Glass (s = 17) time series.

We are presenting 10 experiments in Table 4.4, but the average error was cal-
culated considering 30 experiments with the same parameters and conditions for the
PSO. Therefore to evaluate the performance of the 30 experiments for this work, we
applied different metrics to calculate average errors as shown in Table 4.5.

Fig. 4.30 Final MFs after optimized the IT2FIS using “igbelltype2” MFs
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Fig. 4.31 Forecast of IT2FIS using “itritype2” MFs for the Mackey-Glass time series

Fig. 4.32 Evolution error (RMSE) of the GAs for the IT2FIS using “itritype2” MFs
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The forecast obtained of the optimized T1FIS using “Gaussian” MFs for the
Mackey-Glass (s = 17) time series shown in Fig. 4.34, the performance of the
evolution error is shown in Fig. 4.35, and the optimization structure of T1FIS using
“Gaussian” MFs with the PSO is shown in Fig. 4.36.

The forecast obtained of the optimized T1FIS using “Gbell” MFs for the
Mackey-Glass (s = 17) time series shown in Fig. 4.37, the performance of the
evolution error is shown in Fig. 4.38, and the optimization structure of T1FIS using
“Gbell” MFs with the PSO is shown in Fig. 4.39.

The forecast obtained of optimized the T1FIS using “Triangular” MFs for the
Mackey-Glass (s = 17) time series shown in Fig. 4.40, the performance of the
evolution error is shown in Fig. 4.41, and the optimization structure of the T1FIS
using “Triangular” MFs with the PSO is shown in Fig. 4.42.

The forecast obtained of the optimized interval type-2 fuzzy integrators using
“igaussmtype2” MFs for the Mackey-Glass (s = 17) time series is shown in

Fig. 4.33 Final MFs after optimized the IT2FIS using “itritype2” MFs
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Fig. 4.34 Forecast of T1FIS using “Gaussian” MFs for the Mackey-Glass time series

Fig. 4.35 Evolution error (RMSE) of the PSO for the T1FIS using “Gaussian” MFs
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Fig. 4.36 Final MFs after optimized the T1FIS using “Gaussian” MFs

Fig. 4.37 Forecast of T1FIS using “Gbell” MFs for the Mackey-Glass time series
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Fig. 4.38 Evolution error (RMSE) of the PSO for the T1FIS using “Gbell” MFs

Fig. 4.39 Final MFs after optimized the T1FIS using “Gbell” MFs with PSO
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Fig. 4.43, the performance of the evolution error is shown in Fig. 4.44, and the
optimization structure of the interval type-2 fuzzy integrators using “igaussmtype2”
MFs with the PSO is shown in Fig. 4.45.

Fig. 4.40 Forecast of T1FIS using “Triangular” MFs for the Mackey-Glass time series

Fig. 4.41 Evolution error (RMSE) of the PSO for the T1FIS using “Triangular” MFs
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Fig. 4.42 Final MFs after optimized the T1FIS using “Triangular” MFs with PSO

Fig. 4.43 Forecast of IT2FIS using “igaussmtype2” MFs for the Mackey-Glass time series
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The forecast obtained of the optimized interval type-2 fuzzy integrators using
“igbelltype2” MFs for the Mackey-Glass (s = 17) time series is shown in Fig. 4.46,
the performance of the evolution error is shown in Fig. 4.47, and the optimization

Fig. 4.44 Evolution error (RMSE) of the PSO for the IT2FIS using “igaussmtype2” MFs

Fig. 4.45 Final MFs after optimized the IT2FIS using “igaussmtype2” MFs
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Fig. 4.46 Forecast of IT2FIS using “igbelltype2” MFs for the Mackey-Glass time series

Fig. 4.47 Evolution error (RMSE) of the PSO for the IT2FIS using “igbelltype2” MFs
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structure of the interval type-2 fuzzy integrators using “igbelltype2” MFs with the
PSO is shown in Fig. 4.48.

The forecast obtained of the optimized interval type-2 fuzzy integrators using
“itritype2” MFs for the Mackey-Glass (s = 17) time series is shown in Fig. 4.49,

Fig. 4.48 Final MFs after optimized the IT2FIS using “igbelltype2” MFs

Fig. 4.49 Forecast of IT2FIS using “itritype2” MFs for the Mackey-Glass time series
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the performance of the evolution error is shown in Fig. 4.50, and the optimization
structure of the interval type-2 fuzzy integrators using “itritype2”MFs with the PSO
is shown in Fig. 4.51.

Fig. 4.50 Evolution error (RMSE) of the PSO for the IT2FIS using “itritype2” MFs

Fig. 4.51 Final MFs after optimized the IT2FIS using “itritype2” MFs
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4.2 Mexican Stock Exchange Time Series

This section presents the simulation and test results obtained by applying the
proposed prediction method to the Mexican Stock Exchange (BMV) time series for
periods (01/03/2011–12/31/2015) (Fig. 3.3) using different approach of the
ensemble of IT2FNN architectures, used in this work.

4.2.1 Ensemble of IT2FNN Architectures for BMV Time
Series

The ensemble of IT2FNN architectures has three models as follows: the IT2FNN-1
model optimize the parameters of the “igaussmtype2” MFs (Fig. 3.9a), the learning
rate is 0.03 and the desired error is 0.00001; the IT2FNN-2 model optimize the
parameters of the “igausstype2” MFs (Fig. 3.9b), the learning rate is 0.011 and the
desired error is 0.000001; and the IT2FNN-3 model optimize the parameters of the
“igaussstype2” MFs (Fig. 3.9c), the learning rate is 0.02 and the desired error is
0.0000001. The number the epochs for training the IT2FNN models is 100.

The obtained results of the ensemble of IT2FNN architectures are shown on
Table 4.6. The RMSE (best) is of 0.010127619, the RMSE (average) is of
0.016586239, the MSE is 0.001738454, the MAE is 0.012085755, the MPE is
1.284208192 and the MAPE 0.275038065 with the IT2FNN-1 model. Therefore
the IT2FNN-1 model is better than the IT2FNN-2 and IT2FNN-3 models.

4.2.1.1 IT2FNN-1 Model

The forecast obtained for the IT2FNN-1 for the BMV time series is shown in
Fig. 4.52, the evolution error is shown in Fig. 4.53, and the optimization structure
of the IT2FNN-1 with backpropagation (BP) learning algorithm is shown in
Fig. 4.54.

Table 4.6 Performance of
the ensemble of IT2FNN for
the BMV time series

Metrics IT2FNN-1 IT2FNN-2 ITFNN-3

RMSE
(Best)

0.010127619 0.022896849 0.010126143

RMSE
(Average)

0.016586239 0.02748781 0.018984807

MSE 0.001738454 0.002373369 0.002859776

MAE 0.012085755 0.023283565 0.015326454

MPE 1.284208192 2.469791397 1.626561735

MAPE 0.275038065 0.385345148 0.511999726
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Fig. 4.52 Forecast of IT2FNN-1 for the BMV time series

Fig. 4.53 Evolution error (RMSE) of IT2FNN-1 for the BMV time series
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4.2.1.2 IT2FNN-2 Model

The forecast obtained for the IT2FNN-2 for the BMV time series shown in
Fig. 4.55, the evolution error is shown in Fig. 4.56, and the structure optimization
of the IT2FNN-2 with BP learning algorithm is shown in Fig. 4.57.

Fig. 4.54 Final MFs after training the IT2FNN-1 model with the BP algorithm

Fig. 4.55 Forecast of the IT2FNN-2 for the BMV time series
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Fig. 4.56 Evolution error (RMSE) of IT2FNN-2 for the BMV time series

Fig. 4.57 Final MFs after training the IT2FNN-2 model with BP algorithm
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4.2.1.3 IT2FNN-3 Model

The forecast obtained for the IT2FNN-3 for the BMV time series is shown in
Fig. 4.58, the evolution error is shown in Fig. 4.59, and the structure optimization
of IT2FNN-3 with BP learning algorithm is shown in Fig. 4.60.

Fig. 4.58 Forecast of IT2FNN-3 for the BMV time series

Fig. 4.59 Evolution error (RMSE) of IT2FNN-3 for the BMV time series
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4.3 Dow Jones Time Series

This section presents the simulation and test results obtained by applying the
proposed prediction method to the Dow Jones time series for periods (01/03/2011–
12/31/2015) (Fig. 3.4) using a different approach of the ensemble of IT2FNN
architectures, used in this work.

4.3.1 Ensemble of IT2FNN Architectures for Dow Jones
Time Series

The ensemble of IT2FNN architectures has three models as follows: the IT2FNN-1
model optimize the parameters of the “igaussmtype2” MFs (Fig. 3.9a), the learning
rate is 0.03 and the desired error is 0.00001; the IT2FNN-2 model optimize the
parameters of the “igausstype2” MFs (Fig. 3.9b), the learning rate is 0.011 and the
desired error is 0.000001; and the IT2FNN-3 model optimize the parameters of the
“igaussstype2” MFs (Fig. 3.9c), the learning rate is 0.02 and the desired error is
0.0000001. The number the epochs for training the IT2FNN models is 100.

Fig. 4.60 Final MFs after training the IT2FNN-3 model with BP algorithm
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The obtained results of the ensemble of IT2FNN architectures are shown on
Table 4.7. The RMSE (best) is of 0.01307153, the RMSE (average) is of
0.018482224, the MSE is 0.002138805, the MAE is 0.013647136, the MPE is
1.436647482 and the MAPE 0.320293965 with the IT2FNN-3 model. Therefore
the IT2FNN-3 model is better than the IT2FNN-1 and IT2FNN-2 models.

4.3.1.1 IT2FNN-1 Model

The forecast obtained for the IT2FNN-1 for the Dow Jones time series is shown in
Fig. 4.61, the evolution error is shown in Fig. 4.62, and the structure optimization
of the IT2FNN-1 with BP learning algorithm is shown in Fig. 4.63.

Table 4.7 Performance of
the ensemble of IT2FNN for
the Dow Jones time series

Metrics IT2FNN-1 IT2FNN-2 ITFNN-3

RMSE
(Best)

0.015844833 0.01329307 0.01307153

RMSE
(Average)

0.020874526 0.01909446 0.018482224

MSE 0.001743898 0.002022886 0.002138805

MAE 0.015181591 0.014462062 0.013647136

MPE 1.598124859 1.521469583 1.436647482

MAPE 0.236962281 0.346789986 0.320293965

Fig. 4.61 Forecast of IT2FNN-1 for the Dow Jones time series
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Fig. 4.62 Evolution error (RMSE) of IT2FNN-1 for the Dow Jones time series

Fig. 4.63 Final MFs after training the IT2FNN-1 model with BP algorithm
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4.3.1.2 IT2FNN-2 Model

The forecast obtained for the IT2FNN-2 for the Dow Jones time series is shown in
Fig. 4.64, the evolution error is shown in Fig. 4.65, and the structure optimization
of the IT2FNN-2 with BP learning algorithm is shown in Fig. 4.66.

4.3.1.3 IT2FNN-3 Model

The forecast obtained for the IT2FNN-3 for the Dow Jones time series shown in
Fig. 4.67, the evolution error is shown in Fig. 4.68, and the optimization structure
of the IT2FNN-3 with BP learning algorithm is shown in Fig. 4.69.

Fig. 4.64 Forecast of IT2FNN-2 for the Dow Jones time series
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Fig. 4.65 Evolution error (RMSE) of IT2FNN-2 for the Dow Jones time series

Fig. 4.66 Final MFs after training the IT2FNN-2 model with BP algorithm
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Fig. 4.67 Forecast of IT2FNN-3 for the Dow Jones time series

Fig. 4.68 Evolution error (RMSE) of IT2FNN-3 for the Dow Jones time series
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4.4 NASDAQ Time Series

This section presents the simulation and test results obtained by applying the
proposed prediction method to the NASDAQ time series for periods (01/03/2011–
12/31/2015) (Fig. 3.5) using a different approach of the ensemble of IT2FNN
architectures, used in this work.

4.4.1 Ensemble of IT2FNN Architectures for NASDAQ
Time Series

The ensemble of IT2FNN architectures has three models as follows: the IT2FNN-1
model optimizes the parameters of the “igaussmtype2” MFs (Fig. 3.9a), the
learning rate is 0.03 and the desired error is 0.00001; the IT2FNN-2 model opti-
mizes the parameters of the “igausstype2” MFs (Fig. 3.9b), the learning rate is
0.011 and the desired error is 0.000001; and the IT2FNN-3 model optimizes the
parameters of the “igaussstype2” MFs (Fig. 3.9c), the learning rate is 0.02 and the
desired error is 0.0000001. The number the epochs for training the IT2FNN models
is 100.

Fig. 4.69 Final MFs after training the IT2FNN-3 model with BP algorithm
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The obtained results of the ensemble of IT2FNN architectures are shown on
Table 4.8. The RMSE (best) is of 0.011711953, the RMSE (average) is of
0.016485694, the MSE is 0.001635756, the MAE is 0.012063554, the MPE is
1.288842865 and the MAPE 0.240159673 with the IT2FNN-1 model. Therefore
the IT2FNN-1 model is better than the IT2FNN-2 and IT2FNN-3 models.

4.4.1.1 IT2FNN-1 Model

The forecast obtained for the IT2FNN-1 for the NASDAQ time series is shown in
Fig. 4.70, the evolution error is shown in Fig. 4.71, and the optimization structure
of IT2FNN-1 with BP learning algorithm is shown in Fig. 4.72.

Table 4.8 Performance of
the ensemble of IT2FNN for
the NASDAQ time series

Metrics IT2FNN-1 IT2FNN-2 ITFNN-3

RMSE
(Best)

0.011711953 0.01318047 0.013617022

RMSE
(Average)

0.016485694 0.017226806 0.020196196

MSE 0.001635756 0.001412437 0.003081807

MAE 0.012063554 0.012381383 0.01588996

MPE 1.288842865 1.324005862 1.691563953

MAPE 0.240159673 0.191975465 0.513682447

Fig. 4.70 Forecast of IT2FNN-1 for the NASDAQ time series
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4.4.1.2 IT2FNN-2 Model

The forecast obtained for the IT2FNN-2 for the NASDAQ time series is shown in
Fig. 4.73, the evolution error is shown in Fig. 4.74, and the optimization structure
of the IT2FNN-2 with BP learning algorithm is shown in Fig. 4.75.

Fig. 4.71 Evolution error (RMSE) of IT2FNN-1 for the NASDAQ time series

Fig. 4.72 Final MFs after training the IT2FNN-1 model with BP algorithm
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Fig. 4.73 Forecast of IT2FNN-2 for the NASDAQ time series

Fig. 4.74 Evolution error (RMSE) of IT2FNN-2 for the NASDAQ time series
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4.4.1.3 IT2FNN-3 Model

The forecast obtained for the IT2FNN-3 for the NASDAQ time series is shown in
Fig. 4.76, the evolution error is shown in Fig. 4.77, and the optimization structure
of the IT2FNN-3 with BP learning algorithm is shown in Fig. 4.78.

4.5 Statistical Comparison Results of the Optimization
of the Fuzzy Integrators

We also perform a statistical comparison of all the results obtained of the proposed
model (Fig. 3.1) for the Mackey-Glass time series. The statistical test used for
comparison is the Z-scores, whose parameters are defined in Table 4.9. In applying
the statistic Z-scores, with significance level of 0.05, and the alternative hypothesis
stating that the l1 is lower than the l2; Ha l1\l2ð Þ (Fig. 4.79), and of course the
null hypothesis tells us that the l1 is greater than or equal to the l2; H0 l1 � l2ð Þ,
with a rejection region for all values that fall below −1.732. We are presenting 30

Fig. 4.75 Final MFs after training the IT2FNN-2 model with BP algorithm
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Fig. 4.76 Forecast of IT2FNN-3 for the NASDAQ time series

Fig. 4.77 Evolution error (RMSE) of IT2FNN-3 for the NASDAQ time series
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experiments with the same parameters and conditions for the GAs and PSO algo-
rithms for this work, so the n1 and n2 are equal 30.

The main objective of applying the statistical Z-scores is to analyze the per-
formance and thus find if there is significant evidence of the proposed model results
being better for the Mackey-Glass time series. The optimization of the fuzzy
integrators results are generated from GAs and PSO algorithms. The results of the
statistical Z-scores are shown in Table 4.10, so there is significant evidence to reject
the null hypothesis because the value of p\ 0:05 and the value of z\� 1:645 and
we accepted the alternative hypothesis. Therefore the results obtained of the opti-
mization of fuzzy integrators with GAs are better than the PSO.

Fig. 4.78 Final MFs after training the IT2FNN-3 model with BP algorithm

Table 4.9 Statistical
Z-scores parameters

Parameter Value

Confidence interval 95%

Significance level (a) 5%

Null hypothesis (H0) l�1 � l�2
Alternative hypothesis (Ha) l1\l2
Critical value −1.645

l1—Average error of the optimization of fuzzy integrators with
the GAs
l2—Average error of the optimization of fuzzy integrators with
the PSO
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Based on the statistical Z-scores results, we can make the conclusion that the
results obtained of the optimization of fuzzy integrators with the GAs are better than
the PSO for the Mackey-Glass time series.

Fig. 4.79 Lower-Tailed Test ðl1 \l2Þ

Table 4.10 Results of the Z-scores parameters

Optimization of the Type-1 fuzzy integrator using Gaussian MFs

GAs PSO Parameters Evidence

l1 r1 l2 r2 Z p < 0.05

0.02208303 0.000638122 0.0372719 0.000821093 −75.895 0 Significant

Optimization of the Type-1 Fuzzy Integrator using GBell MFs

GAs PSO Parameters Evidence

l1 r1 l2 r2 Z p < 0.05

0.02255155 0.001567122 0.0364846 0.000936185 −39.660 0 Significant

Optimization of the Type-1 Fuzzy Integrator using Triangular MFs

GAs PSO Parameters Evidence

l1 r1 l2 r2 z p < 0.05

0.08167633 0.000180209 0.08090114 0.00069041 5.645 0.0566351 Not Significant

Optimization of the Interval Type-2 Fuzzy Integrator using igaussmtype2 MFs

GAs PSO Parameters Evidence

l1 r1 l2 r2 z p < 0.05

0.02097587 0.00007548 0.02430513 0.00009724 −148.123 0 Significant

Optimization of the Interval Type-2 Fuzzy Integrator using igbelltype2 MFs

GAs PSO Parameters Evidence

l1 r1 l2 r2 z p < 0.05

0.02060701 0.000218508 0.02369199 0.00002811 −72.821 0 Significant

Optimization of the Interval Type-2 Fuzzy Integrator using itritype2 MFs

GAs PSO Parameters Evidence

l1 r1 l2 r2 z p < 0.05

0.02033528 0.000138626 0.02511529 0.000000010 −179.170 0 Significant
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