Chapter 3
Problem Statement and Development

The first goal of this book is the construction of the Ensembles of IT2FNN models
and their optimization of the fuzzy integrators with GAs and PSO algorithms for
time series prediction. The second goal is the design of interval type-2 and type-1
fuzzy systems to integrate the outputs (forecasts) of the IT2FNN models forming
the Ensemble. The Genetic Algorithm (GAs) and Particle Swarm Optimization
(PSO) were used for the optimization the parameters of the MFs of fuzzy inte-
grators. The Mackey-Glass, Mexican Stock Exchange, Dow Jones, NASDAQ time
series are used to test of performance of the proposed architectures (Fig. 3.1). When
more than one forecasting technique seems reasonable for a particular application,
then the forecast accuracy measures can also be used to discriminate between
competing models. One can subtract the forecast value from the observed value of
the data at that time point and obtain a measure of error. Therefore to evaluate the
prediction error, we can apply the metrics to calculate the Mean Absolute Error
(MAE) by Eq. (3.1), Mean Square Error (MSE) by Eq. (3.2), Root Mean Square
Error (RMSE) by Eq. (3.3), Mean Percentage Error (MPE) by Eq. (3.4) and Mean
Absolute Percentage Error (MAPE) by Eq. (3.5), respectively.
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Fig. 3.1 The general proposed architecture
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where A, corresponds to the real data of the time series, P corresponds to the
forecast of the NNs or the aggregation models, ¢ is the time variable, and n is the
number of data points of the time series.

The general proposed architecture combines the ensemble of IT2FNN models
and the use of fuzzy response integrators optimized with GA and PSO algorithms
for time series prediction (Fig. 3.1).

3.1 Historical Data

The problem of predicting future values of a time series has been a point of
reference for many researchers. The aim is to use the values of the time series
known at a point x =t to predict the value of the series at some future point
x =t + P. The standard method for this type of prediction is to create a mapping
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from D points of a A spaced time series, i.e. (x(t — (D — 1) A), ..., x(t — A), x(1)), to
a predicted future value x(t + P), for example the values D=4 and A=P=6
[1, 2] or 250 were used in this work. The data used in this book are the
Mackey-Glass for T = 13, 17, 30, 34, 68, 100, 136; the Mexican Stock Exchange,
the Dow Jones and the NASDAQ time series.

3.1.1 Mackey-Glass Time Series

The chaotic time series data used is defined by the Mackey-Glass [3, 4] time series,
whose differential equation is given by Eq. (3.6):

~ 0.2x(t— 1)
1 —x10(r—1)

x(1) —0.1x(r — 1) (3.6)

For obtaining the values of the time series at each point, we can apply the
Runge-Kutta method [1, 2] for the solution of Eq. (3.6). The integration step was
set at 0.1, with initial condition x(0) = 1.2, T = 17, x(t) is then obtained for
0 <t <1200, (We assume x(t) =0 for t <0 in the integration). From the
Mackey-Glass time series we used 800 pairs of data points (Fig. 3.2), similar to
[5-9]. The first 400 pairs of points are used for training (50%) and the other 400
pairs of points are used to validate the IT2FNN models.
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Fig. 3.2 Mackey-Glass time series
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3.1.2 Mexican Stock Exchange

The Mexican Stock Exchange (BMV) is a financial institution that operates by a
grant from the Department of Finance and Public Credit, with the goal of following
closely the Securities Market of Values in Mexico [10, 11]with the initial public
offering taking place on June 13 of 2008 with its shares representing its capital [12].
From the BMV time series we extracted 1250 pairs of data that correspond to a
period from 01/03/2011 to 12/31/2015 (Fig. 3.3) and can be downloaded from daily
live Yahoo database [13], where the first 625 pairs of points are used for training
(50%) and the other 625 pairs of points are used to validate the IT2FNN models.

3.1.3 Dow Jones Time Series

The better represent the movements of the stock market at the time, the Dow Jones
& Company designed a barometer of economic activity meter with twelve com-
panies creating the Dow Jones stock index [14, 15]. Like the New York Times and
Washington Post newspapers the company is open to the market but is controlled
the by the private sector. So far, the company is controlled by the Bancroft family,
which controls 64% of the shares entitled to vote [16]. From the Dow Jones
Industries Average time series we are using 1250 pairs of data that correspond from
01/03/2011 to 12/31/2015 (Fig. 3.4) and can be downloaded from daily live Yahoo
database [17], where the first 625 pairs of points are used for training (50%) and the
other 625 pairs of points are used to validate the IT2FNN models.
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Fig. 3.3 Mexican Stock Exchange time series
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Fig. 3.4 Dow Jones time series

3.1.4 NASDAQ Time Series

NASDAQ is the largest U.S. electronic stock market. It has listed around 3300
companies; it may probably list most of the companies and, on average, trades more
shares per day than other U.S. markets [18] price. The price is able to represent the
tendency of variety of NASDAQ market in some sense. Therefore, the forecast of
the price can benefit of analyzing the whole market [19, 20]. From the NASDAQ
time series we are using 1250 pairs of data that correspond from 01/03/2011 to
12/31/2015 (Fig. 3.5) and can be downloaded from daily live Yahoo database [21],
where the first 625 pairs of points are used for training (50%) and the other 625
pairs of points are used to validate the IT2FNN models.

3.2 Ensembles of IT2FNN Architectures

The ensembles of IT2FNN architectures imply a significant learning improvement
comparatively to a single IT2NN and especially to the learning algorithms. Each
IT2FNN works independently in its own domain. Each of the IT2FNN is build and
trained for a specific task for each module. Three modules are used in each
experiment of the ensemble of IT2FNN. In module 1 we have the IT2FNN-1, in
module 2 we have the IT2FNN-2 and in module 3 we have the IT2FNN-3.
Therefore each IT2FNN architecture has three/four input variables and one output
variable that are described as follows:
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NASDAQ Time Series on Periods 2011-2015
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Fig. 3.5 NASDAQ time series

Mackey-Glass time series, in this case we predict x(¢) from three past (delays)
values of the time series, that is, x( — 18), x(¢ — 12), and x(t — 6). Therefore the
format of the training data is:

[x(t — 18),x(t — 12),x(t — 6); x(¢)] (3.7)

where r = 19 to 818 and x(7) is the desired prediction of the Mackey-Glass time
series (Fig. 3.2).

The BMV, Dow Jones and NASDAQ time series, we predict x(#) (corresponds to
the 2015 period) from four past (delays) values of the time series, that is, x
(t — 1000) corresponds to the 2011 period, x(t — 750) corresponds to the 2012
period, x(t — 500) corresponds to the 2013 period, and x(+ — 250) corresponds to
the 2014 period. Therefore the format of the training data is:

[x(¢ — 1000), x(t — 750), x(t — 500), x(t — 250); x(¢)] (3.8)

where ¢ = 1001 to 1250 and x(¢) is the desired prediction of the time series (see
Figs. 3.3, 3.4 and 3.5).

3.2.1 IT2FNN-1 Model

The IT2FNN-1 model has 5 layers (Fig. 3.6), consists of adaptive nodes with an
equivalent function for the lower-upper membership in the fuzzification layer (layer
1). Non-adaptive nodes in the rules layer (layer 2) interconnect with the fuzzifi-
cation layer (layer 1) in order to generate TSK IT2FIS rules antecedents. The
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Fig. 3.6 IT2FNN-1 architecture

adaptive nodes in the consequent layer (layer 3) are connected to input layer (layer
0) to generate rules consequents. The non-adaptive nodes in type-reduction layer
(layer 4) evaluate left-right values with KM algorithm [22]. The non-adaptive node
in the defuzzification layer (layer 5) average left-right values.

For simplicity, we assume the IT2FNN-1 under consideration has n inputs and
one output. The forward-propagation procedure is described as follows:

Layer 0: Inputs

X = (X1, oy Xiy e oy X))

Layer 1: TT2 MFs i, (x) = { (30, T () }
for example (Fig. 3.9a)
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Layer 2: Rules

n n

J:k :ifl (Ek,i) ;J_Ck :iivl (7.:) (3.10)

Layer 3: Consequents left-right firing points

n n
= E Crixi+ Cro — E Skilxi] — Sko,
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- - (3.11)
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Layer 4: Left-right points (type-reduction using KM algorithm)
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Layer 5: Defuzzification

5=t (3.13)
2

IT2FNN uses backpropagation method with heuristic techniques (variable
learning rate backpropagation, and resilient backpropagation), which were devel-
oped from a performance analysis of the standard steepest descent algorithm and
numerical optimization techniques for IT2FNN training: conjugate gradient,
quasi-Newton, and Levenberg-Marquardt for learning how to determine premise
parameters (to find the parameters related to interval type-2 MFs) and consequent
parameters. The learning procedure has two parts: in the first part the input patterns
are propagated, the consequent parameters and the premise parameters are assumed
to be fixed for the current cycle through the training set. In the second part the
pattern are propagated again, and at this moment, backpropagation is used to
modify the premise parameters, and consequent parameters. These two parts are
considered an epoch.

Give an input-output training pair {(x, : 7,) }¥p = 1,...,q, in order to get the
design of the IT2FNN, the error function (E) must minimized.



3.2 Ensembles of IT2FNN Architectures

3.2.2 IT2FNN-2 Model

25
(3.14)

(3.15)

(3.16)

The IT2FNN-2 model has 6 layers (Fig. 3.7), if uses NN for fuzzifying the inputs
(layers 1 to 2). The non-adaptive nodes in the rules layer (layer 3) interconnect with
the lower-upper linguistic values layer (layer 2) to generate TSK IT2FIS rules
antecedents. The non-adaptive nodes in the consequents layer (layer 4) are con-
nected with the input layer (layer 0) to generate rule consequents. The non-adaptive
nodes in type-reduction layer (layer 5) evaluate left-right values with KM algo-
rithm. The non-adaptive node in defuzzification layer (layer 6) averages left-right

values.

The forward-propagation procedure is described as follows:

Layer 0: Inputs

X = (X1, Xiy e X))

Fig. 3.7 IT2FNN-2 architecture
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Layer 1: Every node £ in this layer is a square (Fig. 3.7) with node function
fork=1toM

fori=1ton

"netr; = "wixi + b (i) = pu('netrs),

2

(3.17)
ety = *wiixi + 2bi; iy (%) = p(Cnety;)

end
end

where | is the transfer function which can be Gaussian, GBell or logistic (e.g.
Gaussian with uncertain mean “igaussmtype2” and transfer function GBell with
uncertain mean “igbellmtype2”) (see Fig. 3.9b).

Layer 2: Every node £ in this layer is a circle labeled with T-norm and S-norm
alternated.

Hk,,-(xi) = (%) 'zﬂk,i(xi)
Fi(a) = i) + 2 () — g (1) (3.18)
k=1,2,... . M;i=1,2,...,n

Layer 3 to 6: This layer are equivalent to layers 2 to 5 on the IT2FNN-1
architecture.

3.2.3 IT2FNN-3 Model

The IT2FNN-3 model has 7 layers (Fig. 3.8). Layer 1 has adaptive nodes for
fuzzifying the inputs; layer 2 has non-adaptive nodes with the interval fuzzy values
(Fig. 3.9¢). Layer 3 (rules) has non-adaptive nodes for generating firing strength of
TSK IT2FIS rules. Layer 4, lower and upper values the rules firing strength are
normalized. The adaptive nodes in layer 5 (consequent) are connected to layer O for
generating the rules consequents. The non-adaptive nodes in layer 6 evaluate values
from the left-right interval. The non-adaptive node in layer 7 (defuzzification)
evaluates average of interval left-right values.

The forward-propagation procedure is described as follows: the first 3 layers (0
to 3) are identical to the corresponding layers on the IT2FNN-2 architecture.
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Fig. 3.8 IT2FNN-3 architecture
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Fig. 3.9 The MFs used for training the IT2FNN architectures
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Layer 4: Every node £ in this layer is a circle labeled ¢ which evaluates the
left-most and right-most firing points denoted by:

—k 7k k ok kek | —k7k
v wf Fwift o wf WS

_ 3.19
Ji Wi+ wf wk 4w} (3.19)

Wr T

where w values are adjustable weights.

Layer 5 is equivalent to layer 3 on the IT2FNN-1 architecture

Layer 6: The two nodes in this layer are circles labeled with “X” that evaluates
the two end-points, y; and y,:

M M
V= Zk:lflk '}’;C P Zk:1frk 'ylrc (3.20)
M s Yr — M .
Zk:lflk Dtk

Layer 7: The single node in this layer is a circle labeled “X” that computes the
output.
)A) 1+ 57 r
2

y = (3.21)

3.3 Fuzzy Integrators

The design of the type-1 (Fig. 3.10) and interval type-2 (Fig. 3.11) fuzzy inference
systems integrators are of Mamdani type and have 3 inputs (IT2FNN1, IT2FNN2
and IT2FNN3) and 1 output (Forecast), so each Input-Output variable is assigned
two MFs with linguistic labels “Small and Large” and have 8 if-then rules. The
design of the if-then rules for the fuzzy inference system depends on the number of
membership functions used in each input variable using the system [e.g. the fuzzy
inference system uses 3 input variables which each entry contains two membership
functions, therefore the total number of possible combinations for the fuzzy-rules is
8 (e.g. 2*2*2 = 8)], therefore we used 8 fuzzy-rules for the experiments (Fig. 3.12)
because the performance is better and minimized the prediction error of the
Mackey-Glass, BMV, Dow Jones and NASDAQ time series.

In the type-1 fuzzy integrators we used different MFs [Gaussian, Generalized
Bell, and Triangular (Fig. 3.13a)] and for the interval type-2 fuzzy integrators we
used different MFs [igaussmtype2, igbelltype2 and itritype2 (Fig. 3.13b)] [23] to
observe the behavior of each of them and determine which one provides better
forecast of the time series.
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Fig. 3.10 Structure of the type-1 fuzzy integrator
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1. If (IT2FNN1 1s Small) and (IT2FNN2 1s Small) and (IT2FNN3 1s Small) then (Forecast is Small) (1)
2. If IT2FNN1 1s Small) and (IT2FNN2 is Small) and (IT2FNN3 1s Large) then (Forecast is Small) (1)
3. If IT2FNN1 is Small) and (IT2FNN2 is Large) and (IT2FNN3 is Small) then (Forecast is Small) (1)
4, If (IT2FNN1 15 Small) and (IT2FNN2 1s Large) and (IT2FNN3 1s Large) then (Forecast is Large) (1)
5. If(IT2FNN1 1s Large) and (IT2ZFNN2 1s Small) and (IT2FNN3 1s Small) then (Forecast is Small) (1)
6. If (IT2ZFNN1 1s Large) and (IT2FNN2 1s Small) and (IT2FNN3 1s Large) then (Forecast is Large) (1)

7. If {T2FNN1 is Large) and (IT2FNN2 is Large) and (IT2FNN3 is Small) then (Forecast is Large) (1)

8. If (IT2FNN1 1s Large) and (IT2FNN2 1s Large) and (IT2FNN3 1s Large) then (Forecast is Large) (1)

Fig. 3.12 If-then rules for the fuzzy integrators

(a) Gaussian Generalized Bell (b)
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Fig. 3.13 Type-1 MFs (a) and interval type-2 MFs (b) for the fuzzy integrators

3.4 Optimization of the Fuzzy Integration with the Genetic
Algorithm

We optimize the parameters values of the MFs in each type-1 and interval type-2
fuzzy integrators with GAs. The representation of GAs is of Real-Values and the
chromosome size will depend of the number of MFs that are used in each design of
the type-1 and interval type-2 fuzzy inference system integrators.
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The objective function is defined to minimize the prediction error as follows:

(3.22)

where a, corresponds to the real data of the time series, p corresponds to the output
of the fuzzy integrators, ¢ is de sequence time series, and n is the number of data
points of time series.

The general structure of the chromosome (individuals) represents the parameters
of the MFs of fuzzy integrators. The number of parameters varies according to the
type of the MFs for the type-1 fuzzy system (e.g. two parameter are needed to
represent a Gaussian MF are “c” and “p”) for this case the GA optimized 16
parameters of the type-1 fuzzy integrator (Fig. 3.14). The interval type-2 fuzzy
system (e.g. three parameter are needed to represent “igaussmtype2” MF’s are “c”,
“ny” and “W,”) for this case the GA optimized 24 parameters of the interval type-2
fuzzy integrator (Fig. 3.15). Therefore the number of parameters that each fuzzy
inference system integrator has depends of the MFs type (Fig. 3.13) assigned to
each input and output variables.

The optimization was performed for the parameter values of the MFs (inputs and
outputs) of fuzzy integrators. The parameters for the Genetic algorithm used to
optimize the fuzzy integrators are described in Table 3.1.

Input 1 (IT2FNN1)

9. MFs1 (Small) | MFs2 (Large)
o | V] | o | H
o 01 | o | 01 | os1
0.7 o8 | 0.7 1.6
O . Input 2 (IT2FNN2)
| MFs1 (Small) | MFs2 (Large)
o P —< | M | o | M
| 01 | o | 01 | o0.81
o | 0.7 | o8 0.7 | 1.6
= [ Input 3 (IT2FNN3)
5 MFs1 (Small) | MFs2 (Large)
o o | pu | o | p
01 | o | 0.1 | o.81
- 07 | o8 | 07 | 1.&
O
@ Output 1 (FORECAST)
MFs1 (Small) MFs2 (Large)
v o H o H
0.1 o 0.1 0.51
0.7 0.5 0.7 1.6

Fig. 3.14 Representation of chromosome of the GAs for the optimization of the Gaussian MFs



32

Search Space

—>

>

3 Problem Statement and Development

Input 1 (IT2ZFNN1)

MFs1 (Small)

(I H, | H2
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| 025 | 0.3

0.18 |
0.43

MFs2 (Large)

o | ¥ | H
013 | 1.11 | 1.3
0.25 1.42 1.6

Input 2 (IT2FNN2)

MFs1 (Small)
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o | |
1.11 | 1.3
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' 025 | 0.3 | 0.43  0.25 | 1.42 | 1.6
Input 3 (IT2FNN3)

MFs1 (Small)
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025 03
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| 0.43

MFs2 (Large)
S | M | M

1013 111 | 1.3
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Output 1 (FORECAST)

MFs1 (Small)

—] Output |— M Cmen,

0.13 0.04 0.18
0.43

0.25 0.3

MFs2 (Large)
o H1 H2
0.13 0.6 0.71
0.25 0.84 1.6

Fig. 3.15 Representation of chromosome of the GA for the optimization of the igaussmtype2

MFs

Table 3.1 The parameters of
the GA used for optimization
the fuzzy integrators

3.5 Optimization of the Fuzzy Integrators
with the Particle Swarm Optimization

Representation of phenotypic

Real-values

Selection

Stochastic Universal Sample

Crossing or recombination

Discrete Recombination [0.8]

Mutation 0.1
Individuals 100
Generations 100
Iterations or run 31

We optimize the parameter values of the MFs in each type-1 and interval type-2
fuzzy integrators with PSO. The representation in PSO is of Real-Values and the
particle size will depend on the number of the MFs that are used in each design of

the fuzzy integrators.

The objective function to evaluate the performance of the PSO is similar to the
Eq. (3.22). The general structure of the particles represents the parameters of the
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Table 3.2 The parameters of  p, . aters Value
the PSO used for optimization -
. Particles 100

the fuzzy integrators
Iterations 65
Inertia weight “®” Linear decrement [0.88 — 0]
Constriction “C” Linear increment [0.01 — 0.9]
I, Iy Random
C Linear decrement [2 — 0.5]
c Linear increment [0.5 — 2]

MFs of the fuzzy integrators similar to the chromosome of the GAs (Figs. 3.14 and
3.15). Therefore the PSO are used to optimization the MFs (Fig. 3.13) of fuzzy
integrators. The parameters for the PSO used to optimize the fuzzy integrators are
described in Table 3.2.
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