
Chapter 1
Introduction

Based on the evolution of a variable or a set of variables given in a time series, to
predict future values of this variable we should seek the dynamic laws governing
the real state of the system over time. This preliminary step is the prediction
modeling process. In short, time series analysis aims at drawing conclusions about a
complex system using past data.

The time series analysis consists of a description of the movements that compose
it, then building models using these movements to explain the structure and predict
the evolution of a variable over time [1, 2]. The main and fundamental procedure
for the analysis of a time series is described below:

1. Collecting data of the time series, and trying to ensure that these data are
reliable.

2. Representing the time series qualitatively by noting the presence of long-term
trends, cyclical variations and seasonal variations.

3. Plot a graph or trend line and obtain the appropriate trend values using the least
squares method.

4. When seasonal variations are present, obtained these and adjust the data to these
seasonal variations (i.e. data seasonally).

5. Adjust the seasonally trend.
6. Represent the cyclical variations obtained in step 5.
7. Combining the results of steps 1–6 and any other useful information to make a

prediction (if desired) and if possible discuss the sources of error and their
magnitude.

In general the above ideas can help in solving the important problem of pre-
diction in time series. Along with common sense, experience, skill and judgment of
the researchers, such mathematical analysis can, however, be of value for predicting
the short, medium and long term.

This book focuses on the construction of ensembles for the Interval Type-2
Fuzzy Neural Networks (IT2FNN) architectures and the optimization of the fuzzy
integrators for time series prediction with Bio-inspired algorithms. Interval type-2
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and type-1 fuzzy systems are used to integrate the output (forecast) of each
Ensemble of IT2FNN models are used. The Genetic Algorithm (GA) and Particle
Swarm Optimization (PSO) are used for the optimization of the parameters values
of fuzzy integrators. The Mackey-Glass, Mexican Stock Exchange (BMV) , Dow
Jones and NASDAQ time series are used to test of performance of the proposed
method. Prediction errors are evaluated by the following metrics: Mean Absolute
Error (MAE), Mean Square Error (MSE), Root Mean Square Error (RMSE), Mean
Percentage Error (MPE) and Mean Absolute Percentage Error (MAPE).

As related work we can mention: Type-1 Fuzzy Neural Network (T1FNN) [3–7]
and the IT2FNN [8–11], also the type-1 [12–15] and type-2 [16, 17] fuzzy evolu-
tionary systems are typical hybrid systems in soft computing. These systems com-
bine T1FLS generalized reasoning methods [18–22] and IT2FLS [23–25] with NN
learning capabilities [26–28] and evolutionary algorithms [4, 29–33] respectively.
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