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Abstract. E-learning system is becoming more and more popular among stu-
dents nowadays. However, the emotion of students is usually neglected in
e-learning system. This study is mainly concerned about using facial expression
to detect emotion in e-learning system. A deep learning method called convo-
lutional neural network (CNN) is used in our research. Firstly, CNN is intro-
duced to detect emotion in e-learning system based on using facial expression in
this paper. Secondly, the training process and testing process of CNN are
described. To learn about the accuracy of CNN in emotion detection, three
databases (CK+, JAFFE and NVIE) are chosen to train and test the model.
10-fold cross validation method is used to calculate the accuracy. Thirdly, we
introduce how to apply the trained CNN to e-learning system, and the design of
e-learning system with emotion detection module is given. At last, we propose
the design of an experiment to evaluate the performance of this method in real
e-learning system.
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1 Introduction

In recent years, with the development of e-learning technology, more and more stu-
dents choose to learn knowledge using the e-learning system. With e-learning system,
people can learn what they need at any time and at anywhere, as long as there is
network around them. As a result, learning through the e-learning system is becoming
more and more popular.

One of the differences between e-learning and face-to-face education (traditional
education) is the lack of affective factors. It is well known that emotion plays an
important role in learning process [1, 2]. For example, the learning efficiency could be
higher if the learner is in happy state and be lower if the learner is sad. In face-to-face
education, instructors can observe the motion of students and adjust the teaching
strategies in time. However, in e-learning system, teachers are usually separated from
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students. In this case, it is difficult for the teachers to feel the emotion of students and
detect the problems especially incurred by the confusion or sadness.

Due to the important influence of emotions on different areas, lots of approaches are
proposed to detect emotions. All these approaches can be divided into two kinds:
(1) using off-the-shelf software (FaceReader [3, 4], Xpress Engine or other alternative
products) [5]; (2) using other technologies instead of software [6–9].

Moridis and Economides [5] used FaceReader to observe the emotions of students.
The best advantage of using these off-the-shelf products is that the researchers don’t
need to learn about how to implement a classifier because the software does that
automatically. However, the shortage is the recognition rate is not high enough. Brodny
et al. [10] tested the performance of different softwares, the recognition rates of
FaceReader on CK+ database [11] and MMI database [12] were 77.59% and 56.10%,
while Xpress Engine achieved 87.60% and 45.12%, respectively.

Some researchers were not satisfied with the result of off-the-shelf software and
proposed various kinds of approaches to classify emotions. Some common approaches
are speech-based method [6], text-based method [7], facial-expression-based method
[8, 9] and multi-modal-based method [13]. Chi-Chun et al. [6] applied decision tree, a
kind of machine learning model, to detect emotions in speech, it was found the testing
performance was improved by 3.37%. The emotions in text were evaluated by Chan
and Chong [7] with a sentiment analysis engine. Decision tree approach was applied to
classify emotions on CK+ database using facial expression by Salmam et al. [8] and the
accuracy rate was 90%. Lee et al. [9] used SVM, another machine learning model, to
evaluate the emotions on CK+ database and JAFFE database [14].The recognized rates
were 94.39% and 92.22%, respectively. Han and Wang [13] used multi-modal signals
to detect emotions. As we can see, different approaches may result in various perfor-
mances. The performance can be different when using different machine leaning
models. This suggests that the recognition rate can be improved if we use reasonable
machine leaning models. Motivated by this finding, we want to try more effective
approaches to detect emotions.

In the past few years, deep learning has become a popular research area. For
classification tasks, the basic of using general machine learning methods is feature
extraction. Different features would result in different accuracy rates. However, feature
extraction is complicated work. How many features should be extracted? What kinds of
features are the most effective for classification? These are important questions that
should be noticed. Fortunately, deep learning technology can learn the features auto-
matically instead of extracting features manually. Lots of work using deep learning has
been done till now and excellent result has been achieved in various areas [15–17]. In
speech recognition domain, Dahl et al. [15] applied deep learning technology in large
vocabulary speech recognition and the accuracy rate was improved by 9.2%. In
machine translation area, Devlin et al. [16] proposed a deep learning method to
improve the recognition rate of sentences and was regarded as the best paper in ACL in
2014. In digital image processing area, Convolutional Neural Networks (CNN), a kind
of deep learning model, is widely accepted due to its wonderful performance. Sun et al.
[17], applied CNN to implement face recognition and the accuracy was 99.53% (even
better than that of human beings). So what if we apply deep learning technology
(CNN) to detect emotion in e-learning system is the research purpose for this paper.
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According to the analysis above, the main ideas of this research are as follows:

(1) Introduce CNN to detect emotions based on using facial expression in e-learning
system.

(2) Design the framework to detect emotions using facial expression in e-learning
system.

(3) Design the experiment to test the performance of CNN in real e-learning system.

2 Related Works

In this section, some works that has been done by pioneers in facial expression
recognition are going to be introduced.

2.1 Common Approaches in Facial Expression Recognition

Ekman et al. [18] proposed that facial expressions could be divided into six basic
emotions: happiness, surprise, sadness, fear, anger, and disgust. Together with natural,
these seven emotions are usually used in facial expression recognition. Three key
crucial parts were included in facial expression recognition: (1) face detection;
(2) feature extraction; (3) facial expression (emotion) classification. The frame work of
emotion detection using facial expression is showed in Fig. 1.

Even in nowadays, lots of work has been done in facial expression recognition
followed these three crucial parts. Face detection is a preprocess step of facial
expression recognition. To describe the variance of facial expression, the FACS system
was proposed by Friesen and Ekman [20]. They defined 44 Action Units (AU) and
group of AU were used to describe a certain facial expression. Principal Component
Analysis (PCA) and Linear Discriminant Analysis (LDA) are two usually used
methods to extract features. PCA prefers the best features that can maintain the
information of data while LDA chooses the features that can benefit classification well.
There are various kinds of classifiers that can be used to complete facial expression
classification task. SVM was applied on CK+ database by Lee et al. [9]. Eskil and Benli

Fig. 1. The frame work of emotion detection using facial expression
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[19] used SVM, Naive Bayesian (NB) and Adaboost methods to classify emotions
using facial expression.

2.2 Deep Learning in Emotion Facial Expression Recognition

Because of the excellent performance in different areas, deep learning technology was
employed to detect facial expressions by some researchers [21–24]. Soleymani et al. [21]
applied Long-short-term-memory recurrent neural networks (LSTM-RNN) and condi-
tional random fields (CCRF) to classify emotions using facial expression, as well as
electroencephalogram (EEG) signals. The best result was 0:043� 0:025 measured by
RMSE using facial features. Lv et al. [22] proposed to classify emotions using only facial
components. In their work, deep belief network (DBN) was trained to learn important
components first. After that, tanh function was applied to divide emotions into seven
classes. In order to achieve the same purpose, two kinds of deep learning structures, deep
neural network (DNN) and CNN, were implemented by Jung et al. [23]. There are two
main differences betweenDNN andCNN: (1) CNNhas Convolution kernel; (2) There are
less parameters in CNN.As a result, CNN is easier to train compared with DNN. Liu et al.
[24] proposed Deep Networks (AUDN) to achieve facial expression recognition.

2.3 Emotion Detection in E-learning System

In this subsection, some methods to classify emotions of students in e-learning system
are introduced.

In order to detect the emotions of students in e-learning system, different kinds of
signal were used, such as text [25, 26], facial [27, 28] and so on. Ortigosa et al. [25]
presented Sentbuk, a Facebook application, to achieve emotion analysis with a accu-
racy of 83.27%. With Sentbuk, emotional change can also be detected. They described
the usefulness of their work in e-learning system at the end of the paper. Qin et al. [26]
paid special attention to negative emotion. Interactive text was used to detect negative
emotion, after which music was selected to regulate the emotion of student. Sun et al.
[27] trained a SVM classifier using images from CK database. 265 facial images of 42
people were used as testing sets and the accuracy was 84.55%. Most e-learning systems
are mainly focus on single user detection. However, Ashwin et al. [28] proposed
multi-user face detection based on e-learning system using SVM. It was the first work
on multi-user face detection for e-learning Systems. The proposed method was tested
on three databases: LFW, FDDB and YFD, and the accuracy were between 89% and
100%. To speed up the processing, Central Processing Unit (CPU) and Graphics
Processing Unit (GPU) were used.

3 Method Description

In this section, the design of CNN is introduced first. Then, the way how to train and
test the CNN is described. The framework of emotion detection in e-learning system is
also given in this part. Finally, a rough design of testing the performance of CNN in
e-learning is proposed.

Using Facial Expression to Detect Emotion in E-learning System 449



3.1 Design of CNN

CNN has been used in many tasks by researchers. The different CNNs are with dif-
ferent parameters, such as the depth, the size of convolution kernel, the choice of
activation function and so on. The structure of our CNN is shown in Fig. 2. There are
three convolution layers with RELU (a kind of activation function), three pooling
layers and two fully connected layers in our CNN. The convolution kernels are set at
size of 5 * 5. In each pooling layer, we choose max pooling as pooling method. The
size of pooling window and pooling stride are set at 3 * 3 and 2, respectively. The
number of units in the first fully connected layer is set as 1024. In the last layer, there
are 7 units with softmax function and each one is stand for a certain kind of emotion.
The output is the probability of the input image’s emotion.

3.2 Training and Testing Framework Design

The same as other machine learning method, the use of CNN is divided into two steps:
training step and testing step. The two steps are described in this subsection.

Training Step
In the training step of CNN, we decide to use stochastic gradient descent (SGD) al-
gorithm. The advantage of SGD is SGD can reduce the over fitting phenomenon. To
speed up the training process, the following methods can be used:

(1) Use a batch of images to regulate the weight in CNN every time instead of a single
one.

(2) Use GPU. GPU is faster than CPU in image processing. There are many deep
learning frameworks supporting GPU, such as Tensorflow, Caffe and Theano.

(3) Detect the location of face and cut it out of the image before training. Using
OpenCV library can implement this idea. The faces for training are put into
training data set and others are put in testing data set.

Fig. 2. Structure of our CNN
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The training process is shown in Fig. 3. CNN training needs lots of images with
emotion labels. We aim at training a CNN that can be generally used to all kinds of
faces. As a result, the training images should include both eastern faces and western
faces. In our research, CK+ database, JAFFE database and NVIE database are chosen.

CK+ database consist of 593 sequences from 123 subjects. There are eight kinds of
emotions in this database: neutral, happy, surprise, angry, disgust, fear, sadness and
contempt. In our research, however, we are going to use all the images but those with
contempt emotion.

JAFFE database contains 213 facial expression images from 10 Japanese women.
The extension of each image is “tiff” and the resolution ratio is 256 * 256. There are
seven emotion labels in this database: happy, surprise, angry, disgust, fear, sadness and
neutral.

NVIE database [29] consists of natural visible and infrared facial expressions. In
this database, there are lots of images from about 100 subjects under front, left and right
illumination. The emotion is activated by eliciting videos. The number of emotion
labels is 6. They are happy, surprise, angry, disgust, fear and sadness.

Testing Step
In order to learn about the performance of CNN on the data set, 10-fold cross validation
is designed. The testing process of each image is shown in Fig. 4.

The classification result is compared with the label of the image and is recorded if
the result is correct. The accuracy if the ratio of correct-classified number and testing
set size. In 10-fold cross validation, the average of ten accuracy rates is set as the final
accuracy rate.

3.3 Application in E-learning Systems

In this subsection, we introduce how to apply the trained CNN to detect emotion in
e-learning system.

The e-learning system with emotion detector can be divided into two modules,
emotion detection module and teaching strategy regulation module. At the beginning,
the teacher teaches the students with a certain strategy. The emotion state of students

Fig. 3. The training process of CNN using SGD
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will be detected by emotion detection module. The detected emotion returns to teacher
as feedback. The teacher regulates his teaching strategy and content according to the
emotion of most students. The whole system is shown in Fig. 5.

In emotion detection module, the learners’ facial expressions are shot by a camera
first and we can get the image sequence. Second, we use OpenCV library to detect and
cut the face area out of each image. All of the face areas form the face sequence. After
that, the faces in face sequence are fed to CNN one by one. The emotion of each
student was obtained.

Fig. 4. The testing process of CNN

Fig. 5. E-learning system with emotion detector
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In teaching strategy regulation module, the emotion sequence obtained from
emotion detection module is input into the emotion reminder. The emotion reminder is
a device that can remind the teacher of the students’ emotion state. The teaching
strategy is regulated by the teacher according to the emotion of students. After teaching
strategy regulation, new emotion may arise among students. The new emotion can be
detected and sent to teacher and the teaching strategy may be changed further. As a
result, this is a dynamic process. The advantage of this kind of e-learning system is that
it can improve the efficiency of learning.

In our research, we are concerned the accuracy rate of the CNN in emotion clas-
sification in e-learning system. In last subsection, we designed 10-fold cross validation
to test the performance of CNN on the testing dataset. However, how the CNN will
perform in real e-learning system is not tested. The rough design of this idea is given as
follows:

(1) Choose 50 college students to learning a course via e-learning system.
(2) For each student (for example, StuA), the testing process can be described by

Fig. 6. StuA learn the course via computer or other electrical device. In the
process of learning, his facial expression is recorded by a camera every 20 s. On
one hand, the face area is cut out of each photo and is fed to CNN. We can get the
classification result by CNN. On the other hand, the recorded photos are classified
by SutA manually. We can get the classification result by human. The two results
are compared and the number of correctly-classified photos is recorded.

(3) Calculate the accuracy using the following formula.

accuracy ¼ Ncorrect

Nall
;

where Ncorrect is the sum of correctly- classified photos for all students and Nall is the
number of all recorded photos.

Fig. 6. Testing in real e-learning system
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4 Conclusion and Future Work

E-learning systems are becoming more and more popular nowadays. However, emo-
tion, an important factor in learning process, is often ignored in e-learning system. In
this paper, we are mainly concerned about the emotion detection in e-learning system
using facial

Due to the excellent performance of CNN, we introduced this model to detect
emotion in e-learning system. First, we characterize the structure of our CNN. After
that, the training and testing process of CNN was described. To train the CNN, three
facial expression databases (CK+, JAFFE and NVIE) were selected. The working
process of CNN in e-learning system was showed. At last, the rough design to test the
accuracy in e-learning system is offered.

There are some questions left in this paper: (1) How does the proposed CNN
perform on the testing data set and in e-learning system? (2) How long does it take to
train this CNN? In near future, we are going to focus on these questions. For the first
one, we are going to implement the CNN. The accuracy of CNN should be tested on
testing data set given in this paper. Also, we will carry out the experiment in e-learning
system according to the design from Subsect. 3.3. For the second question, CNN
training may take a long time if we use CPU only. As a result, we are going to use GPU
to speed up the training process and record the training time.
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