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Preface

This volume, entitled Artificial Intelligence XXXIV, comprises the refereed papers
presented at AI-2017, the 37th SGAI International Conference on Innovative Tech-
niques and Applications of Artificial Intelligence, held in Cambridge in December
2017 in both the technical and the application streams. The conference was organized
by SGAI, the British Computer Society Specialist Group on Artificial Intelligence.

The volume is the successor to Research and Development in Intelligent Systems
XXXIII and Applications and Innovations in Intelligent Systems XXIV, which comprised
the proceedings of AI-2016, and brings the two series together.

The technical papers included present new and innovative developments in the field,
divided into sections on “Machine Learning and Neural Networks” and “Machine
Learning, Speech and Vision, and Fuzzy Logic.” This year’s Donald Michie Memorial
Award for the best refereed technical paper was won by the paper entitled “Using
Constraint Satisfaction Problem Solving to Enable Workflow Flexibility by Deviation”
by L. Grumbach and R. Bergmann (University of Trier, Germany).

The application papers included present innovative applications of AI techniques in
a number of subject domains. This year, the papers are divided into sections on “AI for
Healthcare”, “Applications of Machine Learning”, “Applications of Neural Networks
and Fuzzy Logic”, “Case-Based Reasoning”, and “AI Techniques”. This year’s Rob
Milne Memorial Award for the best refereed application paper was won by the paper
entitled “Cable Belief Networks” by A. Ferguson and S. Thompson (BT Labs, UK).

The volume also includes the text of short papers in both streams presented as
posters at the conference.

On behalf of the conference Organizing Committee we would like to thank all those
who contributed to the organization of this year’s programme, in particular the Pro-
gramme Committee members, the Executive Programme Committees, and our
administrators Mandy Bauer and Bryony Bramer.

October 2017 Max Bramer
Miltos Petridis
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Papers Included in the Technical
Stream of AI-2017

The following four sections comprise refereed papers accepted for the technical stream
of AI-2017 divided into the following categories:

• Best Technical Paper
• Machine Learning and Neural Networks
• Machine Learning, Speech and Vision, and Fuzzy Logic
• Short Technical Papers

The winner of the Donald Michie Memorial Award for the best refereed technical
paper in the conference was the paper “Using Constraint Satisfaction Problem Solving
to Enable Workflow Flexibility by Deviation” by L. Grumbach and R. Bergmann
(University of Trier, Germany).

The final section comprises the text of short technical papers which were presented
as posters at the conference.



Using Constraint Satisfaction Problem Solving
to Enable Workflow Flexibility by Deviation

(Best Technical Paper)

Lisa Grumbach(B) and Ralph Bergmann

University of Trier, Trier, Germany
{grumbach,bergmann}@uni-trier.de

Abstract. This paper introduces a novel approach for flexible workflow
management by applying constraint satisfaction problem solving. This
enables us to support workflow deviations at runtime, react to upcoming
events or unpredictable circumstances, but still support the user through
worklist suggestions. The developed workflow engine is completely based
on declarative workflow representations, whereas procedural languages
are used for workflow modeling. The described approach is fully imple-
mented and our experiments demonstrate sufficient runtime performance
for practical use.

Keywords: Workflow management · Flexibility by Deviation · Declar-
ative workflow · Constraint satisfaction problem solving

1 Introduction

In small and medium-sized enterprises (SMEs) there is a strong demand for
support concerning management of documents, business data, and processes as
well as a need for supervision and control of all running and completed trans-
actions [15]. Especially for employees who are unaware of common processes, a
Process-Aware Information System (PAIS, [1]) would be of advantage, as they
may profit from guidance concerning ideal workflow execution and task sug-
gestion. Additionally, compliance concerning standards and guidelines would be
facilitated, as benefit for the enterprises. However, the use of PAISs has not yet
been broadly established in SMEs. A reason for this is that current PAISs con-
trol process execution by traditional workflow engines in which workflows are
prescribed without providing any flexibility to deviate, if necessary [5,16]. This
is a particular problem in SMEs as their processes are only slightly standardized
and weakly structured and may vary significantly from case to case [9,18].

Artificial Intelligence (AI) is a key technology for various support strategies
in Business Process Management (BPM), as it allows for automated decision
making and thus, facilitates the users work. Allowing flexibility requires such
intelligent technologies, as the user should only be guided executing a workflow
and not be burdened with taking difficult decisions that could be automated.
c© Springer International Publishing AG 2017
M. Bramer and M. Petridis (Eds.): SGAI-AI 2017, LNAI 10630, pp. 3–17, 2017.
https://doi.org/10.1007/978-3-319-71078-5_1



4 L. Grumbach and R. Bergmann

Declarative workflows are a means of implicitly offering flexibility but therefore
require technologies from the field of AI for workflow control. DECLARE [2] is a
tool suite for declarative workflow modeling and enactment. Declarative models
consist of constraints which define undesired behaviour. Constraints are then
transformed to finite-state automata which allow for reasoning about workflow
states. A drawback of this approach is that this transformation process is inef-
ficient for more than about 50 constraints [10] and thus runtime support for
changing circumstances is not provided. With an approach based on constraint
satisfaction problem (CSP) solving we aim at achieving model changes at run-
time efficiently, as constraints can simply be added or retracted without the
need of a transformation. Furthermore with a combination of imperative and
declarative paradigms the presented approach leads to an increased flexibility.

In this paper we present an approach for flexible workflow execution uti-
lizing CSP solving to handle occurring deviations and to control worklist sug-
gestions. First, the foundations concerning flexible workflow management are
sketched, followed by the introduction of our new concept for combining imper-
ative and declarative paradigms for flexible workflow execution. This approach is
further described by algorithms which are based on CSP solving. Furthermore,
our experimental results as well as a brief outlook on future work are described.

2 Foundations and Related Work

A workflow is “the automation of a business process, in whole or part, dur-
ing which documents, information or tasks are passed from one participant to
another for action, according to a set of procedural rules” [22]. A Workflow
Management System (WfMS) supports the execution of workflows by a work-
flow engine that interprets the process definitions and interacts with a worklist
handler, which is in charge of assigning work items to users.

Workflow Flexibility. Traditional WfMS are rigid and do not allow any devia-
tions from modeled workflows. Users feel restricted and such systems are rapidly
considered as a burden. Thus, users bypass the systems, which is counterpro-
ductive for attaining the expected benefits [5]. Consequently, PAISs that allow
a workflow to flexibly deviate are essential for efficiency in SMEs. Schonenberg
et al. [17] distinguish between four kinds of workflow flexibility: Flexibility by
Design, Change, Underspecification, and Deviation. The first three types require
either complete knowledge about all possible workflow executions at design-time
or demand a remodeling at run-time. Hence, a flexible reaction to sudden chang-
ing circumstances during run-time is prevented, or actions are required to man-
ually change the process instance, which is impossible for inexperienced users.
“Flexibility by Deviation is the ability for a process instance to deviate at run-
time from the execution path prescribed by the original process without altering
its process model” [17]. Although this approach eliminates the previously men-
tioned disadvantages, little research exists on how to implement this approach.
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Only the system FLOWer [3] implements this idea to a limited extent by allow-
ing the user to skip, undo, or redo a task or to insert a new task, but still the
user has to intervene manually to obtain flexibility.

Workflow Modeling Paradigms. Workflow modeling paradigms range from
imperative (procedural) to declarative [6]. Imperatively modeled workflows
explicitly specify all possible allowed execution paths, for example using a flow-
based modeling language such as BPEL [4]. Here, the control flow of tasks as well
as the related flow of data items is modeled, which results in a high complexity
and a huge modeling effort. Declarative workflows, however, define forbidden
behavior and states of the workflow. Imperative workflows only describe a sub-
set of valid procedures, while declarative constructs describe specific undesired
states, leading to the acceptance of every other state [11] and thus, implicitly
providing flexibility concerning workflow execution.

Current declarative workflow approaches such as DECLARE [2], formally
base on Linear Temporal Logic formulae representing constraints, which are fur-
ther transformed into finite-state automata, used for constraint validation and
thus as workflow engine and for worklist handling. Though there is a differentia-
tion between mandatory and optional constraints, and optional constraints may
be violated, a possibility to retract constraints is not specified and therefore no
unforeseen situation can be handled with flexibility. The concept of DCR graphs
[8] is described as offering more flexibility, but also has no possibility to restore
consistency after deviations. In later work Maggi et al. [10] developed an app-
roach, called Mobucon, based on colored automata, with the ability to detect
deviations and in addition to support continuously through various strategies.
A drawback of this approach is that these strategies need to be determined
beforehand, and cannot be changed during runtime, as the construction of a
new automaton would take too long (for 30–50 constraints 5–10 s) [10]. Algo-
rithms developed by Westergaard [21] also solve this issue with efficient runtime
modifications, e.g. models with up to 50 constraints are handled in less seconds.

Our approach also aims at achieving efficient automated runtime modifica-
tions and thus requires the ability to react adequately to deviations, even to
undesired situations. A main difference between related work and our approach
is that our workflow control bases on the interpretation of incoming documents
and their semantic information. The identification of semantic information has
a significant impact on workflow control and can be easily defined as logical
constraints. Furthermore constraints can be added or retracted ad-hoc, without
the need of a time-consuming recompilation of the model. Therefore we regard
the identification of executable tasks as constraint satisfaction problem.

3 Concept of the Workflow Engine

With the presented concept we aim to increase the acceptance of users, as the
presented concept does not prescribe, but still guides, if needed. Additionally,
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transactions are logged for monitoring purposes. The implementation of Flexi-
bility by Deviation as presented in this paper is embedded in the SEMAFLEX1-
architecture [7], which semantically integrates flexible workflow management
with knowledge-based document management and will be developed further in
the SEMANAS2 project. An important characteristic is that the information
about task enactment can either result from a user interaction, e.g. a man-
ual selection of a task being performed, or due to upcoming documents, which
are analyzed automatically and mapped to a certain task, whose enactment is
derived subsequently. These logged task enactments construct the actually con-
ducted workflow as a sequence of activities that have been performed. While the
workflow engine proposes tasks which should be done next, the user is not forced
to follow these suggestions. In principle, the user is able to do what s/he wants
and in which order s/he wants. S/he can either follow the tasks in the worklist,
suggesting the standard course of action, or do something else and upload docu-
ments created as a result of what s/he did. Through both, explicitly completing
a task and uploading documents, the actual workflow is identified and recorded.
Progress in turn affects the worklist handling, including detected deviations.

3.1 Combination of Imperative and Declarative Paradigms

For a suitable representation of the workflows concerning this concept, we explic-
itly differentiate between modeled workflow, de jure workflow, and executed
workflow, de facto workflow [1]. The de facto workflow is an actually enacted
instance derived from a de jure workflow. Thus, it stores the actually conducted
transactions and might deviate from the de jure workflow.

In our approach de jure workflows are modeled procedurally, as it is more
intuitive and comprehensible than declarative modeling [12]. The workflow
engine, however, is completely based on a declarative representation, as this
paradigm implicitly offers flexibility concerning execution. To reach a maximum
of flexibility, we transform the de jure workflow into declarative constraints,
which are used to control the suggested execution order of tasks, but which are
not regarded as mandatory and consequently might be violated. Hence, the de
jure workflow is only considered as guidance, but deviations are tolerated. Nev-
ertheless, some deviations are critical and should never occur, considering e.g.
compliance or safety aspects. For this reason, additional mandatory constraints
can be modeled manually, to explicitly specify invalid workflow states. Those
are possibly connected with a severity specification, a warning message or even
a proposed corrective measure, in case the constraint is violated. Such mandatory
constraints can refer to the execution order of the tasks within a de jure workflow
or they could be global constraints specifying order constraints across classes of
workflows. Of course those mandatory constraints might actually be violated by
the user, as the workflow engine never prescribes an activity and thus is not

1 SEMAFLEX is funded by Stiftung Rheinland-Pfalz für Innovation, grant no. 1158.
2 SEMANAS is funded by the Federal Ministry of Education and Research (BMBF),

grant no. 13FH013IX6.
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able to actively prevent violations. Nevertheless, the violation of constraints can
be detected. Depending on the kind of constraint violation the workflow engine
shall be able to react adequately. If a non-mandatory constraint is violated, the
deviation is not critical, but the workflow engine must reason about the next
task to propose. If a mandatory constraint is violated, a warning is issued or a
corrective measure is performed according to what is specified for the constraint.

3.2 Declarative Workflow Representation

For the declarative workflow representation, we utilize five different constraint
types of the DECLARE language [2], which countervail possible deviations:

– Precedence(ta, tb): Task tb can only be executed after ta.
– Response(ta, tb): Task ta requires the enactment of tb.
– Existence(ta): Task ta is mandatory.
– Not Co-Existence(ta, tb): Task ta and tb exclude each other.
– Absence(ta, x): Task ta can only be executed x times.

Precedence and Response prevent undesirable skipping, concerning previous or
subsequent tasks. Existence contradicts the undoing of a task. Redoing and
creating additional instances of a task are intercepted by the constraint Absence.
Not Co-Existence avoid invoking undesired task enactments.

Preventing the user from constraint violations in our case can only be
achieved, if the user manually chooses tasks from the worklist, as only such
tasks are proposed that lead to a valid workflow state. As non-mandatory con-
straints might be violated, the worklist could consider tasks that contradict
these constraints but with lower priority. Mandatory constraints should never
be disregarded. Worklist handling is easy for procedurally modeled workflows,
if no deviations are possible. However, if a deviation occurs, one would not be
able to suggest an appropriate further proceeding. Constraints suit this situa-
tion perfectly, as even if one is violated, it might be retracted, and still valid
suggestions can be computed with the help of remaining constraints. How valid
task suggestions are identified, will be explained in the following section.

A prerequisite for the presented enactment approach is that each construct
of the de jure workflow, modeled imperatively, is automatically transformed into
corresponding declarative expressions.

3.3 Transformation into Declarative Constructs

We consider the essential structures of imperative modeling languages on the
basis of Weske [20]. The transformation rules, as described in Table 1, are defined
analogously to [19], who in contrast uses Relation Algebra as formal specification
language. The resulting constraints are used for validating upcoming enactment
states of the workflow and for proposing tasks enabled for execution. The fol-
lowing section describes the algorithm that computes possible task suggestions
on the basis of these declarative constraints.
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Table 1. Mapping imperative workflow patterns to declarative constructs

Pattern Example Corresponding Constraints

Sequence Precedence(A,B)

Xor-Split Precedence(A,B) and Precedence(A,C)

Xor-Join Precedence(B,D) or Precedence(C,D)

Not Co-Existence(A,C) and
Not Co-Existence(B,C) and
Not Co-Existence(A,D) and

Xor-Sequences Not Co-Existence(B,D)

And-Split Precedence(A,B) and Precedence(A,C)

And-Join Precedence(B,D) and Precedence(C,D)

4 Worklist Handling by Means of Constraint Satisfaction
Problem Solving

According to Russell and Norvig [14] a constraint satisfaction problem (CSP)
is defined by a set of decision variables X = {X1,X2, ...,Xn} and a set of
constraints C = {C1, C2, ..., Cm}. Each decision variable has a domain Di, which
is a nonempty set of possible values for Xi. A constraint Cj is a relation over a
subset of the variables {Xk, ...,Xl}, specifying the set of combination of allowed
values. An assignment of values to some or all of the variables is called state of
the problem, which is denoted as consistent, if it does not violate any constraint.
If values are assigned to every variable, the assignment is named complete. A
consistent and simultaneously complete assignment is called solution. In the
following we formulate the problem of selecting the next tasks for execution in
case of deviation from the de jure workflow as a constraint satisfaction problem.

4.1 Application of CSP Solving

The CSP solving algorithm is applied during workflow execution at the start of
each workflow and after each task enactment. The initial state for the algorithm
is a partially completed workflow, the de facto workflow, and its corresponding
ideal course of events, the de jure workflow. The desired output is the set of
tasks, called worklist, that can be enacted next without violating constraints.
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To utilize CSP solving for worklist handling, we regard the workflow tasks
as decision variables X = T . For each task ji ∈ J = {j0, . . . , jn−1} of the
de jure workflow, a variable tji is created and added to T . Subsequently, T is
supplemented with one single variable tend, to be able to determine whether the
workflow has completed. To simplify the explanation of the algorithm we regard
only single executions of tasks until now, but in Sect. 4.4 extend the CSP to be
able to handle loop patterns and repeated task executions.

The assignment of values to tasks represents a sequential order of all tasks,
including not only already executed tasks, but also possible future executions of
tasks. Thus, a valid order, determined by ascending integer values, of tasks is
calculated. As the only thing of interest is, which task may be executed next at
a specific point in time, it does not matter if any other tasks might be or have
been executed in parallel. Consequently, the domain for each decision variable is
a set of integer values Di = {0, 1, . . . , n}, with n as the number of tasks extracted
from the de jure workflow including the additional variable tend.

As the assignment represents a sequential execution order of all tasks, the first
given constraint (see (1)) states that each assigned value of a decision variable
is different from all others. Thus, only a bijective mapping of domain values to
decision variables is a solution to the CSP.

C = {alldifferent (T ) , (1)
ti = ci, . . . (for de facto) (2)
ta < tb, P recedence(ta, tb) (3)
(tend < ta) ∨ (ta < tb ∧ tb < tend), Response(ta, tb) (4)
ta < tend, Existence(ta) (5)
(tend < tb) ∨ (tend < ta), Not Co-Existence(ta, tb) (6)
(si = a1) ⇒ (tend < t2), (7)
∧ (si = a2) ⇒ (tend < t1)} (8)

Second, as we apply the CSP at a specific point in time during execution of the
workflow, some tasks are already enacted and therefore the respective variables
have a fixed assignment ci, which is a constant value specifying the sequen-
tial execution position in the de facto workflow (see (2)). All additional con-
straints either result from the transformation of imperatively modeled workflow
to declarative language constructs or originate from manually modeled manda-
tory constraints. Each type of constraint has a corresponding formal definition
to be used in the CSP solving algorithm (see (3) to (6), Absence(ta, x) will be
defined in Sect. 4.4). As some constraint violation explicitly depends upon work-
flow completion, tend is used to determine the termination of a workflow. This
is necessary to assert a mandatory enactment of a task, a required execution
of a task after a certain one, or even to assure that some tasks have not been
conducted. Considering the solution of the CSP every task with a higher integer
assigned than tend is regarded as not enacted.

Due to the construction of the CSP, we are also able to influence the control
of the workflow on the basis of semantic information. Control-flow nodes are
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additionally considered as constraints to further automate the control process.
On this basis tasks are excluded from enactment proposals. For each xor or
loop construct (cf. Fig. 1) two constraints are included (see (7, 8)). With si
representing a decision variable, which either takes a1 or a2 as value, we are able
to derive which path in the workflow should be followed. For workflow control
the execution of the oppositional path is prevented, e.g. if the information of si
is known to be a1, task t2 should not be enacted (tend < t2).

Fig. 1. Xor and loop construct including semantic information concerning control flow

Furthermore, considering the importance of data nodes for the presented
approach, additional constraints are generated on the basis of data dependencies.
For example, if data node d1 is output of task t1 and input of t2, a constraint
Precedence(t1, t2) is inserted in the set of constraints, as it is necessary to enact
task t1 to subsequently process d1 with t2.

Table 2 shows an example transformation from procedurally modeled work-
flow to constraints to logical formulae, which are then used by the algorithm.

Table 2. Example workflow and corresponding constraints

Example workflow Declarative constraints Logical formulae for the CSP

Precedence(A,B), A < B ∧ A < C∧
Precedence(A,C), (B < D ∨ C < D)∧
Precedence(B,D) or (End < B ∨ End < C)∧
Precedence(C,D), (XY = yes) ⇒ (End < C)∧
Not Co-Existence(B,C) (XY = no) ⇒ (End < B)

4.2 Worklist Handling Algorithm

To identify all tasks that might be enacted next, a solution to the presented
CSP, on the basis of the previously explained generated constraints, is searched
for (cf. Algorithm1). The algorithm takes the sets T and C as input for CSP
Solving, whereas the domains Di are derived from the size of T . The set F , also
used as input, represents the de facto workflow and contains the variables from
T , whose referenced tasks have been enacted. As output the variable result is
introduced, which represents the set of tasks that might be enacted next. The
value of the expected tasks, denoted here as current, is determined by the size
of F , as this is the position which will be occupied by a task executed next.
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Input : T, C, F
Output: result: Tasks that might be executed next

1 result = ∅;
2 foreach Di ∈ D do Di = {0, ..., |T | − 1};
3 current = |F |;
4 foreach x ∈ T \ F do
5 if solveCSP (T,D,C ∪ {x = current}) �= ∅ then
6 result = result ∪ {x}
7 end

8 end
9 return result;

Algorithm 1. Determination of tasks which might be executed next

If every solution to the CSP would be computed, this would result in redun-
dant computations. To accelerate proceedings, we apply the CSP solving algo-
rithm only once for each decision variable that has not been assigned a value yet,
thus, has not been executed. If the CSP solving algorithm finds a solution, this
task might be executed next and therefore is appended to result. If no solution
is found, the user must not execute the task next and thus, it is not proposed.

4.3 Deviation Detection

If a task enactment occurs, variable assignments are updated and constraints are
validated to analyze the state of the workflow and possibly restore consistency.
Algorithm 2 illustrates this procedure. As input, the enacted task jn of the de
jure workflow is received. First, the length of the de facto workflow needs to be
determined, which identifies the assigned value to the variable of the currently
enacted task within the CSP. The corresponding variable tjn is included in the
de facto workflow F , and constraints are extended with the value assignment
of current to tjn . As this task enactment might result in a constraint violation,
and consequently in an inconsistent workflow state, all constraints need to be
evaluated. If no solution is found, the violated constraint or even a set of con-
straints needs to be identified and retracted from C to restore consistency. In
case a mandatory constraint is violated, the respective warnings and corrective
actions are triggered.

After each task enactment the constraint set is simplified in order to prevent
unnecessary computations. Based on the value assignments due to the de facto
workflow, which will never change for a workflow instance, some constraints will
always resolve to true, while other parts always resolve to false, even without
constraint violations, e.g. disjunctive associated propositions. Assuming that the
constraint set is available in conjunctive normal form C = c1 ∧ . . . ∧ cn, clauses
ci are linked conjunctively and each clause represents a disjunction of literals
ci = l1∨ . . .∨ln. The literals mostly result from the transformation of declarative
workflow constructs to logical representations and thus, relate two tasks with the
ordering “<”. Other literals may be equations, such as t1 = 0, depicting the de
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Input : Task jn, F, C
1 current = |F |;
2 F = F ∪ {tjn};
3 C = C ∪ {tjn = current};
4 if !validateConstraints(C) then
5 retractViolated();
6 end
7 simplifyConstraints(tjn);

Algorithm 2. Deviation Detection

facto workflow, or alldifferent(T) due to the construction of the CSP. The literals
of interest for CSP simplification are the first ones. If a task enactment of task
ti occurs, all clauses with ti on the left side (e.g. ti < tj) in one of the literals
are withdrawn, as this clause will resolve to true in any case. Furthermore single
literals, which contain ti on the right side, e.g. tj < ti, can be retracted. Those
will never be fulfilled, but the remaining literals in the clause have to be.

One impact of this simplification strategy after each task enactment is that
violated constraints can be easily determined. A clause consisting of a single
literal, e.g. ti < tj , where the currently enacted task tj is on the right side, is
violated, as ti has not yet been enacted, as otherwise the clause would have been
withdrawn from the constraint set previously.

4.4 Extension of the CSP for Loop Patterns

Until now the approach is limited to a singular execution of tasks and not incor-
porating loop constructs or considering deviations like redoing a task. Prereq-
uisites as well as an algorithm to be able to handle the previously mentioned
scenarios are explained in the following.

To differentiate between individual task instances in case of a repeated enact-
ment, the decision variables in T are extended with a second index variable l, e.g.
t(jn,l), denoting the numbering of task instances referencing one single task, here
jn, of the de jure workflow. This second index also simplifies the validation of
the constraint Absence(jn, i), because i might be compared to the second index
l of the tasks that have already been executed. Thus, for each such constraint
Absence(jn, i) the following formula needs to be checked during constraint vali-
dation: ∀t(jn,l) ∈ F : l ≤ i. If this evaluates to false, the corresponding Absence
constraint is violated and needs to be retracted.

For including recurring tasks in the CSP algorithm, another algorithm is
needed which alters the input sets for Algorithm1. The trigger for this process-
ing (cf. Algorithm 3) is an enactment of task jn of the de jure workflow. At first,
the variable t(k,l) corresponding to task jn has to be found. If such a variable
does not exist, it is an unexpected repetition of a task, thus a deviation. As
Algorithm 1 also has to cope with such enactments, a new variable has to be
created and added to T. Domains have to be extended with one additional value
for the new variable. On the other hand the following condition checks whether
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Input : Task jn
Output: T, D, C

1 find t(k,l) such that k = jn and t(k,l) ∈ T \ F ;
2 if t(k,l) not exists then
3 find t(k,l) such that k = jn and t(k,l) ∈ F ;
4 T = T ∪ {t(k,l+1)};
5 foreach Di ∈ D do Di = Di ∪ {|T | − 1};

6 end
7 else if isF irstTaskInLoop(jn) then
8 foreach jm ∈ loop do
9 T = T ∪ {t(jm,l+1)};

10 foreach Di ∈ D do Di = Di ∪ {|T | − 1};
11 addConstraints;

12 end

13 end

Algorithm 3. CSP extension for loop patterns and task repetitions

the enacted task was the first of a loop construct. If so, the CSP is extended
considering a possible further execution within the loop. Thus, a new decision
variable t(jm,l+1), for each task jm in the loop, is included with an increased num-
bering variable (l+1). Domains have to be expanded and constraints considering
the new loop tasks have to be incorporated (cf. Table 3). The first line shows
constraints representing sequential information without a repetition of the loop.
Lines 2–4 represent the additional constraints which are added for a potential
repetition at every entry of the loop, exemplarily depicted for the execution of
B1. Sequential constraints for the return to the loop beginning and a possible
second run need to be incorporated (see line 2). Additionally the tasks after the
loop need to be linked to those in the loop, but only in case of a repetition (cf.
B2 < End and C2 < End).

Table 3. Mapping loop pattern to declarative construct

(A1 < B1) ∧ (B1 < C1) ∧ (C1 < D1)
(C1 < B2) ∧ (B2 < C2)
(¬(B2 < End) ∨ (B2 < D1))∧
(¬(C2 < End) ∨ (C2 < D1))

5 Experiment

With the experiment we aim at validating two hypotheses concerning perfor-
mance of the presented algorithm for practically relevant workflows. H1: The
computation of the constructed CSPs and thus the worklist completes in less
than a few seconds. H2: The restoration of consistency is achieved in less than
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a few seconds. The presented approach has been implemented with the use of
Choco [13], an open-source constraint programming library. Different experi-
ments have been conducted to validate the performance. Table 4 shows the results
of the different experiments. We constructed several workflows manually. The
first workflow, reflecting a real world example from deficiency management in
construction, serves as base workflow (base). This workflow origins from a coop-
eration enterprise and is actually used in practice. It is used as reference work-
flow in SEMAFLEX to validate practicability and consists of 15 tasks, which are
transformed to 51 constraints. The second workflow (base3 ) additionally repeats
some parts of the base workflow three times, the third workflow (base5 ) links the
same parts five times. In the last workflow (base* ) several tasks were inserted
into parallel control flow (xor) sequences to increase the amount of generated
constraints, as for each pair of tasks of the different paths a Not Co-Existence
constraint is created, resulting in a number of 1027 constraints for 65 tasks. We
ran two experiments a and b on each of the workflows. In experiment a we simu-
lated the user going through the workflow, choosing one task for enactment out
of the proposals of the worklist. In experiment b the simulated user randomly
chooses tasks to be enacted, completely ignoring the worklist. In this experiment
the algorithm is confronted with violated constraints and first has to restore con-
sistency, until worklist proposals can be identified. We logged the CPU time for
computing the worklist including construction of the constraints, simplification
and restoration of the constraint set (Total). Furthermore, the CPU time only
for the plain CSP runs (CSP) checking tasks for worklist compatibility was mon-
itored. For each workflow both experiments are run five times, while the average
and maximum time is shown in Table 4.

Table 4. Experimental results. Computation times in milliseconds are indicated for
both experiments in the form a/b.

Workflow Number of
tasks

Number of
constraints

Average
time total
in ms

Max time
total in ms

Average
time CSP
in ms

Max time
CSP in ms

Base 15 52 31/9 226/156 6/3 20/20

Base3 39 220 75/22 500/648 25/12 83/124

Base5 55 372 170/91 839/1683 54/63 184/390

Base* 65 1027 238/377 2322/4848 118/290 777/2328

Hypothesis H1 is verified, as worklists were computed in the worst case in
about two seconds (Max CSP). The overall algorithm needed at most roughly
two seconds supplementary for restoring consistency and simplifying the con-
straint set (Max total), also confirming hypothesis H2. Average runtimes for
calculating only the worklist with constraint solving as well as the overall algo-
rithm yield encouraging results in less than a second and show, that from a
practical point of view the algorithm is applicable.
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Results of single runs of the experiment, as shown exemplarily in Fig. 2, also
confirm the made assumptions. Runtimes decrease during the workflow execu-
tion, as constraints are simplified and a smaller number of tasks are possible
candidates for the worklist, and thus less CSPs have to be solved.

Fig. 2. Computation times in milliseconds of single runs of the workflow base*. Results
from experiment a on the left and experiment b on the right side.

6 Conclusion and Future Work

In this paper we presented a novel concept for workflow flexibility by deviation
that combines procedural and declarative workflow paradigms. Upcoming doc-
uments and extracted semantic information are used to determine the current
state of the workflow and for control purposes. In order to react to deviations and
still propose the best way of proceeding with the workflow, constraint satisfac-
tion problem solving is applied. First experiments on the implemented algorithm
show promising results. Future work will focus on a more detailed elaboration
of the single algorithms and possible improvements to achieve better results. As
the algorithm used for this evaluation is a first prototypical implementation we
expect improved results in further iterations and enhancements of the presented
algorithm. Subsequently, the implementation will be evaluated against related
approaches. Additionally, the concept will be developed further, as the workflow
designer should be granted more freedom to choose how strict or flexible the
constraints should be treated for worklist handling and, furthermore, which and
how countermeasures could be specified.
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Abstract. The ConditionaL Neural Network (CLNN) exploits the nature of the
temporal sequencing of the sound signal represented in a spectrogram, and its
variant the Masked ConditionaL Neural Network (MCLNN) induces the net-
work to learn in frequency bands by embedding a filterbank-like sparseness over
the network’s links using a binary mask. Additionally, the masking automates
the exploration of different feature combinations concurrently analogous to
handcrafting the optimum combination of features for a recognition task. We
have evaluated the MCLNN performance using the Urbansound8k dataset of
environmental sounds. Additionally, we present a collection of manually
recorded sounds for rail and road traffic, YorNoise, to investigate the confusion
rates among machine generated sounds possessing low-frequency components.
MCLNN has achieved competitive results without augmentation and using 12%
of the trainable parameters utilized by an equivalent model based on
state-of-the-art Convolutional Neural Networks on the Urbansound8k. We
extended the Urbansound8k dataset with YorNoise, where experiments have
shown that common tonal properties affect the classification performance.

Keywords: Conditional Neural Networks � CLNN � Masked Conditional
Neural Networks � MCLNN � Restricted Boltzmann Machine, RBM �
Conditional Restricted Boltzmann Machine � CRBM � Deep Belief Nets �
Environmental Sound Recognition � ESR � YorNoise.

1 Introduction

Automatic feature extraction for signals either image or sound is gaining a wide interest
from the research community aiming to eliminate the efforts invested in handcrafting the
optimum features for a recognition task. Inspired by the generative Deep Belief Nets
(DBN) introduced by Hinton and Salakhutdinov [1], the deep architectural structure got
adapted to other models such as the Convolutional Neural Networks (CNN) [2]. These
deep architectures are used to extract an abstract representation of the features that can
be further classified using a conventional classifier, e.g. SVM [3]. An attempt to use a
neural network based architecture over the raw sound signal has been considered by

This work is funded by the European Union’s Seventh Framework Programme for research,
technological development and demonstration under grant agreement no. 608014 (CAPACITIE).

© Springer International Publishing AG 2017
M. Bramer and M. Petridis (Eds.): SGAI-AI 2017, LNAI 10630, pp. 21–33, 2017.
https://doi.org/10.1007/978-3-319-71078-5_2



Dieleman and Schrauwen in [4]. Their work endeavored to bypass the need for spec-
trograms as an intermediate signal representation, but their findings showed that spec-
trograms prevail. An attempt to use stacked Restricted Boltzmann Machines [5] forming
a DBN for the task of music genre classification was in the work of Hamel and Eck [6],
where the extracted features were classified using an SVM. Despite the successful
attempts in using the DBN as a feature extractor for sound, it treats each spectrogram
frame as an isolated entity. This ignores the temporal relation across the frames.

To capture the successional relationship in sequential data, extending from an RBM
structure, Taylor et al. proposed the Conditional RBM (CRBM) [7]. Taylor used the
CRBM for modeling the human motion through tracking the joints position of the
human body as features across time. The CRBM was applied for sound signals such as
drum pattern analysis in [8]. The CRBM as shown in Fig. 1 accounts for the
inter-frames relation of a temporal signal by including conditional links from the
previous visible nodes v̂�n;. . .; v̂�2; v̂�1

� �
to both the hidden layer ĥ and the current

visible input v̂0. The Interpolating CRBM (ICRBM) [9], a variant of the CRBM,
enhanced the speech phoneme recognition accuracy compared to the CRBM by con-
sidering future frames in addition to the past ones.

The Convolutional Neural Network (CNN) [2], shown in Fig. 2, is another very
successful model that achieved breakthrough results in image recognition [10].
The CNN operates using two consecutive layers of convolution and pooling operations.
In the convolutional layer, the input is scanned with an array of filters to generate a
number of feature maps matching the number of filters. Then a pooling layer is used to
compress the resolution of the convolutional layer’s output either through mean or max
pooling. Several of these two layers can be stacked on top of each other in a deep
architectural structure, where the output of the last convolutional or pooling layer can
be fed into a dense layer for the final classification decision. The CNN depends on
weight sharing, which does not preserve the spatial locality of the learned feature. The
locality of the features detected in a spectrogram is crucial for distinguishing between
sounds, which induced attempts [11, 12] to tailor the CNN filters for sound recognition
to capture both the temporal and spectral properties in addition to tackling the trans-
lation invariance property of the CNN.

Long Short-Term Memory (LSTM) [13] is a Recurrent Neural Network
(RNN) architecture that allows considering a past sequence of temporal frames using
internal memory. Choi et al. [14] exploited the use of a hybrid model in the

Fig. 1. The conditional RBM structure Fig. 2. Convolutional neural network
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Convolutional RNN, where they used a CNN to extract the local features and an LSTM
to capture the long-term dependencies of a temporal signal for music.

The Convolutional DBN (ConvDBN) [15] was an extension to the generative
models based on the RBM. The ConvDBN investigated the use of the unsupervised
training of an RBM for images by adapting the convolutional behavior of a CNN and
through introducing a probabilistic pooling layer. ConvDBN was adopted in [16] for
music and speech tasks.

We have highlighted the most relevant architectures to this work. Models were
developed for other applications, primarily image recognition, and then adapted to the
nature of the sound signal. This may not optimally harness the multidimensional
representation of an audio signal as a spectrogram. For example, the DBN ignores the
inter-frame relations of a temporal signal, where it treats the frames as isolated entities
in a Bag-of-Frames classification. Also, models based on the convolution operation like
the CNN depends on weight sharing, which permits CNNs to scale well for images of
large dimensions without having a dedicated weight for each pixel in the input. Weight
sharing makes the CNN translation invariant, which does not preserve the spatial
locality of the learned features. The ConditionaL Neural Networks (CLNN) [17] and its
variant the Masked ConditionaL Neural Network (MCLNN) [17] are developed from
the ground up exploiting the nature of the sound signal. The CLNN considers the
inter-frames relation in a temporal signal and the MCLNN embeds a filterbank-like
behavior that enables individual bands and suppresses others through an enforced
systematic sparseness. Additionally, the mask in the MCLNN automates the explo-
ration of different feature combinations concurrently, which is usually a handcrafted
operation of finding the optimum feature combinations through exhaustive trials.
Meanwhile, the MCLNN preserves the spatial locality of the learned features. In this
work, we extend the evaluation of the MCLNN in [18] to the Urbansound8k dataset.
Additionally, we investigate the confusion across machine generated sounds possessing
common low tonal components through YorNoise, a dataset we are presenting in this
work focusing on rail and road traffic sounds.

2 Conditional Neural Networks

Sound frames can be classified one frame at a time, but higher accuracy is achieved by
exploiting the relationship between the frames across time, as in the CRBM discussed
earlier. A CRBM is a generative model possessing directed links between the previous
frames and both the current visible and hidden layers as shown in Fig. 1. These links
hold the conditional relation of observing a particular pattern of neurons’ activations at
either of the hidden or visible layer conditioned on the previous n visible vectors. These
directed links convert an RBM into the Conditional RBM.

A CLNN captures the temporal nature of a spectrogram and allows end-to-end
discriminative training by extending from the CRBM using the past n visible-to-hidden
links in addition to the future ones as proposed in the ICRBM. This allows the network
to learn from the temporal data and acts as the main skeleton for the MCLNN.

For notation purposes, matrices are represented with uppercase symbols with the
hat operator bW and vectors with lowercase symbols x̂. bWu is the matrix at index u in the
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tensor bW . Wi;j;u is the element at location [i, j] of a matrix bWu, similarly xi is the ith

element of the vector x̂. The dot operator �ð Þ refers to vector-matrix multiplication.
Element-wise multiplication between vectors or matrices of the same sizes uses �ð Þ.
The absence of any operators or the use (�) refers to normal elements multiplication
l� e or xi Wi;j
� �

:

The CLNN hidden layer is formed of vector-shaped neurons and accepts an input of
size [l, d], where l is the length of the feature vector and d is the number of frames in a
window following (1)

d ¼ 2nþ 1; n� 1 ð1Þ

where the order n controls the number of frames in a single temporal direction, 2n is for
the frames on either side of the window’s central frame, and 1 is for the middle frame
itself. Accordingly, at any temporal instance, the CLNN hidden layer activations are
conditioned on the window’s central frame and the 2n neighboring frames. A single
input vector within the window is fully connected with the hidden layer having e-
neurons. The dense connections between each vector and the hidden layer are captured
in a dedicated weight matrix bWu, where u is the index of the weight matrix residing in
the weight tensor. The index u ranges within [−n, n] matching the number of frames
d. The activation of hidden neuron follows (2)

yj;t ¼ f bj þ
Xn
u¼�n

Xl
i¼1

xi;uþ tWi;j;u

 !
ð2Þ

where yj;t is the activation of the jth neuron, f is the activation function, bj is the bias at
the jth neuron, xi;uþ t is the i

th feature in the feature vector at index u + t, where u is the
index of the vector in the window, and Wi;j;u is the weight between the ith feature of the
feature vector at index u in the window and the jth neuron of the hidden layer, where
each frame at index u has a corresponding weight matrix of the same index in the
weight tensor. The t index in the equation refers to the index of the frame in a sequence
of frames, which we will refer to as the segment (discussed later in detail). Accordingly,
the frame at index t within the segment is the window’s central frame x̂uþ t at u = 0.
The vector formulation of (2) is given in (3)

ŷt ¼ f b̂þ
Xn
u¼�n

x̂uþ t � bWu

 !
ð3Þ

where ŷt is the predicted activations of the window’s middle frame x̂t (u = 0) condi-
tioned on 2n off-central frames within [−n + t, n + t], f is the transfer function, b̂ is the
bias vector at the hidden layer, x̂uþ t is the feature vector (having length l) within the
window at index u, where x̂t is the frame at index t of the segment and also the
window’s central frame at u = 0, and bWu is the weight matrix (having a size [feature
vector l, hidden layer length e]) at index u corresponding to the vector at index
u + t. The generated d vectors from the vector-matrix multiplication are summed per

24 F. Medhat et al.



dimension to generate a single vector to apply the transfer function on. The generated
vector is a representative frame for the input window of frames. The conditional
distribution of the frames can be captured using a sigmoid function at the hidden layer
or through the final output softmax through p ŷtjx̂�nþ t; . . .; x̂�1þ t; x̂t;ð
x̂1þ t; . . .; x̂nþ tÞ ¼ rð. . .Þ, where r is the transfer function used.

According to (3), the output of a CLNN step over a window of d frames is a
single vector ŷ. This highlights the consumption of the frames in a CLNN layer,
where the output is 2n frames fewer than the input. To account for such reduction of
frames in a deep CLNN architecture, a segment of frames is fed to the deep archi-
tecture following (4)

q ¼ 2nð Þmþ k; n;m and k� 1 ð4Þ

where q is the width of the segment, n is the order (multiplied by 2 to account for past
and future frames) controlling the width of the window at a single CLNN layer, m is for
the number of layers and k is for the extra frames. k specifies the number of frames that
should remain beyond the CLNN layers to be flattened to a single vector or globally
pooled [19] across the temporal dimension. This behaves as an aggregation over a
texture window that was studied in [20] for music classification. Finally, the generated
vector is introduced to a densely connected neural network for the final classification.

Figure 3 shows a deep CLNN structure composed of two layers, m = 2, and having
an order n = 1. In this setting, each frame is conditioned on one previous and one

Fig. 3. A two layer CLNN model with n = 1
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succeeding frame. Each CLNN layer is composed of a weight tensor bWb, where b is
layer index (b = 1, 2, …, m). The center weight matrix bWb

0 processes the main frame at

time u + t at u = 0 and an additional 2n weight matrices, where at n = 1 there are bWb
�1

to handle one previous frame and bWb
1 to handle for the future one. The figure also

depicts the remaining k frames to be flattened or pooled across before the
densely-connected layers.

3 Masked Conditional Neural Networks

The Masked ConditionaL Neural Networks (MCLNN) [17] use the same structure and
behavior as the CLNN and additionally enforces a systematic sparseness over the
network’s connections through a masking operation.

Spectrograms have been used widely as an intermediate signal representation. They
allow an in-depth analysis of the signal structure and the frequency components
forming the signal. They describe the change in the energy assigned to each frequency
bin as the signal progresses through time. However, they have some shortcomings for
sound recognition. The energy of the different frequencies of a sound signal is affected
by environmental acoustic factors during the signal propagation. These factors may
cause the energy to be shifted from one frequency bin to a nearby frequency bin for the
same sound signal, resulting in a different feature vector to a recognition system.
Filterbanks are used in this regard to subdivide the frequency spectrum into bands,
which provide a frequency shift-invariant representation. A Mel-Scaled filterbank is a
principle operating block used in time-frequency representations of sound in
Mel-Frequency Cepstral Coefficients (MFCC) or Mel-Scaled spectrograms.

The MCLNN embeds a filterbank-like behavior through the utilization of a binary
mask. The mask is a binary matrix matching the size of a weight matrix as shown in
Fig. 4a, where the positions of the 1’s are arranged based on two parameters: the
Bandwidth bw and the Overlap ov. The bandwidth controls the number of frequency
bins to be considered together, and the overlap controls the superposition distance
between bands. Figure 4a depicts a bandwidth of 5 across the rows and an overlap
between the bands (across the columns) equal to 3. Figure 4b shows the active con-
nections matching the mask pattern defined in Fig. 4a. The overlap can be assigned

Fig. 4. Examples of the mask patterns. (a) A bandwidth of 5 with an overlap of 3, (b) The
allowed connections matching the mask in a. Across the neurons of two layers, (c) A bandwidth
of 3 and an overlap of −1.
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negative values, which refer to the non-overlapping distance between the successive
bands as shown in Fig. 4c. The mask design is based on a linear spacing that follows (5)

lx ¼ aþ g� 1ð Þ lþ bw� ovð Þð Þ ð5Þ

where the linear index lx of a position of a binary value 1 is given by the bandwidth bw
and the overlap ov. The values of a are within the interval [0, bw −1] and the values of
g are in the interval [1, ðl� eÞ=ðlþðbw� ovÞÞd e].

The mask suppresses the weights in the 0’s locations by elementwise multiplica-
tion, enforcing a systematic sparseness over the network’s connections between the
input to any layer and the scope of the interest of each hidden node as formulated in (6).

Ẑu ¼ bWu � bM ð6Þ

where bWu is the original weight matrix and bM is the mask pattern. Ẑu is the masked
weight matrix to substitute bWu in (3).

Another important role of the mask is the process of automating the exploration of a
range of feature combinations concurrently similar to the manual hand-crafting of
different feature combinations. This is implemented in the mask through the presence
of several shifted versions of the filterbank-like binary pattern. For example, in Fig. 4c
(columns map to the hidden layer neurons), the 1st neuron will learn about the first
three features in the input feature vector (ignoring the temporal dimension for sim-
plicity) matching the positions of the three 1’s present in the mask. The 4th neuron will
learn about the first two features, and the 7th neuron will learn about the first feature

Fig. 5. A single step of MCLNN
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only. This behavior allows different neurons to observe a focused region of features in
the feature vector while preserving the spatial locality of the learned features.

Figure 5 shows a single step of the MCLNN, where 2n + 1 frames have a matching
number of 2n + 1 matrices. The highlighted regions represent the active connections
following the mask design. The output of a single MCLNN step processing the 2n + 1
input frames is a single representative frame.

4 Experiments

We performed the experiments using the Urbansound8k [21] and the YorNoise
(presented in this work) datasets of environmental sounds. The Urbansound8k dataset
is composed of 8732 audio sample of 10 categories of urban sounds: air conditioner,
car horns, children playing, dog bark, drilling, engine idling, gunshot, jackhammers,
siren and street music. The maximum duration of each file is 4 s. The dataset is released
into 10-folds. We used the same arrangement of folds to unify the benchmarking and
eliminate the data split influence on the reported accuracies.

All files were re-sampled to a monaural channel of 22050 Hz sampling rate and
16-bit word depth wav format. The files were transformed to a logarithmic Mel-scaled
spectrogram of 60 bins using an FFT window of 1024 and a 50% overlap and with their
delta (first derivative of the spectrogram along the temporal dimension). The spec-
trogram and the delta were concatenated to generate a spectrogram of 120 bin. Fol-
lowing the time-frequency transformation, segments were extracted following (4). All
training files are standardized feature-wise using z-scoring, and the standardization
parameters (mean and standard deviation) of the training folds were applied on both the
validation and test folds.

For the MCLNN model, Parametric Rectifier Linear Units (PReLU) [22] were used
as activation functions. The MCLNN layers are followed by a global mean pooling
layer [19], but for a temporal signal such as sound, it is a feature-wise single-
dimensional pooling across the k extra frames. Finally, the fully-connected layers are
used before the softmax output. We used two densely connected layers of 100 neurons
each. The network was trained to minimize the categorical cross-entropy using ADAM
[23], and Dropout [24] was used to prevent overfitting. The final decision of a clip’s
category was based on a probability voting across the frames. We used Keras1 and
Theano2 on a GPU for the model’s implementation, and the signal transformation was
carried out using LibROSA3 and FFmpeg4. Table 1 lists the hyper-parameters used for
the MCLNN model we adopted for the Urbansound8k dataset.

The model has two MCLNN layers having an order n = 15 (Future work will
consider different order across the layers). We noticed through several experiments that
having a wider bandwidth in the first layer compared to the second layer provides better

1 https://keras.io.
2 http://deeplearning.net/software/theano.
3 https://librosa.github.io/.
4 http://ffmpeg.org/.
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performance. The role of the mask in the first layer is to process sub-bands within the
spectrogram and the narrower bandwidth in the second layer’s mask focuses on dis-
tinctive features over a small region of bins. The same applies for the overlap, where
more sparseness is required in the first layer, through the negative overlap, to eliminate
the noisy effect of smearing bins in proximity to each other. The single dimensional
global mean pooling was used to pool across k = 5 extra frames and finally the fully
connected layers for classification.

Table 2 lists the mean accuracy achieved by the MCLNN across the 10-fold cross
validation, in addition to other methods applied on the Urbansound8k dataset.
The MCLNN achieved an accuracy of 73.3%, which is the highest neural based
accuracy for the Urbansound8k dataset. The highest non-neural accuracy is 73.7%,
reported in the work of Salamon [25], used the random forest as a classifier applied
over a dictionary established using Spherical K-Means [28]. As an intermediate rep-
resentation, they used a Mel-scaled spectrogram dimensionally reduced by PCA.

To be able to benchmark the MCLNN compared to other proposed CNN models
having a similar depth, we adopted the same spectrogram transformation used for the
CNN proposed by Piczak in [26] (60 bin mel-scaled spectrogram with its Delta). Piczak
used a separate channel for each of the spectrogram and the Delta to train a CNN. To fit
this to the MCLNN, we concatenated both transformations column-wise, resulting in a
frame size of 120 features. Piczak experimented with two segment sizes extracted from
the spectrogram to train a CNN, where a short segment is composed of 41 frames, and a
long segment comprises 101 frames. The highest accuracy reported in [26] was 73.1%
using a long segment variant to train the Piczak-CNN. The CNN proposed by Piczak in
[26] is composed of two convolution layers of 80 filters each, two pooling layers
followed by two fully-connected layers of 5000 neurons each and finally the output
Softmax. The number of trainable weights in Piczak-CNN exceed 25 million param-
eters, on the other hand, the two MCLNN layers we used for this work required
approximately 3 million parameters trained over segments of 65 frames. The deeper

Table 1. MCLNN model parameters for Urbansound8k

Layer Type Nodes Mask bandwidth Mask overlap Order n

1 MCLNN 300 20 −5 15
2 MCLNN 200 5 3 15

Table 2. Accuracies reported on the Urbansound8k

Classifiers and features Acc.%

Random Forest + Spherical K-Means + PCA + Mel-Spectrogram [25] 73.7
MCLNN + Mel-Spectrogram (This Work) 73.3
Piczak-CNN + Mel-Spectrogram [26] 73.1
S&B-CNN + Mel-Spectrogram [27] 73.0
RBF-SVM + MFCC [21]1 68.0
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CNN architecture proposed by Salamon in [27] used fewer parameters. Accordingly,
we will consider deeper MCLNN architectures for future work. MCLNN achieved
comparable results to state-of-the-art attempts using 12% of the network parameters of
a CNN having a similar depth. The work of Salamon in [27] proposed the use of an
augmentation stage by applying different modification, e.g. pitch shifting, time
stretching, to the input signal to increase the dataset and consequently enhance the
model generalization. Piczak [26] reported the absence of a performance gain when
applying augmentation on the Urbansound8k dataset. We did not consider augmen-
tation as it is not relevant to benchmarking the MCLNN performance against other
proposed models.

Figure 6 shows the confusion matrix for the Urbansound8k using the MCLNN. The
highest confusion is between the Air Conditioner, Drilling, Engine Idling and Jack-
hammer. This is related to the presence of common low tones across the four classes.
Similar confusion was reported in [27].

We wanted to further analyze the effect of the common low tonal components
across the machine generated sounds. For this analysis, we introduce YorNoise5, a
dataset focusing on urban generated sounds especially road vehicles and trains. We
collected the sound samples from different locations within the city of York in the
United Kingdom. The sound files were recorded using a professional recorder fixed at
an altitude of one meter above the ground. The captured mono files were recorded at a
44100 Hz sampling rate, with 5 minutes for each recording on average. Each

Classes: Air Conditioner(AC), Car Horns(CH), Children Playing(CP), Dog Bark(DB), Drilling(Dr), 
Engine Idling(EI), Gun Shot(GS), Jackhammers(Ja), Siren(Si) and Street Music(SM)

Fig. 6. Confusion matrix for the Urbansound8k using the MCLNN

5 https://github.com/fadymedhat/YorNoise.
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5 minutes file is split into multiple samples of 4 s each matching the setting of the
Urbansound8k. We examined every 4 s file and cleared disrupted samples and silent
ones. The files for both categories are distributed across 10-folds while making sure
that the 4 s samples belonging to the same 5 min file are residing in the same fold. The
total number of files is 907 of road traffic sounds and 620 for rail.

We applied the same preprocessing used for the Urbansound8k to YorNoise. We
appended the 10-folds of YorNoise to the Urbansound8k, which generated a dataset of
12 categories totaling to 10259 sound files (Urbansound8k categories in addition to
YorNoise: Rail and Traffic). We applied the same model used for the Urbansound8k to
the 12 sound categories. MCLNN achieved a mean accuracy of 75.13% for a 10-folds
cross-validation with the confusion shown in Fig. 7. Despite the high recognition
accuracy of 95.6% and 97.5% for rail and traffic, respectively, it is clear that Yor-
Noise’s categories are either confused among themselves (due to the similarity between
the train engine and road vehicles) or with the low tonal classes of the Urbansound8k
(the Air Conditioner, Drilling, Engine Idling and Jackhammer). This further validates
the noticeable confusion rates among the low tonal classes of the Urbansound8k.

5 Conclusions and Future Work

The ConditionaL Neural Network (CLNN) and its extension the Masked ConditionaL
Neural Network (MCLNN) are designed for multi-dimensional temporal signals rep-
resentations. The CLNN considers the inter-frames relation across a temporal signal,
and the MCLNN embeds a filterbank-like behavior within the network through an
enforced systematic sparseness over the network’s links allowing the network to learn

Classes: Air Conditioner(AC), Car Horns(CH), Children Playing(CP), Dog Bark(DB), Drilling(Dr), 
Engine Idling(EI), Gun Shot(GS), Jackhammers(Ja), Siren(Si), Street Music(SM), Rail (Ra) and Traf-
fic (Tr)

Fig. 7. Confusion matrix for the Urbansound8k and YorNoise using the MCLNN
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in bands rather than bins. Additionally, the presence of several shifted versions of the
filterbank-like pattern automates handcrafting the optimum combination of features.
MCLNN has shown competitive results compared to state-of-the-art Convolutional
Neural Networks on the Urbansound8k environmental sounds dataset. We investigated
the confusion across sounds of low tonal component mainly machine generated sounds,
through the YorNoise dataset, we introduce in this work, focusing on rail and road
traffic. Future work will consider further optimization to the MCLNN architecture and
the hyperparameters used. We will also consider multi-channel temporal signals other
than sound.
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Abstract. Time series forecasting is a problem that is strongly depen-
dent on the underlying process which generates the data sequence. Hence,
finding good model fits often involves complex and time consuming tasks
such as extensive data preprocessing, designing hybrid models, or heavy
parameter optimization. Long Short-Term Memory (LSTM), a variant
of recurrent neural networks (RNNs), provide state of the art forecast-
ing performance without prior assumptions about the data distribution.
LSTMs are, however, highly sensitive to the chosen network architecture
and parameter selection, which makes it difficult to come up with a one-
size-fits-all solution without sophisticated optimization and parameter
tuning. To overcome these limitations, we propose an ensemble archi-
tecture that combines forecasts of a number of differently parameterized
LSTMs to a robust final estimate which, on average, performs better than
the majority of the individual LSTM base learners, and provides stable
results across different datasets. The approach is easily parallelizable and
we demonstrate its effectiveness on several real-world data sets.

Keywords: Time series · Ensemble · Meta-learning · Stacking ·
ARIMA · RNN · LSTM

1 Introduction

Tracking and logging information that is related to a timely dimension has been
important in a variety of sectors such as energy, biology or meteorology. Using
this data in order to estimate the future behavior is of high value since it has
an immediate impact on decision making. Hence, time series forecasting is an
established research field. State of the art solutions, among others, include recur-
rent neural networks, which have been shown to be very powerful for time series
forecasting.

On the other hand, recurrent neural networks are not easy to configure for
a given use case at hand. Configurations that work well for one setting can be
sub-optimal for another problem. To account for that problem, we propose an
approach which trains many recurrent neural networks with different parameter
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settings and combine their forecasts using ensemble methods. With that app-
roach, we can provide robust results and circumvent the problem of finding the
optimal parameters for a given dataset.

The rest of this paper is structured as follows. Section 2 gives an introduc-
tion to important concepts of time series analysis and ensemble learning that
are essential for the further sections. Section 2.2 introduces Long Short-Term
Memory, a central algorithm used in this work. We propose a concrete time
series ensemble architecture in Sect. 3 and validate its performance in the subse-
quent section, as well as discussing implications and limitations of the approach.
We show that the stacked LSTM forecasts beat, on average, the majority of the
base learners in terms of root mean squared error (RMSE). Finally, areas holding
potential for further improvement are outlined in Sect. 5.

2 Background and Related Work

Although a time series can formally be straightforwardly defined as “a set of
observations yt, each one being recorded at a specific time t” [21], it has a
number of important characteristics with implications for data sampling, model
training, and ensemble architecture.

2.1 Properties of Time Series Data

Time series forecasting is a special case of sequence modeling. This implicitly
means that the observed values correlate with their own past values. The degree
of similarity of a series with a lagged version of itself is called autocorrelation. As
a consequence, individual observations can not be considered independently of
each other, which demands the right sampling strategies when training prediction
models. Autocorrelation leads to a couple of special time series properties; first
and foremost, stationarity. A series Y is called stationary if its mean and variance
stay constant over time, i.e., the statistical properties don’t change [20]. Among
other algorithms, autoregressive (AR) models theoretically assume stationarity.

Two further important properties are seasonality and trend. Seasonality
means that there is some pattern in the series which repeats itself regularly.
For example, the sales of ice cream in a year are higher in the summer months
and decrease in the winter. Therefore, the seasonal period is fixed and known.
We speak of a trend if a general change of direction in the series can be observed,
for example if the average level of the series is steadily increasing over time. Iden-
tifying and extracting components like seasonality and trend is essential when
dealing with state space model algorithms.

2.2 State of the Art Forecasting Algorithms

Very diverse application possibilities have been ensuring high interest in time
series analysis and forecasting for decades. An extensive overview is given in [19].
One can arguably divide the majority of approaches to time series forecasting
into two categories: autoregressive models for sequences generated by a linear
process and artificial neural networks (ANNs) for nonlinear series.



36 S. Krstanovic and H. Paulheim

Autoregressive Models
For time series that are generated by a linear process, autoregressive models
constitute a popular family of algorithms used for forecasting, in particular, the
Box-Jenkins autoregressive integrated moving average (ARIMA) model [18] and
its variants. It performs well especially if the assumption that the time series
under study is generated from a linear process is met [7], but it is generally not
able to capture nonlinear components of a series. The ARIMA model has several
subclasses such as the simple autoregressive (AR), the moving average (MA)
and the autoregressive moving average (ARMA). ARIMA generated forecasts
are composed of a linear combination of most recent series values and their past
random errors, cf. [18] for mathematical details.

Artificial Neural Networks: Long Short-Term Memory
Autoregressive models are usually not suited for nonlinear time series. In this
case, ANNs are the better alternative since they are capable of modeling non-
linear relationships in the series. In fact, ANNs can approximate any continuous
function arbitrarily well [4]. Recurrent neural networks (RNNs) are naturally
suited for sequence modeling; we can think of them as forward networks with
loops in them. [12] provides a detailed explanation of the various neural network
architectures and their applications.

Although traditional RNNs can theoretically handle dependencies of a
sequence even over a longer time interval, this is practically very challenging.
The reason for this is the problem of vanishing or exploding gradients [13]. When
training an RNN with hidden layers for a series with long-term dependencies,
the model parameters are learned with the backpropagation through time and
gradient descent algorithms. These gradient calculations imply extensive mul-
tiplications due to the chain rule, and this is where gradients tend to vanish
(i.e., approach a value of zero) or explode. LSTM [1] overcomes the problem of
unstable gradients. A coherent mathematical view on this is given in [15].

Hybrid Approaches
Since autoregressive models work well for linear series and ANNs suit nonlinear
cases, it holds potential to use the two in combination. There have been several
studies combining ARIMA and ANN models in a hybrid fashion [5,6,10,11]. In
these approaches, an ARIMA model is used to model the linear component of
the series, while an ANN captures the nonlinear patterns.

2.3 Approaches to Ensemble Learning

A comprehensive introduction to ensemble learning is given in [8]. Generally,
there are different ways to combine a number of estimates to a final one. One
popular approach known as bagging works by drawing N random samples (with
replacement) from a dataset of size N . This is repeated m times such that
m datasets, each of size N , are collected. A model is then trained on each of
these data sets and the results are averaged (in case of a nominal outcome, the
majority vote is taken). The goal here is to reduce variance. A highly popular
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and effective algorithm that incorporates bagging ideas is called Random Forest
[16]. It extends bagging in the sense that also feature selection is randomized.

In the context of time series forecasting, bagging can not be applied in the
defined manner since the values of a sequence are autocorrelated. Hence, ran-
dom sampling of observations in order to train a forecasting model is not possi-
ble. Rather than that, it is necessary to develop reasonable sampling strategies
instead of drawing random bootstrap samples.

Boosting constitutes another approach to ensembling. The core idea is that
examples that were previously poorly estimated receive higher preference over
well estimated examples. The objective is to increase the predictive strength of
the model. Thinking of a reasonable sampling strategy in the context of sequence
learning is essential for boosting. [17] combines a number of RNNs using a boost-
ing approach for time series forecasting.

A more sophisticated ensemble approach is called stacking. In this case, a
number of models are learned on various subsets of the data and a meta learner
is then trained on the base models’ forecasts. A meta-learner can theoretically be
any model, e.g. Linear Regression or a Random Forest. The motivation is that
the meta-learner successfully learns the optimal weights for combining the base
learners, and, as a consequence, produces forecasts of higher quality compared to
the individual base learners. Therefore, stacking aims at both reducing variance
and increasing forecast quality.

3 An LSTM Ensemble Architecture

Finding optimal parameters of an RNN for a given dataset is generally a hard
task, also for non-sequential tasks. Additionally, there exist no best parameters
that are optimal for all data sets. As a consequence, an LSTM that was trained
on a particular data set is very likely to perform poorly on an entirely different
time series.

We overcome this problem by proposing an LSTM ensemble architecture. We
show that the combination of multiple LSTMs enables time series forecasts that
are more robust against variations of data compared to a single LSTM.

3.1 LSTM Base Learners and Diversity Generation

The models that are included in an ensemble are called base learners. In this
work, we choose a number of differently constructed LSTMs as base learners.
It is trivial to see that creating an ensemble of models is only reasonable if the
included models sufficiently differ from one other. Otherwise, a single model
would yield results of similar quality. In other words, the generated model fore-
cast estimates should all differ significantly from one another. In our approach,
diversity is introduced in two ways:

1. When designing the architecture of an LSTM, one crucial decision is the
length of the training sequences that are fed into the network. We train one
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LSTM for each user-specified length of the input sequences. Since the input
sequence length directly affects the complexity of the learning problem, we
change the sizes of the hidden layers accordingly. The applied rule is that the
number of nodes in the two hidden layers is equal to the sequence length,
respectively. For evaluation, we choose S = {50, 55, 60, 65, 70} as sequence
lengths under consideration.

2. Generally, LSTM expressibility is sensitive to parameter selection and much
time-consuming tuning is required. We overcome this by training a number
of LSTMs with different values for four parameters: dropout rate, learning
rate, number of hidden layers, and number of nodes in the hidden layers. For
each of these parameters, a set Δ of selected values is evaluated. For each of
these parameters, we end up with |S| · |Δ| LSTMs as base learners.

In order to measure the diversity and quality of the base learner forecasts, we
compare the average pairwise Pearson correlation coefficients ρ as well as the
mean RMSE of the individual sequence forecasts.

Training LSTMs on Temporal Data
In order to train an LSTM model for a sequence forecasting problem, it is nec-
essary to split the training data into a number of sequences whose size depends
on the input sequence length as well as the forecasting horizon. Given l past
time steps that are used in order to forecast the next k values of the series, a
sequence Y must be split into sequences of length k + l. These sequences are in
turn split into two parts, where the first one represents the LSTM input sequence
and the second one the target variable. Formally, the original training data
Ytrain = [y1, y2, ..., yT ] of the standardized sequence Y = [y1, y2, ..., yN ], N > T
is firstly cut into

[y1, ..., yl, yl+1, ..., yl+k]
[y2, ..., yl+1, yl+2, ..., yl+k+1]
[y3, ..., yl+2, yl+3, ..., yl+k+2]

...
[yT−l−k, ..., yT−k−1, yT−k, ..., yT ]

Finally, these sequences are split into LSTM input sequences (left) and LSTM
target sequences (right):

[y1, ..., yl] [yl+1, ..., yl+k]
[y2, ..., yl+1] [yl+2, ..., yl+k+1]
[y3, ..., yl+2] [yl+3, ..., yl+k+2]

...
[yT−l−k, ..., yT−k−1] [yT−k, ..., yT ]

The training data is now in a suitable shape for training an LSTM. The same
procedure is applied to the holdout data in order to compute the models’ forecast
estimates.
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3.2 Meta-Learning with Autocorrelation

After the individual LSTMs are trained, the key question is how to combine
their individual forecast estimates. We use two approaches to combining:

1. Mean forecast: For each step in the forecasting horizon, take the mean of the
base learners’ forecasts for each future point.

2. Stacking: First, 70% of the holdout data Yholdout is used to generate the base
learners’ forecasts. In order to achieve this, the data is prepared as explained
in Sect. 3.1. Since the true values of the forecasts are available, the forecasts
(i.e., features of the meta-learners) are interpreted as the explanatory vari-
ables of the meta-learner and the true values are the target variable. We apply
(1) Ridge Regression, (2) the Random Forest algorithm and (3) the xgboost
algorithm as meta-learners, such that both linear relationships as well as non-
linear ones can be modeled.
Ridge Regression can be interpreted as linear least squares with L2 reg-
ularization of the coefficients. It is particularly effective if the number of
predictors is high and if multicollinearity between the features is high. It is,
however, a linear model, therefore suited for the case where the relationship
between input features and target is linear.
Random Forest constructs an ensemble of m decision trees, where each tree
is trained on a bootstrap sample of the original training data. In addition to
this, different random subsets of features are considered at each tree split.
The trees usually remain unpruned such that they have high variance. Ulti-
mately, individual tree predictions are averaged to a final estimate. This way,
random forests can model non-linear relationships.
Extreme Gradient Tree Boosting (xgboost) combines trees in a boost-
ing manner and currently provides state of the art performance amongst
several prediction challenges.

Independent of the combiner, all approaches are evaluated on the exact same
data, i.e., the latter 30% of Yholdout, in order to ensure result comparability.

3.3 Constructing the Ensemble

Concisely, the combined forecasts estimates for a univariate, continuous series
Y = {y1, y2, ..., yN} are generated as follows:

1. Split Y into Ytrain (85%) and Yholdout (15%).
2. Standardize training and test data:

Ytrain = Ytrain−ȳtrain

sdtrain
, Yholdout = Yholdout−ȳtrain

sdtrain
, where ȳtrain = 1

T

T∑

i=1

yi and

sdtrain =

√

1
T

T∑

i=1

(yi − ȳtrain)2. This step is essential when training neural

networks due to gradient descent. ȳtrain and sdtrain are used to standardize
both Ytrain and Yholdout since ȳholdout and sdholdout are unknown in a real-
word scenario.
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3. Split the standardized holdout data Yholdout into Ymetatrain (first 70% of
Yholdout) and Ytest (last 30% of Yholdout) data. Ymetatrain is used to generate
the training data for the meta-learners, and Ytest is unseen data that will be
used for the final model evaluations.

4. Train |S|·|Δ| LSTMs on the training data Ytrain with given ensemble parame-
ters S = {seqlen1, seqlen2, ...} and Δ = {δ1, δ2, ...} as elaborated in Sect. 3.1.

5. Compute the individual LSTM forecasts on all sequences of the Ymetatrain

holdout data.
6. Train the meta-learners (Ridge Regression and Random Forest), where the

individual LSTM forecasts serve as input features. The target variable is given
by the actual values of the sequence forecasts.

7. Determine the sequence forecasts on the Ytest holdout data. Do this for the
individual LSTMs as well as the stacking models. Further, calculate a mean
forecast which, for each forecasted future point, takes the average of the
LSTMs’ individual forecasts for that point.

8. Transform all forecasts back to the original scale, i.e. FC = FC · sdtrain +
ȳtrain for each forecast vector FC.

Since the LSTMs in step 4 are independent of each other, they can be trained
in parallel.

4 Experimental Analysis

We test the performance of the approach by applying it to four datasets of dif-
ferent size, shape and origin. The experimental analysis shows that the ensemble
of LSTMs gives robust results across different data sets. Even more impressive
is that stacking outperforms all other models, both base LSTM learners and
baselines, in any considered case.

4.1 Setup

Figure 1 depicts the four datasets in their original shape, Table 1 describes their
basic properties.

The algorithm specified in Sect. 3.3 is applied to each of the datasets. The
following forecasting approaches are evaluated and compared:

– LSTM base models
– LSTM ensemble variants: mean forecast, stacking forecast via Ridge Regres-

sion (RR), Random Forest (RF) and xgboost (XGB)
– Simple moving average, predicting a constant value which is the mean of the

input sequence
– Simple exponential smoothing. Here, the i-th forecasted value is given by

yt+i = αyt + α(1 − α)yt−1 + α(1 − α)2yt−2 + ... + α(1 − α)49yt−49 (1)

– ARIMA
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(a) Internet Traffic of a European ISP (b) Daily Births in Quebec

(c) Maximum Temperature in
Melbourne

(d) Number of Sunspots

Fig. 1. Four time series in scope for the experimental analysis

– xgboost. Out-of-the-box xgboost is not capable of sequence forecasting. In
order to account for this, we generate an additional variable which encodes
forecasting step 1, 2, . . . , 50 of each example. Therewith, the feature matrix
X and target variable y for the xgboost algorithm are
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Table 1. Data description, number of examples N , mean μ, and standard deviation σ

Data N μ σ

Births in Quebec [26] 5,113 250.8 41.9

Internet Traffic (Mio. bits) [25] 14,772 3,811 2,161

Maximum Temperature in Melbournea 3,650 20.0 6.1

Number of Sunspotsa 2,820 51.3 43.4
ahttp://datamarket.com, accessed July 7 2017.

where yi(sj) is the i-th value of input sequence sj for i ≤ t. In case of i > t,
yi should be interpreted as the i-th actual value of the respective sequence
forecast.

For training and forecasting with LSTMs, the keras implementation [27] is used.
xgboost is applied for extreme gradient boosting. A functional implementation
of the entire experimental setup is available on GitHub1.

4.2 Results

All trained models are evaluated on the same test set and performance is mea-
sured in terms of RMSE. The chosen forecasting horizon is 50, i.e., the models are
trained and tested to estimate the next 50 values of given input sequences. The
average performance across all test sequences in the respective test set is shown
in Tables 2 and 3. The first column indicates the diversity-generating parameter.
For our experiments, we evaluate dropout values {0.1, 0.2, 0.3, 0.4, 0.5}, a num-
ber of hidden layers in {2, 3, 4, 5}, the number of nodes in the input and hidden
layers varies between the length of the input sequence, half of the length, and
quarter of the length. Learning rate is set to values {0.01, 0.001, 0.0001, 0.00001}.

As default values, we choose RMSProp [23] as optimizer, the learning rate
is set to 0.001, the loss function is the mean squared error (MSE), batch size is
32 and training is performed over 15 epochs per LSTM. One LSTM input layer
and two LSTM hidden layers are used, whose number of nodes is equal to the
current sequence input length. Further, a dropout [22] of 0.3 is added to the
LSTM layers in order to prevent model overfitting.

The second column represents the metric under consideration. We compare
the model performance is terms of RMSE. Results are transformed back to their
original scale prior to computing the RMSE for better interpretability. The cases
where an ensemble beats all other tested models are marked in bold and the
best performing combiner algorithm is stated in parentheses (RF: Random For-
est, RR: Ridge Regression, XGB: xgboost). Additionally, we provide the aver-
age pairwise Pearson correlation ρ between the forecasts of the base LSTMs.
The more the model forecasts differ from one another, the higher the potential
improvement gained by an ensemble. The key observations are:

1 https://github.com/saschakrs/TSensemble, accessed July 7 2017.

http://datamarket.com
https://github.com/saschakrs/TSensemble
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Table 2. Result summary for “Births” and “Traffic” datasets

Varied parameter Performance measure Dataset

Births Traffic

- Simple mean RMSE 42.19 1380.53

- Exp. smoothing RMSE 49.36 1389.90

- ARIMA RMSE 38.13 1224.83

- xgboost RMSE 40.55 1033.65

Dropout ρ between base LSTM
forecasts

0.94 0.91

Dropout Avg. base LSTM RMSE 27.76 991.41

Dropout Best base LSTM RMSE 25.23 826.42

Dropout Best ensemble RMSE 25.45 (XGB) 652.42 (RF)

#Hidden L ρ between base LSTM
forecasts

0.95 0.91

#Hidden L Avg. base LSTM RMSE 27.77 726.20

#Hidden L Best base LSTM RMSE 25.31 811.35

#Hidden L Best ensemble RMSE 25.62 (XGB) 656.97 (RF)

#Nodes ρ between base LSTM
forecasts

0.95 0.91

#Nodes Avg. base LSTM RMSE 28.55 944.92

#Nodes Best base LSTM RMSE 25.65 826.42

#Nodes Best ensemble RMSE 25.57 (XGB) 630.85 (RF)

Learning rate ρ between base LSTM
forecasts

0.56 0.80

Learning rate Avg. base LSTM RMSE 42.85 1578.64

Learning rate Best base LSTM RMSE 25.65 826.41

Learning rate Best ensemble RMSE 25.37 (RR) 667.26 (RF)

– In 81% of all cases, an LSTM stacking model outperforms all other
approaches. In the other cases, there is only one LSTM model (respectively)
that slightly outperforms the stacked LSTMs.

– Although the ensemble architecture is identical for all data sets, there is no
single best meta-learner for all data sets.

– Model diversity is essential: ρ is correlated to the best ensemble RMSE by
more than 70%, i.e., a low ρ between forecasts tends to increase ensemble per-
formance. This becomes visible especially in the context of the Sunspots data,
where the stacked LSTMs outperform their base learners by more than 50%
RMSE. Hence, combining many comparably weak LSTM predictors results
in a greater performance win than the combination of a few good learners.
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Table 3. Result summary for “Melbourne” and “Sunspots” datasets

Varied parameter Performance measure Dataset

Melbourne Sunspots

- Simple mean RMSE 7.44 74.88

- Exp. smoothing RMSE 7.47 47.88

- ARIMA RMSE 7.41 54.50

- xgboost RMSE 5.90 47.09

Dropout ρ between base LSTM forecasts 0.76 0.40

Dropout Avg. base LSTM RMSE 6.94 79.39

Dropout Best base LSTM RMSE 6.51 70.82

Dropout Best ensemble RMSE 6.10 (RR) 33.74 (RR)

#Hidden L ρ between base LSTM forecasts 0.69 0.39

#Hidden L Avg. base LSTM RMSE 6.90 79.90

#Hidden L Best base LSTM RMSE 6.70 67.53

#Hidden L Best ensemble RMSE 6.11 (RR) 31.69 (XGB)

#Nodes ρ between base LSTM forecasts 0.75 0.51

#Nodes Avg. base LSTM RMSE 7.01 81.58

#Nodes Best base LSTM RMSE 6.69 67.53

#Nodes Best ensemble RMSE 6.13 (RR) 32.91 (RR)

Learning rate ρ between base LSTM forecasts 0.59 0.59

Learning rate Avg. base LSTM RMSE 7.36 85.42

Learning rate Best base LSTM RMSE 5.91 67.53

Learning rate Best ensemble RMSE 5.97 (RR) 31.35 (XGB)

– For all ensembles, it holds that its forecasts are significantly different from all
baseline estimates. This result is based on the paired t-test for significance.2

– Out of the four investigated LSTM parameters, varying the learning rate
leads to greatest diversity generation. The reason for this is that the learning
rate has a strong effect on the local minimum that is reached. Varying the
values for dropout, hidden layers and nodes tends to generate forecasts with
higher correlation and less diversity.

5 Future Work and Conclusion

The experiments suggest that the LSTM ensemble forecast is indeed a robust
estimator for multi-step ahead time series forecasts. Although there exist single
models that perform better in terms of RMSE, the proposed ensemble approach

2 Note that even if for smaller datasets, like the Sunspot dataset, the test set is fairly
small, this shows that the results are still significant.
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enables users to achieve solid forecasts without the need to focus on heavy para-
meter optimization. An interesting observation is that the outstanding perfor-
mance of the ensemble forecast is valid across multiple datasets from entirely dif-
ferent domains. There remains, however, significant potential to further improve
some aspects of the algorithm, especially with regard to the fundamental design
of the ensemble.

The proposed LSTM ensemble architecture opens the door to lots of further
potential. First and foremost, the meta-learner of the stacking model could be
improved in two ways. One is to generate more features describing the dynamics
of the series, especially that part immediately preceding the forecasting horizon.
Additionally, the meta-learners’ parameters could be tuned more heavily, or it
could be replaced by an entirely different meta-learning algorithm.

Another area of improvement lies in the design of the ensemble itself. The
selection of values for sequence lengths S and LSTM parameters Δ could further
influence the final result, especially if some domain specific knowledge regarding
the series is available.

Lastly, configuring the individual LSTMs may increase the general quality
of the base learners. This can be achieved by tuning the LSTM parameters.
It must be ensured, however, that the diversity between these models remains
sufficiently large.
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Abstract. In this paper, a general purpose multi-agent classifier system based
on the blackboard architecture using reinforcement Learning techniques is
proposed for tackling complex data classification problems. A trust metric for
evaluating agent’s performance and expertise based on Q-learning and
employing different voting processes is formulated. Specifically, multiple
heterogeneous machine learning agents, are devised to form the expertise group
for the proposed Coordinated Heterogeneous Intelligent Multi-Agent Classifier
System (CHIMACS). To evaluate the effectiveness of CHIMACS, a variety of
benchmark problems are used, including small and high dimensional datasets
with and without noise. The results from CHIMACS are compared with those of
individual ML models and ensemble methods. The results indicate that CHI-
MACS is effective in identifying classifier agent expertise and can combine their
knowledge to improve the overall prediction performance.

Keywords: Reinforcement learning � Hybrid systems � Q-learning � Machine
learning � Agent voting � Multi-agent systems � Trust metric � Classification

1 Introduction

Machine learning models have been extensively used to solve problems in various
application fields [1]. However, according to the “No Free Lunch Theorem” there is no
model to tackle every kind of problem. This is due to the fact that individual machine
learning models have limited capabilities [2, 3], e.g. deep learning models are very
effective in learning representations from high dimensional unstructured data [4, 5],
while others are more effective in learning from noisy data sets or numerical data or
smaller datasets. At the same time, as reported in literature [6, 7] the concept of
ensemble models is proposed to improve accuracy and stability of individual classifiers.
The underlying rationale of an ensemble is to combine several individual and poten-
tially weak models to produce a robust ensemble model. Multiple ensemble models
have been proposed [5] and used to handle problems in various domains, e.g. Credit
card fraud detection [8], medical diagnosis [9], etc. In the case of classification
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problems, the potential classes yielded by individual classifiers are combined using a
set of predefined criteria in the ensemble algorithm.

In this study, the ensemble model is extended with the use of a Blackboard based
Multi Agent System (MAS) for classification problems. In this approach classification
problems are handled by a pool of heterogeneous autonomous classifier agents con-
trolled by a Blackboard component. Each individual classifier provides an estimation of
the target output of a new data observation. The Blackboard controller collects the
prediction outcomes from all individual “expert” classifier agents and performs a set of
voting rounds. Consequently, the Blackboard updates its trust score depending on the
validity of the previous answers. Heterogeneity of data representation amongst the
individual experts is translated in terms of a common internal structure and ontology.
Classifier agents like logistic regression, k-NN, neural networks and Bayesian networks
have been employed. Ensemble techniques like random forests and XGBoost have
been integrated in the system too. A meta-reasoning ontology model has been for-
mulated to capture the relationship between the individual agent knowledge repre-
sentation and the knowledge contained inside the Blackboard based MAS.

In this study, we propose a blackboard based Multi Agent architecture as a
framework to effectively combine predictions from multiple heterogeneous classifiers
depending on the identified expertise context and competence for each classifier. The
main objectives of this research are as follows:

• Formulating a protocol that effectively controls the operations of the heterogeneous
agent members.

• Formulating a trust function for identifying the competence of each expert agent.
• Employing a mechanism for extracting distinct knowledge areas from the datasets.
• Devising a robust prediction fusion mechanism.

The rest of this paper is structured as follows: Sect. 2 looks at background literature
especially in the area of MAS and Blackboard Systems for hybrid intelligent systems,
Sect. 3 describes the approach and the Coordinated Heterogeneous Intelligent Multi-
Agent Classifier System (CHIMACS) system and Sect. 4 describes the experiments
and results, followed by conclusions and discussion of further work in Sect. 5.

2 Literature Review

2.1 Multi-Agent Systems

MAS implementations using different architectures have been used, investigated and
applied to various domains, e.g. fault diagnosis [10], agriculture [11], medical diagnosis
[12], etc. Broadly, a MAS is composed of multiple independent potentially intelligent
agents interacting among themselves through a reasoning or inference scheme within a
prescribed environment. Some implementations for air traffic control and classification
performance, reported in [13, 14] utilize reinforcement learning techniques as reward
function for its agent members. These systems are shown to be able to adapt to envi-
ronment changes and present robust and accurate results. More specifically, the MAS
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system in [14] has the ability to figure out which of each agent ensembles are more
competent and use their predictions for future classification problems.

2.2 Blackboard System Architectures

The Blackboard paradigm was introduced in the 80s and used on a number of appli-
cations of expert systems [18]. In the early 90s, Petridis et al. proposed a blackboard
based architecture for the integration and combination of diverse hybrid Machine
Learning, AI and mathematical models [15, 16]. A number of other blackboard based
architectures and systems were proposed and shown to work effectively over a range of
application areas [19]. Teodorescu [17] proposed a blackboard based architecture for a
hybrid MAS to combine heterogeneous Case Based Reasoning classifiers. In this, she
proposed a reinforcement learning algorithm based on the concept of agent confidence
and agent trust and a weighted voting process. However, in this work, the hybrid
element of the problem was based on similar agents operating on different datasets. In
the work proposed in this paper, the approach applies on hybrid systems consisting of
heterogeneous classifier agents operating on the same datasets. This presents the
additional issue of different data representation and reasoning paradigm between agents
that introduces the challenge of reconciliation and normalization of the various views
of the dataset and the classification process among the agents.

3 The CHIMACS Model

In Fig. 1, the structure of the proposed Coordinated Heterogeneous Intelligent
Multi-Agent Classifier System (CHIMACS) is depicted. It is based on the blackboard
architecture and consists of three main modules. The blackboard-controller module is
responsible for orchestrating the entire process which includes agent coordination,
voting, trust update and final decision making. The knowledge area module represents
the expertise of the knowledge sources and the agent repository module accommodates
the agents. An approach using a trust measure based on the HMCBR system [17] and
Q-learning [14], using Bayesian discounted future reward and two main voting pro-
cedures is proposed. The initialization of the trust score for each agent is random and in
every execution cycle is updated depending on the validity of the predictions pertaining
to each known data and class observation.

In terms of voting, different versions of the voting process have been implemented.
However, only those presenting significantly different results are presented. Two main
methods are implemented for the purposes of this study. The first voting is based on
“best bid wins voting rule” and the second is based on the “majority voting rule” [20].
The winner for the first voting process is nominated through the highest bid submitted
to the blackboard from the agent members. Each individual expert agent is evaluated
from its bid score. Majority voting on the other hand, allows the expert agents to
combine their knowledge and combine into one final proposal. The blackboard is then
responsible for taking the final decision and updating trust measures for all agents.

The CHIMACS typical procedure is depicted in Fig. 2. The focus of this study is
mainly on the measurement of agent trust, the impact it has on the voting process and
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how the voting score influences the quality of an individual prediction and hence the
increase of the overall prediction performance. The proposed method can be broken
down into three steps.

In the first step, the initial trust score for each individual knowledge source is
calculated using the Q-learning function. In the second, Q-learning function is
employed to update the dedicated trust value of each knowledge source. The third step
incudes the voting process. The blackboard initiates a series of voting procedures in
which each expert expresses its opinion in a single or an aggregative manner. After
voting is finished, blackboard concludes to a final decision. The next sections, describe
in more detail the steps involved in the increase of prediction performance.

Fig. 1. The CHIMACS structure

Fig. 2. Q-CHIMACS procedure
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3.1 Trust Measurement of Agents

As mentioned earlier, the major factor for evaluating each expert agent’s competence is
through the trust score. Individual agents have a measure of their own confidence in the
classification results they provide. This however, is difficult to use and compare on the
blackboard due to the heterogeneity of the methods used by each agent and due to
various other factors, such as the quality of training sets, the different semantics
employed by each agent and the learning and feedback history of each agent. There-
fore, there is a need to supplement and moderate the “local” agent confidence view by
the central “trust” view of the blackboard that can be learned during the operation of the
multi agent system. This approach has been first proposed by Teodorescu et al. [17] and
was shown to work for agents operating on different datasets. In this work we inves-
tigate the application of this approach to heterogeneous agents operating on the same
dataset.

According to literature [17, 21] there many definitions of computational trust in
regards to MAS. Commonly is defined as the degree of the trustworthiness an entity
has towards another in regards to the reliability, truth or the ability to perform a task or
how well it can perform a task in a multi-agent environment [22].

In this paper, we propose a model free method based on Q-learning, as a metric for
personalized trust calculation and assertion. In each classification state the algorithm
learns an action-utility representation. The value of choosing a class for each obser-
vation i is the summation of the trust score in the previous state and the score of the
state the agent currently is in. The trust score of each agent is calculated using Eq. (1):

Trust ði; a; cÞ ¼
X

l rca;i þ cmaxPr Pr Y ¼ yjXð Þca;i
� �� �

ð1Þ

where Trust ði; a; cÞ represents the trust value with regards to the ith test observation
belonging to the data cluster c and classified by the agent a, where c ¼ 1; . . .; n
and a ¼ 1; . . .;m. Total number of knowledge areas (data clusters) and total number of
agents respectively. l 2 0; 1½ � is the learning rate and c 2 0; 1½ � is the discount factor,
and Pr Y ¼ yjXð Þca;i is the probability estimate of the predicted outcome.

3.2 Updating the Trust Measurement

Equation (2) is used during the entire classification process to update the trust value
based on the predicted outcome for each observation for every agent member in the
MAS. Depending on the validity of the examined test data observation, the blackboard
manager increases or decreases the trust score accordingly by evaluating the reward for
the current state and the discounted factor of the probability estimate enhanced by the
learning rate l. This is done for every identified data cluster (knowledge area), to
capture the fact that different agent classifiers may be more or less accurate at different
subdomains of the overall problem domain and dataset. The update function is depicted
as follows:
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Trustca ið Þ ¼ Trustca i� 1ð Þ � l rca;i þ cmaxPr Pr Y ¼ yjXð Þca;i
� �� �

ð2Þ

where Trustca i� 1ð Þ is the trust value of the previous state regarding the agent a
classifying the observation i that belongs to the knowledge area (data cluster) c. The
initialization of the Trust function and it’s parameters is as follows, Trustca ið Þt0 ¼ 0,
lac; i�1t0 ¼ 1; rac; i�1t0 ¼ 0 and cac; i�1t0 ¼ 0:0001. The blackboard uses the current state
i, reward r and the estimated probability Pr Y ¼ yjXð Þ to evaluate the performance of
each expert.

The score values are updated for every knowledge area until the systems reach an
equilibrium. i.e. there is no change in the Q-Trust value for ten consecutive iterations.
Once the Trust algorithm converges we can use these values to increase the overall
accuracy performance. The Trust algorithm is given in Fig. 3.

3.3 Voting

From a social choice theory point of view, CHIMACS can be considered as a “society”
[25] with a finite set of machine learning agents as its electorate or voters N ¼
1; 2; . . .; nf g voting over an finite set of alternatives A ¼ 1; 2; . . .mf g; m� 2. Each

agent i 2 N holds a quasi-order Pi (ranking of the alternatives) over A, where transi-
tivity, totality, reflexivity and antisymmetry are satisfied [26]. The set of all
quasi-orders is denoted as L ¼ L Að Þ, so for i 2 N, throughout. Thus, for each
ML agent a preference rankings profile vector i 2 N is constructed.

In this research, a variety of social scoring functions (SCF) and social welfare
functions (SWF) have been used but only the ones that produced significant increase in

Algorithm CHIMACS
Input: Agents, Test Data
Output: Accuracy Performance
Determine Initial Trust (Eq.2)
Until (True)

For each Test Observation:
For each agent:

Collect votes
Initialize Voting Procedure
Finalize Decision Making
Update Trust Score

End for
Increase gamma Factor
End for

End

Fig. 3. The trust algorithm.

52 V.M. Kokorakis et al.



the overall prediction performance have been described. According to May’s Theo-
rem [26], considering two alternatives and any number of voters, majority rule declares
as winner the most dominant between the two alternatives.

Majority SCF and judgment aggregation are used by the blackboard in order to
conclude to an alternative either by nominating an agent as a winner in every epoch or
by exploiting the diversity in capabilities. Trustca ið Þ the system has developed up to
time ti�1, has major impact to the agent’s vote. Since Q-Trust is updated according to
the validity of the answer for each agent, trust score reflects the quality of the answer
and the expertise of every expert. Majority SCF and judgment aggregation voting are
formulated as follows in Eqs. (3), (4):

ð3Þ

Majority voteAn SWF ¼
X

voteAn
Trustca ið Þ � E ð4Þ

where E is the probability estimate over the alternative . Majority voting SCF
declares a single alternative as the winner, whereas in judgment aggregation SWF
every vote has its impact to the outcome. Both functions provide an output that is fed
into (5).

ð5Þ

Trust weighted voting presented an increase in the overall accuracy performance. In
the next section, the results over three different benchmark datasets are described.

4 Experiments and Results

In this section, the results using a variety of datasets are presented. For the purposes of
the evaluation, three very different publicly available datasets were chosen. The variety
between the datasets is in terms of data types, dimensionality and quantity, but also in
terms of the relative accuracy of best classifiers. Four datasets, noisy vs noise-free and
balanced vs highly imbalanced benchmark problems have been selected to provide an
evaluation of the approach. The performance of individual agent classifiers, including
ensembles, sets the baseline for comparisons between them and CHIMACS.

First, the noisy Q&A extracted from StackOverflow and Prima Indian Diabetes
problems were employed. Next, two noise-free but imbalanced benchmark problems
(Credit Approval, Wine Quality) from the UCI machine learning repository [28], were
employed. Details of the data sets are shown in Table 1. The results from CHIMACS
were compared with those from its constituents.

4.1 Case Study Experiments

Two noisy and two noise-free but imbalanced problems used for evaluation are:
(i) Q&A from Stack Exchange (ii) Prima Indian Diabetes (iii) Credit Approval and
(iv) Wine Quality [28]. For every examined dataset, the same procedure was followed
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regarding the individual agent classifier training. 10-fold cross-validation and testing
method was repeated 10 times, with 70% and 30% of the data samples used for training
(80% for learning and 10% for validation) and test, respectively. The CHIMACS
performance was evaluated against the same test bed the agents received. Table 2
shows the results for all data sets. It can clearly be seen that CHIMACS performed
better in comparison with its counterparts. Also, it is observed that the accuracy rate for
both individual agents as well as CHIMACS for the Q&A problem deteriorated due to
increased noise levels. These datasets reflect real-word dataset structures, providing
significant evaluation of the CHIMACS performance. However, more datasets from
various domains are currently examined to further verify its prediction performance.
Finally, in the “models” column the agent’s names are not specified since a variety of
algorithms have been employed depending on the dataset.

The output clearly show that CHIMACS has the ability not only to learn the
expertise of every knowledge source inside its environment, but to combine the pre-
diction outcome of its agent members to increase the overall prediction performance.
The main advantages of CHIMACS emerge from the ability to realize the agent
expertise by evaluating their competence and combining their knowledge.

The relative gains in the dataset where individual agents score quite high (Wine
Quality) shows that there is still room for improvement by combining classifiers. We
can see that the CHIMACS performance using the Q&A dataset did not extremely
outperform any of its agent counterparts. This is observed because for this experiment
we did not implement the concept of distinct knowledge areas (data clusters). Thus, the
system could not realize which agents are more competent in certain knowledge area

Table 1. Datasets description

Dataset Number of observations Number of input features Number of classes

Q&A 1.000.000 68 2
Wine quality 4898 12 2
Credit approval 690 15 2
PID 768 9 2

Table 2. Accuracy rates (%) for the examined datasets

Models PID Credit approval Wine quality Q&A

MAS agent 1 0.68 0.68 0.94 0.72
MAS agent 2 0.72 0.70 0.94 0.64
MAS agent 3 0.69 0.71 0.69 0.71
AdaBoostM1 0.67 0.70 0.99 0.67
Bagging 0.74 0.72 0.99 0.70
Stacking 0.72 0.72 0.99 0.70
Vote 0.71 0.74 0.99 0.71
CHIMACS 0.78 0.78 0.99 0.74
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parts of the dataset. Similar results are observed in [14], where overall accuracy per-
formance increased by that much as its best agent. However, further work under way
has shown that further improvements can be achieved by defining clusters or “neigh-
bourhoods” where the trust can be put in the context of classifier expertise in specific
domain subdomains/areas.

The evaluation showed that the proposed approach is relatively poor in converging
fast enough when it comes to datasets with little data observations since the gamma
factor needs to increase very slowly and be more sensitive so that is able to capture the
underlying trends. The CHIMACS approach may not be suitable for problems where a
single agent performs very well or outperforms all other agents. However, in more
complex and noisy problems, especially where each agent may be better at predicting
different data cases, the CHIMACS approach can increase the overall prediction
accuracy.

Finally, the CHIMACS approach as with most reinforcement learning approaches
suffers from the “cold start” problem [17]. A pre-trained and initialized CHIMACS
system can perform better than a “cold start” one, assuming no major paradigm or
model sifts in the stream of data to be classified.

Further analysis is currently under way using different datasets and looking at
clustering the datasets into areas of different expertise levels for different classifiers.

5 Conclusions and Future Work

In this paper, a blackboard based multi-agent classifier framework, namely CHIMACS
has been proposed. A number of heterogeneous machine learning agents are used as the
underlying reasoning sources. A trust metric based on Q-learning has been devised to
capture the quality and the knowledge area expertise of each individual agent inside
CHIMACS. Social score and welfare functions have been implemented to give the
opportunity to each agent member to express their opinions related to an examined
problem. Several benchmark problems with and without noise have been used to
evaluate the efficiency of CHIMACS. The results have been compared with those from
each individual agent and other ensemble methods. Although, each agent behaves
differently, the system can exploit the capabilities deriving from the fact that each agent
perceives the problem from its own knowledge and reasoning perspective. Thus,
CHIMACS is able to improve the overall performance either by declaring a single
agent as a winner or by aggregating agent preferences over an alternative. In addition,
the approach can be considered as general purpose since it has no restrictions regarding
domain applicability or the type of machine learning employed. The transparency and
interoperability of the approach is a specific advantage of this approach, especially
when compared to ensemble methods that hard-code classifiers together and usually do
little or no learning and introspection. The use of confidence and trust and the use of a
MAS around a blackboard provides extra transparency and it can support explanation
of the classification decisions.

For further work, the effectiveness of CHIMACS is being evaluated using more
binary and non-binary class datasets from the literature, training agents using clustered
data, implementing different reinforcement learning trust score methods, adopt new
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voting procedures and transform the blackboard manager into an intelligent component
for dynamically extracting knowledge areas (data clusters). Concluding, a more robust
analysis of the accuracy results is essential. The addition of agent confidence and
normalization of voting scores as well as tackling the “cold start” problem as well as
that of model or paradigm shift in dataset streams will be explored.
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Abstract. A new approach to programming computing machinery
is presented, representing programming without a written software
artifact—a program. The availability of numerous speech-to-text ser-
vices, gives access to practical voice recognition. EnguageTMis an open,
programmable speech understanding engine, prototyped in Java, which
is built into an app on Google Play, acting entirely as its user interface.
Thus, devices can be instructed, and present results, in natural language
utterances; engineers are afforded their own concepts and associated con-
versations. This paper shows how this can be turned in on itself, program-
ming the interpretation of utterances, itself, purely through utterance.

Keywords: User interface programming · Interactive computation ·
Natural language understanding

1 Introduction

A talking interface has been sought since the dawn of the electronic comput-
ing age [1]. The first attempt, ELIZA [2], responds with stock replies generally
related to keywords within an utterance. It has no grasp of an utterance as a
whole amounting to no more than a guess at meaning. It has been described as
a test of human gullibility, rather than of machine intelligence [3] If a keyword
is not found, a subject changing reply is returned in an attempt to maintain
the conversation, but in reality it gives the impression of evasiveness. A host of
derivatives followed with the aim of passing what was to be known as the Turing
Test [4].

Some degree of comprehension was achieved by SHRDLU [5], an interpreter
which has the ability to conceptualize a limited world of blocks—put X on top
of Y, etc. The main observation, here, is that it parses the entire statement:
the whole utterance must be used to achieve this understanding. This in turn
produces an impression of listening. Though this characteristic is not amenable
to passing the Turing Test: a sheepdog may be considered intelligent because we
can tell that it listens, but it has no chance of maintaining a conversation. Thus
belies the dichotomy of specialization and generalization: do we want something
that is deemed intelligent or something useful? There is the call for a better
definition of intelligence [6].
c© Springer International Publishing AG 2017
M. Bramer and M. Petridis (Eds.): SGAI-AI 2017, LNAI 10630, pp. 61–71, 2017.
https://doi.org/10.1007/978-3-319-71078-5_5
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With the internet to plunder for context, further generalised applications
have appeared. Google Now, Apple’s SIRI, and IBM’s Watson make use of online
information for internet search or purchasing goods; Microsoft’s Cortana and
Amazon’s Alexa provide an interface for the control of applications and devices.
The latter, especially, shows some specialization in device control, with a skills
interface e.g. Alexa, tell X to do Y. However, bespoke software, and the appli-
cations of not-so-giant corporations, also need access to vocal interfaces, as an
accessibility feature for many technologically disenfranchised groups. Indeed, it
was originally assumed that programming would benefit if software mimicked
human communication, such as in COBOL and CORAL-66. However, these are
rooted in the context-free programming languages; whereas, natural language,
even for specialised interfaces, is context-dependent. While it is entirely possi-
ble that developers may hardwire their own understanding within a gigantic
if..then..elseif structure, this would still lack many features common to all talk-
ing interface based systems: a disambiguation scheme, for example; or, given
that language evolves, the ability to be updated at runtime.

To this end, EnguageTM, the language engine, is a programmable user
interface (UI). Its source code is freely available on GitHub at martinwheat-
man/Enguage, along with its written language specifications. This paper
presents a brief description of Enguage in Sect. 2. Then it describes the intepret
concept in Sect. 3, which allows a user to construct interaction vocally. It then
presents a simple example, in Sect. 4, of the construction of the instructions to
use a variable to store a value. While we are used to seeing software, the specifi-
cation of these instructions in this example as given in arbitrary strings, rather
than in a context-free language. It must be stressed that the example in Sect. 4
is a working program. Given these instructions are designed for ease of reading,
there is no punctuation to be read, which removes the need for a program as a
written artefact. Not only can machines be directed by voice; this paper shows
how they can also be programmed by voice.

2 Enguage

Language is an information bearing medium. It is context dependent—based
on what has been already been said, and what is already known; and it is
pragmatic—it is judged by its effect. Speech, as a transient mental process, is a
social activity, with much repetition and often with little structure [7]; whereas,
writing is a technology: it requires a well-structured written artefact; it shuns
repetition, and is largely a solitary process.

Enguage is largely concerned with the spoken word. The transmission of ideas
occurs by the swapping of one or more utterances; however, this mechanism
is orthogonal to understanding—the impression of listening—which is achieved
through confidence in the felicity of utterances [8]. This felicity is judged on the
reaction to interpretation in a given context [9,10]: even an infelicitous reply—
sorry, I do not understand—may increase the confidence in understanding within
the system.
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To Enguage, all utterances are simply an arbitrary list of strings [7,11].
Enguage maps user utterances onto machine replies, entirely by the interpreta-
tion of an internal list of utterances, or thoughts, associated with that utterance.
An internal structure, known as interpretant, is composed of an ordered list of
signs, each of which is used to interpret a specific utterance pattern. A sign is
composed of a pattern, as an identifier, and the list of thoughts to be inter-
preted on an utterance being matched. The felicity of each utterance determines
subsequent thoughts—if anything warrants Enguage to want to say hang on a
minute, then the next utterance prefixed by if not, is interpreted. Each thought
is therefore asserted.

There are three types of thought: think—more explicit utterances; do—
interact with other software; or, say—the reply. For example, I need X can
be deemed to mean add X to my needs list, which in turn may be conceptual-
ized as list.add (USER.needs, X), and the reply may be, ok you need X. The
meaning of an utterance is therefore defined by the thoughts into which it is
deconstructed.

Further, the interpretation of an utterance is context-dependent. Context is
harvested both from the utterance itself and created during interpretation by
explicitly setting values. In the above example, X will represent a value; USER
will have been ascertained earlier—if not, it may be infelicitous. Context is man-
aged in an internal object database, and affords the elaboration of utterances.
Applications built using Enguage also can have a what can I say mechanism,
which guides the user to the directed concept. Interpretation concludes when a
reply is reached.

A reply is a formatted answer, e.g. reply my name is ..., where the ellipsis
represents the contextualized answer, and any variables are dereferenced. Replies
need to be unequivocal, so typically, they begin with a hint as to their felicity,
such as ok, ..., yes, ... and no, ... for positive replies, and sorry, ... for infelicitous
replies. Replies are for human consumption, so vocal control of applciations
requires another channel.

During interpretation, Enguage can interact with existing application code.
The engine can directly call application code, as is the case with the context
database. This mechanism has been recently adapted for a client to communicate
through TCP/IP sockets. As such, it serves as an interface to software and online
devices. In doing so, the application remains directed, while exercising some
common features. Enguage:

– provides disambiguation, allowing the user to select the most appropriate
interpretation of an utterance, see 2.1 below;

– it recognizes that language is self-authored—it defines itself in utterances, see
2.2 below; and,

– which in turn allows conversations to be organized into concepts, each of
which is defined, appropriately, within a .txt file. It automatically loads any
concept whose name is used within an utterance, and unloads them once
used; allowing a virtually unlimited number of concepts to be supported. For
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example, the needs concept is in the need+needs.txt file, which will be loaded
on uttering i need X or she needs Y.

As a result, Enguage runs on modest hardware. It was intially validated
against a complex contextual situation [12] to show it has a deep understanding
of traditionally difficult to comprehend examples, e.g. if we are holding hands
then whose hand am i holding. However, Enguage takes a non-traditional app-
roach to text analysis.

2.1 Syntax, Considered Harmful

Let there be no doubt, syntax is key to the operation of context-free languages
(the programming languages); its rules are used in determining the correctness of
source code file. This does not necessarily mean that the programming languages
are unambiguous, there may be times when a compiler will generate implemen-
tation dependent, or unspecified code; but, the thrust of language design, and
the education of programmers, is towards unambiguous programs.

However, for the natural languages, meaning cannot be ascertained by struc-
ture; for example, the Jumbo has landed is an everyday phrase; whereas, the
Eagle has landed, which has the same structure whilst being one of the most
iconic phrases of the twentieth-century. While this is contextual, this is difficult
to define. Meaning is more easily defined by Pragmatics; things are defined by
their effect—while this may seem radical, it is certainly not a new approach
[9,13].

Further, a syntax is used to deem what is grammatically correct: it has a
Boolean outcome. If it is used to form language, gibberish may result, such as
in Chomsky’s loud green flowers sleep furiously examples [14] In this paper,
however, concerned with pragmatics; what achieves the communication of ideas
between human and machine. This may mean that double-negatives are entirely
valid, such as we ain’t got no bananas to mean we don’t have any. This may be
difficult for the structuralist to accept, as it points to the arbitrary link between
what it said and what is meant; however, is not so radical [11] (although, some
in turn may see this as a relativistic stance.) Again, this will be a disappoint-
ment to the Computational Linguistics community who tag corpora to achieve
a statistical approach to meaning: we are neither looking for meaning in written
text, nor for an all encompassing understanding. In this way, Enguage works like
it is learning a second language—learning by example. Having argued against a
syntactic approach, there is the caveat that basic data types following rigorous
structure, explained in [15]. If the reader has any doubt about the efficacy of
this approach, it is also the one taken by Amazon in their Alexa Skills Kit.

Enguage, therefore, turns to pattern matching, by which context-dependent
language can be adequately analyzed [15]. A pattern is not a syntax: the focus
is on the underlying word instances, rather than abstract word types where
meaning is lost. For example, perhaps a trite example, but help has very little
structure but a great deal of meaning. Andersen studied many cases of language
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use, finding that much spoken language is indeed such meaningful grunts and
exclamations [7].

Utterance patterns in Engauge are specified in lowercase constants and
uppercase variables. A pattern, such as i need X, is a straightforward way of
defining an utterance, and therefore a concept. Typically, constants, which pro-
vide the framework for a pattern, are stop list words, those removed from inter-
net search terms, and concept name themselves. From a pattern and an utter-
ance context can be derived, e.g. given an utterance My name is Martin and
the pattern [my, name, is, NAME], context, as named values are returned, e.g.
NAME=martin. Such variables can also be configured: PHRASE-X represents
one or more strings; and NUMERIC-X which has a numeric value, etc.

With pattern matching, several deemed meanings may be possible. This
ambiguity needs to teased out, and that each potential meaning should be dis-
tinguished by an unequivocal reply. If an unintended, or misheard operation, is
identified by the user, a simple mechanism enables it to be undone and another
selected, see [16]. Thus, Enguage does not interpret a spoken language with
an ultimate meaning, it mediates the most appropriate interpretation with the
user, determined by outcome. By this felicity, Enguage follows speech act theory
[9,10].

Finally, if an utterance cannot be matched to a pattern, the standard reply
is sorry, I do not understand, indicating an infelicitous utterance.

2.2 Translation and Transformation

Central to the claim that Enguage can allow language to evlove, is that the inter-
pretation of utterances is, itself, self-authored or autopoietic. In brief, autopoiesis
comes from the informational basis of cellular biology; each cell contains the abil-
ity to self-replicate, whereas the production of non-informational entities—an
allopoietic process—requires an external entity. For example, while a C com-
piler is written in C, motor vehicles require a motor vehicle factory. In this case,
Enguage has a built-in concept which supports the creation of signs [17]. A con-
cept file is largely, although not exclusively, comprised of autopoietic statements.

The utterances which construct signs fall into two categories [18]. Firstly,
there are translations where one utterance directly means another. Typically,
this is another way of saying the same thing, such as translating first-person
utterances into the third person. See listing 1. Here user refers to an unspeakable
context which is the unnamed user.

On "I need PHRASE-OBJECTS", _user needs OBJECTS.

Listing 1. A translation from the need+needs.txt concept.

Secondly, there are transformations which are essentially a pattern and a list
of utterances into which it is decomposed: a full sign represented as an English
statement. Typically, thoughts are given as a more specific utterance.
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On "SUBJECT needs PHRASE-OBJECTS":
set output format to "QUANTITY,UNIT of,,from FROM";
OBJECTS exists in SUBJECT needs list;
reply "I know";
if not, add / OBJECTS / to SUBJECT needs list;
then, reply "ok, SUBJECT needs ...".

Listing 2. A transformation from the need+needs.txt concept.

Note that this here includes slashes ‘/’ to emphasize the objects list vari-
able. While this is anachronistic, it shows that the repertoire is written, and
that written statements—emails texts and the like—can contain slashes, and
other ephemera, as emphasis. The current set of concepts can be found at
github.com/martinwheatman/Enguage

3 Technical Contribution: Vocal Autopoiesis

This paper presents, here, a vocal autopoietic interface, which allows the user
to create repertoire, and therefore instruction, by voice. To date, only a written
autopoietic repertoire [17] has supported the creation of interpretant. A tool that
provides a vocal interface is truly extensible if it creates that interface using the
interface it, itself, uses. This is possible, given that utterances are able to work
together.

Given an opening phrase, interpret PATTERN thus, the interpreter will build
rules from utterances, rather than carry them out. The repertoire uses inductive
language, phrases like first, next and finally, and this implies, rather than
deductive one of imperative languages, like add, and get and set. To help signify
that it is accepting a list of intentions, that the utterances are not actions in
themselves, the vocal confirmation/prompt switches from ok to goon.

Following the openning interpret utterance, we have the then (or next) pat-
tern. These append intentions to the sign under construction. Finally, there is
a finally pattern, which creates a thought to be performed at the end of an
interpretation, regardless of the felicity of outcome. An ok utterance finishes
induction. For further definition see the full concept in interpret.txt, in Sect. 3.1
below.

Because we don’t speak in capitalized sentences, or interject our speech with
comma this or that question mark we need to carefully construct the repertoire
to reply accurately to what we have said. Our patterns need to describe variables
and constants carefully.

As we can introduce variables verbally, for example, variable name, we there-
fore need to say variable variable to mean the word variable. The phrase phrase
variable needs results in PHRASE-NEEDS as a written variable, and similarly
numeric variable quantity means NUMERIC-QUANTITY. So we may construct
the longest pattern in the needs repertoire, thus:

interpret variable subject needs numeric variable quantity variable unit of
phrase variable needs thus

http://github.com/martinwheatman/Enguage
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This is, quite frankly, a bit of a mouthful! But this work simplifies the written
repertoire, by bringing X means Y and X implies Y, to the vocal autopoietic
repertoire. affording a more natural sign construction. Next, the interpret con-
cept is listed in full.

3.1 The Interpret Concept

The concept of interpret, available on GitHub as a written concept, is specified
as follows:

On "start induction":
perform "variable set induction true"; then, reply "ok".

On "stop induction":
perform "variable set induction false"; then, reply "ok".

On "interpret PHRASE-X thus":
start induction;
perform "sign create X";
then, reply "go on".

On "ok": stop induction; then, reply "ok".
On "that is it", ok.
On "that is all", ok.
On "finally PHRASE-X":

perform "sign finally X"; then, reply "ok".
On "first PHRASE-X":

perform "sign think X"; then, reply "go on".
On "then PHRASE-X":

perform "sign think X"; then, reply "go on".
On "first perform PHRASE-X":

perform "sign perform X"; then, reply "go on".
On "then perform PHRASE-X":

perform "sign perform X"; then, reply "go on".
On "first reply PHRASE-X":

perform "sign reply X"; then, reply "go on".
On "then reply PHRASE-X":

perform "sign reply X"; then, reply "go on".

Listing 3. The written concept: interpret.txt (c/f Enguage 2nd May 2017).

Please note that none of these patterns contain any punctuation, as they reflect
the spoken word: punctuation is not, by-and-large, enunciated—it is part of the
technology of writing. While utterances do not contain any structure, in terms
of keywords, as patterns they contain variables and constants. There are exam-
ples of both utterance types: translations and transformations, both interpreted
by Enguage. The next section presents the output from a fully functioning, if
simplistic, vocally programmed example within the Enguage test program itself.
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4 Results

The Enguage test suite includes this demonstration of saving and retrieving a
variable. These results can be confirmed by the source at GitHub.

enguage> my name is martin
I don’t understand.
enguage> interpret my name is phrase variable name thus
Go on.
enguage> first perform variable variable set name variable name
Go on.
enguage> then perform variable variable get name
Go on.
enguage> then reply hello whatever
Go on.
enguage> and that is it
Ok.
enguage> my name is martin
Hello martin.
enguage> my name is ruth
Hello ruth.

Listing 4. Output from Enguage unit test, 2nd May 2017.

This example demonstrates program construction. It instructs the interpreter to
construct a sign, a meaning, of my name is NAME, by attaching a variable set
and get operations in the object database, and then to reply with a greeting.
The ellipsis, an unspoken written artifact, representing the value returned from
the previous utterance, is replaced vocally with whatever ; this contextual reply
can be configured at runtime. Further, the two performs are now replaced by
utterances in the get+set.txt concept. Furthermore, the set utterance now also
returns the value set, e.g. martin or ruth, as the contextual value, which could
be returned as whatever without the get.

5 Discussion

This project is not text understanding, as sought by the Computation Linguistic
community. It defines concepts using utterance, pattern and thought; it is not
an algorithm to parse any text. Programming Enguage is more akin to teaching
a language, rather than modelling the cognitive process for a native language.
All software is directed: while Turing gave us a Univeral Machine [19], each
application presents its own domain, its own business logic, to which a UI such
as Enguage merely provides access.

While vocal autopoiesis demonstrates the extensibility of Enguage, the devel-
opment of vocal autopoiesis has not been of a high priority, since it changes the
balance from software being inviolate (something decided in the early days of
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software) to being modifiable by the user. If this is an issue—if, for example, you
don’t want your autopilot to be taught to play chess mid-flight(!)—the interpret
concept can be removed from the installation, reverting it to written concepts
alone.

Enguage is simply an interface; there are similarities between Enguage and
GUIs. Certainly, Enguage works as a replacement for the GUI. In a GUI envi-
ronment, the same function can be achieved through several routes: e.g. the
click of a button, mouse operation of a menu system, or the keyboard operation
of short-cuts. In Enguage, where one utterance means another, either can be
used to obtain the same operation. In practice, when testing the disambigua-
tion mechanism [16], it has been found an alternative utterance is often chosen,
rather than disambiguating by repeating the misunderstood utterance.

For some, there will be the argument that Enguage merely mirrors the con-
ventional programming model: that files containing concepts represent a textual
instructions, or program source code; and, that interpretant—as an internal, lin-
ear list of signs—acts as an address space, each address containing a machine
readable form of those concepts—a sign—as machine-level instructions. Further,
some may also argue that there must be some artifact within the system which
constitutes a program, because a program must persist; otherwise, we would
have to reprogram it after each system restart. However, constructing vocally
implies the management of persistence can also be vocal, and a mechanism (a
concept) is currently being sought.

For others, this will not be real programming as it does not contain explicit
loops, for each X do Y, or not being able to jump to arbitrary positions in the
address space, it is therefore not Turing complete. However, speech does not
contain explicit loops in the way that context-free languages do, much in the
same way that SQL does not. In common parlance for example, while is more
like a cobegin than a control structure: listen to the raido while the kettle boils.
However, current research is into how Engauge can support recursion: Enguage
is still in its infancy; what it lack is a comprehensive body of example concepts.

6 Conclusion and Further Work

While programming languages are defined in a formal structure, a meta-language,
Enguage demonstrates a mechanical basis for utterance, but one which is contex-
tual and self-defining. Inductive language supports the definition of language, in
addition to the ordinary use of deductive language. All of this works by utterance,
through Turing’s teletype fed by freely available speech-to-text services. The dis-
tinction is more pronounced when the inductive English concept, interpret.txt,
is used to define, say, French utterances: any utterance is simply an arbitrary
list of strings. The goal is toward the mediation of the most appropriate, rather
than some optimal, interpretation of an utterance. Utterances remain in the
context-dependent domain, through more and more specific thoughts, until an
unequivocal, context-free translation to a machine conceptualization is reached.
Dava content is provided by the ability to create, as well as harvest, context;
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for collaboration with further utterances. While Enguage supports arithmetical
ability, and spatial and temproal concepts [15], it is largely directed towards soft-
ware command and control. Further work includes the description of factorial,
a positive outcome has come too late for this paper; and a reworking of what
Engauge does, rather than how it does it, as a model of Informatics.

Until now, it could be claimed that while Enguage is vocally program-
mable, it follows the conventional Turing/Church model of algorithm specifica-
tion mapping onto a virtual machine implementation. However, Enguage’s vocal
autopoiesis has made it possible to bridge the gap between user and developer,
by removing the need for a—but not to—program. Not being based on writ-
ten artifact, Enguage heralds a new computing paradigm. Although, it will not
make users into developers overnight, and so is not the end of the programmer.
What takes significant effort as a programmer still must be presented orally.
However, with some thought we can describe our world : through this Turing’s
Imitation Game side-stepped the question of can machines think [1]. Enguage is
an opportunity to side-step the Turing Test [4].
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Abstract. In this paper the generative and feature extracting powers of the
family of Boltzmann Machines are employed in an algorithmic music compo-
sition system. Liquid Persian Music (LPM) system is an audio generator using
cellular automata progressions as a creative core source. LPM provides an
infrastructure for creating novel Dastgāh-like Persian music. Pattern matching
rules extract features from the cellular automata sequences and populate the
parameters of a Persian musical instrument synthesizer [1]. Applying restricted
Boltzmann machines, and conditional restricted Boltzmann machines as two
family members of Boltzmann machines provide new ways for interpreting the
patterns emanating from the cellular automata. Conditional restricted Boltzmann
machines are particularly employed for capturing the dynamics of cellular
automata.

Keywords: Computational creativity � Dastgāh � Persian music � Conditional
Restricted Boltzmann Machines � Computer music � Cellular automata

1 Introduction

Persian traditional music is often recognized and investigated in the framework of
Dastgāh music [2]. Each Dastgāh consists of smaller musical pieces called Gushe
which share some similarity in respect to musical intervals, frequency of appearing
notes, and repeated melodic motives. Different Dastgāh systems share some similar
traits, for example the quality of the beginning and ending pieces and the presence of
pieces having special characteristics as well as their respective time intervals. Dastgāhs,
by their nature, have their complexities, which makes the emergence of new musical
pieces reliant on the nascence of genius master musicians, who are intimately familiar
with the concept of Dastgāh. This fact has made the creation of new Dastgāhs nearly
impossible, and the quantity of compositions in different Dastgāhs intricate. Yet, there
are immense possibilities for new music to be created in this genre [3, 4]. Techniques
and tools from artificial intelligence are able to assist in the navigation of music space
for creating the possibility of novel music.

One of the targets in the computational creativity arena is the manifestation of new
artefacts with the help of computational algorithms. It is obvious that a clear viewpoint
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M. Bramer and M. Petridis (Eds.): SGAI-AI 2017, LNAI 10630, pp. 72–86, 2017.
https://doi.org/10.1007/978-3-319-71078-5_6



about the quality of creativity and how it happens is required from the outset. One of
the ways for defining creativity is the study of its appearance or expression in human
being when an artefact is created. Boden [5, 6] identifies three types of creativity in this
respect: Combinational, Exploratory, and Transformational. In combinational creativ-
ity, previous ideas are populated and associated with each other in an artistic way. In
exploratory creativity, a conceptual space is explored in the hope of finding novel
forms; this navigation may result in transformational creativity by altering some of the
involved dimensions of the elements and/or the conceptual space. Boden further
describes creativity in two broad categories: Historical-Creativity, and
Personal-Creativity with respect of their origin. H-creativity refers to a type of cre-
ativity that has never happened before within a civilization or society. P-creativity is
allocated to a type of creativity that is new to the person who created it, though it has
happened before throughout history. Observation of the requirements involved for the
appearance of a creative act, provides guidelines in many respects for enabling the
recreation process. Algorithmic music generation can be considered as a manifestation
of computational creativity.

Algorithmic music composition have been performed for various purposes from
generating musical motifs for inspiring musicians and usually in the form of computer
aided algorithm composition software to more complex tasks as well as mechanization
of music itself [7]. The later target is a hard core problem which needs the studying the
creativity behavior in human. Likewise algorithmic composition can improve knowl-
edge about how the creativity is performed by humans. Nevertheless various
methodologies are applied for algorithmic composition; for example machine learning
tools, knowledge based systems, evolutionary algorithms, and computational intelli-
gence models [7]. Computational intelligence models as well as Cellular Automata
(CA) are able to generate materials without contributing to human domain knowledge
[4]. Therefore they have been in the attention of the computational creativity com-
munity. Noteworthy, hybrid methodologies which benefit from the characteristics of
various tools are likely to be the subject of future research. In the current project the aim
is to explore the possibility of creating new types of Persian music, by navigating the
spectrum of various types of creativity by a hybrid approach consisting of CA, and a
machine learning tool.

Liquid Persian Music (LPM) is a Cellular Automata based auditory system, which
relies on pattern matching rules for extracting features from CA progressions, and
feeding these to a Persian musical instrument synthesizer. Pattern matching rules
extract features from consecutive CA progressions. The synthesizer accepts parameters
such as the length of the musical instrument string, and the ADSR envelopes and
produces the audio signal. More information about the software can be found in [8].

One of the aims in this paper is to elevate the pattern matching rules to the next
level. For this work two major concepts have been taken into account. One of them
refers to associative memories and their crystal like nature. Every time an associative
memory system reaches its equilibrium stability, new associations are produced across
their constituent elements. This in fact, determines their stochastic nature. The other
concept refers to the nature of cellular automata, as stochastic, yet determinable sys-
tems which makes them storable.
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Boltzmann machines are a type of associative memory, and in this paper two
families of Boltzmann machines, Restricted Boltzmann Machines (RBM), and Con-
ditional Restricted Boltzmann Machines (CRBM), are investigated. RBMs have been
used for learning static data and producing new representations of data. Conditional
Restricted Boltzmann machines expand RBM to be capable of prediction by learning
time-series data. Cellular automata progressions are stored inside RBMs, and CRBMs.
In this paradigm the stochastic nature of Boltzmann machine family have been used to
benefit the generation of musical forms in the LPM system.

The arrangement of the sections of this paper are as follows: Sect. 2 presents Liquid
Persian Music system, as a test bed for creating Persian-like music. Section 3 is ded-
icated to cellular automata, and basins of attraction models for studying the dynamics
of CA. Section 4 is dedicated to Boltzmann machines in general and RBM, and CRBM
in detail. The architectures of these two members of family of Boltzmann machines are
described which then form the basis of the current experiments. The design approach
and experiment are presented in Sects. 5 and 6. The results are available in Sect. 7. The
paper concludes in Sect. 8, and future possibilities for research are presented.

2 Liquid Persian Music Software and Previous Research
Agenda

The fundamental idea of LPM, likewise its former version Liquid Brain Music [9, 10]
is the exploration of artificial life systems in the production of audio. Outputs of such
system in relation to different parameterizations, are conventionally referred to as
voices in the series of LPM associated publications. Voices resemble musical motives
in music terminology. In [4, 11], it has been inferred that there are 887 � 207 � t number
of such voices, considering the number of 88 unique CA behaviors, 20 pattern
matching rules, t number of CA progressions, and 7 as the count of the synthesizer
parameters.

One of the present considerations have been towards sequencing those voices in a
musical manner. In [3], the LPM voices have been examined both individually and in
relation to each other to study their aesthetical aspects regarding Zipf’s law [12]. This
study have been performed, acquiring suitable aesthetical means for evolving them in a
musical manner. A computational framework for creating Persian Dastgāh-like music
have been proposed in [4], in which sequencing the voices in a competent manner have
been considered as a search problem. The musical critiques have been determined to be
Zipfian metrics, and random sequences of voices as genotypes. Fitness functions based
on Zipfian metrics are computable aesthetical critiques. In a later experiment in [3],
Zipfian metrics have been extracted from a traditional Persian music data base. These
metrics have been employed to train a Support Vector Machine Regression (SVMR)
model, against, features extracted from LPM random sequences. The features which
produced overlap between Persian music and LPM sequences were kept while the other
ones have been discarded. This has been done due to the fact that SVMR model would
decide solely based on a few strong detaching feature categories. On this basis, SVMR
model would have cast off most of the LPM sequences without any chances for guiding
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them to the next evolutionary phase. On the other hand, it has been demonstrated that
only a few number of features out of about 400 Zipfian features were sufficient for the
conducting task. More details on this experiment can be found in [3].

The major issue in these experiments was the appearance of vivid jumps between
the musical motives in some of the sequences. The randomized sequences in the initial
population, left a dramatic effect throughout consequent generations which could not
have been detected with the usage of Zipfian metrics solely. To counter this, there
would be too many generations involved, and/or the fitness function possess sufficient
amount of intelligence to unravel the competent individuals, and operators to erode the
jumping effects and then evolve the pieces in a desired manner. Although fitness
function based on Zipfian metrics are capable of discarding incompetent individuals
and giving credits to those who have further similar Zipfian metrics to Persian music,
the need for a more intelligent criticizer became self-evident. It should not be left
unsaid that during algorithm execution some desirable pieces have been created which
were detected while performing auditory investigations. Some of the LPM generated
audio have also been evaluated in an auditory survey [13]; some examples are available
in [8]. In the current paper, unlike the previous publications in this series [3, 4, 11], the
aesthetical aspects of the produced audio are not directly and particularly the main
focus. Instead the attention is shifted towards approaches for interpreting the patterns
derived from cellular automata sequences and applying them in the problem of
sequencing LPM voices. This kind of approach is not only considered as a generative
model; multiplying the power of creativity of cellular automata; it also has the potential
of maintaining and producing smoother transitions between LPM voices.

3 Cellular Automata

Cellular Automata are dynamical systems whose manifestation are assigned to Von
Neumann back in 1940s [14, 15]. Later in 1960s CA have been investigated as
dynamical systems [16]. In this viewpoint, CA are discrete dynamical systems con-
sisting of identical elementary individuals with same set of defined behaviors, which
account to the global dynamics of the whole system.

Elementary CA consists of an assembly of cells which are arranged in a sequence
of one dimensional array. In this work, each of the cells take two binary states. The
progression of CA in each time step t, emerges as a two-dimensional lattice. The state
of a cell at a time step is determined by its state and the states of its adjacent neighbors
at the previous time step. The neighborhood radius is defined by r, which accounts to
2r specifications, resulting from permuting the states of a cell and its neighbors.
Allocating these permutations to binary states produces 22

r
CA rules [16]. Considering

the states of the left, and right neighbors of a cell, the number of rules for an elementary
CA becomes 256.

Wolfram recognized four major classes of behavior in CA, consisting of fixed,
cyclic, chaotic, and complex behaviors [16]. In [18] the cyclic class is divided to further
three sub classes, namely, heterogeneous, periodic, and locally chaotic. CA have been
in the attention of artists’ community as well, for their emergent behavior. Various
attempts have taken place for contributing CA both independently as an inspiring
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source for artists, or as a computational creative tool for generating artefacts. Some of
these works can be traced back in the works of pioneers as well as Iannis Xenakis in the
generation of music. who used CA for attaining the general structure of compositions
[7, 19]. However, these kind of compositions were often accompanied by heavy
editing. Some others inferred CA as a source of raw material, which could not have
been highly relied on for music composition in an independent manner [20].

Beyls Cellular Automata Explorer is one of the early musical systems based on CA.
He experimented with various CA configurations including the cell neighborhood from
previous and future CA progressions, and various rule specification in the search for
finding complex musical structures [21]. Millen developed the CAM system, which
exploits two and three dimensional game of life cellular automata, and maps the data to
musical space for producing melody [7, 21]. CAMUS and Chaosynth [22, 23] are two
other well-known CA musical generators. CAMUS uses Game of Life together with
Demon Cyclic Space to simulate the diffusing effect of musical patterns in time.
CAMUS system later exploits Cartesian mapping to achieve triplet musical forms [23].
Chaosynth is a CA based audio system which relies on producing sound granules
resulting from additive synthesis; the produced audio is not presently similar to music
as we know, it rather resembles the nature sounds as well as the flow of water, or a
cluster of amphibians singing. Chaosynth underlying system is based on the model of
the chemical reaction of a catalyst which in the visual domain appears as hypnotic
contraction and detention effects of chemicals [20].

3.1 The Dynamics of Cellular Automata

The dynamics of cellular automata can be better illustrated in structures known as basin
of attraction [24–26]. In order to clarify this notation, the meaning of state space is
briefly overviewed. A state space consists of all possible configurations or patterns. For
instance a binary vector of size N has 2N patterns, and a binary matrix of size 4 * 4 has

Fig. 1. Examples of basin of attraction for cellular automata configuration for (a) rule 54, and
(b) rule 90. The star signs shows the Garden of Eden states. These graphs are manually obtained,
however, there are algorithms available for obtaining basin of attraction models for any CA rule
space with different configurations [17].
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216 different configurations. For a cellular automata rule number, this state space can be
divided to sections with each section having a structure relating its consisting patterns.
These structures are known as basins of attraction. They often consist of a central point
or a collection of patterns arranged on a circular path. There might be branches with so
many sub branches connecting to these figures. The links between patterns in a basin of
attraction is formed according to the accessibility by previous observed patterns. These
outer branches are pre-images of the inner ones.

The leaves are Garden of Eden states, which are not accessible by any previous
states [24–26]. Figure 1 shows two examples of basin of attraction models for four-cell
configurations for Wolfram rule numbers 54, and 90. Rule 54 produces 3 basins of
attraction, while rule 90 produces 2 of them. Note that all different 16 configuration for
4 cells have been classified in the basin of attraction field model.

4 Restricted Boltzmann Machines

Boltzmann machines are stochastic neural networks invented by Hinton and Sejnowsky
back in 1985 [27]. They can also be considered as Hopfield networks which replace the
binary threshold rules associated to the units with stochastic decision rules [28].
Boltzmann machine dynamics revolve around an energy concept. Adhering to a fully
connected architecture for Boltzmann machines make them inefficient for training. On
the other hand, constraining the connections between the units will turn them into
devices with tractable formulation for the required training procedures [29]. Restricted
Boltzmann machines [30] are graphical models with undirected symmetrical connec-
tions which have only maintained their pair-wise connections between visible and
hidden units. Figure 2(a) shows the architecture of RBM.

RBM are capable of modelling the probability distribution of the input data. These
new representations of the observable data, are accumulated in the intra-layer weights.
Consequently, these networks are widely used in feature extraction, dimensionality
reduction, and classification applications. Some examples of these kinds are available
in [31–33]. For instance, once this network is trained, the features which are now

Fig. 2. The architectures of (a) Restricted Boltzmann machine, and (b) Conditional Restricted
Boltzmann machine.
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embedded in weights in the bipartite graph can be used as data for further machine
learning applications [34, 35]. Boltzmann machines have also been utilized in music
generation applications in [36], more examples of such systems are provided in the
CRBM section.

The behavior of the RBM system is directed by the energy function defined in
formula 1. In which v, and h, stand for visible and hidden layer units in vectors, W is
the weight matrix. a, and b, are bias vectors. On this account, the energy function in
RBM is a sum of the linear products of the hidden vector, the connection weights
matrix, and the input vector. The remaining terms in the following formulas stand for
the products of the visible and hidden units and their contributing bias terms.

E v; hð Þ ¼ � hTWxþ aTvþ bTh
� � ð1Þ

The probability of observation of a particular configuration over v visible input
vectors and h hidden units are obtained by the notation 2, in which Z is the normal-
ization term. The Z normalizing value is the result of calculating e�Eðv;hÞ throughout all
configurations for v, and h.

p v; hð Þ ¼ e�E v;hð Þ=Z ð2Þ

Obtaining Z (which is also known as the partition function) is nearly impossible,
originating from the fact that so many binary units are involved. Inferring the joint
probability distribution of v, and h can be performed by easier ways than computing the
value of partition function. In order to track the value of the p v; hð Þ a procedure is taken
by marginalizing out the value of h from formula 2 [37].

The marginal probability distribution of a visible vector equals the sum of the
exponential of the energy function over all possible configurations as

p vð Þ ¼
X
h

e�E v;hð Þ=Z ð3Þ

This formulation provides a basis for attaining the logarithm likelihood of pðvÞ
which its derivation can be traced back in [38]. The ultimate target would be to
maximize log p vð Þð Þ for the training data in the visible units. This would become the
foundation for performing gradient descent method for training RBMs by differenti-
ating the negative of logarithm likelihood of p vð Þ. On this account the parameter update
[34] for the weights can be obtained as:

Dw ¼ c EPdata vhT
� �� EPmodel vhT

� �� � ð4Þ

Equation 4 consists of two terms. The first term EPdata :ð Þ is the positive gradient,
also known as the data dependent term which is the expectation over the data distri-
bution. The second term EPmodelð:Þ is the negative gradient and is the data independent
term also presenting the expectation over the model distribution. Computing these
expectations are intractable, however, they are estimable by performing alternating
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Gibbs sampling between hidden, and visible units. This procedure is followed in
Contrastive Divergence algorithm.

4.1 Contrastive Divergence Algorithm

Contrastive Divergence algorithm [39, 40] is a sort of gradient descent method which is
applied for training weights in RBMs.

The Contrastive Divergence algorithm works with the following procedure:
For each of training vectors the following steps are taken:

• The visible units are populated with a training vector.
• The probabilities of the units in the hidden layer are calculated and their states are

determined by the following notation:

sðhmÞ ¼ 1; p hm¼1jvð Þ[ rnd
�1; otherwise

�
ð5Þ

where rnd is a random number from uniform distribution in the range ½0; 1�.
• k-levels of Gibbs sampling takes place: the vector v0 is reconstructed by sampling

from the hidden units and the hidden units h0 are resampled from v0.
• The weights and biases are updated considering the following learning rules, in

which c is a learning rate:

Wt ¼ Wt�1 þ c htvtT � h0tx0tT
� � ð6Þ

at ¼ at�1 þ c vt � v0tð Þ ð7Þ

bt ¼ bt�1 þ cðht � h0tÞ ð8Þ

• The algorithm iterates, until a stopping criteria is visited (as well as the number of
Gibbs sampling to be performed).

4.2 Conditional Restricted Boltzmann Machines

Conditional restricted Boltzmann machines are an extended version of RBM systems,
which model the dependability of data to its previous time frames. An architecture of
CRBMs are shown in Fig. 2(b). They are best for capturing the dynamics of time-series
data. CRBMs has had successful applications in modeling the dynamics of systems, as
well as human motion [41, 42]. It is notable that there have been research in the area of
music and CRBMs both for classification tasks, and for composition. CRBMs have
been applied for the task of auto-tagging music in [43, 44]. This proposed model have
been able to outperform some other machine learning classifiers, as well as support
vector machines, and multi-layer perceptron. In [45] forward CRBMs have been
employed to reconstruct music and improvise in the desired musical style, based on the
provided first notes.
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In CRBM model, the visible and hidden units are conditioned on n previous steps
of visible states. Visible and hidden units receive this temporal information by estab-
lished direct connection to an additional layer. Previous temporal information are
provided in this new added layer. The topology of this model is illustrated in Fig. 2(b).
The energy function of the system is inferred as:

E v; h; uð Þ ¼ �vTWh� uTUuvv� uTUuhh� vTa� hTb ð9Þ

In which v; h; u correspondingly stand for observables, hidden neurons, and addi-
tional layer (associated to visible units in the previous time steps). Likewise, W are the
weights between visible layer, and hidden layer, Uuv relates to the weights between
visible layer and additional layer, and at last, Uuh is the weight matrix between con-
ditional layer, and hidden units. a, b are bias matrixes. The weights, and biases in
CRBM models can still be learned by the application of Contrastive Divergence
algorithm.

5 Approach

The stochastic nature of Boltzmann machines proposes that there would be no unique
equilibrium status for the system. This fact contributes to the generative nature of
Boltzmann machine family models. This effect has been resembled to crystals which
settle on their different facades (In fact Richards in [46] has first assimilated memories
as crystals). A crystal with plasma like origin is gradually formed or crystallized.
Starting from an initial configuration for the elements of the plasma, every time the
system is run, different associations between the elements are formed. This causes for
attaining various crystal shapes. However, using the term of a solid crystal for BMs is a
little bit tricky. A stable equilibrium of the system is where a local minimum energy is
achieved in the energy hyper-surface. This does not necessarily mean that the state of
neurons are not changing any longer. Actually the states of the neurons may still be
oscillating, but that is happening around the local minima. Therefore the states of the
neurons are not necessarily frozen.

Since the dynamics of CA is stochastic yet determinable, they can be treated as
static memories. This relaxes the architecture of the LPM system from the requirement
of navigations in the search spaces as discussed previously. This provides the ability to
apply associative memory architectures. The dynamics of CA can be stored as mem-
ories. This scheme lets the individuals of an associative memory model be resembled to
fossilized ants (as an example of individuals in a swarm) in a crystal. The associations
of the ants would be different in every single crystallization process. Moreover, the
angle of looking into the crystal changes the relations and the proportions in which they
are perceived. This latter phenomenon is an assimilation to show the importance of the
choice of collecting output from different hidden units in various extensions of
Boltzmann machines. To be clearer, it should be noted that, although all the hidden
units can be used for populating the synthesizer parameter, the audio result would
change, considering which neuron is taken. This is how the generative powers of
Boltzmann machine family can be manifested in LPM system.
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6 Experiments

In this section the details of the performed experiments are presented; there are different
perspectives towards applying CA to Boltzmann machine model family. In one of the
approaches, 88 one-dimensional CA progressions are considered as static images with
white and black cells to be applied as input vectors to the visible units. In this approach
the number of cells in the visible layer would equal the total number of cells of a
cellular automata progression. The same visible units are associated with the same cells
in the CA progression over all the training samples. It is obvious that various possible
initial seeds exist for the CA progression, which determine the emerging patterns in the
upcoming generations. In fact they would end up in different basin of attractions for a
CA rule. For this experiment, all the possible binary configurations for the initial seed
have been taken into account for all the 88 unique CA behaviors.

In the second experiment, various configurations of CA progression are provided
for a Conditional Restricted Boltzmann machine. This model have been inspired from
basin of attraction models which are applied for studying the dynamics of CA. There
are also some literature about neural networks which learn the dynamics of CA [47].
Each of the CA rules have their own basin of attraction fields regarding the configu-
rations in which the basin of attraction is studied for that CA rule. Identifying each of
those attractors and employing them as inputs to CRBMs, requires the consideration of
various topologies for the input layer, and the connecting weights. Although this is not
an impossible task, it is a labor intensive one. Therefore, another tactic has been taken
into account which is based on CA progressions history as training series. In this
experiment all the transients starting from the initial seeds have been taken into
account. Notably, all the possible initial seeds have been explored as well.

CA progressions can be trained to CRBMs for seizing their dynamics with various
configurations. This work can be performed for each generation of CA, or even an
arbitrary configuration from CA progression. For instance, one may wish to choose a
complete number of cells from each CA generation, or partially select some of the cells.
It is possible to include cells from more than one generation to form p � q matrices of
cells. The number of previous cells are also adjustable. For example, one may pick n
number of p � q previous configurations to constrain visible and hidden layers.

The number of the CA progressions to be trained by the CRBM system has been
empirically determined by the behavior of CA rules themselves, whether they are in the
classes of fixed, cyclic, chaotic, or complex. For instance, the number of the involved
generations of CA rules in the fixed, and cyclic categories are noticeably less than the
rules in the third, and fourth classes. These groups tend to achieve their stable behavior
faster than the other groups, and would reach loopy behavior, and/or repetitions which
would put more emphasis on these kinds of patterns and bring bias in the training set.
Instead the possibility of having more generations out of the CA progressions have
been allocated to chaotic, and complex behavior rule categories.

The experiments in this project are implemented in Matlab and with inspiration
from the software and codes provided in [48–50].
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7 Results

In this section more details on the conducted experiments are provided, and the results
are presented. For the first experiment with RBM, a number of 88 main CA behaviors
over 24 generations have been taken into account. The initial seeds have been taken
constant for all the CA rules. The training set consists of 88, 25 * 25 metrics in 20
batches. This produces 625 visible units. The number of hidden neurons was selected to
be 400 units. Overall number of 200 epochs were involved. Figure 3 demonstrates a
portion of the connecting weights between visible, and hidden units. Each square
presents one hidden unit. The square shapes are represented in this way to be analogous
to the input metrics.

In the second experiment which is performed with CRBM, the CA progression
have been divided into a series of 3 * 3 metrics respecting their history of appearance.
Each of these metrics have been conditioned to their three previous ancestors. This
would result in having 9 visible units, and 27 past units. The count of hidden units are
400. Figure 4 demonstrates portions of weight metrics between visible-hidden,
past-visible, and past-hidden. For this experiment all the 88 CA behaviors have been
involved, and all the possible initial seeds have been allowed.

Fig. 3. Looking into the mind of RBM. Each of the small squares are associated to one of the
units in the RBM architecture and all its connecting weights. These squares are a portion of 65
units out of the total hidden neurons.

Fig. 4. Looking into the mind of CRBM. In the configuration of the CRBM for this experiment,
(a) relates to the weights between the visible and hidden units, (b) demonstrates the weights in
between past and visible units, while (c) shows the weight values between past and hidden units.
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So far the experiments suggested in this paper have resulted in producing patterns
which can later be accompanied in music production. This means that new pattern
matching rules are introduced to LPM system. The interesting thing about this archi-
tecture is the generation of various patterns by changing the initial configuration of CA,
the initial seeds, and the number of involved hidden units which also contribute to the
generative power of Boltzmann machine family. The outputs of the pattern matching
rules in the original LPM system are employed for feeding the parameters of a Persian
musical instrument synthesizer. The parameters vary from the physical parameters of a
musical instrument as well as string length to ADSR envelopes of musical notes.

What have been discussed in this paper are some technical issues revolving around
the sub system of a bigger LPM architecture for creating Persian-Dastgāh like music.
The presentation of the whole system is out of the scope of the current paper. The
mapping of the results of this research to musical space would be in association to other
parts of the system and subject to future publications. The interested readers are
welcome to follow the creations of the system as the research progresses in [8], related
to LPM web page.

8 Conclusions and Future Work

In this article, RBM and CRBM have been applied for capturing the dynamics of
cellular automata. It has been illustrated that these models have generative character-
istics. In fact the usage of these two models have manifold targets in LPM system. The
first aim is to enhance the pattern matching rules in LPM system and taking them to
another level. The other one is the exploitation of the generative, and stochastic nature
of Boltzmann machine family themselves.

Elementary cellular automata have been used as a computational intelligence tool
which provides raw material for creativity in LPM system. Complicating the initial
configuration of CA, gives raise to the variety of the emerging patterns. Moreover,
cellular automata are a sub type of Random Boolean Networks [51]. This fact expands
the neighborhood configurations to multiply the level of complexity of the emerging
patterns. It is obvious that taking account these types of configurations would increase
the generality of the whole system, however, the integrity is suppressed by the current
computational resources while the results of this stage are sufficient guidelines for
entering the next phases of research.

Deep neural networks have been generating interest in the area of computational
creativity due to the resemblance their underlying processes bear to the procedures
taking place in human brain. In this work an infrastructure for employing deep
architectures are employed which are built on Boltzmann machines. Extending the
architecture of RBM into deep Boltzmann machine or a deep belief net [52] archi-
tecture by building further hidden layers would provide additional feature extractors or
in another viewpoint higher level of features. This implies that further representations
of data will be reflected in the top layers which can be derived correspondingly.

Other future steps of this research includes the design of the mapping mechanism to
musical space of LPM voices while delving deeper into the sequencing problem. The
produced mechanism is capable of being generalized to include various sources of raw
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materials for creativity rather than CA and different genres of music besides Persian
music or any other creative artefacts.
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Abstract. The highly influential framework of conceptual spaces pro-
vides a geometric way of representing knowledge. Instances are repre-
sented by points in a high-dimensional space and concepts are repre-
sented by regions in this space. Our recent mathematical formalization
of this framework is capable of representing correlations between different
domains in a geometric way. In this paper, we extend our formalization
by providing quantitative mathematical definitions for the notions of
concept size, subsethood, implication, similarity, and betweenness. This
considerably increases the representational power of our formalization by
introducing measurable ways of describing relations between concepts.

Keywords: Conceptual spaces · Fuzzy sets · Measure

1 Introduction

One common criticism of symbolic AI approaches is that the symbols they oper-
ate on do not contain any meaning: For the system, they are just arbitrary tokens
that can be manipulated in some way. This lack of inherent meaning in abstract
symbols is called the “symbol grounding problem” [18]. One approach towards
solving this problem is to devise a grounding mechanism that connects abstract
symbols to the real world, i.e., to perception and action.

The framework of conceptual spaces [16,17] attempts to bridge this gap
between symbolic and subsymbolic AI by proposing an intermediate concep-
tual layer based on geometric representations. A conceptual space is a high-
dimensional space spanned by a number of quality dimensions that are based on
perception and/or subsymbolic processing. Regions in this space correspond to
concepts and can be referred to as abstract symbols.

The framework of conceptual spaces has been highly influential in the last
15 years within cognitive science and cognitive linguistics [14,15,28]. It has also
sparked considerable research in various subfields of artificial intelligence, rang-
ing from robotics and computer vision [11,12] over the semantic web [2] to plau-
sible reasoning [13,25].

One important aspect of conceptual representations is however often ignored
by these research efforts: Typically, the different features of a concept are cor-
related with each other. For instance, there is an obvious correlation between
c© Springer International Publishing AG 2017
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the color and the taste of an apple: Red apples tend to be sweet and green
apples tend to be sour. Recently, we have proposed a formalization of the con-
ceptual spaces framework that is capable of representing such correlations in a
geometric way [6]. Our formalization not only contains a parametric definition
of concepts, but also different operations to create new concepts from old ones
(namely: intersection, union, and projection).

In this paper, we provide mathematical definitions for the notions of con-
cept size, subsethood, implication, similarity, and betweenness. This consider-
ably increases the representational power of our formalization by introducing
measurable ways of describing relations between concepts.

The remainder of this paper is structured as follows: Sect. 2 introduces the
general framework of conceptual spaces along with our recent formalization. In
Sect. 3, we extend this formalization with additional operations and in Sect. 4 we
provide an illustrative example. Section 5 contains a summary of related work
and Sect. 6 concludes the paper.

2 Conceptual Spaces

This section presents the cognitive framework of conceptual spaces as described
in [16] and as formalized in [6].

2.1 Dimensions, Domains, and Distance

A conceptual space is a high-dimensional space spanned by a set D of so-called
“quality dimensions”. Each of these dimensions d ∈ D represents a way in which
two stimuli can be judged to be similar or different. Examples for quality dimen-
sions include temperature, weight, time, pitch, and hue. The distance between
two points x and y with respect to a dimension d is denoted as |xd − yd|.

A domain δ ⊆ D is a set of dimensions that inherently belong together.
Different perceptual modalities (like color, shape, or taste) are represented by
different domains. The color domain for instance consists of the three dimensions
hue, saturation, and brightness. Distance within a domain δ is measured by the
weighted Euclidean metric dE .

The overall conceptual space CS is defined as the product space of all dimen-
sions. Distance within the overall conceptual space is measured by the weighted
Manhattan metric dM of the intra-domain distances. This is supported by both
psychological evidence [5,19,26] and mathematical considerations [3]. Let Δ be
the set of all domains in CS. The combined distance dΔ

C within CS is defined as
follows:

dΔ
C (x, y,W ) =

∑

δ∈Δ

wδ ·
√∑

d∈δ

wd · |xd − yd|2

The parameter W = 〈WΔ, {Wδ}δ∈Δ〉 contains two parts: WΔ is the set of pos-
itive domain weights wδ with

∑
δ∈Δ wδ = |Δ|. Moreover, W contains for each

domain δ ∈ Δ a set Wδ of dimension weights wd with
∑

d∈δ wd = 1.
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The similarity of two points in a conceptual space is inversely related to their
distance. This can be written as follows:

Sim(x, y) = e−c·d(x,y) with a constant c > 0 and a given metric d

Betweenness is a logical predicate B(x, y, z) that is true if and only if y is
considered to be between x and z. It can be defined based on a given metric d:

Bd(x, y, z) : ⇐⇒ d(x, y) + d(y, z) = d(x, z)

The betweenness relation based on dE results in the line segment connecting
the points x and z, whereas the betweenness relation based on dM results in an
axis-parallel cuboid between the points x and z. One can define convexity and
star-shapedness based on the notion of betweenness:

Definition 1 (Convexity).
A set C ⊆ CS is convex under a metric d : ⇐⇒

∀x ∈ C, z ∈ C, y ∈ CS : (Bd(x, y, z) → y ∈ C)

Definition 2 (Star-shapedness).
A set S ⊆ CS is star-shaped under a metric d with respect to a set P ⊆ S : ⇐⇒

∀p ∈ P, z ∈ S, y ∈ CS : (Bd(p, y, z) → y ∈ S)

2.2 Properties and Concepts

Gärdenfors [16] distinguishes properties like “red”, “round”, and “sweet” from
full-fleshed concepts like “apple” or “dog” by observing that properties can be
defined on individual domains (e.g., color, shape, taste), whereas full-fleshed
concepts involve multiple domains. Each domain involved in representing a con-
cept has a certain importance, which is reflected by so-called “salience weights”.
Another important aspect of concepts are the correlations between the different
domains, which are important for both learning [8] and reasoning [23, Chap. 8].

Based on the principle of cognitive economy, Gärdenfors argues that both
properties and concepts should be represented as convex sets. However, as
we demonstrated in [6], one cannot geometrically encode correlations between
domains when using convex sets: The left part of Fig. 1 shows two domains,
age and height, and the concepts of child and adult. The solid ellipses illustrate
the intuitive way of defining these concepts. As domains are combined with
the Manhattan metric, a convex set corresponds in this case to an axis-parallel
cuboid. One can easily see that this convex representation (dashed rectangles) is
not satisfactory, because the correlation of the two domains is not encoded. We
therefore proposed in [6] to relax the convexity criterion and to use star-shaped
sets, which is illustrated in the right part of Fig. 1. This enables a geometric
representation of correlations while still being only a minimal departure from
the original framework.

We have based our formalization on axis-parallel cuboids that can be
described by a triple 〈ΔC , p−, p+〉 consisting of a set of domains ΔC on which
this cuboid C is defined and two points p− and p+, such that

x ∈ C ⇐⇒ ∀δ ∈ ΔC : ∀d ∈ δ : p−
d ≤ xd ≤ p+d
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Fig. 1. Left: Intuitive way to define regions for the concepts of “adult” and “child”
(solid) as well as representation by using convex sets (dashed). Right: Representation
by using star-shaped sets with central points marked by crosses.

These cuboids are convex under dΔ
C . It is also easy to see that any union of

convex sets that have a non-empty intersection is star-shaped [27]. We define
the core of a concept as follows:

Definition 3 (Simple star-shaped set).
A simple star-shaped set S is described as a tuple 〈ΔS , {C1, . . . , Cm}〉. ΔS ⊆ Δ
is a set of domains on which the cuboids {C1, . . . , Cm} (and thus also S) are
defined. Moreover, it is required that the central region P :=

⋂m
i=1 Ci �= ∅. Then

the simple star-shaped set S is defined as

S :=
m⋃

i=1

Ci

In order to represent imprecise concept boundaries, we use fuzzy sets [7,30,
31]. A fuzzy set is characterized by its membership function μ : CS → [0, 1]
that assigns a degree of membership to each point in the conceptual space. The
membership of a point to a fuzzy concept is based on its maximal similarity to
any of the points in the concept’s core:

Definition 4 (Fuzzy simple star-shaped set).
A fuzzy simple star-shaped set S̃ is described by a quadruple 〈S, μ0, c,W 〉 where
S = 〈ΔS , {C1, . . . , Cm}〉 is a non-empty simple star-shaped set. The parameter
μ0 ∈ (0, 1] controls the highest possible membership to S̃ and is usually set to 1.
The sensitivity parameter c > 0 controls the rate of the exponential decay in the
similarity function. Finally, W = 〈WΔS

, {Wδ}δ∈ΔS
〉 contains positive weights

for all domains in ΔS and all dimensions within these domains, reflecting their
respective importance. We require that

∑
δ∈ΔS

wδ = |ΔS | and that ∀δ ∈ ΔS :
∑

d∈δ wd = 1. The membership function of S̃ is then defined as follows:

μ
˜S(x) = μ0 · max

y∈S
(e−c·dΔ

C (x,y,W ))

The sensitivity parameter c controls the overall degree of fuzziness of S̃ by
determining how fast the membership drops to zero. The weights W represent
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Fig. 2. Left: Three cuboids C1, C2, C3 with nonempty intersection. Middle: Resulting
simple star-shaped set S based on these cuboids. Right: Fuzzy simple star-shaped set
S̃ based on S with three α-cuts for α ∈ {1.0, 0.5, 0.25}.

not only the relative importance of the respective domain or dimension for the
represented concept, but they also influence the relative fuzziness with respect
to this domain or dimension. Note that if |ΔS | = 1, then S̃ represents a property,
and if |ΔS | > 1, then S̃ represents a concept. Figure 2 illustrates this definition
(the x and y axes are assumed to belong to different domains and are combined
with dM using equal weights).

In our previous work [6], we have also provided a number of operations,
which can be used to create new concepts from old ones: The intersection of two
concepts can be interpreted as the logical “and” – e.g., intersecting the property
“green” with the concept “banana” results in the set of all objects that are both
green and bananas. The union of two concepts can be used to construct more
abstract categories (e.g., defining “fruit” as the union of “apple”, “banana”,
“coconut”, etc.). Projecting a concept onto a subspace corresponds to focusing
on certain domains while completely ignoring others.

3 Defining Additional Operations

3.1 Concept Size

The size of a concept gives an intuition about its specificity: Large concepts are
more general and small concepts are more specific. This is one obvious aspect in
which one can compare two concepts to each other.

One can use a measure M to describe the size of a fuzzy set. It can be defined
in our context as follows (cf. [10]):

Definition 5. A measure M on a conceptual space CS is a function M :
F(CS) → R

+
0 with M(∅) = 0 and Ã ⊆ B̃ ⇒ M(Ã) ≤ M(B̃), where F(CS)

is the fuzzy power set of CS and where Ã ⊆ B̃ : ⇐⇒ ∀x ∈ CS : μ
˜A(x) ≤ μ

˜B(x).
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A common measure for fuzzy sets is the integral over the set’s membership
function, which is equivalent to the Lebesgue integral over the fuzzy set’s α-cuts1:

M(Ã) :=
∫

CS

μ
˜A(x) dx =

∫ 1

0

V (Ãα) dα (1)

We use V (Ãα) to denote the volume of a fuzzy set’s α-cut. Let us define for each
cuboid Ci ∈ S its fuzzified version C̃i as follows (cf. Definition 4):

μ
˜Ci

(x) = μ0 · max
y∈Ci

(e−c·dΔ
C (x,y,W ))

It is obvious that μ
˜S(x) = maxCi∈S μ

˜Ci
(x). It is also clear that the intersection

of two fuzzified cuboids is again a fuzzified cuboid. Finally, one can easily see
that we can use the inclusion-exclustion formula (cf. e.g., [9]) to compute the
overall measure of S̃ based on the measure of its fuzzified cuboids:

M(S̃) =
m∑

l=1

⎛

⎜⎜⎝(−1)l+1 ·
∑

{i1,...,il}
⊆{1,...,m}

M

⎛

⎝
⋂

i∈{i1,...,il}
C̃i

⎞

⎠

⎞

⎟⎟⎠ (2)

The outer sum iterates over the number of cuboids under consideration (with
m being the total number of cuboids in S) and the inner sum iterates over all
sets of exactly l cuboids. The overall formula generalizes the observation that
|C̃1 ∪ C̃2| = |C̃1| + |C̃2| − |C̃1 ∩ C̃2| from two to m sets.

In order to derive M(C̃), we first describe how to compute V (C̃α), i.e., the
size of a fuzzified cuboid’s α-cut. Using Eq. 1, we can then derive M(C̃), which
we can in turn insert into Eq. 2 to compute the overall size of S̃.

Figure 3 illustrates the α-cut of a fuzzified two-dimensional cuboid both under
dE (left) and under dM (right). Because the membership function is defined based
on an exponential decay, one can interpret each α-cut as an ε-neighborhood of
the original cuboid C, where ε depends on α:

x ∈ C̃α ⇐⇒ μ0 · max
y∈C

(e−c·dΔ
C (x,y,W )) ≥ α ⇐⇒ min

y∈C
dΔ

C (x, y,W ) ≤ −1
c

· ln(
α

μ0
)

V (C̃α) can be described as a sum of different components. Let us use the
shorthand notation bd := p+d −p−

d . Looking at Fig. 3, one can see that all compo-
nents of V (C̃α) can be described by ellipses2: Component I is a zero-dimensional
ellipse (i.e., a point) that was extruded in two dimensions with extrusion lengths
of b1 and b2, respectively. Component II consists of two one-dimensional ellipses
(i.e., line segments) that were extruded in one dimension, and component III is
a two-dimensional ellipse.

1 The α-cut of a fuzzy set ˜A is defined as ˜Aα = {x ∈ CS | μ
˜A(x) ≥ α}.

2 Note that ellipses under dM have the form of streched diamonds.
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Fig. 3. α-cut of a fuzzified cuboid under dE (left) and dM (right), respectively.

Let us denote by Δ{d1,...,di} the domain structure obtained by eliminating
from Δ all dimensions d ∈ D \ {d1, . . . , di}. Moreover, let V (r,Δ,W ) be the
hypervolume of a hyperball under dΔ

C (·, ·,W ) with radius r. In this case, a hyper-
ball is the set of all points with a distance of at most r (measured by dΔ

C (·, ·,W ))
to a central point. Note that the weights W will cause this ball to have the form
of an ellipse. For instance, in Fig. 3, we assume that wd1 < wd2 which means
that we allow larger differences with respect to d1 than with respect to d2. This
causes the hyperballs to be streched in the d1 dimension, thus obtaining the
shape of an ellipse. We can in general describe V (C̃α) as follows:

V (C̃α) =
n∑

i=0

⎛

⎜⎜⎝
∑

{d1,...,di}
⊆D

⎛

⎜⎜⎝
∏

d∈
D\{d1,...,di}

bd

⎞

⎟⎟⎠ · V

(
−1

c
· ln

(
α

μ0

)
,Δ{d1,...,di},W

)
⎞

⎟⎟⎠

The first sum of this formula runs over the number of dimensions with respect to
which a given point x ∈ C̃α lies outside of C. We then sum over all combinations
{d1, . . . , di} of dimensions for which this could be the case, compute the volume
of the i-dimensional hyperball under these dimensions (V (·, ·, ·)) and extrude
this intermediate result in all remaining dimensions (

∏
d∈D\{d1,...,di} bd).

Let us illustrate this formula for the α-cuts shown in Fig. 3: For i = 0, we can
only select the empty set for the inner sum, so we end up with b1 ·b2, which is the
size of the original cuboid (i.e., component I). For i = 1, we can either pick {d1}
or {d2} in the inner sum. For {d1}, we compute the size of the left and right part
of component II by multiplying V

(
− 1

c · ln
(

α
μ0

)
,Δ{d1},W

)
(i.e., their combined

width) with b2 (i.e., their height). For {d2}, we analogously compute the size of
the upper and the lower part of component II. Finally, for i = 2, we can only
pick {d1, d2} in the inner sum, leaving us with V

(
− 1

c · ln
(

α
μ0

)
,Δ,W

)
, which

is the size of component III. One can easily see that the formula for V (C̃α) also
generalizes to higher dimensions.

Proposition 1. V (r,Δ,W ) = 1
∏

δ∈Δ wδ·∏d∈δ

√
wd

· rn

n! · ∏
δ∈Δ

(
|δ|! · π

|δ|
2

Γ (
|δ|
2 +1)

)

Proof. See appendix (http://lucas-bechberger.de/appendix-sgai-2017/).

http://lucas-bechberger.de/appendix-sgai-2017/
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Defining δ(d) as the unique δ ∈ Δ with d ∈ δ, and ad := wδ(d) · √
wd · bd · c, we

can use Proposition 1 to rewrite V (C̃α):

V (C̃α) =
1

cn
∏

d∈D wδ(d)
√

wd

n∑

i=0

(
(−1)i · ln

(
α
μ0

)i

i!
·

∑

{d1,...,di}
⊆D

⎛

⎜⎜⎝
∏

d∈
D\{d1,...,di}

ad

⎞

⎟⎟⎠ ·

∏

δ∈
Δ{d1,...,di}

(
|δ|! · π

|δ|
2

Γ ( |δ|
2 + 1)

) )

We can solve Eq. 1 to compute M(C̃) by using the following lemma:

Lemma 1. ∀n ∈ N :
∫ 1

0
ln(x)ndx = (−1)n · n!

Proof. Substitute x = et and s = −t, then apply the definition of the Γ function.

Proposition 2. The measure of a fuzzified cuboid C̃ can be computed as follows:

M(C̃) =
μ0

cn
∏

d∈D wδ(d)
√

wd

n∑

i=0

(
∑

{d1,...,di}
⊆D

⎛

⎜⎜⎝
∏

d∈
D\{d1,...,di}

ad

⎞

⎟⎟⎠ ·

∏

δ∈
Δ{d1,...,di}

(
|δ|! · π

|δ|
2

Γ ( |δ|
2 + 1)

) )

Proof. Substitute x = α
μ0

in Eq. 1 and apply Lemma 1.

Note that although the formula for M(C̃) is quite complex, it can be easily
implemented via a set of nested loops. As mentioned earlier, we can use the result
from Proposition 2 in combination with the inclusion-exclusion formula (Eq. 2)
to compute M(S̃) for any concept S̃. Also Eq. 2 can be easily implemented via
a set of nested loops. Note that M(S̃) is always computed only on ΔS , i.e., the
set of domains on which S̃ is defined.

3.2 Subsethood

In order to represent knowledge about a hierarchy of concepts, one needs to be
able to determine whether one concept is a subset of another concept. The classic
definition of subsethood for fuzzy sets reads as follows:

S̃1 ⊆ S̃2 : ⇐⇒ ∀x ∈ CS : μ
˜S1

(x) ≤ μ
˜S2

(x)
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This definition has the weakness of only providing a binary/crisp notion of sub-
sethood. It is desirable to define a degree of subsethood in order to make more
fine-grained distinctions. Many of the definitions for degrees of subsethood pro-
posed in the fuzzy set literature [10,29] require that the underlying universe is
discrete. The following definition [20] works also in a continuous space and is
conceptually quite straightforward:

Sub(S̃1, S̃2) =
M(S̃1 ∩ S̃2)

M(S̃1)
with a measure M

One can interpret this definition intuitively as the “percentage of S̃1 that is also
in S̃2”. It can be easily implemented based on the measure defined in Sect. 3.1
and the intersection defined in [6]. If S̃1 and S̃2 are not defined on the same
domains, then we first project them onto their shared subset of domains before
computing their degree of subsethood.

When computing the intersection of two concepts with different sensitivity
parameters c(1), c(2) and different weights W (1),W (2), one needs to define new
parameters c′ and W ′ for the resulting concept. In our earlier work [6], we have
argued that the sensitivity parameter c′ should be set to the minimum of c(1)

and c(2). As a larger value for c causes the membership function to drop faster,
this means that the concept resulting from intersecting two imprecise concepts
is at least as imprecise as the original concepts. Moreover, we defined W ′ as a
linear interpolation between W (1) and W (2). The importance of each dimension
and domain to the new concept will thus lie somewhere between its importance
with respect to the two original concepts.

Now if c(1) > c(2), then c′ = min(c(1), c(2)) = c(2) < c(1). It might thus
happen that M(S̃1 ∩ S̃2) > M(S̃1), and that therefore Sub(S̃1, S̃2) > 1. As we
would like to confine Sub(S̃1, S̃2) to the interval [0, 1], we should use the same c

and W for computing both M(S̃1 ∩ S̃2) and M(S̃1).
When judging whether S̃1 is a subset of S̃2, we can think of S̃2 as setting

the context by determining the relative importance of the different domains and
dimensions as well as the degree of fuzziness. For instance, when judging whether
tomatoes are vegetables, we focus our attention on the features that are crucial
to the definition of the “vegetable” concept. We thus propose to use c(2) and
W (2) when computing M(S̃1 ∩ S̃2) and M(S̃1).

3.3 Implication

Implications play a fundamental role in rule-based systems and all approaches
that use formal logics for knowledge representation. It is therefore desirable to
define an implication function on concepts, such that one is able to express facts
like apple ⇒ red within our formalization.

In the fuzzy set literature [22], a fuzzy implication is defined as a generaliza-
tion of the classical crisp implication. Computing the implication of two fuzzy
sets typically results in a new fuzzy set which describes for each point in the
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space the validity of the implication. In our setting, we are however more inter-
ested in a single number that indicates the overall validity of the implication
apple ⇒ red. We propose to reuse the definition of subsethood from Sect. 3.2: It
makes intuitive sense in our geometric setting to say that apple ⇒ red is true to
the degree to which apple is a subset of red. We therefore define:

Impl(S̃1, S̃2) := Sub(S̃1, S̃2)

3.4 Similarity and Betweenness

In our prior work [6] (cf. Sect. 2.1), we have already provided definitions for sim-
ilarity and betweenness of points. We can naively define similarity and between-
ness for concepts by applying the definitions from Sect. 2.1 to the midpoints
of the concepts’ central regions P (cf. Definition 3). Betweenness is a binary
relation and independent of dimension weights and sensitivity parameters. For
computing the similarity, we propose to use both the dimension weights and the
sensitivity parameter of the second concept, which again in a sense provides the
context for the similarity judgement. If the two concepts are defined on different
sets of domains, we use only their common subset of domains for computing the
distance of their midpoints and thus their similarity.

4 Illustrative Example

4.1 A Conceptual Space and Its Concepts

We consider a very simplified conceptual space for fruits, consisting of the fol-
lowing domains and dimensions:

Δ = {δcolor = {dhue}, δshape = {dround}, δtaste = {dsweet}}

dhue describes the hue of the observation’s color, ranging from 0.00 (purple)
to 1.00 (red). dround measures the percentage to which the bounding circle of
an object is filled. dsweet represents the relative amount of sugar contained in
the fruit, ranging from 0.00 (no sugar) to 1.00 (high sugar content). As all
domains are one-dimensional, the dimension weights wd are always equal to
1.00 for all concepts. We assume that the dimensions are ordered like this:
dhue, dround, dsweet. Table 1 defines several concepts in this space and Fig. 4 visu-
alizes them.

4.2 Computations

Table 2 shows the results of using the definitions from Sect. 3 on the concepts
defined in Sect. 4.1. Note that M(S̃lemon) �= M(S̃orange) because the two con-
cepts have different weights and different sensitivity parameters. Also all rela-
tions involving the property “red” tend to yield relatively high numbers – this
is because all computations only take place within the single domain on which
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Table 1. Definitions of several concepts.

Concept ΔS p− p+ μ0 c W

wδcolor wδshape wδtaste

Orange Δ (0.80, 0.90, 0.60) (0.90, 1.00, 0.70) 1.0 15.0 1.00 1.00 1.00

Lemon Δ (0.70, 0.45, 0.00) (0.80, 0.55, 0.10) 1.0 20.0 0.50 0.50 2.00

Granny Δ (0.55, 0.70, 0.35) (0.60, 0.80, 0.45) 1.0 25.0 1.00 1.00 1.00

Smith

Apple Δ (0.50, 0.65, 0.35) (0.80, 0.80, 0.50) 1.0 10.0 0.50 1.50 1.00

(0.65, 0.65, 0.40) (0.85, 0.80, 0.55)

(0.70, 0.65, 0.45) (1.00, 0.80, 0.60)

Red {δcolor} (0.90, -∞, -∞) (1.00, +∞, +∞) 1.0 20.0 1.00 – –

Fig. 4. Top: Three-dimensional visualization of the fruit space (only cores). Bottom:
Two-dimensional visualizations of the fruit space (cores and 0.5-cuts). The concepts
are labeled as follows: red (1), apple (2), lemon (3), orange (4), Granny Smith (5).
(Color figure online)

“red” is defined. The numbers computed for the subsethood/implication relation
nicely reflect our intuitive expectations. Finally, both the values for similarity
and betweenness can give a rough idea about the relationship between concepts,
but can only yield relatively shallow insights. This indicates that a less naive app-
roach is needed for these two relations. Especially a fuzzy betweenness relation
yielding a degree of betweenness seems to be desirable.
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Table 2. Computations of different relations. Note that Impl(˜S1, ˜S2) = Sub(˜S1, ˜S2).

˜S1
˜S2 M(˜S1) M(˜S2) Sub(˜S1, ˜S2) Sub(˜S2, ˜S1) Sim(˜S1, ˜S2) Sim(˜S2, ˜S1)

Granny Smith Apple 0.0042 0.1048 1.0000 0.1171 0.1353 0.0010

Orange Apple 0.0127 0.1048 0.1800 0.0333 0.0036 0.0006

Lemon Apple 0.0135 0.1048 0.0422 0.0054 0.0005 0.0000

Red Apple 0.2000 0.1048 1.0000 0.3333 0.3679 0.0183

˜S1
˜S2

˜S2 B(˜S1, ˜S2, ˜S3)

Lemon Apple Orange True

Lemon Granny Smith Orange False

Granny Smith Apple Orange False

5 Related Work

Our work is of course not the first attempt to devise an implementable formal-
ization of the conceptual spaces framework.

An early and very thorough formalization was done by Aisbett and Gibbon
[4]. Like we, they consider concepts to be regions in the overall conceptual space.
However, they stick with the assumption of convexity and do not define concepts
in a parametric way. The only operations they provide are distance and similarity
of points and regions. Their formalization targets the interplay of symbols and
geometric representations, but it is too abstract to be implementable.

Rickard [24] provides a formalization based on fuzziness. He represents con-
cepts as co-occurence matrices of their properties. By using some mathematical
transformations, he interprets these matrices as fuzzy sets on the universe of
ordered property pairs. Operations defined on these concepts include similarity
judgements between concepts and between concepts and instances. Rickard’s rep-
resentation of correlations is not geometrical: He first discretizes the domains (by
defining properties) and then computes the co-occurences between these prop-
erties. Depending on the discretization, this might lead to a relatively coarse-
grained notion of correlation. Moreover, as properties and concepts are repre-
sented in different ways, one has to use different learning and reasoning mech-
anisms for them. His formalization is also not easy to work with due to the
complex mathematical transformations involved.

Adams and Raubal [1] represent concepts by one convex polytope per domain.
This allows for efficient computations while being potentially more expressive
than our cuboid-based representation. The Manhattan metric is used to com-
bine different domains. However, correlations between different domains are not
taken into account and cannot be expressed in this formalization as each con-
vex polytope is only defined on a single domain. Adams and Raubal also define
operations on concepts, namely intersection, similarity computation, and con-
cept combination. This makes their formalization quite similar in spirit to ours.

Lewis and Lawry [21] formalize conceptual spaces using random set the-
ory. They define properties as random sets within single domains and concepts
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as random sets in a boolean space whose dimensions indicate the presence or
absence of properties. In order to define this boolean space, a single property is
taken from each domain. Their approach is similar to ours in using a distance-
based membership function to a set of prototypical points. However, their work
purely focuses on modeling conjunctive concept combinations and does not con-
sider correlations between domains.

As one can see, none of the formalizations listed above provides a set of oper-
ations that is as comprehensive as the one offered by our extended formalization.

6 Conclusion and Future Work

In this paper, we extended our previous formalization of the conceptual spaces
framework by providing ways to measure relations between concepts: concept
size, subsethood, implication, similarity, and betweenness. This considerably
extends our framework’s capabilities for representing knowledge and makes it
(to the best of our knowledge) the most thorough and comprehensive formaliza-
tion of conceptual spaces developed so far.

In future work, we will implement this extended formalization in software.
Moreover, we will provide more thorough definitions of similarity and between-
ness for concepts, given that our current definitions are rather naive. A potential
starting point for this can be the betwenness relations defined by Derrac and
Schockaert [13]. Finally, our overall research goal is to use machine learning in
conceptual spaces, which will put this formalization to practical use.
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Abstract. There have been numerous breakthroughs with reinforce-
ment learning in the recent years, perhaps most notably on Deep Rein-
forcement Learning successfully playing and winning relatively advanced
computer games. There is undoubtedly an anticipation that Deep Rein-
forcement Learning will play a major role when the first AI masters
the complicated game plays needed to beat a professional Real-Time
Strategy game player. For this to be possible, there needs to be a game
environment that targets and fosters AI research, and specifically Deep
Reinforcement Learning. Some game environments already exist, how-
ever, these are either overly simplistic such as Atari 2600 or complex
such as Starcraft II from Blizzard Entertainment.

We propose a game environment in between Atari 2600 and Star-
craft II, particularly targeting Deep Reinforcement Learning algorithm
research. The environment is a variant of Tower Line Wars from War-
craft III, Blizzard Entertainment. Further, as a proof of concept that
the environment can harbor Deep Reinforcement algorithms, we pro-
pose and apply a Deep Q-Reinforcement architecture. The architecture
simplifies the state space so that it is applicable to Q-learning, and in
turn improves performance compared to current state-of-the-art meth-
ods. Our experiments show that the proposed architecture can learn to
play the environment well, and score 33% better than standard Deep Q-
learning—which in turn proves the usefulness of the game environment.

Keywords: Reinforcement Learning · Q-Learning · Deep Learning ·
Game environment

1 Introduction

Despite many advances in AI for games, no universal reinforcement learning
algorithm can be applied to Real-Time Strategy Games (RTS) without data
manipulation or customization. This includes traditional games such as Warcraft
III, Starcraft II, and Tower Line Wars. Reinforcement Learning (RL) has been
applied to simpler games such as games for the Atari 2600 platform but has to
the best of our knowledge not successfully been applied to RTS games. Further,
existing game environments that target AI research are either overly simplistic
such as Atari 2600 or complex such as Starcraft II.
c© Springer International Publishing AG 2017
M. Bramer and M. Petridis (Eds.): SGAI-AI 2017, LNAI 10630, pp. 101–114, 2017.
https://doi.org/10.1007/978-3-319-71078-5_8
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Reinforcement Learning has had tremendous progress in recent years in learn-
ing to control agents from high-dimensional sensory inputs like vision. In simple
environments, this has been proven to work well [1], but are still an issue for
complex environments with large state and action spaces [2]. In games where
the objective is easily observable, there is a short distance between action and
reward which fuels the learning. This is because the consequence of any action
is quickly observed, and then easily learned. When the objective is more com-
plicated the game objectives still need to be mapped to the reward function,
but it becomes far less trivial. For the Atari 2600 game Ms. Pac-Man this was
solved through a hybrid reward architecture that transforms the objective to a
low-dimensional representation [3]. Similarly, the OpenAI’s bot is able to beat
world’s top professionals at 1v1 in DotA 2. It uses reinforcement learning while
it plays against itself, learning to predict the opponent moves.

Real-Time Strategy Games, including Warcraft III, is a genre of games much
more comparable to the complexity of real-world environments. It has a sparse
state space with many different sensory inputs that any game playing algorithm
must be able to master in order to perform well within the environment. Due
to the complexity and because many action sequences are required to constitute
a reward, standard reinforcement learning techniques including Q-learning are
not able to master the games successfully.

This paper introduces a two-player version of the popular Tower Line Wars
modification from the game Warcraft III. We refer to this variant as Deep Line
Wars. Note that Tower Line Wars is not an RTS game, but has many simi-
lar elements such as time-delayed objectives, resource management, offensive,
and defensive strategy planning. To prove that the environment is working we,
inspired by recent advances from van Seijen et al. [3], apply a method of sep-
arating the abstract reward function of the environment into smaller rewards.
This approach uses a Deep Q-Network using a Convolutional Neural Network
to map actions to states and can play the game successfully and perform better
than standard Deep Q-learning by 33%.

Rest of the paper is organized as follows: We first investigate recent discov-
eries in Deep RL in Sect. 2. We then briefly outline how Q-Learning works and
how we interpret Bellman’s equation for utilizing Neural Networks as a function
approximator in Sect. 3. We present our contribution in Sect. 4 and present a
comparison of other game environments that are widely used in reinforcement
learning. We introduce a variant of Deep Q-Learning in Sect. 5 and present a
comparison to other RL models used in state-of-the-art research. Finally we
show results in Sect. 6, define a roadmap of future work in Sect. 7 and conclude
our work in Sect. 8.

2 Related Work

There have been several breakthroughs related to reinforcement learning per-
formance in recent years [4]. Q-Learning together with Deep Learning was a
game-changing moment, and has had tremendous success in many single agent
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environments on the Atari 2600 platform [1]. Deep Q-Learning as proposed by
Mnih et al. [1] as shown in Fig. 1 used a neural network as a function approxi-
mator and outperformed human expertise in over half of the games [1].

Fig. 1. Deep Q-Learning architecture

Hasselt et al. proposed Double DQN, which reduced the overestimation of
action values in the Deep Q-Network [5]. This led to improvements in some of
the games on the Atari platform.

Wang et al. then proposed a dueling architecture of DQN which introduced
estimation of the value function and advantage function [6]. These two functions
were then combined to obtain the Q-Value. Dueling DQN were implemented
with the previous work of van Hasselt et al. [6].

Harm van Seijen et al. recently published an algorithm called Hybrid Reward
Architecture (HRA) which is a divide and conquer method where several agents
estimate a reward and a Q-value for each state [3]. The algorithm performed
above human expertise in Ms. Pac-Man, which is considered one of the hard-
est games in the Atari 2600 collection and is currently state-of-the-art in the
reinforcement learning domain [3]. The drawback of this algorithm is that gen-
eralization of Minh et al. approach is lost due to a huge number of separate
agents that have domain-specific sensory input.

There have been few attempts at using Deep Q-Learning on advanced simu-
lators specifically made for machine-learning. It is probable that this is because
there are very few environments created for this purpose.

3 Q-Learning

Reinforcement learning can be considered hybrid between supervised and unsu-
pervised learning. We implement what we call an agent that acts in our envi-
ronment. This agent is placed in the unknown environment where it tries to
maximize the environmental reward [7].

Markov Decision Process (MDP) is a mathematical method of modeling
decision-making within an environment. We often use this method when uti-
lizing model-based RL algorithms. In Q-Learning, we do not try to model the
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MDP. Instead, we try to learn the optimal policy by estimating the action-value
function Q∗(s, a), yielding maximum expected reward in state s executing action
a. The optimal policy can then be found by

π(s) = argmaxaQ
∗(s, a) (1)

This is derived from Bellman’s Equation, because we can consider U(s) =
maxaQ(s, a), the Utility function to be true. This gives us the ability to derive
following update-rule equation from Bellman’s work:

Q(s, a) ← Q(s, a)+ α
︸︷︷︸

Learning Rate

(

R(s)
︸︷︷︸

Reward

+ γ
︸︷︷︸

Discount

maxa′ Q(s
′
, a

′
)

︸ ︷︷ ︸

New Estimate

− Q(s, a)
︸ ︷︷ ︸

Old Estimate

)

(2)
This is an iterative process of propagating back the estimated Q-value for

each discrete time-step in the environment. It is guaranteed to converge towards
the optimal action-value function, Qi → Q∗ as i → ∞ [1,7]. At the most basic
level, Q-Learning utilize a table for storing (s, a, r, s

′
) pairs. But we can instead

use a non-linear function approximation in order to approximate Q(s, a; θ).
θ describes tunable parameters for approximator. Artificial Neural Networks
(ANN) are a popular function approximator, but training using ANN is rela-
tively unstable. We define the loss function as following.

L(θi) = E
[

(r + γmaxa′ Q(s
′
, a

′
; θi) − Q(s, a; θi))2

]

(3)

As we can see, this equation uses Bellman equation to calculate the loss for
the gradient descent. To combat training instability, we use Experience Replay.
This is a memory module which stores memories from experienced states and
draws a uniform distribution of experiences to train the network [1]. This is what
we call a Deep Q-Network and are as described in its most primitive form. See
related work for recent advancements in DQN.

4 Deep Line Wars

For a player to play RTS games well, he typically needs to master high difficulty
strategies. Most RTS strategies incorporate

– Build strategies,
– Economy management,
– Defense evaluation, and
– Offense evaluation.

These objectives are easy to master when separated but become hard to perfect
when together. Starcraft II is one of the most popular RTS games, but due to
its complexity, it is not expected that an AI-based system can beat this game
anytime soon. At the very least, state-of-the-art Deep Q-Learning is not directly
applicable. Blizzard entertainment and Google DeepMind has collaborated on
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an interface to the Starcraft II game [8,9]. Starcraft II is for many researchers
considered the next big goal in AI research. Warcraft III is relatable to Starcraft
II as they are the same genre and have near identical game mechanics.

Current state-of-the-art algorithms struggle to learn objectives in the state-
space because the action-space is too abstract [10]. State and action spaces
define the range of possible configurations a game board can have. Existing DQN
models use pixel data as input and objectively maps state to action [1]. This
works when the game objective is closely linked to an action, such as controlling
a paddle in Breakout, where the correct action is quickly rewarded, and a wrong
action quickly punished. This is not possible in RTS games. If the objective is
to win the game, an action will only be rewarded or punished after minutes or
even hours of gameplay. Furthermore, gameplay would consist of thousands of
actions and only combined will they result in a reward or punishment.

Fig. 2. Properties of selected game environments

Collected data in Fig. 2 argues that games that have been solved by current
state-of-the-art is usually non-stochastic and is fully observable. Also, current AI
prefers environments which are not simultaneous, meaning they can be paused
between each state transition. This makes sense because hardware still limits
advances in AI.
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By doing rough estimations of the state-space in-game environments from
Fig. 2, it is clear that state-of-the-art has done a big leap in recent years. With
the most recent contribution being Ms. Pac-Man [3]. However, by computing
the state-space of a regular Starcraft II map only taking unit compositions into
account, the state space can be calculated to be (128x128)400 = 16384400 =
101685 [11].

Fig. 3. State-space complexity of selected game environments

The predicament is that the difference in complexity between Ms. Pac-Man
and Starcraft II is tremendous. Figure 3 illustrates a relative and subjective com-
parison between state-complexity in relevant game environments. State-space
complexity describes approximately how many different game configurations a
game can have. It is based on map size, unit position, and unit actions. The com-
parison is a bit arbitrary because the games are complex in different manners.
However, there is no doubt that the distance between Ms. Pac-Man, perhaps the
most advanced computer game mastered so far, and Starcraft II is colossal. To
advance AI solutions towards Starcraft II, we argue that there is a need for sev-
eral new game environments that exceed the complexity of existing games and
challenge researches on multi-agent issues closely related to Starcraft II [12]. We,
therefore, introduce Deep Line Wars as a two-player variant of Tower Line Wars.
Deep Line Wars is a game simulator aimed at filling the gap between Atari 2600
and Starcraft II. It features the most important aspects of an RTS game.

The objective of this game is as seen in Fig. 4 to invade the opposing player
with units until all health is consumed. The opposing player’s health is reduced
for each friendly unit that enters the red area of the map. A unit spawns at a
random location on the red line of the controlling player’s side and automatically
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Fig. 4. Graphical interface of Deep Line Wars

walks towards the enemy base. To protect your base against units, the player can
build towers which shoot projectiles at enemy units. When an enemy unit dies,
a fair percentage of the unit value is given to the player. When a player sends a
unit, the income variable is increased by a defined percentage of the unit value.
Players gold are increased at regular intervals determined in the configuration
files. To master Deep Line Wars, the player must learn following skill-set:

– offensive strategies of spawning units,
– defending against the opposing player’s invasions, and
– maintain a healthy balance between offensive and defensive in order to max-

imize income

and is guaranteed a victory if mastered better than the opposing player.
Because the game is specifically targeted towards machine learning, the game-

state is defined as a multi-dimensional matrix. Figure 5 represents a 5 × 30 × 11
state-space that contains all relevant board information at current time-step.
It is therefore easy to cherry-pick required state-information when using it in
algorithms. Deep Line Wars also features possibilities of making an abstract
representation of the state-space, seen in Fig. 6. This is a heat-map that represent
the state (Fig. 5) as a lower-dimensional state-space. Heat-maps also allows the
developer to remove noise that causes the model to diverge from the optimal
policy, see Formula 3.

We need to reduce the complexity of the state-space to speed up training.
Using heat-maps made it possible to encode the five-dimensional state informa-
tion into three dimensions. These dimensions are RGB values that we can find
in imaging. Figure 6 show how the state is seen from the perspective of player 1
using gray-scale heatmaps. We define
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Fig. 5. Game-state representation

Fig. 6. State abstraction using gray-scale heat-maps

– red pixels as friendly buildings,
– green pixels as enemy units, and
– teal pixels as the mouse cursor.

We also included an option to reduce the state-space to a one-dimensional matrix
using gray-scale imaging. Each of the above features is then represented by a
value between 0 and 1. We do this because Convolutional Neural Networks are
computational demanding, and by reducing input dimensionality, we can speed
up training. [1] We do not down-scale images because the environment is only
30 × 11 pixels large. The state cannot be described fully by these heat-maps as
there are economics, health, and income that must be interpreted separately.
This is solved by having a 1-dimensional vectorized representation of the data,
that can be fed into the model.
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5 DeepQRewardNetwork

The main contribution in this paper is the game environment presented in Sect. 4.
A key element is to show that the game environment is working properly and we,
therefore, introduce a learning algorithm trying to play the game. This is in no
way meant as a perfect solver for Deep Line Wars, but rather as a proof of concept
that learning algorithms can be applied in the Deep Line Wars environment. In
our solution we consider the environment as a MDP having state set S, action set
A, and a reward function set R. Each of the weighted reward functions derives
from a specific agent within the MDP and defines the absolute reward of the
environment Renv with following equation:

Renv(s, a) =
n

∑

i=1

wiRi(s, a) (4)

where Renv(s, a) is the weighted sum wi of reward function(s) Ri(s, a). The
proposed algorithm model is a method of dividing the ultimate problem into
separate smaller problems which can be trivialized with certain kinds of generic
algorithms.

Fig. 7. Separation of the reward function

When reward for the observed state is calculated, we calculate the Q-value
of Q(s, a) utilizing Renv by using a variant of DQN.

6 Experiments

We conducted experiments with several deep learning algorithms in order to
benchmark current state-of-the-art put up against a multi-agent, multi-sensory
environment. The experiments were conducted in Deep Line Wars, a multi-
agent, multi-sensory environment. All algorithms were benchmarked with iden-
tical game parameters.

We tested DeepQNetwork, a state-of-the-art DQN from Mnih et al. [1], Deep-
QRewardNetwork, rule-based, and random behaviour. Each of the algorithms was
tested with several configurations, seen in Fig. 8. We did not expect any of these
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Fig. 8. Property matrix of tested algorithms

algorithms to beat the rule-based challenge due to the difficulty of the AI. The
extended execution graph algorithm (see Sect. 7) was not part of the test bed
because it was not able to compete with any of the simpler DQN algorithms
without guided mouse management.

Tests were done using Intel I7-4770k, 64 GB RAM and NVIDIA Geforce GTX
1080TI. Each of the algorithms was trained/executed for 1500 episodes. Each
episode is considered to be a game that either of the players wins, or the 600 s
time limit is reached. DQN had a discount-factor of 0.99, learning rate of 0.001
and batch-size of 32.

Throughout the learning process, we can see that DeepQNetwork and Deep-
QRewardNetwork learn to perform resource management correctly. Figure 9
illustrates income throughout learning from 1500 episodes. The random player is
presented as an aggregated average of 1500 games, but the remaining algorithms
are only single instances. It is not practical to perform more than a single run
of the Deep Learning algorithms because it takes several minutes per episode to
finish which sums up to a huge learning time.

Figure 9 shows that the proposed algorithms outperform random behavior
after relatively few episodes. DeepQRewardNetwork performs approximately
33% better than DeepQNetwork. We believe that this is because the reward
function R(s, a) is better defined and therefore easier to learn the optimal pol-
icy in a shorter period of time. These results show that DeepQRewardNetwork
converges towards the optimal policy better, but as seen in Fig. 9 diverges after
approximately 1300 games. The reason for the divergence is that experience
replay does not correctly batch important memories to the model. This causes
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Fig. 9. Income after each episode

the model to train on unimportant memories and diverges the model. This is
considered a part of future work and is addressed more thoroughly in Sect. 7. The
rule-based algorithm can be regarded as an average player and can be compared
to human level in this game environment.

Fig. 10. Victory distribution of tested algorithms

Figure 10 shows that DeepQNetwork and DeepQRewardNetwork have about
63–67% win ratio throughout the learning process. Compared to the rule-based
AI it does not qualify to be near mastering the game, but we can see that it
outperforms random behavior in the game environment.
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7 Future Work

This paper introduced a new learning environment for reinforcement learning
and applied state-of-the-art Deep-Q Learning to the problem. Some initial results
showed progress towards an AI that could beat a rule-based AI. There are still
several challenges that must be addressed for an unsupervised AI to learn com-
plex environments like Line Tower Wars. Mouse input based games are difficult
to map to an abstract state representation, because there are a huge number
of sequenced mouse clicks that are required, to correctly act in the game. DQN
cannot at current state handle long sequences of actions and must be guided in-
order to succeed. Finding a solution to this problem without guiding is thought
to be the biggest blocker for these types of environments, and will be the focus
for future work.

DeepQNetwork and DeepQRewardNetwork had issues with divergence after
approximately 1300 episodes. This is because our experience replay algorithm
did not take into account that the majority of experiences are bad. It could not
successfully prioritize the important memories. As future work, we propose to
instead use prioritized experience replay from Schaul et al. [13].

Fig. 11. Divide and conquer execution graph

Figure 7 show that different sensors separate the reward from the environ-
ment to obtain a more precise reward bound to an action. In our research, we
developed an algorithm that utilizes different models based on which state the
player has. Figure 11 show the general idea, where the state is categorized into
three different types Offensive, Defensive, and No Action. This state is eval-
uated by a Convolutional Neural Network and outputs a one-hot vector that
signal which state the player is currently in. Each of the blocks in Fig. 11 then
represents a form of state-modeling that is determined by the programmer. Our
initial tests did not yield any promising results, but according to the Bellman
equations, it is a qualified way of evaluating the state and successfully perform
learning, on an iterative basis.
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8 Conclusion

Deep Line Wars is a simple but yet advanced Real-Time (strategy) game simu-
lator, which attempts to fill the gap between Atari 2600 and Starcraft II. DQN
shows promising initial results but is far from perfect in current state-of-the-art.
An attempt in making abstractions in the reward signal yielded some improved
performance, but at the cost of a more generalized solution. Because of the enor-
mous state-space, DQN cannot compete with simple rule-based algorithms. We
believe that this is caused by specifically the mouse input which requires some
understanding of the state to perform well. This also causes the algorithm to
overestimate some actions, specifically the offensive actions, because the algo-
rithm is not able to correctly build defensive without getting negative rewards.
It is imperative that a solution of the mouse input actions are found before DQN
can perform better. A potential approach could be using the StarCraft II API
to get additional training data, including mouse sequences [14].
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Abstract. Modular classification rule induction for predictive analytics
is an alternative and expressive approach to rule induction as opposed
to decision tree based classifiers. Prism classifiers achieve a similar clas-
sification accuracy compared with decision trees, but tend to overfit less,
especially if there is noise in the data. This paper describes the devel-
opment of a new member of the Prism family, the G-Prism classifier,
which improves the classification performance of the classifier. G-Prism
is different compared with the remaining members of the Prism fam-
ily as it follows a different rule term induction strategy. G-Prism’s rule
term induction strategy is based on Gauss Probability Density Distrib-
ution (GPDD) of target classes rather than simple binary splits (local
discretisation). Two versions of G-Prism have been developed, one uses
fixed boundaries to build rule terms from GPDD and the other uses
dynamic rule term boundaries. Both versions have been compared empir-
ically against Prism on 11 datasets using various evaluation metrics. The
results show that in most cases both versions of G-Prism, especially G-
Prism with dynamic boundaries, achieve a better classification perfor-
mance compared with Prism.

Keywords: Modular classification rule induction · Dynamic rule term
boundaries · Gaussian probability density distribution

1 Introduction

The general consensus in the data mining community is that there is no single
best technique that can work successfully on every dataset. However, decision
tree induction is one of the most popular and most widely used algorithms. It
produces classification rules in the form of a tree structure and uses a ‘divide-
and-conquer’ strategy to construct the tree from training data. A considerable
amount of literature has been published discussing and referring to this app-
roach and a popular and widely used algorithm is C4.5 [13]. However, deci-
sion tree based algorithms suffer from several drawbacks such as redundant rule
c© Springer International Publishing AG 2017
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terms, overfitting, and replicated subtrees [5]. This paper will revisit some of
these problems in Sect. 2. Decision rules can be extracted from a decision tree
[4] by transforming each leaf in the tree into a rule [8]. Despite its simplicity,
this process ends up with a set of rules that may inherit all the shortcomings
of decision trees and thus might become more difficult to understand [8,16].
The author of [4] argues that the major cause of overfitting problem is the tree
representation itself and suggests that the solution is to look at another repre-
sentation which extracts rules directly from data. Examples of classifiers that are
based on the induction of classification rules directly from training dataset are,
among others, RIPPER [7] CN2 [6] and Prism [5]. Cendrowska’s original Prism
algorithm started a range of different Prism variations and improvements over
the years, also known as the Prism family of algorithms. Some of the members of
the Prism family are PrismTCS which improves original Prism’s computational
efficiency [3] and PMCRI [15], a parallel version of Prism. Originally Prism was
only applicable on categorical data, however, all aforementioned Prism variations
are also applicable on numerical attributes as will be explained in Sect. 2.

In [1] we provided a proof of concept (evaluated only on 2 datasets) for a
potentially efficient method to induce such rule terms based on Gauss Probability
Density Distribution (GPDD) of attribute values. The method was termed G-
Prism. There are two contributions in this paper: (1) a more dynamic rule term
boundary allowing larger rule terms to be built (in terms of data coverage)
and (2) a thorough empirical evaluation of both, the original G-Prism, the new
version of G-Prism with dynamic rule term boundaries and original Prism.

This paper is organised as follows: Sect. 2 introduces Prism and Sect. 3
describes and positions the development of a new version of Prism based on
Gauss Probability Density Distribution. Section 4 provides an empirical evalua-
tion of G-Prism in comparison with Prism. Section 5 describes our ongoing and
future work and concluding remarks are provided in Sect. 6.

2 Related Work: The Prism Family of Algorithms for
Inducing Modular Classification Rules

A major critique of rule representation in the form of trees is the replicated sub-
tree problem. First discussed in [5] and later termed replicated subtree problem
in [16]. For example, consider a training dataset with 4 attributes a, b, c and
d. Each attribute can take 2 possible values T (true) and F (false). There are
also two possible class values stop and go. The rules below encode a pattern that
predicts class stop and all remaining instances would lead to class go.

IF a AND b → Stop
IF c AND d → Stop

Labelling instances go and stop using a tree will require replicated subtrees
to be induced as illustrated in Fig. 1. An alternative to decision trees are classi-
fiers that induce modular IF-THEN classification rules directly from a training
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Fig. 1. Replicated subtree problem

dataset. Each rule can be separately handled or even removed without needing
to reconstruct the whole classifier or affect its accuracy. Cendrowska’s Prism
algorithm [5] can induce such modular IF-THEN rules that do not necessarily
contain any redundancies.

Algorithm 1 depicts Prism based on Cendrowska’s original publication [5]. It
also incorporates a method of handling continuous attributes using a local dis-
cretisation technique called cut-points calculations [4], as the original version of
Prism does not consider numerical attributes for inducing rule terms. ChiMerge
[10] and Chi Square [9] are alternative discretisation methods that could convert
the values of continuous attributes into a small number of intervals as a pre-
processing step. Prism generates rules by appending rule terms (using a logical
AND) that maximise the conditional probability with which the rule covers a
target class. A rule is complete if it only covers instances of the target class or if
it cannot be specialised further. Once the rule has been generated all instances
covered by the rule are removed from the training data and the next rule is
constructed from the remaining instances. This is repeated until no instances
that match the target class remain. Then the same process is repeated for the
next target class for the entire original training dataset. This is also known as
‘separate-and-conquer’ approach. Basically Prism classifiers generate rule terms
from numerical attributes α through binary splitting [4], potentially resulting in
rule term combinations such as (10 ≤ α) or (20 > α) to describe an interval of
attribute values. Binary splitting is also very inefficient due to a potentially large
number of probability calculations which can be quantified as N ·m · 2, where N
is the number of training instances and m the number of numerical attributes.
A better way of representing such a rule term is (10 ≤ α < 20) instead of two
separate rule terms. This would greatly enhance readability of the individual
rules and potentially reduce overfitting. The in this paper presented G-Prism
approach, is able to induce such more readable rule terms.

Another interesting property of the Prism family of algorithms is that it by
default does not force a classification. If a data instance is unknown to the clas-
sifier, i.e. it is not covered by a Prism rule, it will simply remain unclassified. We
refer to this property as abstaining. Abstaining may be desirable in application
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where an incorrectly classified data instance could be potentially very costly,
such as in financial applications, or risky, such as in medical applications.

Algorithm 1. Learning classification rules from labelled data instances
using Prism.
1 for i = 1 → C do
2 D ← Dataset;
3 while D does not contain only instances of class ωi do
4 forall attributes αj ∈ D do
5 if attribute αj is categorical then
6 Calculate the conditional probability, P(ωi|αj = x) for all

possible attribute-value (αj = x) from attribute α;

7 else if attribute αj is numerical then
8 sort D according to x values;
9 foreach x value of αj do

10 calculate P(ωi|αj ≤ x) and P(ωi|αj > x);

end
12

end
end

15 Select the (αj = x), (αj > x), or (αj ≤ x) with the maximum
conditional probability as a rule term;

16 D ← S, create a subset S from D containing all the instances covered by
selected rule term at line 15;

end
18 The induced rule R is a conjunction of all selected (αj = x), (αj > x), or

(αj ≤ x) at line 15;
19 Remove all instances covered by rule R from original Dataset;
20 repeat
21 lines 2 to 19;

until all instances of class ωi have been removed ;
23 Reset input Dataset to its initial state;

end
25 return induced rules;

3 G-Prism: Inducing Rule Terms Directly from
Numerical Attributes

This section describes rule induction directly from numerical attributes using
Gauss Probability Density Distribution (GPDD) termed G-Prism. Section 3.1
introduces the in [1] published proof of concept for G-Prism with fixed rule term
boundaries and Sect. 3.2 introduces the new version of G-Prism using dynamic
rule term boundaries.
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3.1 Prism using GPDD to induce Rule Terms for Numerical
Attributes

The work described in this section is inspired by a data stream classifier that
also uses GPDD to induce rule terms from numerical real-time data sources [11].
We have incorporated this rule term structure into G-Prism. The Gaussian dis-
tribution is calculated with mean μ and variance σ2 for the values of a numerical
attribute α matching a given target class ωi in the training dataset. The most
relevant value for a numerical attribute α for the given target class ωi is obtained
from this Gaussian distribution. Equation 1 can be used to calculate the condi-
tional probability for class ωi for a given attribute value αj :

P(αj |ωi) = P(αj |μ, σ2) =
1√

2πσ2
exp(− (αj − μ)2

2σ2
) (1)

A value for P(ωi|αj) or log(P(ωi|αj)) can be calculated using Eq. 2. This
value is then used to acertain the probability of class label ωi for a valid value
of attribute αj .

log(P(ωi|αj)) = log(P(αj |ωi)) + log(P(ωi)) − log(P(αj)) (2)

The Gaussian distribution for a class label can then be used to determine the
probability of an attribute value αj belonging to class label ωi, assuming that αj

lies between an upper and lower bound Ωi. This is based on the assumption that
the values close to μ represent the most common values of numerical attribute
αj for ωi. This is depicted in Fig. 2, values in the shaded area are more relevant
for ωi than those outside the shaded area.

Fig. 2. Gaussian distribution of a classification from a continuous attribute

G-Prism uses the next smaller attribute value x and next larger attribute
value y from μ to build a rule term (x < αj ≤ y). Then G-Prism calculates
P(ωi|x < αj ≤ y). G-Prism does this for each numerical attribute and selects the
rule term with the highest conditional probability to specialise the rule further.
In this process G-Prism also considers categorical rule terms which are induced
in the same way as in the original Prism algorithm. Otherwise G-Prism follows
the same rule specialisation process as outlined in Algorithm 1.
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A test of normal distribution may be applied prior to applying this method.
Attributes that are not normally distributed can alternatively be dealt with by
binary splitting as outlined in the Prism algorithm in Sect. 2.

3.2 Prism Using GPDD with Dynamic Rule Term Boundaries

As explained in Sect. 3.1 above, Gaussian distribution is calculated for a con-
tinuous attribute α with mean μ and σ2. The range of values which extends to
both sides from μ of the distribution should represent the most common val-
ues of attribute αj for the target class ωi. For each continuous attributes in a
dataset, the original G-Prism uses the class conditional density probability of
the Gaussian distribution to find a rule term in the form of (x < α ≤ y), which
can maximise the probability with which the rule term covers the target class.
As illustrated in Fig. 3(a), the mean value (μ) of the attribute in the middle of
the shaded area represents the highest posterior class probability while x and
y are the next smaller and larger values from μ. A rule term is produced using
these two values.

However, this is a very conservative strategy for finding good rule term
boundaries as the GPDD for a range beyond the current fixed boundaries may
still be very high. Thus the approach taken in G-Prism may result in the rules
only covering few instances, which in turn may lead to overfitting of rules and
more rules to be induced.

Fig. 3. The shaded area represents a range of values of attributes αj for class ωi. (a)
68% of all possible values, (b) 95% of all possible values

To overcome this problem, the shaded area under the curve is expanded as
shown in Fig. 3(b). Thus, more attribute values are tested before choosing a
highly relevant range of values that maximises the coverage of a rule for a target
class. This means that instead of generating one range in the form of (x < α ≤ y)
by selecting the next lower bound (x) and the next upper bound (y), more
ranges can be dynamically produced in such as (x1 < α ≤ y3), (x3 < α ≤ y5),
(x2 < α ≤ y4),... (xn < α ≤ yk).
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Algorithm 2. Learning classification rules from labelled data instances
using G-Prism with Dynamic Bounds.
1 for i = 1 → C do
2 D ← input Dataset;
3 while D does not contain only instances of class ωi do
4 forall attributes αj ∈ D do
5 if attribute αj is categorical then
6 Calculate the conditional probability, P(ωi|αj) for all possible

attribute-value (αj = x) from attribute α;

7 else if attribute αj is numerical then
8 calculate mean μ and variance σ2 of continuous attribute α for class ωi;
9 foreach value αj of attribute α do

10 calculate P(αi|ωi) based on created Gaussian distribution created in
line 8;

end
12 for n = maxBound → 1 do
13 for k = 1 → maxBound do
14 calculate P(xn < αj ≤ yk) ;

end

end
end

end
19 select (αj = x) or (xn < αj ≤ yk) with the maximum conditional probability as a

rule term ;
20 D ← S, create a subset S from D containing all the instances covered by selected

rule term at line 19;

end
22 The induced rule R is a conjunction of all selected rule terms built at line 19;
23 Remove all instances covered by rule R from original Dataset;
24 repeat
25 lines 2 to 23;

until all instances of class ωi have been removed;
27 Reset input Dataset to its initial state;

end
29 return induced rules;

In the current implementation the user can choose the maximum upper and
lower bound considered from μ and any combination of rule terms within these
bounds is considered. For example, if the user has chosen a bound of 3, then there
are (32) possible rule terms that are considered for this attribute. Theoretically it
is possible not to impose a bound (apart form the minimum and maximum values
of the attribute) and allow any possible rule term combinations fanning out from
μ. However, this is likely to result in a computationally very expensive approach
especially if there are many distinct values for a particular attribute. Also it is
statistically unlikely that rule terms spanning far from the μ will cover many
instances of the target class. In our current implementation the default boundary
is 6, which is also used in all of the experiments presented in Sect. 4. This setting
worked well in most case. However, the user is able to specify a different lower
and upper boundary. We termed this improved version of G-Prism Dynamic
Bound G-Prism, which is illustrated in the Algorithm2. The algorithm uses the
Prism rule induction strategy as outlined in Algorithm1 combined with the in
this Section presented generation of rule terms which is contained in lines 7–19
in Algorithm 2. As the algorithm follows a ‘separate-and-conquer’ strategy the
number of training instances decreases over time. Thus after each iteration μ
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and σ2 are updated and the bounds are selected from the currently available
values of the numerical attribute.

As mentioned in Sect. 2 the Prism family, including the new Dynamic Bound
G-Prism has the ability to abstain from a classification if it is uncertain. This is
desirable in applications where incorrectly classified instances are either costly
or risky. This abstaining property is retained in both versions of G-Prism.

4 Empirical Evaluation

The main goal of the experimental evaluation is to compare the performance of
the dynamic rule term boundary approach with binary splitting in Prism and
the fixed boundary approach in G-Prism. Binary splitting is the discretisation
method that has been applied to Prism in [4] to deal with numerical attributes.
Therefore, our comparison is against this implementation of Prism.

4.1 Experimental Setup

The algorithms used for the evaluation are Prism [2] incorporating the rule induc-
tion strategy for numerical attributes as outlined in Sect. 2 as a baseline, G-Prism
as published in [1] with fixed size rule term boundaries which is termed G-Prism-
FB and G-Prism as described in this paper with dynamic rule term boundaries
which is termed G-Prism-DB. Please note that the original publication of G-
Prism-FB [1] produced a proof of concept with limited empirical evaluation,
thus this paper also aims to provide a more detailed empirical analysis of G-
Prism-FB. All algorithms have been implemented in the statistical programming
language R [14]. The fixed sized boundary of G-Prism-FB was set to one value
smaller and one value larger than μ, which is how is was originally implemented
in [1]. The dynamic sized boundary was set to allow a range up to 6 smaller and
6 larger values from μ. The algorithms have been applied to 11 datasets from
the UCI repository [12]. These datasets were chosen randomly from all datasets
in the UCI repository that comprise numerical attributes only and require clas-
sification tasks. The reason for choosing datasets with numerical attributes only
is because the G-Prism-FB and G-Prism-DB algorithms are distinct from the
baseline Prism only with respect to processing numerical attributes. The datasets
have been randomly sampled without replacement into train and test datasets,
whereas the testset comprises 30% of the data. On each of the datasets the
algorithms were evaluated against 6 evaluation metrics for classifiers which are
described below:

– Abstaining Rate: Prism, G-Prism-FB and G-Prism-DB abstain from a clas-
sification if a case is not covered in the ruleset. This would be very useful in
applications where a wrong classification potentially leads to costly or dan-
gerous consequences. The abstain rate is the ratio of instances that remain
unclassified in the testset. A low abstain rate may be desired, however, this
may be at the expense of accuracy. This is a number between 0 and 1.
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– Accuracy: This is the ratio of data instances that have been correctly classi-
fied. Unclassified instances are classified using the majority class strategy. A
high classification accuracy is desired. This is a number between 0 and 1.

– Tentative Accuracy (Precision): Different compared with the accuracy above,
the tentative accuracy is the ratio of correctly classified instances based only
on the number of instances that have been assigned a classification. A high
tentative accuracy is desired. This is a number between 0 and 1.

– Recall: The recall is the probability with which a data instance is classified
correctly. A high recall is desired. This is a number between 0 and 1.

– F1 Score: This is the product of recall and tentative accuracy divided by their
average. This is also known as the harmonic mean of precision and recall. A
high F1 Score is desired. This is a number between 0 and 1.

– Number of rules induced: This is simply the total number of rules induced.

One should note that there is a direct relationship between accuracy, tentative
accuracy and abstaining rate as abstained instances are counted as misclassifi-
cations in the accuracy measure, but are not considered at all in the tentative
accuracy measure. Thus a higher abstain rate will also result in a lower accuracy
and a higher tentative accuracy.

Fig. 4. Overview of empirical results. DB denotes Dynamic Boundaries and FB denotes
Fixed Boundaries
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4.2 Empirical Results

Figure 4 gives an overview of the results obtained using the datasets and evalu-
ation metrics explained in Sect. 4.1. A more detailed breakdown of the results is
given in the following illustrations in this section. For easier description we refer
to G-Prism with Dynamic Boundaries as G-Prism-DB and G-Prism with Fixed
Boundaries as G-Prism-FB.

Figure 5 illustrates the difference of the accuracies and tentative accuracies
of G-Prism-DB and G-Prism-FB compared with Prism. As can be seen in the
figure G-Prism-DB achieves a better accuracy compared with Prism in 7 out of
11 datasets. In 7 out of 11 cases G-Prism-DB is considerably better and in one
case (blood transfusion) only marginally better. However, in the cases where G-
Prism-DB has a lower accuracy this accuracy is only marginally lower. G-Prism-
FB does not seem to outperform Prism, in 5 cases it has a higher accuracy and
in 7 it does not. With respect to tentative accuracy both versions of G-Prism
clearly outperform Prism, both achieve a higher tentative accuracy in 10 out of
11 cases. Furthermore G-Prism-DB in comparison with G-Prism-FB achieves a
better accuracy in 7 out of 11 cases and in all cases where G-Prism-DB did not
perform better than G-Prism-FB, it achieved only marginally lower accuracy.

Fig. 5. Difference of accuracy and tentative accuracy of G-Prism-DB and G-Prism-FB
compared with Prism

Figure 6 illustrates the difference of the F1 Score and Recall of G-Prism-DB
and G-Prism-FB compared with Prism. Both versions of G-Prism outperform
Prism in 8 out of 11 cases. G-Prism-DB seems to be the better of the two G-
Prism versions with G-Prism-DB achieving a higher recall in 7 out of 11 cases
compared with G-Prism-FB. With respect to the F1 Score G-Prism achieves a
higher score compared with Prism in 10 out of 11 cases. Again, G-Prism-DB
seems to be the better of the two G-Prism versions with G-Prism-DB achieving
a higher F1 Score in 7 out of 11 cases compared with G-Prism-FB.

Regarding abstaining rate as illustrated in Fig. 7 the predecessor Prism seems
to have a lower abstain rate in most cases (9 out of 11). Comparing both version
of G-Prism, G-Prism-DB achieves a lower abstain rate compared with G-Prism-
FB in 8 out of 11 cases.
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Fig. 6. Difference of Recall and F1 Score of G-Prism-DB and G-Prism-FB compared
with Prism

Fig. 7. Abstaining rates of G-Prism-DB, G-Prism-FB and Prism

4.3 Summary of Evaluation

Overall it can be seen that G-Prism outperforms Prism in most cases with
regards to all evaluation metrics except for the abstaining rate where Prism
performs better. This could potentially be linked to the high number of rules
induced by G-Prism approaches as can be seen in Fig. 4. A high number of rules
suggests that the rule terms for each rule covers a lower number of instances com-
pared with Prism. However, what can also be seen is that G-Prism-DB induces
less rules compared with G-Prism-FB and also has a lower abstain rate com-
pared with G-Prism-FB. The difference between both G-Prism approaches is
that G-Prism-DB had a dynamic rule term boundaries that are either the same
or cover a wider range and thus also produce potentially less rules but covering
a larger number of training instances. Overall G-Prism-DB achieves a better
classification performance compared with Prism and G-Prism-FB. Alternative
descritisation methods, such as ChiMerge [10] and Chi square [9], prior to the
application of Prism will also be considered in the future.
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5 Ongoing

Current ongoing work comprises four aspects of the current G-Prism with
Dynamic Boundaries approach, which are (1) an improved parameter settings
for the dynamic boundaries and (2) the assumption of normally distributed
attributes. With respect to (1), the parameter settings for dynamic boundaries,
currently there is a user defined threshold of maximum boundary values to be
considered left and right of μ, which is by default set to 6. However, the optimal
number of maximum steps to be considered may be higher or lower than the
by the user define threshold and this may also be dependent on the number of
training instances as a larger number of training instances is likely to produce
a larger number of distinct values. For attributes with a smaller number of dis-
tinctly different values it is more likely that the maximum boundary threshold is
further away from μ compared with attributes with a larger number of distinctly
different values. In order to resolve this limitation we are currently considering
implementing a version of the algorithm using the interquartile range as an upper
rule term boundary to limit the rule term boundary search space. We expect that
this will produce rules with a larger coverage of data and thus reduce the abstain
rate. With respect to (2), the assumption of normally distributed attributes, we
have not tested for normal distribution in the data used in our experiments, yet
G-Prism-DB outperforms its predecessor Prism in many respects. Thus there is
the possibility that G-Prism may not perform as well on attributes that are not
normally distributed compared with its predecessor Prism. Therefore, we are
currently implementing a hybrid approach that tests if an attribute’s values are
normally distributed, if it they are, then the algorithm would use the G-Prism
approach, otherwise it would use the Prism approach to induce rule terms from
that a particular attribute. Moreover, future work comprises the development
of novel methods for rule term induction taking different underlying attribute
value distributions into consideration, such as i.e. Poison distribution. Also the
implementation of other discretisation methods based on ChiMerge [10] and Chi
square [9] for a further comparisons is planned in the future work.

6 Conclusion

The paper introduced a new rule term induction method based on Gauss Prob-
ability Density Distribution to produce a new rule term structure that improves
classification performance of the Prism family of algorithms. The new rule term
structure is an alternative structure to the currently used rule terms in the Prism
family of algorithms. The basic idea of the new rule term structure had been
introduced by the authors in [1] in a short paper but only limited evaluation was
conducted at the time. This paper offers two contributions (1) a thorough eval-
uation of the originally proposed G-Prism algorithm and (2) an improvement to
the G-Prism rule term induction method by using more dynamic maximum rule
term boundaries. Both G-Prism approaches (with fixed and dynamic rule term
boundaries) and their predecessor Prism have been evaluated empirically and
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comparatively using various metrics and datasets. Overall G-Prism with dynamic
boundaries outperforms Prism and G-Prism with fixed boundaries in most cases.
Regarding abstain rate we saw a larger number of rejected test instances by using
G-Prism than by using Prism. We also observed that G-Prism (either of the two
versions) produces more rules and we assume that this is related to a higher
abstaining rate of G-Prism. Thus we are currently working on a more elastic
dynamic rule term boundary selection that will likely lead to a higher coverage
of data instances and thus is expected to reduce the abstaining rate of G-Prism.
Other ongoing work comprises also the development of approaches that can be
used to induce rule terms if an attribute is not normally distributed.

References

1. Almutairi, M., Stahl, F., Jennings, M., Le, T., Bramer, M.: Towards expressive
modular rule induction for numerical attributes. In: Bramer, M., Petridis, M. (eds.)
Research and Development in Intelligent Systems XXXIII, pp. 229–235. Springer,
Cham (2016). https://doi.org/10.1007/978-3-319-47175-4 16

2. Bramer, M.: Automatic induction of classification rules from examples using N-
prism. In: Research and development in Intelligent Systems XVI, pp. 99–121.
Springer, Heidelberg (2000). https://doi.org/10.1007/978-1-4471-0745-3 7

3. Bramer, M.: An information-theoretic approach to the pre-pruning of classifica-
tion rules. In: Neumann, B., Musen, M., Studer, R. (eds.) Intelligent Information
Processing, pp. 201–212. Kluwer, Dordrecht (2002)

4. Bramer, M.: Principles of Data Mining, vol. 131. Springer, Heidelberg (2016).
https://doi.org/10.1007/978-1-4471-4884-5

5. Cendrowska, J.: Prism: an algorithm for inducing modular rules. Int. J. Man-Mach.
Stud. 27(4), 349–370 (1987)

6. Clark, P., Niblett, T.: The CN2 induction algorithm. Mach. Learn. 3(4), 261–283
(1989)

7. Cohen, W.: Fast effective rule induction. In: Proceedings of the Twelfth Interna-
tional Conference on Machine Learning, pp. 115–123 (1995)

8. Han, J., Pei, J., Kamber, M.: Data Mining: Concepts and Techniques. Elsevier,
Amsterdam (2011)

9. Imam, I., Michalski, R., Kerschberg, L.: Discovering attribute dependence in data-
bases by integrating symbolic learning and statistical analysis techniques. In:
Proceeding of the AAAI 1993 Workshop on Knowledge Discovery in Databases,
Washington DC (1993)

10. Kerber, R.: Chimerge: discretization of numeric attributes. In: Proceedings of
the Tenth National Conference on Artificial Intelligence, pp. 123–128. Aaai Press
(1992)

11. Le, T., Stahl, F., Gomes, J., Gaber, M., Di Fatta, G.: Computationally efficient
rule-based classification for continuous streaming data. In: Research and Develop-
ment in Intelligent Systems XXXI, pp. 21–34. Springer, Heidelberg (2014). https://
doi.org/10.1007/978-3-319-12069-0 2

12. Lichman, M.: UCI machine learning repository (2013)
13. Quinlan, J.: C4. 5: Programs for Machine Learning. Elsevier, Amsterdam (2014)

https://doi.org/10.1007/978-3-319-47175-4_16
https://doi.org/10.1007/978-1-4471-0745-3_7
https://doi.org/10.1007/978-1-4471-4884-5
https://doi.org/10.1007/978-3-319-12069-0_2
https://doi.org/10.1007/978-3-319-12069-0_2


128 M. Almutairi et al.

14. R Core Team. R: A Language and Environment for Statistical Computing. R Foun-
dation for Statistical Computing, Vienna, Austria (2014)

15. Stahl, F., Bramer, M.: Computationally efficient induction of classification rules
with the PMCRI and J-PMCRI frameworks. Knowl.-Based Syst. 35, 49–63 (2012)

16. Witten, I., Frank, E., Hall, M., Pal, C.: Data Mining: Practical Machine Learning
Tools and Techniques. Morgan Kaufmann, Burlington (2016)



Short Technical Papers



Inference and Discovery in Remote Sensing Data
with Features Extracted Using Deep Networks

Isabel Sargent1,2(B), Jonathon Hare2, David Young2, Olivia Wilson1,
Charis Doidge1, David Holland1, and Peter M. Atkinson3

1 Ordnance Survey, Southampton SO16 0AS, UK
isabel.sargent@os.uk

2 University of Southampton, Southampton SO17 1BJ, UK
3 Lancaster University, Lancaster LA1 4YW, UK

Abstract. We aim to develop a process by which we can extract generic
features from aerial image data that can both be used to infer the pres-
ence of objects and characteristics and to discover new ways of rep-
resenting the landscape. We investigate the fine-tuning of a 50-layer
ResNet deep convolutional neural network that was pre-trained with
ImageNet data and extracted features at several layers throughout these
pre-trained and the fine-tuned networks. These features were applied to
several supervised classification problems, obtaining a significant corre-
lation between the classification accuracy and layer number. Visualising
the activation of the networks’ nodes found that fine-tuning had not
achieved coherent representations at later layers. We conclude that we
need to train with considerably more varied data but that, even without
fine tuning, features derived from a deep network can produce better
classification results than with image data alone.

Keywords: Remote sensing · Deep learning · Feature extraction

1 Introduction

To serve its public task and meet customers’ requirements, Ordnance Survey,
Britain’s mapping agency, interprets the landscape to create digital representa-
tions portraying and characterising human-made (e.g. pylons, buildings, roads)
and natural (e.g. rivers, moorland, boulder fields) real-world objects for a wide
range of applications such as routing, asset management, planning and geospatial
modelling. Increasingly diverse and subtle objects and landscape characteristics
are required such as the location of hedgerows or the age of buildings. In a
rapidly changing commercial environment, it is essential that mapping agencies
build approaches that can respond quickly to customers’ changing needs - both in
response to customers’ requests and in anticipation of their future requirements.

Both field survey and remote sensing survey are used to create and maintain
detailed mapping products. The majority of information extraction from remote
sensing data is done so by expert interpreters using manual processes. For exam-
ple, digital plotting using stereo imagery is employed to define the perimeter of
c© Copyright Ordnance Survey Limited 2017
M. Bramer and M. Petridis (Eds.): SGAI-AI 2017, LNAI 10630, pp. 131–136, 2017.
https://doi.org/10.1007/978-3-319-71078-5 10
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real-world objects. With better instrumentation and the pressure to improve
data currency, the volume of data being acquired is increasing. Clearly, man-
ual capture methods will struggle to scale with increased data and demand. A
few, rules-based, automatic approaches are also used but as data and products
develop, these rules need to be manually updated, usually at considerable cost.

Machine learning offers an approach that allows models to develop as the
real world, data and customer needs change. Recent breakthroughs in image
interpretation have used deep learning [8,9], which has the ability to extract
“hierarchies of representations” [4]. However, most applications focus on only
the the final layers of the network: either training the network to find the classes
of interest [2,10] or using the features extracted by the penultimate layer as
inputs to a shallow learning algorithm [6,7].

Given the complexity of the model being learned [12], deep networks require
a considerable amount of data. Adequate labelled data are rarely available and
so it is impractical to train a deep model for each customer requirement. Instead,
we aim to extract, from remote sensing data, features that are generic to our
existing and future inference problems. Our hypothesis is that we can decode
the signatures of human activities and non-human processes that have shaped
the landscape - Bengio et al.’s “underlying explanatory factors hidden in the
observed data” [1] - to extract descriptors of the landscape. These descriptors
can then be applied as input features to infer the presence of real-world objects or
landscape characteristics. As well as this inference goal, we conjecture that these
features will serve a second, discovery, goal by providing new ways of describing
the landscape. For example, the features may represent the era in which regions
were developed (as is evident in the layout of roads and buildings) or they
may pertain to the risk of flood inundation (as results in identifiable patterns
of vegetation). This presented work focuses on our inference goal by testing
extracted features against a set of classification problems. We also begin to
address our discovery goal by interrogating the weights in the trained networks.

2 Approach

We used the 3-band aerial imagery that makes up our OS MasterMap R© Imagery
Layer (Imagery Layer) product. These images are orthorectified to 25 cm spatial
resolution and are available for all of Great Britain. We also have a topographic
vector product, OS MasterMap R© Topography Layer (Topography Layer), that
portrays real-world objects, such as buildings, roads and fields, as area, line and
point vectors with a range of descriptive attributes. Because the aerial imagery
is orthorectified using detailed terrain and object height data, Topography Layer
has a strong correspondence to Imagery Layer.

In essence, our problem is one of unsupervised learning in that we want to
transform our input data in such a way that draws out factors that we have only
loosely defined in advance - the underlying explanatory factors, or descriptors,
of the landscape. Unsupervised targets can be difficult to specify and so we
opted to set a supervised target for training - Topography Layer data. Our
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assumption is that this target will ‘guide’ training towards forming a hierarchy
of representations of the factors that, in combination, define the landscape as
described in Topography Layer.

From Imagery Layer, we extracted overlapping patches of 224× 224 pixels,
corresponding to a square of 56 m× 56 m on the ground. Each patch was labelled
with attribution taken from the vector feature in Topography Layer that overlaid
its centre. To achieve this, we combined the ‘Theme’ attributes for the vector
feature into a string resulting in the following 22 classes: {Roads Tracks And Paths; Land;

Water; Rail; Buildings; Structures; Heritage And Antiquities; Land,Water; Rail,Roads Tracks And Paths; Buildings,Structures; Roads

Tracks And Paths,Structures; Land,Structures; Land,Roads Tracks And Paths; Roads Tracks And Paths,Rail; Structures,Water;

Water,Structures; Rail,Structures; Water,Land; Roads Tracks And Paths,Water; Land,Rail; Heritage And Antiquities,Land; Build-

ings,Roads Tracks And Paths}.
To investigate the features learned at depth, we chose to adapt a 50-layer

ResNet [5] (ResNet50) that had been trained on the ImageNet dataset [11]
(weights available in Keras [3]) by performing a fine-tuning operation to enable
the network to better learn internal representations of our aerial imagery. With
limited processing capacity, fine-tuning allowed the re-use of learned low-level
image features, such as edge and color filters, focusing the computational effort
on tailoring the network to a new data domain. Fine-tuning was performed by
fixing all layers of the network except the last one for 50 epochs, and then training
all layers for a further 50 epochs. We used a stochastic gradient descent opti-
miser with an initial learning rate of 1e−4 and momentum of 0.8 for fine-tuning.
Each epoch consisted of approximately 1.2 million image-class pairs sampled
from the Southampton area in the South of the UK (containing a mix of water,
urban and rural settings). The training pairs were sampled randomly against
the same underlying distribution as the training region. Because of the vast size
of the data used for training it is extremely unlikely that the network saw the
same training instance more than once during the entire training process. With
a batch size of 32, training the last layer alone took slightly over 9000 s per epoch
on a single Titan X GPU, and training the entire network took around 23000 s
for each epoch. Overall training accuracy was 84.3% and validation accuracy (on
16000 image-class pairs taken from a region that was not used during training)
was 78.2%.

Towards our inference goal, we performed a series of trials of the features
extracted from the ResNet50 networks for a small labelled dataset from Lin-
colnshire in the East Midlands of the UK. Three different classification prob-
lems were investigated: (1) finding inland water; (2) finding roads and tracks;
and (3) differentiating metalled roads and tracks, unmetalled roads and tracks
and a mixture of other classes. These classification problems were selected from
a wider set of manually labelled data because they were particularly difficult for
our rules-based approaches. We did not perform any further training of the deep
networks for these trials. It was noted that they were similar, but not identical,
to classes in the target data.

A patch of 224 × 224 pixels, centred on the location of the class label, was
extracted from the image data. For each classification problem, an ‘other’ class
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was drawn from labelled patches not currently being used (these included classes
such as ‘scrub’, ‘solar panels’). The patches were shuffled and balanced such that
the same number of patches was available for each class, including the ‘other’
class, in each trial. The numbers of examples were approximately 100, 90 and 40
for problems (1), (2) and (3), respectively. Each patch was forward-propagated
through both the ImageNet and fine-tuned ResNet50 networks and the maximum
activation at each node was returned forming a feature set for each selected layer.
For comparison, we also created a feature set from values taken directly from
the central 12 by 12 pixels of each patch, which resulted in a vector of similar
magnitude to feature sets from the later layers of the deep networks. Feature
sets were input to linear support vector machine classifiers, which were trained
against each of the 3 classification problems. For each classification problem and
feature set combination, training was performed over 10 different folds of the
data. For 5 of these, the regularization parameter, C, was tuned using 10 folds
of a separate verification dataset. For the other 5 folds, the C parameter was set
to 1.0. For each test, the average classification accuracy was taken over the 5
folds of the data. The resulting accuracies are compared in Fig. 1. Towards our
discovery goal, we studied the nodes’ receptive fields by visualising the parts of
the data that most activated each node using a similar method to [14].
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Fig. 1. Boxplots showing the accuracy against (1a) the classification problem, (1b)
the network weights, (1c) the layer from which the features were extracted and (1d)
whether or not the C parameter was tuned. In (1b) and (1c), ‘image’ refers to the
trials using pixel values as input features. ‘conv1’, ‘conv3 x’, ‘conv4 x’ and ‘conv5 x’
are regions increasingly deep within the network as described in [11]. The number of
trials for each plot is given above the x-axis. Outliers are represented by dots.

Over the 54 tests, the classification accuracy averaged 73.8%. It is evident
in 1b that using features derived from the deep networks increases classification
accuracy but that there is only a small improvement with fine-tuning. In Fig. 1c,
deeper features tend to result in higher classification accuracy and a large cor-
relation (r = .70) was found between layer number and classification accuracy.
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The early layers of the network responded to our data as would be expected
for any image data, having nodes that are activated by edges and colors and,
at intermediary layers, particular shapes such as circles. However, although we
observed a divergence between the receptive fields in the ImageNet and the
fine-tuned network, at later layers, no discernable label could be applied to the
activations of the nodes, even with fine-tuned weights.

3 Discussion and Conclusions

We have initiated research into extracting generic features from remote sensing
data and applied these to our inference and discovery goals. Topography Layer
provided labels for a large training dataset. However, the chosen 22 classes were
poorly balanced resulting in few examples for some classes. For future work, we
are developing a more balanced set of labels based on Topography Layer.

The large correlation between accuracy and layer number is evidence that
more useful features are learned deeper within the network. Even features taken
from deep layers of the network trained only with ImageNet achieved promising
classification accuracies. Our investigation of the receptive fields demonstrated
that early layers of the network represented generic image features, yet we were
not able to interpret the representations at later layers even following fine-tuning.
Further, it is likely that concepts are represented as a combination of activations
within the network (and not just high activations). Future research will therefore
investigate how the whole layer represents the input data using techniques such
as clustering and dimensionality reduction on outputs at each layer.

Most image datasets applied to deep learning, such as the ImageNet chal-
lenge data, comprise scenes in which the labelled objects are well framed within
the view. Even aerial image benchmark datasets, such as UC Merced Land Use
Dataset [13], feature objects centred within the frame. In contrast, region- and
country-wide aerial imagery comprise continuous real-world features that occur
with equal probability anywhere within the view, at any orientation. Further, the
kinds of real-world objects that remote sensing is often concerned with (roads,
fields, buildings, etc.) are extremely variable in scale and shape. One way of
interpreting a trained CNN is as a set of templates that represent the most
commonly encountered structure within the dataset. The variation in position,
orientation, scale and shape presents a particular problem for feature learning
from remote sensing data. Thus, the training data for our classification problems
were not typical of most patches from remote sensing data because the objects
were centred in the patch, even for the ‘other’ class. Whilst the classification
accuracy within these tests was promising, when we applied the classifier to
whole images the results were noisy and demonstrated that more typical train-
ing examples are needed to develop a usable inference tool for our data. This
principle is also pertinent to training and fine-tuning a deep network and may
explain why fine-tuning did not result in interpretable representations in later
layers.

To date, we have not extracted the underlying explanatory factors that we
desire from our remote sensing data. We conclude that greater consideration of
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the training data is required to ensure that datasets, for both deep networks and
shallow inference networks, portray real-world objects with the full variance of
position, orientation, scale and shape.
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Abstract. Deep neural network is a state-of-the-art technology for
achieving high accuracy in various machine learning tasks. Since the
available computing power and memory footprint are restricted in
embedded computing, precision quantization of numerical representa-
tions, such as fixed-point, binary, and logarithmic, are commonly used
for higher computing efficiency. The main problem of quantization is
accuracy degradation due to its lower numerical representation. There is
generally a trade-off between numerical precision and accuracy. In this
paper, we propose a quantization-error-aware training method to attain
higher accuracy in quantized neural networks. Our approach appends
an additional regularization term that is based on quantization errors of
weights to the loss function. We evaluate the accuracy by using MNIST
and CIFAR-10. The evaluation results show that the proposed approach
achieves higher accuracy than the standard approach with quantized
forwarding.

Keywords: Deep neural network · Quantization · Regularization

1 Introduction

Deep neural network (DNN) is a widely-used technology for various machine
learning applications, such as image recognition, speech recognition [9], and
translation [6]. While DNNs are very powerful, the computing resource demands
of DNNs are huge. In server environments, high-performance but power-
consuming GPUs are essential for both training and inference. In contrast, since
recent IoT purposes do not allow employment of such power-consuming acceler-
ators due to the cost and energy requirements, a more hardware-aware approach
with a smaller energy and memory footprint must be considered.

One of the hardware-aware DNN approaches is quantization which replaces
floating point representations with low-complexity representations, such as fixed-
point [11], binary [2], and logarithmic [12]. These reduce both computing com-
plexity and memory footprint. For example, binary-weight and binary-activation
computation no longer requires energy- and area-consuming multiplication.

c© Springer International Publishing AG 2017
M. Bramer and M. Petridis (Eds.): SGAI-AI 2017, LNAI 10630, pp. 137–142, 2017.
https://doi.org/10.1007/978-3-319-71078-5_11
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Instead, the multiplications are replaced with XNOR operations, which can be
implemented by a very simple circuit, so that energy consumption is dramatically
reduced [1].

The main problem of quantization is accuracy degradation due to its lower
numerical representation. With quantization, pre-learned weights in the full-
precision representation are converted into the quantized values. Therefore, there
are certainly quantization errors between the original and quantized values.
While a lower precision quantization can effectively reduce the computation com-
plexity and memory footprint, it also degrades the accuracy of the neural net-
work. Therefore, a training technology for both low-precision and high-accuracy
is desired for low power neural network hardware.

In this paper, we propose a quantization-error-aware training method for
higher accuracy of quantized neural networks. Our method focuses on the quan-
tization error at the training phase. Our method introduces a novel regularization
term based on the quantization error. Since quantization errors usually degrade
accuracy, the errors must be reduced at the training phase. The proposed method
appends an additional regularization term calculated by quantization errors in
weights to the loss function.

2 Quantized Neural Network

Quantization in neural network represents original floating point values by using
reduced information, such as fixed point and binary. A recent advanced tech-
nique of quantization uses logarithmic representation to increase both dynamic
range and resolution of numerical values. In this work, we focus on logarith-
mic quantization and binarization. Note that we do not consider quantization of
activation values in this paper.

We first present the logarithmic quantization as follows:

LogQuant(w, bitwidth,maxV ) = Clip(AP2(w),minV,maxV ) (1)
AP2(w) = sign(w) × 2round(log2|w|) (2)

where w is original weight, bitwidth is a bit width of the quantized weights which
contain a sign bit, and maxV and minV are the maximum and minimum scale
ranges, respectively. AP2(·) is the approximate power-of-2. Figure 1(a) shows
the value conversions from original real values to logarithmic quantized values.
Quantized values are obtained by the round operation. The typical round oper-
ation is defined as follows:

round(x) =
{

ceil(x) (x − �x� ≥ 0.5)
floor(x) (x − �x� < 0.5) (3)

However, the round operation by the following expression reduces quantization
errors in Eq. (2) more than the previous expression:

round(x) =
{

ceil(x) (x − �x� ≥ log2 ( 32 ))
floor(x) (x − �x� < log2 ( 32 )) (4)
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Fig. 1. Quantized value and error by LogQuant(w, 3, 1)

Figure 1(b) shows the quantization errors by the above expressions. In addition
to the logarithmic quantization, the binary quantization is defined as follows:

Binarize(w) = sign(w) =
{

+1 (if w ≥ 0)
−1 (otherwise) (5)

3 QER: Quantization Error-Based Regularization

Quantization errors (QE) have never been considered in past approaches of quan-
tized neural networks. We propose a quantization-error-aware training method,
which uses the QE as a regularization term.

QE is defined by following expression:

QE(w) = w − wq (6)

where wq is the quantized weight values whose expressions are represented by
logarithmic quantization or binarization. Then we define the QER (Quantization
Error-based Regularization) term as follows:

QER(w) = ‖w − wq‖2 (7)

The QER term is appended to the objective function as follows:

L(w) = E(w) + η2QER(w) (8)

where E(w) is the loss function. Thus, the weights are updated via the following
optimization problem, as well as the general neural network training.

min
w

L(w) (9)

L2-norm regularization is a common technique in neural network training for
the generalization of weights to prevent overfitting [5]. L2-norm regularization
works to limit weight divergence. In contrast, QER works to force weights closer
to values of AP2. By updating the weights to minimize L(w), both quantization
errors and loss are gradually reduced.
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Algorithm 1. Quantized-Weights Network with QER
Require: a minibatch of inputs and targets (x0, x∗), previous weights w, previous

learning rate ηt.
Ensure: updated weights wt+1, updated learning rate ηt+1

1. Forward propagation
for l = 1 to L do

wq
l ⇐ Quantize(wl)

ul ⇐ xl−1 · wl

if l < L then
xl ⇐ReLU(ul)

end if
end for
2. Backward propagation
Compute ∂E

∂uL
knowing uL and x∗

for l = L to 1 do
∂E

∂u
q
l−1

⇐ ∂E
∂ul

· wq
l

∂E
∂wl

⇐ ∂E
∂ul

T · uq
l−1

end for
3. Accumulating the parameter gradients
for l = 1 to L do

∂QER(wl)
∂wl

⇐ QE(wl)

wt+1
l ⇐ wl − ηt

1 · ∂E
∂wl

− ηt
2 · ∂QER(wl)

∂wl

ηt+1 ⇐ ληt

end for

4 Experiments

We performed experiments on the proposed method to apply QER in neural
network training. We compared the proposed method to the original quantized
network without QER in terms of accuracy. Numerical representations used are
logarithmic quantization and binarization. In the logarithmic quantization, all
weights were obtained by LogQuant(w, 4, 1). Algorithm 1 describes the training
algorithm used in this evaluation, where η1 is 0.001, η2 starts at 0.00001, and is
amplified by a factor 1.2 every 10 epochs. The optimization solver is Adam [7].
The used benchmarks are MNIST [10] and CIFAR-10 [8].

For MNIST, we used a multi-layer perceptron that consists of 2 hidden
layers. For CIFAR-10, we used a simple convolutional neural network (CNN)
that consists of 2 convolution layers, 2 max-pooling layers, and 3 full-connection
layers.

Table 1 shows the results of the test classification accuracy. Figure 2 shows
their convergence graph. In both benchmarks and both cases of the logarithmic
quantization and binarization, the proposed approach using QER achieves a
higher accuracy. Especially, the logarithmic quantization with QER exceeds the
baseline network trained and tested in floating point.
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Table 1. Test accuracy for neural network models

MNIST CIFAR-10

Float 0.9777 0.6941

LogQuantize (4 bit) w/o QER 0.9773 0.6844

w/ QER 0.9783 0.7031

Binarize (1 bit) w/o QER 0.9664 0.6724

w/ QER 0.9709 0.6839

Fig. 2. Convergence of test accuracy on CIFAR-10

5 Related Works

Some quantization- or hardware-aware weight compression techniques have been
proposed. Shin et al. proposed a weight compression technique by using a look
up table (LUT) [13]. Gysel et al. proposed a fine-tuning technique for hardware-
oriented weight quantization [3]. These approaches aimed to optimize weights
with high prediction accuracy for limited numerical representations. Our work
differs from these approaches in terms of quantization error consideration, but
can be used simultaneously with these techniques.

Loss-aware binarization [4] uses a proximal Newton algorithm with diagonal
Hessian approximation that directly minimizes the loss with respect to the bina-
rized weights. Our work is similar to this work since it also focuses on the adverse
effect of quantization. Since our approach aims to improve prediction accuracy
via the regularization term, it can be applied to quantization types other than
binarization.
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6 Conclusion

We proposed a quantization-error-aware training method for hardware-oriented
neural network implementations. Our approach appends an additional regular-
ization term, based on quantization errors of weights, to the loss function.

A major future work is to apply the proposed method to more complicated
neural network structures. Additionally, adoption and evaluation for linear quan-
tizations are essential. Since there are some coefficients about the quantization-
error term, dynamic optimization techniques should be considered.
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Abstract. The complexity and depth of Information Extraction
becomes increasingly apparent as time goes on. Heuristics, shocastic
and more recently, neural models have proved challenging to scale into
and out of various domains. In this paper we discuss the limitations of
current approaches and explore if transferring human knowledge into a
neural language model could improve performance in an deep learning
setting. We approach this by constructing gazetteers from existing pub-
lic resources. We demonstrate that leveraging existing knowledge we can
increase performance and train such networks faster. We argue a case
for further research into leveraging pre-existing domain knowledge and
engineering resources to train neural models.

Keywords: Named Entity Recognition · Information Extraction

1 Introduction

In 2016, Natural Language Processing (NLP) has been dubbed a rabbit in the
headlights of Deep Learning [1]. It is certainly plausible given the recent achieve-
ments of Deep Learning in the image classification and object recognition space
[2,3]. In addition, open source communities have worked to commoditize deep
learning capabilities through high-level frameworks thus lowering the barrier to
entry for new research and greenfield projects [4,6]. In this vast growing research
field, it is of interest to revisit research from previous years and look to how sys-
tems can be potentially improved with legacy learning methods. Information
Extraction (IE) is regarded as an umbrella term for classification tasks such as
Named Entity Recognition, Relation Extraction and Coreference Resolution but
is typically used in other areas such as Information Retrieval (Entity Search),
stylometry, vocabulary analysis and so on [8]. This paper focuses on established
research in the areas of Named Entity Recognition applying a Bidirectional Long-
Short Term Memory with two shallow classifiers to the CoNLL 2003 shared task
[5]. Leveraging open data we achieve performance greater than shallow methods
than those with stringent heuristics. We conclude this preliminary study by dis-
cussing future directions for hybrid-specific deep learning based entity mining.1,2

1 Implementation: https://github.com/zhiweiuu/SGAITagger.
2 This work is partially supported by the EPSRC (Grant REF: EP/P031668/1).
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2 Information Extraction

It would be rational to assume true understanding of language requires conscious-
ness similar to that experienced by human beings. Language not only evolves
over time, it arguably evolves in one’s mind based on their interactions with the
world. The longevity of information extraction tasks has been sustained due to
the exponential growth in unstructured content in previous years and the need
to computationally understand human language. Various languages, document
genres, entity types and knowledge connections have interested researchers and
practitioners in this area for decades [10]. It is still common to find researchers
adopting rules or gazetteers when identifying entities. This works well in nar-
row cases, but this approach alone is often unscalable, deterministic and doesn’t
handle the ambiguous nature of natural languages. Researchers have popular-
ized stochastic methods such as markovian classification models and Conditional
Random Fields (the current state of the art) to classify named entities [9,10].

Attention has been focused on activations, model optimization, training net-
works and architectures and learning from data with no explicit feature engineer-
ing, thus reflecting the real world. These architectures include, but not limited to,
Convolutional Neural Networks (ConvNets), Recurrent Neural Networks (RNNs)
[7]. In this study, we focus on a Hybrid LSTM-CRF leveraging gazetteers built
from open GATE (ANNIE) data.

CoNLL. For the experiments described we use the CoNLL 2003 English dataset
[5]. This popular dataset is split into three parts: Training (train), Validation
(testa) and Testing (testb). The data set is split at a document, sentence, and
word level. The data has two features included: Part of Speech (POS) and Chunk
Tags.

Gazetteers. Gazetteers are a common input format for rule based methods.
It is not uncommon to see applications leverage them as organizations tend
to be abundant in columnar data. They are employed in various studies with
often random results. This is because there is no predefined agreed upon set of
gazetteers. It is possible to create task specific gazetteers. Although these types
of gazetteers produce great results in various IE tasks, they don’t generalize well
to external unseen data. This is why we create the gazetteers used in this study
from the ANNIE system as described by [13].

Word Embeddings. Word embeddings are the result of mapping semantic
meaning into a highly dimensional geometric space. This is done by associating
a numeric vector to every word in a dictionary. In this study we use the Glove
pretrained word embeddings with 100 dimensions that were trained on the 2014
English Wikipedia data dump [12].
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3 Methodology

3.1 Long-Short Term Memory Network

Long-Short Term Memory (LSTM) Networks are a type of training method to
overcome the general Recurrent Neural Networks (RNN) bias for more recent
inputs and help learn long-term dependencies. RNNs are networks whose con-
nections between units form a directed cycle which in turn make it good when
working with sequential data. This is achieved by introducing memory cells and
implementing gates to control the proportion of the input to given and what
proportion of the previous state to forget, in essence carrying memory forward.

ht := θ(Wxt + Uht−1) (1)

where ht is the hidden state at that time step and θ(·) is an activation function
that is applied to the sum of the weight input W and hidden states U . Although
there are other interesting hybrid variations of LSTMs with convolutional layers
and other exotic variations, one promising approach which we have based our
initial implementation is the work of [11] who designed the following:

it = σ(Wxixt + Whiht−1 + Wcict−1 + bi) (2)
ct = (1 − it) · ct−1 + it · tanh(Wxsxt + Whcht−1 + bc) (3)

ot = σ(Wxoxt + Whoht−1 + Wcoct + bo) (4)
ht = ot · tanh(ct) (5)

where σ is an element-wise hard sigmoid function. When training in both
directions (with different parameters) the word representations are learned by
concatenating the right and left context representations, ht = [ht→;ht←].
Another interesting product of their research was adoption of the IOBES tag-
ging scheme, an evolution of IOB (Inner-Outer-Beginning) which marks entities
(s) and the end of entities (e). However, they claim their early work didn’t
yield any noteworthy improvements. In this work we re-introduce a forget gate,
ft = σ(Wxfxt + Whfht−1 + Wcfct−1 + bf ), to discard long-term dependencies.

3.2 Conditional Random Fields

CRFs have remained the state of the art for quite some time in the Named Entity
Recognition space and are good for encoding known relationships between obser-
vations and construct consistent interpretations. The conditional probability of
a state sequence X = (x1, x2, ..., xn) given some form of observation sequence
Y = (y1, y2, ..., yn) is

P (X|Y ) =
1
Zo

exp

(
T∑

t=1

∑
k

λkfk(Xt−1,X, Y, t)

)
(6)
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where fk(Xt−1,X, Y, t) is a feature function whose weight λk is to be learned
in the training process with Zo as a normalization function (7). These models
define the conditional probability of a label sequence based on total probability
over the state sequences (8):

Zo =
∑
x

T∑
t=1

λkfk(xt−1, x, y, t) (7)

P (1|Y ) =
∑

x:1(X)=1

P (X|Y ) (8)

4 Experiments and Results

4.1 Preprocessing

After loading the CoNLL data, we convert all numbers to 0 and lowercase all
the as this showed marginal improvements. We also move off the IOB format
for the Chunk and NER tags and convert them to IOBES tags to make the
compositionality more deducible. We further normalize the Part of Speech tags
by removing any invalid alphabetical based tags. When analysing the training,
validation and testing data we found that an average of 96% of Named
Entities had the chunk tag I-NP and an average of 90% of the POS
tags were NNP. We therefore expanded the gazetteers by labelling all of the
words with these Chunk and POS tags and generating tuples like the CoNLL
datasets. We finish by concatenating the processed gazetteers onto the
training data.

4.2 Topology

In our experiment we implement a LSTM (example depiction Fig. 1) network
with a softmax output layer that feeds into a CRF classifier. The 3 vectors in
the embedding layer are merged together and passed to LSTMF and LSTMB.
LSTMFn represents the LSTM training forward and LSTMBn represents the
LSTM training backwards. The number of neurons in the softmax layer is related
to the number of position output (yn) values. The output of the softmax layer
is then passed to the CRF which outputs a vector index corresponding to a
Named Entity tag. A dropout rate of 0.4 is applied between the BLSTM and
the softmax layer to prevent overfitting. Each LSTM has 100 units and we
have a batch size of 64. A RMSProp optimizer with a learning rate of
0.005 was adopted as it trains the model fast and we found it to generate the
best results.
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Fig. 1. A visual depiction of our employed network topology. Wi is the embedding for
each word, Ci and Pi and the respective Chunk and POS tags at timestep Ti. yi is the
outputed Named Entity

4.3 Results

Our results are presented in Table 1. After running each model for 5 epochs we
uncovered two things:

1. A performance gain of 2.25% FB1 (87.98%) was observed (Precision: 88.43%
Recall: 87.53%).

2. The network trained much faster.

Table 1. Results of our experiments compared to the baseline

Model F1

Proposed (No Gaz) 85.73

Proposed (inc Gaz) 87.98

LSTM-CRF [11]a 83.63

Stacked LSTM [11]a 80.88
aWe baseline the results without
the closed source pre-trained word
embeddings.

5 Conclusions and Future Work

We argue that there is an abundance of data that researchers could leverage
to train such models. We demonstrate promising performance gains by creat-
ing gazetteers out of GATE’s ANNIE gazetteers and adding it to the existing
training set. In the near future we plan to:
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1. Implement a separate feed forward network to learn the gazetteer/Named
Entity relations and pass it to our existing topology in Fig. 1, merging with
the Word, Chunk and Part of Speech tuple. We hypothesize this would enable
an additional feature gain.

2. Enhance the utilization of gazetteers by generating or retrieving sentences
containing the entries. This should give greater context between words in the
context and allow the network to disambiguate the ambiguous terms.
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Abstract. In this paper we investigate the automatic recognition of
emotion in text. We propose a new method for emotion recognition based
on the PPM (PPM is short for Prediction by Partial Matching) character-
based text compression scheme in order to recognize Ekman’s six basic
emotions (Anger, Disgust, Fear, Happiness, Sadness, Surprise). Exper-
imental results with three datasets show that the new method is very
effective when compared with traditional word-based text classification
methods. We have also found that our method works best if the sizes
of text in all classes used for training are similar, and that performance
significantly improves with increased data.

Keywords: Text categorisation · Emotion recognition · PPM compres-
sion

1 Introduction

There are many ways to recognize a person’s emotional state such as from their
facial expressions, their voice, or by their behaviour. With the growth of the
Internet, social media and the use of smart mobile devices, much of the commu-
nication between people is through written text such as email, texting, blogs and
tweets. It would be interesting to recognize the emotional state of the person or
persons producing the text.

Emotion recognition can be considered a specific form of text categorisation.
One of the aims of this paper was to see how well a compression-based method
performed at recognizing fine-grained emotions in the form of the six basic emo-
tions as proposed by Ekman—Anger, Disgust, Fear, Happiness, Sadness, and
Surprise. Ekman argued that these emotions are common across all cultures
as evidenced by very brief facial expressions that occur when a person either
deliberately or unconsciously conceals an emotion [5].

The rest of this paper is organised as follows. The related work is discussed
next along with the PPM-based classification method we adopt. Experimental
results are then discussed, followed by the conclusion.

2 Related Work

Early work on emotion recognition from text was accomplished by Alm et al. [1]
who used 22 children’s fairy tales as the dataset to recognize the emotions defined
c© Springer International Publishing AG 2017
M. Bramer and M. Petridis (Eds.): SGAI-AI 2017, LNAI 10630, pp. 149–155, 2017.
https://doi.org/10.1007/978-3-319-71078-5_13
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by Ekman. Aman and Szpakowicz [2] composed a corpus from web blogs based
on Ekman’s six basic emotions. They used the Näıve Bayes and the support vec-
tor machine (SMO) classifiers to classify Ekman’s basic emotions. Keshtkar [7]
used a corpus taken from LiveJournal1 web blogs. What distinguished these
web blogs from others is that they also provided 132 moods (such as excited and
astonished) that the writer used to describe their mood or moods. Keshtkar used
similar techniques combined with decision trees to classify emotions from test
data. Moreover, there have been other studies that have used the same Live-
Journal blogs dataset [9,10]. Chaffer and Inkpen [3] used heterogeneous datasets
including Alm’s and Aman’s dataset in their work on emotion recognition from
text. They investigated four classifiers: the ZeroR classifier as a base line, the
Nãive Bayes classifier, the J48 classifier and the SMO classifier [3]. Ghazi et
al. [6] also experimented with Alm’s dataset and Aman’s dataset. They used a
multilevel hierarchy to classify Ekman’s six basic emotions, combined with the
support vector machine SMO as the classifier.

One approach found to be effective for many text categorisation tasks adopts
an approach based on the PPM text compression scheme that avoids various
issues to do with feature extraction simply by processing all the characters in
the text [11]. However, the success of this approach on the specific problem of
emotion recognition has yet to be investigated in the literature. Therefore the
primary purpose of this paper is to address this gap in the research.

PPM is a lossless text compression method first published in 1984 [4]. It
is usually adaptive: that is, it dynamically processes the text one character at
a time in an on-line manner, updating its model as it goes. The context-based
model adopts a maximum fixed order context length to encode the symbols. The
method essentially estimates probabilities using a Markov based approach, and
when the upcoming symbol is unseen in the context, the model will smooth the
probability estimates by “escaping” to a shorter context (recursively if necessary)
in order to make the prediction. Different escape methods can be chosen based
on how the escape probability is estimated with Method D usually leading to the
best compression. (This is described in the literature as using method PPMD).
Text categorisation using PPM is performed by first training models for each
class. Then the text is compressed using each model with the class being chosen
from the model that compresses the text best.

3 Experimental Results

Our experimental results are presented in this section. Three datasets have been
used for the experiments: the LiveJournal dataset [7], Alm’s dataset [1] and
Aman’s dataset [2]. The TMT Toolkit developed by Teahan2 was used to obtain
the PPM compression codelength estimates. This toolkit allows PPM models
to be constructed from training text. Although standard dynamic PPM models
are possible using the toolkit, we chose to use a static variation where once the
1 http://www.LiveJournal.com/.
2 Contact author for a copy of the latest distribution.

http://www.LiveJournal.com/
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models have been trained, they are not updated subsequently as the testing text
is being processed since previous text categorisation experiments [11] have shown
these models to be just as effective as dynamic models.

For our experiments, we used order 5 PPM models with escape method D as
this usually leads to the best compression for English text. Static models were
created while training, and then used to classify the separate testing data. Ten-
fold cross validation was then applied to evaluate the classification of the text
according to Ekman’s six basic emotions for all three datasets using the static
models. Prior to each of the experiments described below, we applied the follow-
ing pre-processing steps to the various datasets. Aman and Alm’s datasets are
directly labelled by Ekman’s basic emotions. An extra label is used for blogs that
do not contain emotions in Aman’s dataset. For Alm’s dataset, each sentence is
classified with its equivalent emotion label. However, for the LiveJournal dataset,
the following pre-processing is required. Firstly, the XML tags were removed; sec-
ondly, all punctuation and URLs were removed; and thirdly, blogs labelled in the
same class were extracted from the LiveJournal data and concatenated together
to form six separate text files for Ekman’s classes. Aman and Szpakowicz [2]
describe how to collect blogs from the web by using seed words. Each one of
these seed words have its equivalent mood in the LiveJournal weblogs so we use
these to map the 132 moods to the six Ekman emotions using synonyms (for
example, awesome and fantastic are some synonyms for the Happiness emotion).

In order to improve the effectiveness of the PPM classifier, we have found
that balancing the training data for the different PPM models works best. Where
there is an imbalance in training data for a particular class or classes, then the
performance of the PPM classifier can be improved by essentially truncating the
amount of training data used for all classes to the smallest class training size
with any unused training data discarded. The rationale behind using balanced
sizes for class training data is as follows. If the training size for one class were
to predominate, for example, then that class model will often become a better
predictor of the general language (e.g. English) compared to the individual class
models at predicting the language specific to each class. (Just as idiolects are
associated with the speech peculiarities of an individual person, the language of
each class will also have its own peculiarities, but this can be dominated if one
has a better model of the standard variety of the language). In order to overcome
this issue, a simple expedient is to truncate training sizes for each class so that
they are the same for each even if this means truncating training text in most
classes down to the smallest class training size. As far as we are aware, this paper
is the first to report this result that balancing of class training size often leads
to noticeably improved classification performance for the PPM classifier.

The text files for each dataset were first split into ten partitions in order to
perform ten-fold cross-validation where different folds were used for training and
testing ensuring that text was split on a blog boundary rather than in the middle
of the blog. For the LiveJournal dataset, in order to obtain roughly equal sized
training text for each class, the files were reduced in size to just over 2.4 MB each
using the text from the beginning of each file. For Aman’s dataset, text related
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to each of the six Ekman emotions was extracted directly according to the blog
annotations. This resulted in just 10 KB being available when using balanced text
sizes as Aman’s dataset is much smaller than the LiveJournal dataset. Similarly,
for Alm’s dataset, the text for each emotion could be extracted directly, with
12 KB of text available for each emotion. Table 1 summarises the best results
obtained for the three datasets in terms of accuracy, precision, recall and F-
measure.

Table 1. PPM classification results for Ekman’s emotions for the three datasets.

Dataset Accuracy Precision Recall F-measure

LiveJournal 96.1 % 0.90 0.88 0.88

Aman 95.6 % 0.89 0.87 0.87

Alm 88.0 % 0.71 0.70 0.67

Table 2 compares the PPM results with previously published results for the
classification of Ekman’s emotions for the three datasets. Leshed and Kaye [8]
used SVMlight as a classifier on the LiveJournal dataset. Chaffer and Inkpen [3]
used various traditional classifiers (ZeroR, Näıve Bayes, J48, SMO) implemented
using Weka on both Aman’s and Alm’s datasets. Ghazi et al. [6] used both a
flat SMO classifier and a two-level SMO classifier on the same two datasets.
PPM clearly outperforms the other methods. Possible reasons for this are that
testing was done on all the blogs together as one file rather than separately,
and that the previous studies did not use classifiers potentially more effective at
processing text such as Näıve Bayes Multinomial in Weka. However, note that
direct comparison between these studies is difficult due to the different processing
and data selection methods used.

Table 2. Comparing accuracy results for Ekman’s emotions for the three datasets.

Dataset PPM SVMlt. [8] ZeroR [3] NB [3] J48 [3] SMO [3] Fl. SMO [6] 2Lv. SMO [6]

LiveJournal 96.1 74.0

Aman 95.6 68.5 73.0 71.4 81.2 61.7 65.5

Alm 88.0 36.9 54.9 47.5 61.9 57.4 56.6

Further experiments on the LiveJournal, Aman, and Alm datasets to classify
Ekman’s emotions have been performed to determine what effect the training
text size has and how using balanced or unbalanced training sizes for classes
affects the classification accuracy, precision, recall, and F-measure (see Table 3).
First, we used equal-sized texts used for training from the LiveJournal dataset for
each of the six classes that ranged in size from 100 KB to 2.4 MB. We compared
this to several cases where the text sizes used were not balanced—one where
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3 MB was used for all classes except for Disgust which used 2.4 MB which was
the maximum available for that class; and one where the full text that was
available in the dataset was used for each class (so the training text sizes across
the six classes was very unbalanced ranging from 2.4 MB for Disgust up to 78 MB
for Happiness, with the latter class having a size greater than the combined sizes
for the other five classes).

The results listed in Table 3 for the LiveJournal dataset are striking and show
two noticeable trends. Firstly, the results consistently improve with training size,
rising from an accuracy of 78.9% when as little as 100 KB is used up to 96.1%
when 2.4 MB is used instead. And secondly, if unbalanced sizes are used between
classes, this leads to a noticeable drop in performance, dropping down to an
accuracy of 76.6% when training size is maximised across the classes but is very
unbalanced as a result. Even when only one class is unbalanced (as when 3 MB
is used for all classes except Disgust), the negative effect of unbalancing the class
sizes outweighs the positive effect of using a larger size for the other classes.

Table 3. PPM classification results for Ekman’s emotions for the three datasets.

Datas. Training size Acc. Prec. Rec. F-m.

LiveJ. 100KB for each class 78.9 % 0.35 0.37 0.31

500KB for each class 87.8 % 0.73 0.63 0.60

1MB for each class 91.7 % 0.83 0.75 0.74

2MB for each class 95.6 % 0.87 0.87 0.87

2.4 MB for each class 96.1 % 0.90 0.88 0.88

3MB except class for Disgust (2.4 MB) 88.3 % 0.74 0.65 0.62

Anger (22.1 MB), Disgust (2.4 MB), Fear
(11.9 MB), Happi. (78 MB), Sadness (24.7 MB),
Surpr. (8.8 MB)

76.6 % 0.53 0.30 0.25

Aman 10KB for each class except Surprise (9.8 KB) 95.6 % 0.89 0.87 0.87

Anger (17.5 KB), Disgust (13.5 KB), Fear
(12.4 KB), Happi. (38.8 KB), Sad. (13.5 KB),
Surpr. (9.8 KB)

78.9 % 0.70 0.37 0.36

Alm 12KB for each class 88.0 % 0.71 0.70 0.67

Anger-Disgust (23.7 KB), Fear (20 KB),
Happiness (59.9 KB), Sadness (36.4), Surprise
(12.3 KB)

75.6 % 0.65 0.42 0.38

We also explored the effect of training size for both Aman’s dataset and Alm’s
dataset. These datasets have an order of magnitude less text available compared
to the LiveJournal dataset so it is not possible to explore what effect increasing
the size of the text has in any depth. However, we did compare the two cases when
the class training text sizes were mostly balanced (approx. 10 KB for Aman’s
dataset and 12 KB for Alm’s dataset), and when the sizes were unbalanced using
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the full text that was available in each class. In this case, the Happiness class
again had the largest size compared with the other five classes, and was just over
4 times the size for the smallest class Surprise. The results in Table 3 clearly
shows that using balanced class sizes compared to using unbalanced sizes for
these datasets has a significant impact on classification performance, dropping
from 95.6% to 78.9% accuracy for Aman’s dataset and from 88.0% to 75.6%
accuracy for Alm’s dataset.

4 Conclusion

This paper has described how the Prediction by Partial Matching (PPM) text
compression scheme can be applied to the problem of emotion recognition in
text. Experimental results show that our new method is very effective when
compared with other traditional data mining methods at recognizing emotions in
text. The proposed method processes all characters in the text without explicit
feature extraction while the other research methods have relied on processing
words as features.

One important issue with our proposed method should be considered. It is
often the case that the amount of text available for training purposes in different
classes is mis-matched. In performing the experiments reported in this paper, we
have found that our method works best if the sizes of text in all classes are the
same, even if this means truncating text in most classes down to the smallest
class size. This is because if the size for one class is much larger than for other
classes, for example, then that class model will often become a better predictor
of the general language (e.g. English) compared to the individual class models
at predicting the language specific to each class.
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in text. Ph.D. thesis, Université d’Ottawa/University of Ottawa (2011)

8. Leshed, G., Kaye, J.: Understanding how bloggers feel: recognizing affect in blog
posts. In: CHI 2006 Extended Abstracts on Human Factors in Computing Systems,
pp. 1019–1024. ACM (2006)

9. Mihalcea, R., Liu, H.: A corpus-based approach to finding happiness. In: AAAI
Spring Symposium: Computational Approaches to Analyzing Weblogs, pp. 139–
144 (2006)

10. Mishne, G., et al.: Experiments with mood classification in blog posts. In: Proceed-
ings of ACM SIGIR 2005 Workshop on Stylistic Analysis of Text for Information
Access, vol. 19, pp. 321–327 (2005)

11. Teahan, W.J., Harper, D.J.: Using compression-based language models for text cat-
egorization. In: Croft, W.B., Lafferty, J. (eds.) Language Modeling for Information
Retrieval. The Springer International Series on Information Retrieval, pp. 141–165.
Springer, Dordrecht (2003). https://doi.org/10.1007/978-94-017-0171-6 7

https://doi.org/10.1007/978-94-017-0171-6_7


An Experimental Comparison of Ensemble
Classifiers for Evolving Data Streams

Ahmad Idris Tambuwal(&), Daniel Neagu, and Marian Gheorghe

University of Bradford, Bradford, UK
A.IdrisTambuwal@bradford.ac.uk

Abstract. Today, there is a tremendous growth in the amount of data being
generated from various fields (such as smartphones, social networks, emails,
customer click streams, different types of sensors and Internet of Things) that
show Big Data attributes. Recently efforts have been made towards developing
models for knowledge discovery from such data under the research area of
stream mining or data stream classification in particular. Ensemble learners have
become the popular approach in data stream classification because of their
stability-elasticity property, which enables handling data stream challenges such
as concept drift, recurrent concepts, novel class detection, and class imbalance.
In this paper, we compare ten ensemble classifiers with respect to concept drift
and class imbalance using Prequential AUC. In addition, Friedman nonpara-
metric statistical test and Nemenyi post-hoc test were used to identify the best
approach among them. This work to some extent can serve as part of a review of
existing ensemble classifier algorithms for non-stationary data streams.

Keywords: Concept drift � Data stream � Class imbalance � Ensemble learners

1 Introduction

Today, there is tremendous growth in the amount of data being generated from various
fields (e.g. smartphones, social networks, emails, customer click streams, different
types of sensors and Internet of Things) that show Big Data attributes. This data is
useful only if properly analyzed so that individuals and organizations can make
real-time decisions. The major feature of this data is its streaming nature. Recently
efforts have been made towards developing models for knowledge discovery from such
data under the research area of stream mining [1]. Data stream mining poses many
challenges which include: a large volume of data in real time, concept drifts, temporal
dependencies, limited class label, class imbalance, noise, and limited computational
resources requirements.

However, concept drift and class imbalance become major challenges for stream
mining and received major research attention. In literature, many approaches are used
for handling concept drift which is generally classified into active and passive
approaches [2]. These approaches are developed based on single classifier and
ensemble classifiers. Even though, single classifier approaches provide a lower com-
putational cost than ensemble approaches that tend to consume more computational
resources. Ensemble learners have become the popular approach in data stream
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classification because of their stability-elasticity property which makes it easy to
incorporate new data into the model, by training and adding new members to the
ensemble, and naturally, forget irrelevant knowledge by removing the old members
from the ensemble [2].

The objective of this paper is to experimentally compare the performance of these
ensemble methods to concept drift and class imbalance. Ten ensemble classifiers are
compared using an evaluation method called Prequential AUC, that is more robust to
class imbalance and concept drift [3]. The ensemble classifiers were chosen from the
ones with a high number of citation and implemented in MOA framework [4].

The rest of this paper is organized as follows: Sect. 2 provides a background
knowledge. Experimental description and results are given in Sects. 3 and 4. Finally,
Sect. 5 presents our conclusion and future works.

2 Background

In this section, we start by introducing class imbalance and concept drift followed by a
review of ensemble classification techniques existing in the literature.

2.1 Concept Drift and Class Imbalance

There are many definitions of concept drift, but a more probabilistic view is given in
[5], where concept drift is set to have occurred when for two distinct points of time t
and t þ k, there exist x such that Pt x; yð Þ 6¼ Pt þ kðx; yÞ. Concept drift can be classified
based on the rate at which the changes occurs which includes

Sudden Drift. This type of drift is characterized by xt being rapidly replace by xtþ k,
where Pt x; yð Þ 6¼ Ptþ kðx; yÞ.
Gradual Drift. This is considered as transition state where instances in xtþ k are
generated by a mixture of Pt x; yð Þ and Ptþ k x; yð Þ in different proportions.

Incremental Drift. This type of drift occurred when instances are derived from more
than one probability distributions Pt x; yð Þ and Ptþ k x; yð Þ where the difference between
them is not significant.

Recurrent Drift. This is where the distribution of an instance may reappear after
unknown period, i.e. Pt x; yð Þ ¼ Pt�kðx; yÞ.

Concept drift can also be classified based on the nature of the changes which
include

Real Drift. That involves change in posterior probability distribution (i.e. P yjxð Þ).
Virtual Drift. That involves changes in prior probability (i.e. P yð ÞÞ and change in
class conditional probability distribution (i.e. P xjyð Þ). However, changes in prior
probability result to the class imbalance where one class serve as majority class and the
other as the minority.
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2.2 Ensemble Classifiers

Ensemble classifiers involve the combination of many classification models whose
individual predictions are combined in some format (e.g. averaging or voting). Several
ensemble techniques have already been proposed, but this paper concentrates on those
that are used for classification in non-stationary data streams, which are divided into
chunk-based and online approaches. Table 1 summarizes these approaches with their
performance evaluation metrics. We refer the reader to [5] for a detailed survey of these
approaches.

3 Experiment Description

This section starts with the description of the datasets used, followed by the experi-
mental settings and evaluation methodology used in the experiment.

3.1 Datasets

To compare and analyze the performance of the classifiers, both artificial and real
datasets are used with different class imbalance ratio and affected by both sudden and
gradual concept drifts. Detailed characteristics of the datasets are given in Table 2.

3.2 Experimental Settings

The experiment was carried out using MOA software tool for stream mining [4]. For
ensemble classifiers with decision tree structure, we used 10 Very Fast Decision Trees

Table 1. Ensemble Classifiers for non-stationary data streams.

Approaches Description Evaluation Metrics

Chunk AWE [6] Accuracy weighted ensemble Accuracy and error
rate

Learn++.NSE [7] Incremental learning Accuracy and time
AUE [8] Accuracy updated ensemble Accuracy, memory,

time
RCD [9] Recurrent concept drift Accuracy
EB [10] Ensemble building Classification error

Online DWM [11] Dynamic weighted majority Accuracy
OAUE [12] Online accuracy updated ensemble Accuracy, memory,

time
LB [13] Leveraging bagging Accuracy, memory,

time
OzaBagASHT [14] Bagging with adaptive size hoeffding

tree
Accuracy, memory,
time

OzaBagADWIN
[15]

Bagging with adaptive windowing Accuracy, memory,
time
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(VFDT) [16] as base learners with Adaptive Naive Bayes leaf predictions with a grace
period nmin = 100, split confidence d = 0.01, and tie-threshold u = 0.05 [3]. The
choice of VFDT as a base learner is due to its ability in monitoring differences between
two class distributions [1], and availability in MOA. Similarly, error-based pruning
strategy was used for Learn++.NSE while for RCD, we used DDM [17] as drift
detection method. A chunk size of 500 was chosen for all chunk-based approach and
lastly, we maintain default settings for the rest of parameters on all ensemble classifiers.

3.3 Evaluation Setup

To evaluate the ensemble approaches using the presented datasets, a methodology
similar to that described in [3] was used where a prequential evaluation is carried out
with an evaluation method called ImbalancePerformanceEvaluator. Friedman non-
parametric statistical test and Nemenyi post-hoc test [18], were used to compare and
identify the best approach among the choosing ensemble classifiers.

4 Experimental Results

This section presents the result of the experiments carried out with the ensemble
classifiers using the datasets presented, regarding predicted AUC.

4.1 Predictive Performance Evaluation

The performance of all the ensemble classifiers was accessed using Prequential AUC.
Table 3, shows the average Prequential AUC, individual rank, and average ranks of all
the classifiers under the used datasets. It can be observed that all classifiers nearly have

Table 2. Datasets and their characteristics

Datasets Instances Attributes Class ratio Noise Drift type

SEAND 100 k 3 – 10% None
SEASD 100 k 3 – 10% Sudden
HYPGD 100 k 3 – 10% Gradual
Imb1 100 k 5 1:1 10% None
Imb2 100 k 5 1:10 10% None
Imb3 100 k 5 1:20 10% None
Imb4 100 k 5 1:100 10% None
SEASC 100 k 3 1:1/1:100/1:10/1:1 10% Sud. Virt.
HYPGC 100 k 3 1:1 to 1:100 10% Grad.
MinMaj 100 k 5 1:20/20:1 10% Virt.
Air 539 k 7 *24:30 – Sud. Virt.
Elect 45 k 8 *19:26 – Unknown
KDDCup 494 k 41 *1:4 – Unknown
PAKDD 50 k 30 *1:4 – Unknown
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the same performance on the datasets with no concept changes (SEAND). In the overall
consideration of all the datasets with concept drift and class imbalance problems, LB is
the best classifier in terms AUC having the lowest average rank, while EB and Learn++.
NSE has the lowest performance. Figure 1, represents the results of Nemenyi’s test, by
grouping ensemble classifiers that are not significantly different. The result shows that
online ensemble approaches perform better than chunk-based approaches for learning
in a non-stationary streaming environment. Specifically, tree based online ensemble
learners were group together showing significant difference to other chunk-based
ensembles like EB and Learn++.NSE.

Table 3. Average prequential AUC

Datasets AWE NSE AUE RCD EB DWM OAUE LB ASHT ADWIN

SEAND 0.87(6) 0.86(9.5) 0.87(6) 0.87(6) 0.86(9.5) 0.87(6) 0.87(6) 0.88(2) 0.88(2) 0.88(2)

SEASD 0.74(7.5) 0.73(10) 0.74(7.5) 0.76(5) 0.74(7.5) 0.74(7.5) 0.78(4) 0.87(1) 0.81(3) 0.83(2)

HYPGD 0.78(7.5) 0.74(10) 0.78(7.5) 0.80(5) 0.76(9) 0.84(2.5) 0.79(6) 0.88(1) 0.82(4) 0.84(2.5)

Imb1 0.99(9) 0.99(9) 0.99(9) 0.99(9) 0.99(9) 1.00(2.5) 0.99(9) 1.00(2.5) 1.00(2.5) 1.00(2.5)

Imb2 0.99(2) 0.69(10) 0.99(2) 0.96(6) 0.86(9) 0.90(8) 0.99(2) 0.94(7) 0.98(4.5) 0.98(4.5)

Imb3 0.99(4.5) 0.97(9) 0.99(4.5) 0.98(7.5) 0.96(10) 0.98(7.5) 0.99(4.5) 0.99(4.5) 1.00(1.5) 1.00(1.5)

Imb4 0.99(6) 0.98(9) 0.99(6) 0.99(6) 0.97(10) 0.99(6) 0.99(6) 1.00(1.5) 1.00(1.5) 1.00(1.5)

SEASC 0.78(4.5) 0.76(9) 0.78(4.5) 0.77(8) 0.75(10) 0.78(4.5) 0.78(4.5) 0.79(1) 0.78(4.5) 0.78(4.5)

HYPGC 0.66(4) 0.62(8) 0.66(4) 0.66(4) 0.64(7) 0.66(4) 0.66(4) 0.67(1) 0.58(10) 0.59(9)

MinMaj 0.99(5) 0.85(10) 0.99(5) 0.99(5) 0.96(9) 0.98(8) 0.99(5) 0.99(5) 1.00(1.5) 1.00(1.5)

Air 0.67 (2.5) 0.57 (9) 0.67 (2.5) 0.64 (5) 0.56 (10) 0.62 (7) 0.63 (6) 0.60(8) 0.68 (1) 0.65 (4)

Elect 0.84 (7.5) 0.73 (9) 0.84 (7.5) 0.87 (6) 0.56 (10) 0.94 (3) 0.94 (3) 0.96 (1) 0.93 (5) 0.94 (3)

KDD 0.96 (6) 0.94 (8) 0.92 (10) 0.99 (4.5) 0.95 (7) 1.00 (2) 0.93 (9) 1.00 (2) 1.00 (2) 0.99 (4.5)

PAKDD 0.61 (5) 0.50 (10) 0.61 (5) 0.60 (7) 0.56 (8) 0.51 (9) 0.62 (3) 0.63 (1.5) 0.61 (5) 0.63 (1.5)

Average 5.50 7.89 5.79 6.00 8.93 5.54 5.14 2.79 3.43 3.18

Fig. 1. AUC comparison of ensemble classifiers with Nemenyi test (at p < 0.00001 and
a = 0.05).
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5 Conclusion and Future Work

This paper compared Ten (10) ensemble classifiers and studied their performance in the
presence of concept drift and class imbalance, using artificial and real datasets. In the
overall consideration of datasets, LB is the best classifier in terms AUC having the
lowest average rank, while EB and Learn++.NSE, having the lowest performance. The
result also shows online ensemble approaches perform better than chunk-based
approaches and specifically, tree based ensemble learners having the highest perfor-
mance for learning in a non-stationary streaming environment with concept drift and
class imbalance problems. Future work would be to consider varying the parameter
values to determine their effects in the performance of ensemble classifiers.
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Abstract. Learning Automata (LA) is a powerful approach for solv-
ing complex, non-linear and stochastic optimisation problems. However,
existing solutions struggle with high-dimensional problems due to slow
convergence, arguably caused by the global nature of feedback. In this
paper we introduce a novel Learning Automata (LA) scheme to attack
this challenge. The scheme is based on a parallel form of Local Con-
tribution Sampling (LCS), which means that the LA receive individu-
ally directed feedback, designed to speed up convergence. Furthermore,
our scheme is highly decentralized, allowing parallel execution on GPU
architectures. To demonstrate the power of our scheme, the LA LCS is
applied to hydropower production optimisation, involving several partic-
ularly challenging optimisation scenarios. The experimental results show
that LA LCS is able to quickly find optimal solutions for a wide range of
problem configurations. Our results also demonstrate that local directed
feedback provides significantly faster convergence than global feedback.
These results lead us to conclude that LA LCS holds great promise for
solving complex, non-linear and stochastic optimisation problems, open-
ing up for improved performance in a number of real-world applications.

Keywords: Reinforcement learning · Local feedback · Learning
Automata

1 Introduction

The global feedback scheme has been widely used to train teams of Learning
Automata (LA) that jointly solve complex problems [1]. Individually, each LA is
a decision making mechanism that performs actions sequentially in an environ-
ment. Each action triggers a reward or a penalty, and the goal of the LA is to
identify an action that provides the maximal expected reward. In the global feed-
back scheme, multiple LA work together as a team to optimize a joint objective
function, often modelled as a common payoff game [1].

A prominent property of LA teams is that they operate in a fully decentral-
ized manner, without the need for inter-communication. Remarkably, they still
c© Springer International Publishing AG 2017
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are able to find the optimal solution, jointly agreeing upon a common strategy.
The problem with this approach is that as the team of LA grows in size, the influ-
ence of each LA on the global feedback becomes minuscule. This in turn leads
to a progressively smaller signal-to-noise ratio. In complex scenarios this effect
will increase the convergence time and, in some cases, even keep the algorithm
from finding the optimal solution within a practical amount of time.

2 Related Work

A diverse selection of approaches exists for hydropower optimisation, drawn
from multiple fields. Previously, classical optimization algorithms, like linear
programming, have been extensively discussed in the literature [2–5].

One typical approach is dynamic programming (DP). There exists several
hydropower optimization algorithms building upon DP [6,7], inspired by the
Stochastic Dynamic Programming algorithm (SDP) introduced by Bellman in
1957 [8]. The SDP algorithm suffers from the curse of dimensionality [8], which
becomes particularly critical in multi-reservoir systems. These suffers an an expo-
nential increase in candidate solutions, both in the number of reservoirs and the
number of production choices [7].

To the best of our knowledge, LA have not previously been applied to
hydropower optimization. Although LA falls under the group of policy itera-
tors in reinforcement learning (directly manipulating the policy π), they are
relatively simple, yet powerful. A LA can learn the optimal actions when acting
against a stochastic environment. They further have a low computational cost
combined with rapid and accurate convergence.

Previous results have shown that LAs are capable of solving complex combi-
natorial optimization problems when interacting with unknown stochastic envi-
ronments [9–11], and is thus a promising candidate for solving complex issues
related to hydropower optimisation.

3 Hydropower Optimisation

In this paper we study multi-reservoir systems for hydropower production. The
optimization problem that we address concerns finding the production strat-
egy that yields the highest profit. To elaborate, in discrete time, we need to
decide when to turn on/or production for each dam in the reservoir system.
Thus, the solution space consists of action sequences, referred to as production
strings, representing the actions Produce electricity (1) and Pause production
(0), respectively.

The multi-reservoir system is simulated so as to estimate the profit of any
given production string, thus acting as the environment for the LA. The pro-
duction string informs the simulation on the production strategy over the next
tn time steps, which in turn allows the total profit to be obtained, measuring
success. In the experiments, one time step is defined as 24 h.
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The simulation is based on a simple graph structure where each vertex is an
element from a hydropower system. The vertices are connected using edges which
simulates water-flow in the system. A one dam system consists of a reservoir
which is attached to a turbine that produces energy from the water. Reservoirs
are filled with water, called inflow. The inflow can be rain, rivers or tail-water1.
In a real-world scenario the inflow and prices are seen as stochastic and requires
a multitude of simulations to be run in parallel to determine the best strategy.
This is possible with our GPU optimized implementation of the algorithm.

4 Learning Automata with Local Contribution Sampling

Traditionally the collective set of actions derived from internal states of the LA
is the only input that the environment will take into account. We denote this
behaviour global feedback, a method where each automaton is either rewarded
or punished based on their collective contribution, and not their individual con-
tribution.

4.1 Action Change

In this paper we propose Action Change (Fig. 1), a method that gives the envi-
ronment the possibility to individually evaluate the contribution of each automa-
ton. By first creating a base set of actions G from the internal states of the LA,
modified sets G′

i can be derived from this base. For each LA Ai , its corre-
sponding action Ax

i in G is changed to its opposite action and stored in a new
set G′

i.
By evaluating all actions sets G and G′

i, we get a set set of fitness scores
X = (x0, . . . , xi) where x0 is the fitness returned from action set G, and x1, . . . , xi

is the fitness returned from action sets G′
i. Equation 1 is then used to calculate

individual reward probabilities for each of the LA.

p(xi) = 1 − (xi − Xmin) · 0.6
Xmax − Xmin

+ 0.2 (1)

5 Results

5.1 Hydropower Optimization in Short Time Periods

We here provide our empirical results for the LA LCS algorithm on a scenario
of 10 time steps and three dams. With such a small number of time steps we
are able to find the optimal solution(s) by brute force, making it possible to
compare the results with the optimal production string. Figure 2 shows LA LCS
converging after very few iterations. Table 1 compares the results of LA LCS
with LA using a global reward scheme. We see that LA LCS converges to the
optimal solution 100% of the runs, while the global LA never reaches optimal
with the tested number of iterations.
1 Tail-water: water downstream from the turbine is called tail-water.
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Fig. 1. Local contribution change on hydropower optimisation problem

Table 1. Comparing results of LA LCS with LA Global after 100 and 10000 iterations
on a 10-timestep scenario.

Algorithm Initialization Iterations

1000 10000

LA Global 0 0.0 0.0

LA Global 1 0.0 0.0

LA Global Random 0.0 0.0

LA LCS 0 1.0 1.0

LA LCS 1 1.0 1.0

LA LCS Random 1.0 1.0

5.2 Hydropower Optimization in Longer Time Periods

By increasing the number of time steps to 50, we are no longer able to find
the optimal solution(s) by brute force. A 50 time step scenario has therefore
been designed such that there exists only one solution which is always known,
enabling the possibility to compare the results of the algorithms with the true
solution.

LA LCS is unable to converge to the optimal solution in this scenario. Despite
this, Table 2 shows that the algorithm is still able to find the optimal solution
in nearly 50% of the test runs, displaying a capability of searching beyond local
optimums.
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Table 2. Comparing results of LA LCS with LA Global after 100 and 10000 iterations
on a 50-timestep scenario.

Algorithm Initialization Iterations

1000 10000

LA Global 0 - -

LA Global 1 - -

LA Global Random - -

LA LCS 0 0.125± 0.0205 0.494± 0.0310

LA LCS 1 0.037± 0.0117 0.441± 0.0308

LA LCS Random 0.0 0.0

Table 3. Comparing results of LA LCS with LA Global after 100 and 10000 iterations
on a 100-timestep scenario. LA Global did not find the optimal.

Algorithm Initialization Iterations

1000 10000

LA LCS 0 0.012± 0.0067 0.011± 0.0064

LA LCS 1 0.0 0.0

LA LCS Random 0.0 0.0

Fig. 2. Convergence graph on a 10-timestep scenario.

However, increasing the time period to 100 time steps using the same sce-
nario, LA LCS cannot be said to reliably converge to a state where it is able to
find an optimal solution. This is shown from the results in Table 3.

6 Conclusion

In this paper, we have proposed the use of Local Contribution Sampling (LCS),
a method for evaluating the individual contribution of each Learning Automa-
ton (LA) in a team of LA. We have shown that significant improvements can
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be achieved compared to using so-called global feedback (common payoff) In
brief, LA LCS is able to perform more precise reward/punish actions, result-
ing in significantly faster convergence. Finally, our LCS LA allow parallel GPU
computing that can be utilized to address large scale optimization problems.

As further work, one could enhance the parallel process that has been
designed for the GPU to allow executing of multiple scenarios in parallel, address-
ing uncertainty in price and inflow forecasts. Further testing of scalability in more
comprehensive and complex simulation of hydropower is of interest.

Finally, it would be interesting to introduce LA LCS in other application
areas, such as warehouse optimization or evacuation planning, in comparison
with other algorithms such as GA (Genetic Algorithm) and PSO (Particle Swarm
Optimization).
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Abstract. Multi-Strategic Pedagogical Systems (MSPSs) achieve effec-
tive learning by dynamically switching to the Pedagogical Strategy (PS)
appropriate to the student mental state. Since, within the same session,
the Student Cognitive State (SCS) frequently changes as a consequence
of learning. However, the integration of different PSs and the mixture
of the Pedagogical Strategy Switching (PSS) logic with the pedagogical
logic in a single closed monolithic cognitive entity was making this kind
of pedagogical systems too complex to construct and non-reusable in
most cases. To overcome the above mentioned deficiencies, within this
paper, we propose a new design model of MSPSs. We call this model
a Multi-Strategic Pedagogical Agent (MSPA) and it is devoted to con-
struct MSPSs that self-reconfigure their internal structure to implement
the appropriate PS regarding the SCS.

Keywords: Agents · Pedagogical Agents · Pedagogical strategy
adapting · Fractal Component Model · Components selection

1 Introduction

Multi-Strategic Pedagogical Systems (MSPSs) achieve effective learning by
reproducing the flexibility of human teachers switching of the teaching methods.
This vision fills the gap of the one size fit all philosophy of mono-strategic ped-
agogical systems by integrating multiple SCSs related PSs and PSS logic. Since,
each strategy has specific advantages and it appears useful to use adequately the
strategy that will strengthen the acquisition process for a given learner [1].

However, the conventional engineering of such type of system has intensified
drastically their complexity. Since, they integrate multiple PSs and a PSS logic
in addition to the different types of expertise. In short, we must reconsider the
engineering of these systems if we want to make the best possible use of them.

In fact, the Component-based Agents seems appropriate to construct efficient
MSPSs. Since, they deal with the structuring of the Agents. According to [2],
the component concept and technology may help in the actual construction of
MASs at agent level as it provides some support for structuring, (de)composing
c© Springer International Publishing AG 2017
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and reusing of its internal architecture. Thus, within this paper, we use the
component based agent model to propose a new design model that permits to
construct MSPAs that self-reconfigure their internal structure and behavior to
achieve the PSS.

We discuss the proposition in the remainder of this paper as following.
In section two, we introduce the PSS concept and its importance. The next
section describes the architecture of our Component Based Self-Adaptive Multi-
Strategic Pedagogical Agent model. The Sect. 4 presents conclusions and per-
spectives.

2 Multi-Strategic Pedagogical Systems

Despite the importance of using multiple SCSs related PSs, little works were pro-
posed that focus on the improvement of the outcomes of learning by dynamically
and automatically triggering multiple PSs. Here, we present Multi-Strategic Ped-
agogical Systems based, mainly, on the works of Claude Frasson, Esma Aı̈meur
and their colleagues.

2.1 Cooperative Pedagogical Strategies

PSs are policies to decide the next system action when there are multiple ones
available [3]. It means to decide what knowledge to present, when to present and
how to present in correspondence with the SCS. From another point of view, they
are the set of teaching events (actions and decisions) that motivate and interest
the learner while improving his performance [4].

Cooperative Pedagogical Strategies (CPSs) are strategies that implement the
Social Learning Theory. Example of systems that implement the CPSs are ITS,
Pedagogical Agents, etc. According to [5], the roles played by the Intelligent
Agent as a cognitive tool can be decomposed in four tutorial strategies: (1)
Tutor-Tutee, (2) Learning Companion, (3) Learning by Disturbing, (4) Learning
by Teaching.

2.2 Student Cognitive Levels

Generally, the Student Cognitive (knowledge) Level (SCL) is evaluated at the
concept level and it reflects the understanding of the learner. [4] have defined a
Student Model with four different knowledge levels: (1) Novice, (2) Beginner, (3)
Intermediate and (4) the Expert [4]. It ranges from no prior understanding of
the concept at all to extensive understanding. At the Expert Level, the students
have acquired extensive knowledge that affects what they notice and how they
organize, represent, and interpret information in their environment. This, in
turn, affects their abilities to remember, reason, and solve problems [6].
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2.3 CPSs and SCLs Correlation

The evaluation of the four CPSs shows a correlation with the SCLs. The Tutor-
Tutee strategy works better with a Beginner [4]. For the novice knowledge level,
[4] were selected the Tutor-Tutee. The use of the Tutor-Tutee model proved
best for the novice. Concerning the Learning Companion strategy, usually works
better with a novice or a beginner [4]. Working with a companion would suit a
learner whose knowledge level is low and who requires assistance or who needs
to be motivated by cooperation [1]. The Learning by Disturbing is more efficient
with an intermediate [7]. In a Learning by Disturbing approach, the learner needs
to defend his point of view. He must know how to retrieve information that has
been previously stored. This strategy reinforces good learners but discourages
poor ones [1]. The use of the Troublemaker with novices creates confusion [4].
However, it proved more efficient with the expert. The Learning by Teaching
works better with an expert. For students with insufficient training on the target
problems, Learning by Teaching may have limited benefits compared to learning
by tutored problem solving [8].

3 A Components Based Self-Adaptive Multi-Strategic
Pedagogical Agent

Within this section we present our MSPA model. This model, that is designed
based on software architectures, is general and can be applied to various types
of User-Aware Self-Adaptive Agents but its design is particularly adapted to the
PSS. It adopts a subdivision of the internal structure of the PA using components
as a style of both the Managed (functional) and the Manager (PSS Engine) Sub-
Systems. The design of the internal structure of our MSPA is achieved using the
Fractal Component Model that provides the suitable abstraction level and re-
configuration mechanisms to achieve the PSS.

The Fig. 1 shows the architecture of our MSPA. It is a composite component
that is constituted of a set of sub-components. These sub-components bounded
each to other cooperate to provide dynamic switches to appropriate PS. The
design of the MdSS structure, FCs local Repository and the FCs Repositories as
distinct components is to promote their sharing and reusing. The following is a
description of the components constituting the MSPA.

– Managed Sub-System. The component based design of the Managed Sub-
System (MdSS), represented by the Fractal-Based Generalized Pedagogical
Agent Model (FBGPA) [9], aims to provide a fine-tuned, cost-effective and
flexible PSS. It is a composite sub-component of the MSPA where the PSS is
accomplished, on the fly, by (re)-configuring its sub-components. The Fig. 2
shows the architecture of the MdSS. It is constituted of sub-components of the
well known modules of pedagogical systems and bindings between the required
(right) interfaces and the provided (left) interfaces to each other. The sub-
components correspond to the sub-modules of the Generalized Pedagogical
Agent (GPA) Model proposed by [10]. However, against the original GPA
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pattern, using the Fractal Model, the MdSS does not represent explicitly the
data-flow direction. They are hidden within the interfaces constituting the
components.

– Manager Sub-System. Since the PSS is frequently triggered, the Manager
Sub-System (MrSS) performs on the fly PSS. This (re)configuration of the
MdSS aims to implement the appropriate PS corresponding to the current
SCL. The selection process of the MrSS can be implemented using a genetic
search algorithm like in [11]. Next, it assembles the appropriate linear com-
bination of the pre-built components to implement the appropriate PS.

– MdSS Structure Component. It is a distinct component that wraps the
MdSS Structure as Fractal ADL. It is used by the MrSS to get the Con-
crete Components related to the Abstract Component constituting the MdSS
Structure during the reconfiguration process. The MdSS Structure Compo-
nent simplifies the replacement of MdSS.

– Concrete Components Repositories Component. It is a Fractal Com-
ponent that wraps the distributed FCs repositories. These last contain the
Concrete Components that can be selected to implement the MdSS (the PA
characters). This component is bound to the MrSS to provide the specified
services. I is used by the MrSS to retrieve the selected components to assemble
the MdSS.

– Concrete Components Local Repository Component. It is a Fractal
Component that wraps the features of the Fractal Component indexed by the
Search Engine. It is a local Concrete Components repository that is used by
the MrSS to select the appropriate set of components to construct the MdSS.

– Student Model Component. Since the SCL change as a consequence of
learning, the Student Model Component captures the SCL for each concept
of the Domain Model. So, in order to switch the PS, the MrSS needs an
informative and an updated SCL Model. It is a shared component between
the SCL Monitor Component and the MdSS. Thus, the MdSS updates the
SCL that is intercepted by the SCL Monitor Component to notify the MrSS
that decides if a reconfiguration is required.

– Knowledge Base Manager Component. The Knowledge Base Manager
(KBM) is a component that controls the access and the updates to/of the
Knowledge Base [10]. Each module of the MdSS can access the knowledge
base only through the functions of the Knowledge Base Manager [10]. The
KBM has a required interface that is used by the SCL Monitor Component
to access the Student Model Component.

4 Conclusions and Perspectives

Within this paper we have presented a MSPA model that is designed as Compo-
nent Based Agent. Exploiting the composition feature of the Fractal model, the
MSPA is designed incrementally. Each time, we have a composite component
that integrates the previous sub-components. In addition to the flexibility of the
PSS, this design principal makes the MSPA strategy independent. Furthermore,
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the use of one re-configurable Pedagogical Agent really imitates the strategy
switching achieved by the human tutors.

As perspectives, we work on the construction of Multi-Strategic Animated
Pedagogical Agents using Autonomic related principals and mechanisms. Also,
we work on the study of using different control loops with Multi-Objective
Adapting goals.
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Cable Belief Networks
(Best Application Paper)

Andrew Ferguson(&) and Simon Thompson

BT Labs, Ipswich, UK
{andrew.ferguson,simon.2.thompson}@bt.com

Abstract. Telecommunication networks are developed over many years (over
100 in the case of the UK) and buried underground. Creating and maintaining
accurate inventories of the materials used in their construction is challenging,
when these systems were implemented electronic records did not exist and large
scale surveys are uneconomic and unreliable. A Bayesian model of the network
structure is developed and it is shown how this can be used in combination with
the telemetry derived from a DSL network to create estimates that repair the
inventory records. This approach was evaluated using a physical investigation of
a sample of network elements and these results are presented along with a
discussion of the limitations of the approach that have been identified. This
result was derived vs an inventory system of approximately 7 million entries and
required data processed from approximately 130 Tb of telemetry an applied to
over 2 million cable records. This technique is now used to deliver broadband
services in the UK.

Keywords: Bayesian networks and stochastic reasoning � Industrial
applications of artificial intelligence � Machine learning

1 Introduction

The delivery of broadband through xDSL (Digital Subscriber Line) technologies is
reliant on our existing metallic phone network. The network is comprised of cable
segments of different materials (mostly copper, but a substantial minority of alu-
minium), gauges, and pair counts. Figure 1 shows how each circuit in a broadband
network is composed. The DSLAM (DSL Access Multiplexer) connects the circuit to
the backhaul network, a tie cable is used to connect the DSLAM to the PCP (Principle
Connection Point) which is wired into the circuit. Each circuit is composed of multiple
cable legs which are shared between multiple circuits, finally the last cable leg is
connected to a drop wire which is only used for this circuit and any internal wiring
reaching to the modem/hub in the customers premises.

The loss properties (measured here as Hlog by tone) of the cables that make up the
route to the customer premise are a dominant factor in determining the speed of the
broadband service that the customer can receive. The inventory records approach to
estimating loss relies on the records of the lengths of the cable segments combined with
the average expected loss per kilometre for the given material and gauge (known as the
‘cable constant’). Residual error for this estimate relative to empirically observed loss
figures can have multiple contributing factors:

© Springer International Publishing AG 2017
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• Measurement error.
• Incorrect drop/internal wiring estimates.
• Between-pair length variance (due to twisting).
• Physical impairments such as an HR joint.
• Incorrect material or gauge in inventory records.

Some of these factors can be mitigated: such as calibrating Hlog inputs by CPE
(Customer Premise Equipment) and DSLAM to offset measurement errors, or
baselining measurements over time to filter out transient fault effects. Others cannot but
the uncertainty can be estimated reasonably such as between-pair variance (BPV) or
drop wire estimate errors (DWE).

The most difficult error to overcome is that of the wrong material and/or gauge
being present in the inventory records as there is no way, a priori, of knowing where it
occurs. In principle this error could have a positive (i.e. better quality cable than
records) or a negative effect, but in practice the most common error of this kind is a
cable segment that is labelled as copper but is in fact aluminium. This is due to legacy
issues with the digitisation of inventory records that has results in a proportion of the
cable records being “generic” or “inferred” which meant that a default value of 0.5
gauge copper was used.

The trend in broadband delivery has been to move away from (longer reaching)
exchange based technology such as ADSL through to the FTTC technologies VDSL
and now G.Fast and as such the service a customer receives is becoming more sensitive
to the noise these errors can introduce as they are becoming larger as a proportion of
total circuit length.

This paper outlines an approach to using loss estimates derived from VDSL
diagnostic data combined with the existing inventory records to try and algorithmically
identify the material and gauge of cable segments and subsequently cleanse the
incorrect cable records.

The structure of the paper is as follows. Section 2 is an overview of the structure and
nature of the inventory system to be repair and shows why it was intuited that the
development of and application of the technique was required. Section 3 provides an
overview of related work. In Sect. 4 the model developed is presented, and Sect. 5 shows
how it was practically applied using the data available. Section 6 provides the results that

Fig. 1. The different components of a d-side circuit that connects a customer’s hub to the
DSLAM comprise the tie cable (connecting the PCP and DSLAM), the d-side cables from the
PCP to the DP, the drop wire from the DP to the premise, and any internal wiring within the
premise. The total insertion loss (in decibels) is the sum of the insertion losses of all these
components.
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were obtained by calculation and during a field investigation. Section 7 provides an
evaluation of the technique including a number of limitations that have been identified.
Section 8 is a review of the claims that have been made for the work presented.

2 Inventory Records Overview

Each of the cable segment records can be uniquely identified by a field called the
“Transmedia Name”, e.g. “COP:PET:U5465599”. The prefix preceding the first colon
indicates the material of the segment if it was known when the record was created:

• AL: Aluminium.
• COAX: Coaxial.
• COP: Copper.
• FIB: Fibre.
• DATA: Generic or inferred.

Here we are concerned with the metallic d-side network and so will be only be
analysing records with the AL, COP, or DATA prefixes that pertain to d-side cables.

Where we have reliable records they can be used to calculate the proportion of AL
to COP d-side segments. Assuming that the incidence of DATA records occurs at
random on aggregate then a reasonable prior belief is that a similar proportion of those
records are in fact aluminium cables, knowledge of the presence of this population of
aluminium legs has the potential to influence the technology chosen to deliver
broadband connections and influence the success of investment in network uplift.

We can gain an overall impression of the aggregate error between records estimates
of circuit loss and empirical Hlog (insertion loss of signal in the circuit) estimates from
the histogram of the residual difference between these values as a ratio to the d-side
records loss:

We can see from Fig. 2 that this distribution is not normally distributed around 0 as
you would expect if the records estimates were accurate and the difference would be
purely due to BPV. We can note three interesting features of this graph:

Fig. 2. Histogram of (Hlog Loss – Records Loss) /(D-side Loss)
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• The mode is slightly negative which suggests d-side losses are usually slightly
better than records suggest. A fact we now believe to be accounted for by the 0.5 Cu
cable constant being incorrect (was 11.47 instead of 10.5).

• The bulk of records are between −0.2 and 0.2 which could be due to normal BPV.
• There is a considerable right skew which can be explained by d-side losses cal-

culated incorrectly due to generic/inferred cables being labelled as 0.5 Cu instead of
0.5–0.8 Al.

3 Related Work

Bayesian networks have been well described by a number of authors and popularised
by Heckerman and Wellman [4]. A comprehensive and accessible description is pro-
vided in relation to the Trueskill system [5] by Bishop [2]. Trueskill was used to
evaluate the relative ranking of video game players in the Microsoft x-box 360 gaming
system ensuring that prior information about player performance was properly used to
generate rankings. Applications of Bayesian Networks to domains more analogous to
the Cable Belief Networks application can be found in Cyr et al. [3] where a description
of using a Bayesian network to unify beliefs from two fragmentary databases in order
to assess forest fire risk is given. We note that whereas CBN is used to understand the
probability of individual records being correct and to estimate individual material
probabilities Cyr et al.’s paper describes using the technique to generate overall
estimates.

Steinder and Sethi [7] describe applying Bayesian networks in the context of
telecommunication networks to estimate the probability of faults being embedded in
particular elements of a network based on the combination of data from across the
infrastructure, but does not describe inventory repair or bearer inference. In the com-
mercial world Gamalon is a start-up company in Boston which uses Bayesian program
synthesis to generate mechanisms for repairing mistakes in retailers inventory records
by combining various data sources, and Tamr is a start-up company which uses sta-
tistical machine learning to generate decision rules that repair corrupted data in data-
bases. In neither case has the technology developed by these companies been adapted
to or applied to the process of understanding telecommunication network material
composition.

4 Model Overview

The model presented here takes a probabilistic approach to understanding insertion
losses (assumed throughout this document to be at 300 kHz, a standard value used for
planning across the business). Given the engineered variation between pairs in a cable
segment and other sources of noise or error we know that we cannot, a priori, estimate
the exact insertion loss for an individual circuit even if all of the cable records are
correct. The conventional records based approach to predicting total loss L uses the
cable constants which represent the mean (or expected value) loss for the cable C in
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addition to the drop wire estimate (which we mean here to include internal wiring also)
D and splitter loss of 0.2 dB:

L ¼
Xn

i¼0

E Ci½ � þE D½ � þ 0:2 ð1Þ

We can rewrite Eq. (1) to provide an estimator for the distribution of losses for an
individual cable given the other cables on the route and a total loss measurement:

Ĉj ¼ L� D� 0:2�
Xn

i¼0

Ii 6¼j � Ci ð2Þ

Note that if you simply tried to estimate the loss of a cable using the point estimates
then you would ascribe all of the discrepancy in loss to that single cable. As such we
replace the point estimates with distributions to reflect the fact that we are uncertain
about the values we are using to estimate the cable loss under consideration. We can
express this relationship between circuits and the cables as a Bayes Network (or Belief
Network) graphical model as shown in Fig. 3.

In the context of analysing the types of cables we can fix the estimates (or distri-
butions) of the nodes representing the loss measurements and dropwire losses and
perform inference on the cable nodes. Below we describe the implementation of the
representations and inference technique used to perform the cable type analysis. This
also attempts to utilise the domain specific knowledge and intuitions we have about the
d-side cable network and the uncertainty we have about various aspects of it:

• Cables have a predictable amount of variation between pairs.
• Cables can be one of a limited number of material gauge combinations.
• Hlog loss estimates are limited by the accuracy of the measurement equipment.
• Dropwire estimates exclude the internal wiring of a premise.

Fig. 3. An example loss distribution for a Hlog measurement.
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Because we have prior knowledge of these components we can select probability
distributions that reflect these beliefs.

5 Cable Analysis Implementation

5.1 Hlog Measurements

Hlog loss measurements, k, are provided as exact point estimates using quantile
regression on VDSL Hlog data calibrated to the CPE and DSLAM vendor. However to
reflect that the input data is only provided to a resolution of 0.1 dB we represent the
small degree of uncertainty in this measurement by modelling the loss L using a
Gaussian distribution with a standard deviation of 0.1 (Fig. 3).

5.2 Dropwire Estimates

Dropwire estimates, d, are conventionally produced by using the straight line or
Manhattan distance between the DP and the premise depending on the type of DP. As
such they usually represent a lower bound on the dropwire loss given that they do not
attempt to account for internal wiring. To represent this uncertainty we model the
dropwire loss D using a rectified (i.e. one half of) Gaussian with a standard deviation
proportional to the dropwire length (Fig. 4).

5.3 Cable Segments

The conventional records based approach to estimating the loss for a cable uses an
average loss per kilometre figure called the cable constant. In reality the different pairs
in a segment have different losses due to twisting effects. For example, for a cable
segment of 100 m in length we would expect the loss distributions for the different
cable types to look like this:

By using weighted sums of these probability distributions (Fig. 5) we can represent
a loss distribution of a cable segment whose material and gauge we are uncertain about.

Fig. 4. An example loss distribution for a dropwire estimate.
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For a given cable of a certain type we model the uncertainty caused by between pair
variance using a Gaussian distribution with a mean and standard deviation proportional
to the length of the cable segment as per the records cable constant figure giving the
standard deviation a value of 5% of the mean (an approximate figure derived from
empirical measurements on long lines).

As described above, each cable segment is modelled as a mixture of Gaussians
(Fig. 6), where the weights reflect our beliefs as to which cable type the segment
actually is made from. Since we are using Bayesian inference to update our beliefs of
the cable types we use a Dirichlet-Multinomial variable to model the mixture weights.

Fig. 5. Example loss distributions for a cable 100 m long for each of the different material and
gauge combinations using Gaussian (normal) distributions.

Fig. 6. Example of a mixture distribution representing the belief that the cable could equally be
any of the different cable types.
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5.4 Inference Algorithm

Bayesian inference on the cable type therefore takes the form of simply adding the
observed data points to the hyperparameters, however as we cannot directly observe the
loss data for an individual cable we use the estimator as described above in Eq. (2).
Furthermore we weight the data points by the proportion of the cable segment’s length
relative to the total length of the circuit the observation belongs to. We initialise the
hyperparameters using a prior based on the transmedia prefix (i.e. COP/AL/DATA) of
the segment and a single Bayesian update based on the weighted whole route estimate
of each circuit passing through the cable. We then sequentially perform Bayesian
updates to each segment in the order of their length and iterate this process.

6 Results

6.1 Overall Results

A number of validation exercises were undertaken using data resources and expert
opinion. These studies established confidence in the technique such that it was possible
to conduct field inspections validating the performance and behaviour of the algorithm.

The first validation exercise was to compare the output of the model to the subset of
our cable data with material labels. Figure 7 below shows the sum of copper weights
for each of these categories:

As we would expect the majority of copper records have high weights for copper
and the majority of aluminium weights have low weights for copper. We can see that
the aluminium distribution is has fewer records in the more uncertain regions. Intu-
itively we can expect this difference because the most common cable gauges are 0.5 for
both types of material. In the aluminium case 0.5/Al is the furthest cable type in terms
of loss characteristics from the copper types, however 0.5/Cu is the closest copper cable
type to the aluminium. Therefore data pointing towards 0.5/Cu is more likely to pro-
duce some aluminium weighting than data pointing to 0.5/Al would produce copper
weighting.

Fig. 7. Summed copper weights from the model output for copper records (left) and aluminium
records (right).
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6.2 South West Regional Inspection

Engineers visited the following 26 cable segments in the South West region to take
loop resistance measurements to compare against the output of the algorithm (note that
this was not a random sample and these segments were selected to demonstrate
properties of the model performance). The primary use cases for the model with respect
to repairing our inventory records were:

• Cables labelled as aluminium because an old cable has been replaced at some point
and the records have not been updated.

• Generic or inferred cable records that are assumed to be copper.

The results are shown in Table 1. In terms of the material of the cables we can see
that amongst the 8 segments labelled as aluminium that 5 of the records were incorrect
(although one of these is 0.4/Cu which is functionally equivalent to 0.5/Al). Out of the
4 cables that turned out to be 0.5/Cu in reality the model correctly predicted (i.e. the
sum of the copper weights was greater than the aluminium weights) 3 of them and was
uncertain about the 4th. This suggests that the model is a good way to repair these
potentially outdated records.

Amongst the generic cable records 3 turned out to be incorrect and the model
correctly predicted all of these. However the model made 2 false positive predictions
which suggests some care must be taken as to which predictions are to be used to alter
these records. It is encouraging to observe that at least 1 of these false positives would
be filtered out by taking only predictions with very high weights.

Table 1. Model output on the case study segments showing the relative weights (i.e. the
expected values of the Dirichlet prior of each cable’s mixture distribution).

Samples Al/0.5 0.6 0.7 0.8 Cu/0.5 0.6 0.9 1.27 ??? Record Measured Al Cu Record Material Gauge
1 11 0.01 0.12 0.29 0.29 0.28 0.00 0.00 0.00 0.00 0.5/Al 0.5/Al 0.72 0.28 X X

2 2 0.45 0.21 0.21 0.10 0.02 0.00 0.00 0.00 0.00 0.5/Al 0.4/Cu* 0.97 0.02 X X X
3 6 0.00 0.00 0.01 0.04 0.94 0.00 0.00 0.00 0.00 0.5/Al 0.5/Cu 0.06 0.94 X X
4 5 0.00 0.10 0.25 0.31 0.34 0.00 0.00 0.00 0.00 0.5/Al 0.5/Al 0.66 0.34 X X
5 14 0.03 0.17 0.26 0.33 0.21 0.00 0.00 0.00 0.00 0.8/Al 0.8/Al 0.79 0.21 X X X
6 2 0.00 0.03 0.06 0.12 0.78 0.00 0.00 0.00 0.00 0.5/Al 0.5/Cu 0.22 0.78 X X
7 9 0.00 0.01 0.04 0.09 0.86 0.00 0.00 0.00 0.00 0.5/Al 0.5/Cu 0.14 0.86 X X
8 6 0.00 0.08 0.22 0.25 0.45 0.00 0.00 0.00 0.00 0.5/Al 0.5/Cu 0.55 0.45 X
9 2 0.00 0.00 0.00 0.00 0.41 0.59 0.00 0.00 0.00 0.5/Cu Generic 0.5/Cu 0.00 1.00 X X

10 12 0.99 0.01 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.5/Cu Generic 0.5/Al 1.00 0.00 X X
11 2 0.02 0.03 0.03 0.06 0.46 0.19 0.18 0.03 0.00 0.5/Cu Generic 0.5/Cu 0.13 0.87 X X X
12 16 0.00 0.00 0.01 0.03 0.15 0.24 0.57 0.00 0.00 0.5/Cu Generic 0.5/Cu 0.03 0.96 X X 
13 6 0.12 0.04 0.02 0.02 0.15 0.01 0.04 0.60 0.00 0.5/Cu Generic 0.5/Cu 0.20 0.80 X X
14 2 0.00 0.00 0.00 0.00 0.01 0.97 0.02 0.00 0.00 0.5/Cu Generic 0.5/Cu 0.00 1.00 X X
15 10 0.52 0.12 0.06 0.06 0.21 0.02 0.01 0.00 0.00 0.5/Cu Generic 0.5/Cu 0.76 0.24 X 
16 20 0.97 0.03 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.5/Cu Generic 0.5/Al 1.00 0.00 X X
17 4 0.00 0.00 0.00 0.01 0.50 0.22 0.26 0.00 0.00 0.5/Cu Generic 0.5/Cu 0.01 0.99 X X X
18 7 0.00 0.00 0.01 0.10 0.40 0.37 0.12 0.00 0.00 0.5/Cu Generic 0.5/Cu 0.11 0.89 X X X
19 5 0.00 0.00 0.00 0.01 0.94 0.05 0.00 0.00 0.00 0.5/Cu Generic 0.5/Cu 0.01 0.99 X X X
20 1 0.01 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.98 0.5/Cu Generic 0.63/Cu 0.01 0.00
21 9 0.64 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.36 0.5/Cu Generic 0.4/Cu* 0.64 0.00 X X
22 18 0.80 0.12 0.03 0.02 0.03 0.00 0.00 0.00 0.00 0.5/Cu Generic 0.5/Cu 0.96 0.04 X
23 4 0.00 0.00 0.00 0.00 0.00 0.16 0.37 0.46 0.00 0.5/Cu Generic 0.5/Cu 0.00 1.00 X X
24 8 0.00 0.00 0.00 0.00 0.01 0.35 0.63 0.01 0.00 0.5/Cu Generic 0.5/Cu 0.00 1.00 X X
25 3 0.00 0.00 0.00 0.00 0.05 0.91 0.04 0.00 0.00 0.5/Cu Inferred 0.5/Cu 0.00 1.00 X X
26 5 0.00 0.01 0.02 0.03 0.11 0.13 0.68 0.01 0.00 0.5/Cu Inferred 0.5/Cu 0.06 0.94 X X
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In terms of predicting both the material and gauge we can see that in the case study
examples the model has a tendency to be overly optimistic in predicting higher gauge
copper. The reasons that flaws in the input data can cause this behaviour are discussed
below.

7 Evaluation

Here we describe some of the vulnerabilities that the model faces because of common
problems in the input data and the mitigating techniques we use within the model or as
a post-processing filter on the use of the results.

7.1 Address Matching Error

One of the most basic and damaging issues is the potential for a customer to be
matched to the wrong premise in our records. This means that the Hlog measurement is
ascribed to completely the wrong premise and as a consequence has the wrong route
corrupting the analysis of these cables. Within the model we have mitigated this
problem by using ‘phantom’ cable types with a wide variance to capture when a Hlog
measurement is above or below the expected losses from the plausible combinations of
cable types on the given route. For those values that lie within the plausible range there
is very little we can do from within the model, except hope that other data points drown
out the rogue data or hope that it is a sparse data point we can filter out, see ‘Sparse
Data’ below.

7.2 Incorrect/Badly Inferred Routes

Optimising the parameters of a model that doesn’t reflect the reality on the ground is
clearly a pointless pursuit, however when the routes are wrong (in the most extreme
cases completely wrong as in the address matching above) this is exactly what we’re
doing. The common instance of this problem is due to inferred cable routes. This is
when we didn’t have records for the cables but knew there are ducts and customers and
so we inferred (guessed) the route and, and as in the case of generic cables, assumed
they were 0.5 gauge copper.

Unsurprisingly this process was not perfect. The problem usually manifests itself in
inferred cables and routes that actually take a longer path than in reality (one example is
shown in Fig. 8). This phantom length then makes the measured Hlog values appear
more optimistic (from our perspective) than the reality. For the short d-side circuits this
can even take the Hlog values out of the plausible range and be caught by the phantom
cable type (helping us potentially spot where the worst of these problems exist in the
records) but in other cases it may just make, for example, a 0.5 gauge copper cable look
like a 0.9 gauge.

To mitigate this problem we currently filter out inferred cabling showing higher
gauge copper in the record updates. We allow inferred cables to take aluminium values
because it’s much more difficult for this problem to manifest itself as a route length that
is shorter than the reality.
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7.3 Sparse Data

For some cable segments we may only have one circuit passing through with a VDSL
Hlog measurement. This occurs most often as you get deeper into the d-side network
and in rural areas. The danger in these circumstances is that the variation of one circuit
and/or the records errors concerning lengths and drop wire estimates means that the
algorithm may give a reasonably “confident” false positive for a cable type, for
example if the dropwire was substantially underestimated then the model will infer that
a copper cable looks like an aluminium cable. We can see that a similar problem
occurred in case study 20 but the sample was sufficiently far from the plausible truth the
model flagged it up as anomalous – indicating a different kind of record error.

Currently simplest way to mitigate this problem is to only use inferred cable types
that have more than one circuit passing through them to provide a higher level of
confidence in the results. In the future improvements in analysing cable lengths, routes,
and drop/internal wiring estimates could encode the appropriate uncertainty in the
model to deal with this issue.

Another kind of sparse data problem is when there are cable segments in a sequence
without any observations between them, but may be different materials and/or gauges.
In this case the segments will effectively operate as one segment and appear as a
weighted average of the two cable characteristics.

Fig. 8. Example of an incorrectly inferred route adding ‘phantom length’ from a case study.

Cable Belief Networks 187



7.4 Incorrect Drop Loss Distributions

Dropwire estimates in the records are derived from the distance from the DP to the edge
of the premise (depending on the DP type). This means that the internal wiring is
unaccounted for. Clearly, the potential for uncertainty is greater for large premises than
small premises, or premises that are in fact made up of several small building clustered
together.

The model crudely tries to mitigate for this uncertainty by modelling the dropwire
estimates as a rectified Gaussian proportional to the original estimate. The logic for this
is that (1) the original estimate ought to be a lower bound, not an expected value. And
(2) more sub-urban and rural areas with longer drop wires also tend to have larger
premises. One of the most extreme cases of this problem are Multiple Dwelling Units
(MDUs, e.g. flats etc.) where the buildings can be very large and tend to have short
d-sides meaning the error can be a substantial proportion of the total loss. Some work
has been done to improve MDU drop/internal wire estimates but many premises
essentially still have a rough expected value. As such, Improvements in premise
specific distributions may substantially improve the performance of the CBN model.

This mitigating effort may actually backfire on the model when a premise has been
matched to the wrong DP and even more ‘phantom length’ is added to the model’s
view of the circuit length.

8 Conclusion

The provision of broadband services is extremely important for the UK [1] and the
delivery of the best network that can be obtained for a given investment in a given time
could enhance the environmental, financial and social well-being of people that live
there. The work presented here showed that there was an opportunity to identify and
repair the inventory of network links in the broadband network and described an
approach to do this.

These techniques have been successfully applied vs a national network and are now
in production. By combining Bayesian modelling, priors from legacy data and large
scale telemetry data this work shows how state of the art machine learning can have a
significant societal impact. The limitations of the work relate to uncertainty in the real
world data available in this practical setting, it is encouraging to note both the inter-
esting approaches to mitigating these and the many opportunities for similar applica-
tions in other settings.
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Abstract. The phenomenon of big data and data analytics is impacting many
sectors, including healthcare. Practical examples of the application of big data to
health policy and health service delivery remain scarce, however. In this paper,
which summarises findings from an ongoing research project, we explore the
potential for applying data analytics and anomaly detection to open data in order
to support improved policy design and to enable better clinical decisions in
primary care. The policy context of mental health in Northern Ireland is
described, and its importance as a public health issue is explained. Based on
previous work, it is proposed that depression prevalence is a mediating factor
between economic deprivation and antidepressant prescribing. This hypothesis
is tested by analysing a variety of open datasets. The methodology is described,
including datasets used, the data processing pipeline, and analysis tools. The
results are presented, identifying correlations between the three main variables,
and highlighting anomalies in the data. The findings are discussed and impli-
cations and opportunities for further research are described.

Keywords: Health policy � Data analytics � Big data � Prescribing �
Prevalence � Deprivation

1 Introduction

The increasing impact of data analytics on industry and society is often discussed under
the banner of “big data”. Just as the growth of data analytics has impacted many
economic sectors, so healthcare is being transformed by this phenomenon [1, 14, 29].
In 2016, the UK House of Commons noted that big data had “huge unrealised potential,
both as a driver of productivity and as a way of offering better products and services to
citizens” [12]. Nevertheless, with the exception of some public health surveillance [5,
31] and pharmacovigilance systems [33], exploration of the application of big data to
health policy and service delivery remains limited.
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This paper will present a summary of work to date on an ongoing research project
exploring the application of data analytics and machine learning techniques to policy
development and service delivery. Specifically, it will examine how open data from
various different sources - including antidepressant prescribing data, depression
prevalence data and economic deprivation data - can be integrated and analysed in
order to provide actionable information for primary care clinicians and public health
policy-makers.

2 Related Work

2.1 Mental Health Policy in Northern Ireland

In Northern Ireland, as in other parts of the UK [26] mental health has been identified
as a priority policy area for service provision. In a report produced for the Northern
Ireland Assembly, Betts and Thompson [4] state that mental illness is the single largest
cause of ill health and disability. They note that 318 suicides were registered in NI
during 2015, the highest since records began in 1970 and a 19% increase on the
suicides recorded in 2014. The report refers to calls for a ten-year regional mental
health strategy and a mental health champion to lead work across government
departments. Specific policy challenges identified by the authors include the need for
more personalised models of care, the need to address stigmas around mental health,
improved access to services and more GP training. The study also notes that Northern
Ireland is also lagging in the provision of psychological therapies such as psy-
chotherapy, cognitive behavioural therapy (CBT), and trauma therapy.

Factors that particularly impact mental health policy in Northern Ireland include:

• Higher rates of mental health issues than the rest of the UK - According to the
Department of Health, Social Services and Public Safety, Northern Ireland has a
25% higher prevalence of mental illness compared to England.

• Lower levels of public spending on health services - In Northern Ireland health
services account for 19.7% of the public budget, in comparison with 22% in
England, 20.4% in Scotland, and 20.3% in Wales [16].

• Higher levels of suicide - According to Office of National Statistics figures (2016),
suicide rates in Northern Ireland are 16.4 per 100,000 population. The equivalent
rates in England, Wales and Scotland are 10.3, 9.2 and 15.4.

• Post-Conflict Factors -Mental health-related issues in Northern Ireland may be due
at least in part to the historical conflict [6]. Some authors have suggested that the
traumatic impacts of the conflict can be passed from generation to generation [3].

• Economic Factors - In Northern Ireland, the number of economically inactive
adults is 28.4% - 5% above the UK average [27].

2.2 Antidepressant Prescribing in Northern Ireland

In a report on mental health in Northern Ireland, the Mental Health Foundation [21]
states that “According to prescribing trends, Northern Ireland has significantly higher
levels of depression than the rest of the UK.” This statement assumes that prescribing
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data can be used as an indicator for underlying health phenomena, and more specifi-
cally, that antidepressant prescribing in particular reflects levels of depression in the
wider population. This use of prescribing data as a proxy variable for the prevalence of
mental illness is not limited to this particular report.

Another example of this assumption being adopted is a pair of studies looking at
mental health impacts and burdens in Northern Ireland using administrative data [17,
18]. In these analyses, prescribing and other forms of administrative data, such as social
and economic indicators and life event data, are used to determine the effect on mental
health of factors such as deprivation, bereavement, care-giving and transition into care.
Findings from these studies suggest that the impact on the mental health of individuals
of such circumstances are very significant. The authors also found that prescribing rates
varied widely between GP practices, although they speculate that this might be
explained by differences in practice population composition or levels of deprivation in
the practice area.

Another interesting, non-academic, analysis of the same subject using similar data
sources was published by the Detail Data [19]. This data journalism piece points out
that compared with a major international study by the OECD, antidepressant usage in
Northern Ireland is significantly higher than any of the 23 countries surveyed [19].
Antidepressant prescription rates in Northern Ireland stand at 129 daily doses per
thousand, compared with the overall UK figure of 72 daily doses per thousand. The
authors also demonstrate that there was a strong correlation between economic
deprivation and levels of antidepressant usage. Interestingly, their analysis shows that
depression prevalence is not correlated with either economic deprivation or antide-
pressant prescribing. When asked what factors might be behind increasing levels of
antidepressant prescribing, GPs point to growing public awareness and patient demand
as a driver.

2.3 Summary of Northern Ireland Mental Health Policy

Looking at mental health in Northern Ireland, it is clear that the region has important
challenges in this area, and there are some very specific political, social and economic
factors that must be taken into account. The burden of mental health issues in Northern
Ireland is significantly greater than in other parts of the UK. While the region expe-
riences higher rates of suicide and illnesses such as depression and anxiety, it is also
faced with lower levels of public spending on health compared to other parts of the UK.
There has been some use of administrative data to try to understand the policy
implications of issues in Northern Ireland. Such studies have attempted to illustrate the
impact of factors such as economic deprivation and bereavement on illnesses such as
depression and anxiety. In some of these studies prescribing rates have been used as a
proxy variable for mental health issues. There is some evidence, however, that the link
between prescribing and prevalence is not straightforward.
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3 Methodology

3.1 The Hypothesis

Much of the literature on the use of prescribing data as a proxy for public health
suggests that the correlation between disease prevalence and prescribing is sufficiently
strong to make such analyses useful in the development of public policy [10, 11].
Based on this assumption, a number of studies have examined the correlation between
economic deprivation and prescribing and used this to propose that economic factors
have a measurable impact on mental health. We argue that these studies contain an
implicit assumption that depression prevalence is a mediating factor in the relationship
between economic deprivation and antidepressant prescribing (see Fig. 1). There is,
however, some evidence that the link between disease prevalence and prescribing
levels is not straightforward or reliable [16].

In this study, we will be testing the hypothesis presented in Fig. 1 by using open
data drawn from multiple publicly available sources. Specifically, we will examine the
links between three major variables - economic deprivation, depression prevalence and
antidepressant prescribing - in order to explore the correlations between them. We will
also be examining the data for anomalies in depression prevalence and antidepressant
prescribing, which may present opportunities to apply machine learning methods to
mental health policy development in Northern Ireland.

3.2 Datasets

Antidepressant Prescribing Data. Antidepressant prescribing data was downloaded
from the Open Data NI portal, operated by the Northern Ireland Department of Finance.
For the purposes of this study, only data for October 2016 was used. In order to provide
a direct comparison with international figures, it was necessary to classify the data
according to the international Anatomical Therapeutic Chemical (ATC) Classification
System. Since UK prescribing data is encoded using the British National Foundry
(BNF) standard, each drug had to be re-classified. This was done using a dataset
provided by NHS Dictionary of Medicines and Devices (dm + d). Classifying the data

Fig. 1. Hypothesis: mental health is a mediating factor linking economic deprivation and
antidepressant prescribing.
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according to the ATC system also allowed prescribing levels to be compared across
different drugs. This was done using a “defined daily dose” (DDD), defined by the
World Health Organisation as “the assumed average maintenance dose per day for a
drug used for its main indication in adults”.

Economic Deprivation Data. The metric for economic deprivation used in this study
was the Multiple Deprivation Measure (MDM), which is published by the Northern
Ireland Statistics and Research Agency (NISRA). Unlike in other parts of the UK,
individual GP practice data does not include deprivation measures. In order to link GP
practices to the MDM data, the postcode for each practice was obtained from the Detail
Data portal, an open data resource provided by the Northern Ireland Council for
Voluntary Action. The online MySociety Mapit service was then used to convert the
postcode data into super output areas (SOA). By linking each practice to a specific
SOA we could then assign a deprivation measure for each prescriber, based on the data
supplied by NISRA. While deprivation measures are available for other geographic
boundaries, super output areas were chosen due to their relatively high granularity and
stability compared to other boundaries such as electoral wards.

Depression Prevalence Data. Depression prevalence data, that is the number of
patients per 1000 diagnosed as suffering from depression, is available across most of
the UK under the Quality Outcomes Framework (QOF), a collection of data which is
designed to measure GP performance in order to support GP payments. In Northern
Ireland the QOF data no longer includes disease prevalence figures, but fortunately
these are still published separately by the Department of Health. Since the prevalence
data is linked directly to GP practice identifiers, it allows for a direct comparison
between the number of patients being diagnosed with depression and the amount of
antidepressants being prescribed.

3.3 Data Analytics Tools and Pipeline

Microsoft Excel was used to view each dataset and to do basic cleaning and validation.
For the formal analysis, Jupyter Notebooks using were used to algorithmically
restructure, transform and merge datasets were required. Pandas and NumPy were used
for the statistical analysis. Visualisation of the data was also done through Jupyter
Notebooks using MatPlotLib and Seaborn for charts and graphs and iPyLeaflet for
maps. Correlations between the key variables were explored using Pearson correlations
and p-values.

A major challenge of the study was identifying, cleaning and integrating multiple
datasets from diverse open data sources. This involved the assembly of a “data pipe-
line” that could be tracked and audited, and was capable of bringing together hetero-
geneous datasets in a way that allowed them to be meaningfully compared and
analysed using the analytics stack defined above. The resulting process is outlined in
Fig. 2.

Towards the Integration of Prescription Analytics 197



3.4 Results

Correlation Between Prescribing and Deprivation. The analysis showed that there
was strong correlation (r = 0.51) between levels of antidepressant prescribing and the
multiple deprivation measure for each practice (see Fig. 3). Two outlying points are

Fig. 2. Data flow diagram illustrating the main data sources and data processing activities.

Fig. 3. Chart showing a strong correlation between antidepressant prescribing (daily doses per
patient) and multiple deprivation measure for each GP practice.
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also visible, which show high levels of antidepressant prescribing relative to the level
of deprivation. These anomalies are examined in more detail in the discussion (Sect. 3).

Correlation Between Prevalence and Deprivation. The analysis showed that there
was a weak correlation (r = 0.12) between the prevalence of depression among patients
of a given GP practice and the multiple deprivation measure for the area in which the
practice resides (see Fig. 4).

Correlation Between Prevalence and Prescribing. The analysis showed that there
was a weak correlation (r = 0.15) between the prevalence of depression among patients
of a given GP practice and the multiple deprivation measure for the area in which the
practice resides (see Fig. 5). From the chart it can be seen that some anomalies exist.
Specifically, there is a single practice in the top right of the chart which demonstrates
exceptionally high levels on depression prevalence, and a cluster of practices in the
lower right which combine relatively low levels of prevalence with high levels of
prescribing. These outliers are explored in more detail in the discussion (Sect. 3).

Variability in Prescribing and Prevalence. One of the interesting phenomena that
can be seen from the data is the high variability in antidepressant prescribing and
depression prevalence among GP practices that are located either closely together or on
the same site. This can be seen more clearly if we focus on a specific area, such as
Belfast (see map-based visualisations Figs. 6 and 7, and box plot in Fig. 8). This
suggests that local differences in social or economic deprivation may not be able to
account for much of the variation in diagnosing and prescribing behaviours.

Fig. 4. Chart showing a weak correlation between depression prevalence and multiple
deprivation measure for each GP practice.
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Fig. 5. Chart showing a weak correlation between depression prevalence and antidepressant
prescribing (defined daily doses per person) for each GP practice.

Fig. 6. Map showing relative levels of antidepressant prescribing for GP practices in Belfast
(radius of circle is proportional to defined daily doses per patient).

Fig. 7. Map showing relative levels of depression prevalence for GP practices in Belfast (radius
of circle is proportional to depression prevalence per 1000 patients per practice)
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4 Summary and Discussion

4.1 Summary of Main Findings

The issue of relatively greater incidence of mental health issues in Northern Ireland
compared to other parts of the UK remains an important public health challenge in the
region. Numerous studies have pointed to a range of factors that might be impacting the
prevalence of such illnesses. Some studies have noted the higher levels of antide-
pressant prescribing compared to other countries and have suggested that there is a link
between such prescribing rates and underlying mental health issues. These links are not
well proven or understood, however, and require further investigation.

This study explored correlations between three main variables - economic depri-
vation, depression prevalence and antidepressant prescribing - based on open GP
prescribing data. The results showed that while there was a strong correlation between
economic deprivation and antidepressant prescribing, the correlations between depri-
vation and prevalence and between prevalence and prescribing were weak. We
therefore propose that the hypothesis that depression is a mediating factor between
deprivation and prescribing is not supported by the available data. Moreover, the lack
of a clear link between depression prevalence and prescribing rates suggest that the
clinical basis for increased antidepressant prescribing requires further investigation.

4.2 Challenges and Limitations of the Study

The major challenges for the study to date have been in identifying, integrating and
analysing open datasets from diverse sources. Data provided by the public sector in
Northern Ireland differs in a number of ways from that provided in other parts of the
UK, or by other nations, which makes valid comparisons more difficult. Specific

Fig. 8. Box plot illustrating variability in prescribing levels across GP practices in Belfast.
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challenges included the use of BNF as opposed to ATC identifiers in prescribing
datasets, the lack of a formally supported method for linking these two classification
systems, differences between how prevalence data is collected from other parts of the
UK, the absence of a standardised method for assigning deprivation measures to GP
practices, and difficulties in linking GP practice data to geographic boundaries.

In terms of limitations, this study has only explored the link between prevalence
and prescribing for antidepressants within Northern Ireland, although it reflects earlier
studies that increases in antidepressant prescribing cannot be explained by increases in
the incidence of prevalence of depression [16]. Further research is required before the
findings may be extended to other drug categories, types of illness, or other regions.
Moreover, since it relied purely on open data, factors such as GP gender, which
previous research has indicated might be significant [24], have not been examined in
this study. Generally speaking, there are a range of variables which cannot be fully
explored in an open data context due to privacy or confidentiality considerations.

4.3 Antidepressant Prescribing as a Proxy for Depression Prevalence

There has been some exploration within the literature of the validity of using phar-
maceutical data as a proxy for measuring clinical conditions in a given population [8, 9,
13]. The arguments in favour of such an approach include that fact that disease
prevalence data is often difficult to capture accurately [32], may be inconsistently [8],
and in some cases may not be available at all [9]. In such situations, prescribing data, if
available, may offer an attractive alternative for studying public health issues. Indeed,
some studies have suggested a strong correlation between some antidepressants and
clinical diagnoses. Gardarsdottir et al. [10] for example observed that 73% of patients
on an SSRI had a diagnosis of depression or anxiety, while Henriksson et al. [11] found
that 82% using SSRIs had been diagnosed with depression.

While the case for using pharmaceutical data as a tool for public health surveillance
may seem fairly strong, there are a number of important caveats that should be taken
into consideration. Firstly, as Henriksson et al. [11] shows, not all drugs are equally
strongly correlated with specific illnesses. Many drugs have more than one use, and
many antidepressants are used for a wide range of disorders including fibromyalgia,
chronic pain, eating disorders, insomnia and migraine [10]. An analysis by Mercier
et al. [22] of antidepressant prescribing among French GPs found that 20% of pre-
scriptions are potentially unrelated to any psychiatric condition. The perceived “safety”
of SSRIs may exacerbate the tendency towards prescribing for a wider range of con-
ditions [16].

The results of this study show that the link between depression prevalence and
antidepressant prescribing is weak. One implication of this is that antidepressant pre-
scribing data cannot be used to be an effective proxy for depression prevalence in
Northern Ireland - although it may be that some specific drugs within the overall
category of antidepressants are more reliable indicators.
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4.4 Understanding the Factors Driving Antidepressant Prescribing

If, as the data suggests, dramatic increases in the levels of antidepressant prescribing
are not being motivated by corresponding increases in depression prevalence, the
question arises as to what other factors might be behind these trends. A number of
studies have attempted to answer this question by interviewing GPs in order to get their
perspective on the problem. McDonald et al. [16] proposes that few GPs believe that
depression levels has actually risen, and that there were some concerns about whether
current prescribing levels were appropriate. When asked to identify factors that were
driving the increase in prescribing rates, suggestions included: successful awareness-
raising campaigns on depression, the perceived safety of selective serotonin reuptake
inhibitors (SSRIs), and a willingness among patients to ask for help. Some clinicians
believed that normal human “unhappiness” was being inappropriately interpreted as a
medical condition.

Other authors have attempted to examine the problem from the perspective of the
patient rather than the clinician. An example of this is Schofield et al. [30], which
explores how patient attitudes influence the usage of antidepressants over time. This
study found that many patients discontinue medication early due to a complex range of
factors, including: symptoms improving or worsening, side-effects or adverse events,
social stigma, adverse media coverage and preference for psychological therapies.
Interestingly, Schofield et al. [30], and other studies focus on the challenge of getting
patients to adhere to treatment [23, 28]. This suggests that patient behaviour will tend
to reduce prescription levels over time, possible working against the prescription-
increasing factors identified in GP-centred studies.

An alternative explanation is offered by Moore et al. [25], who argue that increasing
antidepressant prescribing can be explained by small changes in the numbers of
patients undergoing long term treatment, and that the focus on initiation and targeting
of antidepressants is misdirected. However, even this explanation would imply that the
greater numbers of patients receiving antidepressants should be reflected in a growing
number of patients registered as having depression. This link is not supported by the
data from our study.

4.5 Prescribing and Prevalence Anomaly Detection

The scatter plots in Figs. 3 and 5 show a number of anomalous data points and clusters.
In Fig. 3, there are two outlying points at the top left of the chart, indicating an
unusually high level of antidepressant prescribing relative to the deprivation score for
those practices. Although both of these practices share a similar deprivation score, they
are not geographically closely connected, with one prescriber being based in Belfast
and the other over 100 km away. Similarly, Fig. 5 exhibits a single outlier in the top
right of the chart, and a cluster of points in the lower right quadrant. The former stands
out due to an unusually high level of depression prevalence compared to other prac-
tices, while the latter is distinguished by a combination of relatively low depression
prevalence and high antidepressant prescribing. Within this cluster of 11 points, 9 are in
Belfast, while the other two are in Omagh and Ballymena.
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Although it is impossible to say what factors are leading to such anomalies without
further research, the presence of these outliers suggests that there may be opportunities
to provide useful feedback to both policy-makers and GPs. In the case of policy-
makers, this data could be used as the basis for either further investigation, or for
targeted interventions or “nudges” [15, 20]. For GPs, direct access to such information
may support greater self-awareness and better clinical decisions. The application of
automated solutions such as machine learning and data mining to anomaly detection is
well established in fields such as security, finance and law enforcement [2, 7]. Simi-
larly, anomalies in health service delivery might in future be automatically identified
through the analysis of open data and flagged for human review and intervention.

5 Conclusion

It is well established in Northern Ireland and other parts of the UK that mental health
services need greater investment, and that policy-making should target effectiveness
and efficiency in the delivery of those services. The growth of data science and big data
creates an opportunity to meet some of these needs. In this paper we examined the
potential for applying analytics to open prescribing data, disease prevalence data and
deprivation in order to enhance policy-making and service delivery. The findings
highlight some limitations in such an approach, and in particular they call into question
the use of prescribing data as a proxy for public health.

The apparently weak correlation between depression prevalence and antidepressant
prescribing also raises important questions about the clinical basis for rising pre-
scription rates. This is particularly important in the context of Northern Ireland, where
antidepressant prescribing is exceptionally high compared to international norms. Our
analysis also demonstrated the existence of anomalous practices in terms of antide-
pressant prescribing and depression prevalence, which suggests the potential for tar-
geted interventions by the Department of Health, as well as useful feedback for
clinicians.

Opportunities for future research exist in automating anomaly detection using
statistical or machine learning techniques. While this study has examined correlations
with prevalence and antidepressant prescribing as a whole, further investigation is
required into individual drug correlations. Finally, useful insights for policy develop-
ment might be achieved by combining open data with more granular, non-open datasets
such as individual GP and patient information.
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Abstract. A Do Something Different (DSD) behaviour change programme
consists of a series of digitally delivered behavioural prompts, or “Dos”, for
targeted behaviour change designed to aid people to achieve personal goals or to
break bad habits. “Dos” may address for example behaviour connected with
exercise, smoking, diet, sleep or diabetes self-management, or personal devel-
opment objectives such as leadership. DSD’s current database contains thou-
sands of such “Dos”, developed by behaviour change experts.
We have developed an ontology to organise the large database of behavioural

prompts in order to help DSD with its knowledge management. We began by
developing an ontology of function, bottom-up; then we expanded this into a
multi-perspective ontology covering WHO, WHAT, HOW, WHEN, WHERE
and WHY perspectives.
The expected benefits from our ontology are: 1. response data from users can

be aggregated by ontology category to get insights into users’ behaviour, 2. the
ontology enables the implementation of smarter algorithms for selecting which
“Dos” to suggest to which users, and 3. the ontology assists in the process of
generating new “Dos”, either by domain experts or by crowd-sourcing.
Finally we follow an ontology-theoretic approach to argue that our ontology

should be re-usable across other behaviour change applications, but maybe not
across other application types.

Keywords: Ontology � Knowledge management � Healthcare � Health �
Behaviour change � Case based reasoning

1 Introduction

Since 2012, Do Something Different Ltd (DSD) has designed and delivered a wide
range of behaviour change interventions, addressing health and wellbeing issues such
as stress reduction, weight loss and diabetes self-management, and broader personal
and organisational development objectives such as leadership, diversity and manage-
ment skills. It has been argued that the most effective way of changing thoughts and
attitudes is via behaviours [1, 2]. Results have been reported in [3, 4].

Each DSD intervention begins with an online pre-programme diagnostic ques-
tionnaire, where the user answers questions about their behaviours, habits, wellbeing,
thoughts and feelings. Then over the next few weeks, the participant receives a series of
personalised recommendations of small activities, called “Dos”, that are outside their
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normal habits [2]. For example, on a smoking cessation programme, a user who has
answered that they often smoke “while sitting in your favourite place/chair/spot on the
sofa” might be advised “Today break one connection: only smoke when standing
up. Don’t take one sitting down!”.

“Dos” are sent by smartphone app, email or SMS, and supported with an online
forum and motivational messaging. Participants are offered the chance to complete the
questionnaire again after their programme; doing so gives them access to a personalised
report comparing their pre- and post-programme scores. See Fig. 1 for an example.

While many of the “Dos” in a DSD intervention are directly related to the objective
of the programme, interventions also aim to promote behavioural flexibility in general.
This aspect of the interventions helps people practice behaving in ways they currently
do not, or that are outside their comfort zone, such as assertively, proactively or
spontaneously. A person who answered that they do not behave assertively might
receive a prompt, “Be a bit more assertive today: Speak up when you would normally
hold back. Be direct in asking for what you want.”

Fig. 1. An example Do, plus feedback from user and coach.
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DSD’s behaviour model was originally based on findings from a series of papers and
books by psychologists Fletcher, Pine and others (e.g. [2, 5]) which listed 30 behaviours
and aimed to promote them all, on the grounds that the more behaviours a person has to
choose from, the more behaviourally flexible they were. Subsequent analysis (reported
in [4]) found that while most of those 30 behaviours are associated with better wellbeing
(in self-report data), not all of them are; thus the DSD model currently promotes
twenty-one of the original behaviours (the 21 nearest to the right in Fig. 2).

2 Ontology

Not all the Dos in DSD’s database are explicitly targeted at modifying one of the
twenty-one behaviours directly. A first attempt to categorise the Dos produced a list of
130 different categories, such as “Spend time in nature”, “Cut out moaning/
complaining” or “Take Risks”. The latter is directly related to one of the 21 beha-
viours (‘risk-taker’) but the other two are not.

If the majority of the 130 categories of Dos are not directly promoting one of the
twenty-one behaviours, then how can they be classified? A further analysis grouped
most of the 130 categories into eight top level categories:

1. Actions that directly express one of the 21 behaviours.
2. Actions that disrupt the user’s general routine behaviours.
3. Actions that require physical exercise.
4. Actions that make user of the person’s skills or talents.
5. Actions that express kindness to others.
6. Being social; connecting or sharing with other people.
7. Being aware; noticing things around you that might normally be ignored.
8. Being organised.

Some of these top level categories have subcategories; we were pleased to find that
the subcategories predicted by literature or common sense fitted the collection of
available Dos. For example, “being kind” can be broken down according to the five

Fig. 2. A correlation network showing co-occurrence of the 30 behaviours, from [2].
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typical “love languages” [6]: expressing words of affection; offering someone quality
time; giving gifts; performing acts of service; and offering affectionate physical contact.
The “being aware” category also breaks down into five obvious groups corresponding
to the five senses, although a ‘General’ subcategory was also needed to accommodate
Dos such as:

“Tourist Day. Be a tourist in your local town, send postcards, browse souvenirs, take photos,
visit at least one attraction you’ve never been to before.”

It even proved possible to categorise Dos within this scheme that had been difficult
to fit into the 130 category analysis, such as:

“Fresh Feet day. Walk barefoot on as many different surfaces as you can today. Feel free to
adorn your tootsies too. Record how it looked/felt.” (Be Aware: Touch)
“Do a different walk day. Avoid the cracks in the pavement, or skip for 10 paces in every 50.
Walk fast for one minute, slow for the next. Or take a bag and pick up litter.” (Disrupt Routine
Behaviour; the litter option adds Be Aware)
“Fix-It Day. Mend at least 1 thing that’s broken, or replace spent light bulbs/batteries/refills.”
(Use your Skills)

3 Multi-perspective Ontology

Not all of the 130 subcategories fitted into the above eight top level categories. For
example, there is a subcategory that has been loosely named “Smoking related”,
consisting of ‘Dos’ designed for people on smoking cessation programmes. Some of
them are disruptor Dos, provided for people who find themselves desperate for a
cigarette and want to be distracted quickly. These Dos are therefore obtainable on
demand, reasonably brief to complete, and can be performed immediately. However,
the “Smoking related” Dos range across several of the top level categories, particularly
those involving exercise, disrupting routines, or being organised.

It is not a problem in principle for Dos to appear in more than one category.
However, what is happening here is that Dos are being categorised according to their
purpose – to distract people from smoking in the short term – rather than their function
(awareness, socialising, exercise, etc.).

Kingston [7] refers to this as a multi-perspective approach to classification. He
proposes that a complete classification for any knowledge management application can
be obtained by classifying according to five or six different perspective – WHO,
WHAT, HOW, WHEN, WHERE and (sometimes) WHY.

If we apply this analysis to the 130 categories of Dos, we observe the following:

• The eight-way classification described in the previous section describes the function
of the various Dos. This can be seen as the HOW perspective.

• There are categories of Dos that are deemed relevant only to a single DSD pro-
gramme – stress reduction, weight loss, smoking cessation or diabetes
self-management. Since these are categorised according to the goal that is being
aimed for, which is the purpose of the programme, these can be considered to be the
WHY perspective.

210 J. Kingston and N. Charlton



• Some categories relate to objects (or groups of objects) in the world. There are
food-related Dos; alcohol-related Dos; business-related Dos; environment-related
Dos; and digital-related Dos. These constitute the WHAT perspective.

We can also see that some or all Dos could benefit from having some attributes
defined:

• The disruptor Dos are designed to be brief and able to be performed immediately.
These are two key features of the WHEN perspective: start time (which can be at
various levels of detail, from minutes to months) and duration of an activity or
event.
Another Do that has a key WHEN attribute is:

“Be more spontaneous today. Do something on the spur of the moment without too much
deliberation. Surprise someone by doing something different.”

• The WHO perspective has a similar duality. Some Dos (particularly those related to
socialising or kindness) may specify who should be an appropriate target of the Do.
Also, some Dos are not appropriate for certain users to perform – strenuous physical
exercise should probably be avoided for patients on a weight loss programme, for
example.

• Some Dos specify WHERE they should take place, either generally or specifically.
For example,

“Be unpredictable today! Wave at a stranger on a passing bus, or out of your window.”

In addition to all the above, it is also possible in theory to record who, what, how,
when, where and why the user actually performed the Do, if the user comments on their
Do in sufficient detail. Some of this information is automatically available: for example,
if a Do is sent out on a Monday and the user reports completing it on a Thursday, the
time when the Do was performed is known to an accuracy of 1–2 days.

The thesis of this paper is that applying a multi-perspective ontology to the Dos (i.e.
populating six attributes that represent WHO, WHAT, HOW, WHEN, WHERE and
WHY) will offer significant benefits for DSD’s management of their behaviour change
programmes.

4 Knowledge Management Benefits of a Multi-perspective
Approach

A multi-perspective categorisation like this one should enable targeting of Dos to
particular users; automating the selection of Dos; and creation of further Dos.

4.1 Targeting Dos to Particular Users

The Holy Grail for an organization offering behaviour change programmes is to select
interventions that will have the maximum effect for a particular user to achieve a
particular goal. Having a multi-perspective ontology can help significantly with such
selections. The reason is that the various attributes of Dos can be mapped against
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results of the behaviour change programmes and also between themselves, making it
possible to determine if (for example) exercise-related Dos have more effect in the
summer months, or social-related Dos are more effective if they take place outside
work rather than inside work.

4.2 Automating Selection of Dos

DSD is currently testing a change where users are offered a choice of three Dos instead
of being sent just one. The rationale behind this change is that certain users like some
Dos better than others.

Using a multi-perspective ontology, it would be possible to ensure that the three
Dos offered are significantly different from each other. This would be done by making
sure the three Dos all had different values on each one of the different attributes.

Another approach would be to combine automated selection with targeting of Dos
by supplying Dos that are similar to ones that the user has previously liked. It is
important to select Dos that the user is going to enjoy, as assuring engagement with the
programme is one of the biggest hurdles that DSD faces. This could be done using a
simple case based reasoning approach.

This approach would appear even more intelligent if an extra layer of dimen-
sionality was given to the attributes. For example, all attributes could be given
dimensions of “safe” through to “extreme”. For exercise, walking would be “safe”,
sprinting or wrestling would be “extreme”. For kindness-related Dos, physical affection
might be considered “extreme”. For socializing Dos, casual contacts would be “safe”
while making a long-term commitment to a group that required significant amounts of
time (a drama production, perhaps) might be “extreme”.

If the user selects “extreme” Dos two or three times in a row and/or indicates that
s/he enjoyed them, then it would be a good idea to include in the next choice of three a
Do that is “extreme” on a different attribute.

4.3 Creating New Dos

Finding the inspiration to expand an already extensive set of Dos is a difficult task.
After a while, duplication of existing Dos is a significant risk; indeed, DSD’s database
already contains some Dos that are virtually duplicates of others.

However, with a multi-perspective categorization, it is possible to list Dos
according to all their categories. If some categories have few or no Dos, it is a much
easier task to think of new Dos for those categories, because the categories themselves
act as priming information. For example, one category would be: being kind to
someone by spending quality time with them – related to food – at work – WHO and
WHEN are left to the user’s discretion. This might lead to a new Do of “Buy lunch for
someone at work today who you don’t normally talk to. Eat your lunch with them and
do your best to listen more than you talk.” The WHY perspective would be the goal of
the programme; this Do might not be appropriate for a diabetes self-management
programme.

Another method to create new Dos is crowd-sourcing i.e. allowing users who have
experience of the programme to create their own Dos by simply deciding that they will
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do something different, of their own choosing. Users are encouraged to feed back their
new Dos to the development team, who can decide whether to add them to their
database of Dos.

Deciding whether the new Do is truly new or is a duplication or instance of an
existing Do is a large task when there are 2500 Dos. However, if the new Do can be
classified according to the multi-perspective ontology, the number of existing Dos to
compare for duplication falls to a much more manageable number.

In theory, a language processing application might be developed to help in auto-
matic classification of these potential new Dos. In practice, the volume of new Dos is
expected to be no higher than 10 per week, and the effort required to add six attributes
to each of 10 or fewer Dos is insufficient to justify the development of intelligent
supporting software.

5 A Perspective from Ontology Theory

The development of ontologies has frequently been proposed as an aid to knowledge
management but much less frequently implemented. The reasons are usually to do with
issues that relate to the theory of ontologies.

5.1 Reusability Versus Specificity

Ontologies were once touted as the next big thing in knowledge management [8, 9]
because they were supposed to be re-usable. The idea was that a knowledge catego-
rization would be defined once and could then be re-used by multiple applications.

It turned out that this did not work well. Categorisations were often
domain-specific. Sometimes this was because there was no underlying real-world
categorisation, and so arbitrary categories had to be invented; Wielinga [10] gave an
example from the Rijksmuseum in Amsterdam of experts in paintings using a com-
pletely different classification of colour from experts in ceramics. Colour does not have
fundamental categories in the real world; rather, it is formed by the perception of three
wavelengths of light. So only a handful of colour categories can be unambiguously
defined (the eight categories that involve all or none of each wavelength); other cat-
egories must be agreed.

There were other reasons too. Sometimes the parties creating the classification had
a vested interest in seeing their area of interest classified as high up the tree as possible
[11]. Sometimes the issue was the lack of a multi-perspective classification, particularly
relating to purposes, leading one ontology to classify a strut (within a building) as a
“beam” while another might classify it as a “support” [12].

When we apply these insights to our multi-perspective ontology based on beha-
viour change, new opportunities can be identified. Our ontology is really an ontology
of activities that happen to be directed towards goals in healthcare and wellbeing; so the
attributes and (perhaps) range of values for at least two of the six perspectives (WHEN
and WHERE) can be re-used directly from other activity-based ontologies. Reuse may
be possible for the WHO perspective as well.
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The perspectives that are directly related to healthcare are HOW (the eight cate-
gories identified in Sect. 2) and WHY (the goal of each programme). The WHY
perspective is uncontroversial; it is an (uncategorized) list of health benefits that are
commonly sought by large groups of people. So the key ontological benefit for
healthcare from this project are the eight categories of the HOW perspective.

Are these re-usable? It seems likely that they will be re-usable in other behaviour
change programmes. It is unclear whether it might be of benefit in programmes such as
cognitive therapy, which focus on modifying thinking and beliefs rather than on
changing behaviours. We claim that our ontology is likely to be re-usable for similar
types of application but make no further commitment.

5.2 Mixing of Perspectives Within Classifications

A second problem is that many ontologies mix up taxonomies, mereonomies and other
relation-based structures. [13] reviewed the ACM Digital Classification and showed
how the subcategories mixed categories based on programming techniques; categories
based on applications of programming; and, in the case of the Hardware category,
subcategories based on parts.

The ontology presented in this paper largely avoids mixed perspectives; its
breakdowns are heavily based on methods for achieving the top level goal (i.e. they all
follow the HOW perspective). The ‘five love languages’; the five senses (for Aware-
ness interventions); different types of exercise; different ways of using skills and tal-
ents; different ways to be organized; and different ways of disrupting routines are all
method-based breakdowns. This increases the possibility that the different categories
can each support knowledge management in the same way, making the ontology easier
for DSD to apply. It also suggests that overarching dimensions (such as “safe” versus
“extreme”) might be developed that apply across all categories.

5.3 Level of Abstraction

A third problem that arises with ontologies is that the level of interest that an appli-
cation took in a particular category affected how it was classified within the ontology.
To quote [7], a car salesman may view ‘colour’ as merely an attribute of the concept
‘car’, while a photographer might view ‘colour’ as a concept in its own right with
attributes including ‘hue’ and ‘saturation’.

When something is a concept in one ontology but a property in another, this implies
that the two ontologies are one level of abstraction apart regarding this thing. Guarino
[14] identifies no fewer than nine levels at which an ontology may exist, ranging from
the atomic and static levels (where ‘wavelengths of light’ belong) right up to intentional
and social levels (at the latter of which social rules and conventions apply). These are
shown in Fig. 3.

The Dos can all be said to exist at the intentional level since they require intentional
behaviour, although few refer directly to social rules or conventions. However, some
social rules need to be applied on a day when a user is expected to choose someone to
whom to show physical affection. So our ontology is at least internally consistent in
terms of abstraction.
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Is our ontology re-usable? The answer is that it should be re-usable for other
behaviour change programmes because such programmes (by definition) require
intentional behaviour. However, it is probably not that helpful for an application at a
much lower level of abstraction, such as a natural language analysis application that
determines the parts of speech present in a typical ‘Do’ or other instructed activity.

6 Conclusions and Future Work

We have shown how a multi-perspective ontology can provide significant knowledge
management benefits to an organisation that offers healthcare through behaviour
change. It can help generate new interventions and select interventions that are
appropriate for a particular user to achieve a particular goal. We believe that it can also
help improve engagement with the programme.

We believe that our ontology is re-usable across other behaviour change applica-
tions but we will not commit to it being useful for other types of application.

In future work we hope to report on interaction and outcome data from newly
revised programmes, making use of our ontology, to test our beliefs empirically.

Fig. 3. Guarino’s nine ontological levels.
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Abstract. SNOMED International is working on a query language specifica-
tion for SNOMED CT, which we call here SCTQL. SNOMED CT is the leading
terminology for use in Electronic Health Records (EHRs). SCTQL can con-
tribute to effective retrieval and reuse of clinical information within EHRs. This
paper analyses the functional capabilities needed for SCTQL and proposes two
implementations that rely on ontological representations of SNOMED CT: one
based on the W3C SPARQL 1.1 query language and another based on the
OWL API. The paper reports the performance and correctness of both imple-
mentations as well as highlights their benefits and drawbacks.

Keywords: SNOMED CT � Reference sets � Ontology � SPARQL � OWL API

1 Introduction

SNOMED Clinical Terms (SNOMED CT) is a semantically rich and clinically vali-
dated terminology maintained and distributed by SNOMED International [1], the new
trading name for International Health Terminology Standard Development Organiza-
tion (IHTSDO). SNOMED CT stands as the leading global clinical terminology for use
in Electronic Health Records (EHRs) [1]. In the UK, the National Health Service
(NHS) in England intends to adopt SNOMED CT across all care settings by 2020 [2].
In the US, SNOMED CT is a key clinical terminology for EHR Certification and
Meaningful Use [3]. It has been acknowledge that worldwide, despite the reported use
of SNOMED CT in over 50 countries; there are few production systems [4]. Although
recent examples of successful implementations of SNOMED CT have been published,
such as an EHR system from NHS Wales [2].

SNOMED CT constantly grows and the January 2017 release contained 326,734
active concepts [5] and more than 1.6 million synonyms [2]. SNOMED CT size and
scope bring challenges when making SNOMED CT usable in practice. To tackle
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SNOMED CT size and make it customizable to specific applications, the reference set
mechanism is one method for filtering and arranging SNOMED CT concepts for
specific domains or use cases [6]. SNOMED CT concepts belonging to a reference set
(Refset for short) are portable and can be distributed to other organisations with similar
needs. Three examples of well-known SNOMED CT Refsets are the following:
(1) Clinical Observations Recording and Encoding (CORE) Problem List Subset of
SNOMED CT [7]; (2) SNOMED CT Nursing Problem List Subset [8]; (3) the Veterans
Health Administration and Kaiser Permanente (VA/KP) Problem List subset [9]. In the
UK, specific Refsets are included in the release of SNOMED Clinical Terms UK
Edition [10]. However, current tools for building Refsets tend to be ad-hoc use of
browsers and spreadsheets or in-house developments [11].

SNOMED CT Refsets may be specified statically, by enumeration, or dynamically,
by means some some query mechanism, such as custom code. Current tools for
building Refsets tend to be ad-hoc use of browsers and spreadsheets or in-house
developments [9]. The IHTSDO Workbench [12] is a set of open-source software tools
that includes a complex rule-based Refset builder, which requires a detailed technical
knowledge of the inner workings of SNOMED CT. Furthermore; the specification of
the Refset is tool bound and not portable. Thus, systems share enumerations of terms,
rather than the criteria for being in that Refset.

SNOMED CT can support data analytics in three broad healthcare areas [13]:
point-of care analytics; population-based analytics; and clinical research. Big data
analytics in healthcare can facilitate the discovery of associations and the understanding
of patterns and trends within massive amounts of healthcare data. As Raghupathi and
Raghupathi [14] emphasise “big data analytics has the potential to improve care, save
lives and lower costs”. As the content for data elements in an EHR can be a
concept-based Refsets, the capability of writing machine processable queries that
identifies the valid values for EHR data elements is another step toward effective
retrieval and reuse of clinical information. Hence, SNOMED International is working
on a formal language for representing computable queries over SNOMED CT content
[15], and a new specification will be released by December 2017. SCTQL is a superset
of the SNOMED CT Expression Constraint Language [16].

To enable clinical queries over SNOMED CT content and more particularly the
creation of simple Refsets (i.e. just a collection of concepts [6]), an early draft of the
SNOMED CT query language - we call it here SCTQL for short – was released [17]
and an early implementation was made available [18]. Neither of them (i.e. SCTQL
specification [17] nor its implementation [18]) builds on formal knowledge represen-
tations like the W3C Web Ontology Language (OWL) [19]. However, each new
international release of SNOMED CT (two per year) allows the transformation of
SNOMED CT into OWL by means of a script written in the Perl language [12].

This paper investigates the use of the W3C SPARQL 1.1 query language [20] along
with the OWL API [21] for implementing SCTQL. The OWL API is an Application
Programming Interface (API) based on Java language for working with OWL
ontologies [21]. Hence, this paper draws upon Semantic Web technologies to support
SCTQL and seeks to enhance SCTQL by providing implementations that rely on
ontological representations. As SNOMED CT is a large biomedical ontology in OWL,
it is feasible to envision the development of query language functions specific for other
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ontologies while taking into account the prototypical implementations presented here.
It should be noted “description logic based ontology languages like OWL carry a
clear-cut semantics” [22].

This paper belongs to knowledge representation and reasoning, a field within
Artificial Intelligence. As it has been acknowledged by Baader et al. [23], the Semantic
Web “greatly depends on the availability of well-defined semantics and powerful
reasoning tools”. For an overview of the Semantic Web and its supporting technolo-
gies, we refer the reader respectively to [24, 25]. For an introduction to description
logics (DLs) and the relationship between DLs and OWL, we refer the reader to [26].
The two implementations for SCTQL presented in this paper require the reader to be
familiarised with OWL [19], OWL API [21], and SPARQL [20].

2 Preliminaries: SNOMED CT and simple Refsets in OWL

The OWL 2 Web Ontology Language (informally OWL 2) [19] is the most recent
update of the W3C OWL and has three profiles: OWL EL; OWL RL; and OWL QL.
Each profile can be seen as a sublanguage that “restricts the available modelling
features in order to simplify reasoning” [27]. Large biomedical ontologies like
SNOMED CT are typically modeled in OWL EL. For OWL EL, classification is the
most important inference task [27], where the hierarchical structure (a.k.a. taxonomy)
of SNOMED CT terms in OWL can be computed automatically.

Each SNOMED CT release contains three components: concepts, description and
relationships. As Wang et al. [28] emphasise the fundamental construct used in the
definition of concepts is the SNOMED CT linkage concept 246061005|Attribute (at-
tribute)|, its subtypes serve to connect one concept to another. Indeed, the biomedical
concepts in SNOMED CT are grouped into 19 (subsumption) hierarchies by using the
SNOMED CT linkage concept 116680003|Is a (attribute)| as the taxonomy relation.

Most of the SNOMED CT biomedical concepts correspond to OWL Classes, for
example 3415004|Cyanosis|. However, SNOMED CT biomedical concepts from the
Linkage concept hierarchy correspond to OWL ObjectProperties, for example
246075003|Causitive agent|.

According to the latest SNOMED Technical Implementation Guide [12]: “A
Concept is considered to be fully defined if its defining characteristics are sufficient to
define it relative to its immediate supertype(s). A Concept which is not fully defined is
Primitive”. In the language of description logics, according to Jiang and Chute [29]:
“the asserted conditions of a primitive concept are necessary but not sufficient, and the
asserted conditions of a fully defined concept are both necessary and sufficient”.
Table 1 provide an example of how a primitive and a fully defined SNOMED CT
concept are represented in the Manchester OWL Syntax [30].

The 116680003|Is a (attribute)|, in OWL 2 [19] corresponds to the so-called
sub-class axiom, which is the SubClassOf in the Manchester OWL Syntax. Most of the
subtypes of the 246061005|Attribute (attribute)| correspond in OWL to Object Prop-
erties [19] and are represented as sub-property axioms. These Object Properties are
used within Role groups as DL existential restrictions (limited existential quantifica-
tion) to formalised fully defined concepts. Role groups were designed as an extension
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to the Ontylog description logic [31] to represent the (potential) grouping of SNOMED
CT’s attributes. Typically a fully defined concept may have one or more Role groups.

Figure 1 illustrates the correspondence between SNOMED CT concepts and OWL
Classes and OWL ObjectProperties above-mentioned. In SNOMED CT a simple Refset
is a set of SNOMED CT biomedical concepts. In OWL, a simple Refset is a set of OWL
class names.

We have provided an overview of SNOMED CT in OWL and also proposed a
semantically meaningful representation for simple Refsets. Next section presents an
analysis of the different functions, i.e. SCTQL queries.

3 Analysis of the SNOMED CT Query Language
Specification

After examining the early draft of the specifications for SCTQL [17], we observe that
SCTQL provide different kinds of functions (SCTQL queries). Therefore, we have
organised SCTQL functions into five categories, i.e. query types that we have
introduced:

Table 1. Exemplifying primitive and fully defined SNOMED CT concepts in OWL.

SNOMED CT Manchester OWL syntax

Primitive concept Class: SCT_275521001
Annotations: rdfs:label “Blue baby (disorder)”
SubClassOf: SCT_95617006

Fully defined concept Class: SCT_206324006
Annotations: rdfs:label “Neonatal acrocyanosis (finding)”
EquivalentTo: SCT_25003006
and (RoleGroup some (SCT_246454002 some SCT_255407002))

Fig. 1. The correspondence between SNOMED CT concepts and OWL classes and OWL
ObjectProperties.
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• a category for functions that define a set of operations.
• b category for functions that involve reasoning. It is possible to distinguish:

– b1 category for functions that perform a selection based on concept hierarchy,
i.e. is-a relationships.

– b2 category for functions that perform a selection based on relationships other
than is-a.

• f category for functions that do not involve reasoning, i.e. syntactic queries. It is
possible to distinguish:
– f1 category for functions that perform a selection based on relationships.
– f2 category for functions that perform filter operations. These are easy queries.
– f3 category for functions that perform string-matching operations. These are

easy queries.
• d category for functions that can be expressed as a combination of other functions.

Their meaning is fully determined via the meaning of other queries.
• w category for functions that depend on the native translation of SNOMED CT into

OWL. Initially, only the active SNOMED CT concepts are included in the OWL file
generated with the Perl script [12], and therefore, to retrieve All SNOMED CT
concepts, it is necessary to create a simple Refset with the non-active ones. It should
be noted that when a concept becomes inactive this is indicated by the value of the
active field [12] in the concept text file of the SNOMED CT Release Format 2.

Table 2 contains the above-mentioned category functions (right-hand side column)
and the SCTQL queries (left-hand side column) as they appear in the specifications
draft for SCTQL [17]. We have modified the input parameter notation of the functions
slightly: letters in bold and lowercase means relationships or string literals, while letters
in uppercase means a Refset. It should be noted that simple Refsets in SCTQL are only
handled by name, i.e. NameRefset.

In Table 2, each function has as output a simple Refset, and can have zero of more
input parameters. From our examination of the early draft of the specifications for
SCTQL [17], we realise that there are four different types of input parameters:

• SNOMED CT simple Refsets, i.e. set of OWL class names, we refer to these as A, B
and C.

• SNOMED CT biomedical concepts that correspond to OWL class names, we also
refer to these as A, B and C.

• SNOMED CT biomedical concepts that correspond to OWL ObjectProperty names,
we refer to these as p, p1, and p2. This notation differs from the one that appears in
the specification draft of SCTQL [17]. We write them lowercase to distinguish
clearly between these and the two above mentioned, which appear written with
capital letters.

• String literals, we refer to these as s.

We also notice that some functions from Table 2 are not atomic, in the sense that
they can be expressed as a combination of other functions. Table 3 shows the equiv-
alences found for four SCTQL functions.

The basic query functions (i.e., simple SCTQL queries) from Table 2 can be nested
to produce complex query expressions. According to the early specification draft for
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SCTQL [17]: “Where functions are nested, the innermost functions should be evaluated
first, before passing the resulting reference set members to the functions they are nested
in”. For example, the following SCTQL query expression returns all fully defined
concepts in the Clinical finding hierarchy.

FilterOnFullyDefined(DescendantsAndSelf(404684003|Clinical finding|))

4 Translation of SCTQL into SPARQL and Implementations

We now provide the details of the translation of the SCTQL queries into SPARQL as
well as an overview of the two alternative implementations for SCTQL.

By translating the function definitions from Table 2 (simple SCTQL queries) into
SPARQL 1.1 [20], it is feasible to provide a more formal semantic definition for the

Table 2. SNOMED CT query language functions and the categories assigned.

SCTQL function Function category assigned

MembersOf(NamedRefset)
Intersection(A, B)
Union(A, B)
Excludes(A, B)

a

All f2, w
FilterOnFullyDefined(A) f2
FilterOnPrimitive(A) f2, d
FilterOnActive(A) f2, w
FilterOnNoMatch(s, A) f3, d
FilterOnMatch(s, A) f3
FilterOnLeaf(A) b1
ChildrenAndSelf(A) b1, d
Children(A) b1
DescendantsAndSelf(A) b1, d
Descendants(A) b1
HasDirectRel(p, B) b2
HasRel(p, B) b2
HasGroupedRels(p1, B, p2, C) f1

Table 3. Equivalences found for SCTQL functions from Table 2.

Function Equivalent query expression

FilterOnPrimitive(A) Exclude(A,FilterOnFullyDefined(A))
FilterOnNoMatch(s, A) Exclude(A,FilterOnMatch(s,A))
ChildrenAndSelf(A) Union(A,Children(A))
DescendantsAndSelf(A) Union(A,Descendants(A))
FilterOnActive(A) Intersection(A,All)

222 M.A. Casteleiro et al.



SCTQL queries, which is profitable for the two implementations for SCTQL that we
propose. For simplicity, we treat a single SNOMED CT biomedical concept – which is
represented as an OWL Class name – as a simple Refset with one element. Thus, all
arguments to all SCTQL query functions are simple Refsets.

Let’s start with a simple example of a simple SCTQL query, like the following:
Children(3415004|Cyanosis|). This simple SCTQL query returns concepts in the
Clinical finding hierarchy that are direct sub-types (i.e. children) of the SNOMED CT
concept 3415004|Cyanosis|. This simple SCTQL query can be translated into SPARQL
1.1 as it follows:

SELECT DISTINCT ?x
FROM <file:./src/data/Snomed_2017.owl>

FROM NAMED <file:./src/data/RefsetA.owl>
WHERE {   GRAPH <file:./src/data/RefsetA.owl>

{?y rdfs:subClassOf owl:Thing .}
?x rdfs:subClassOf ?y . }

The SPARQL 1.1 SELECT queries for the simple SCTQL queries, as the one
detailed above, consist of four parts:

1. The Dataset clause – This contains one default graph clause and zero or more
named graphs. The default graph does not have a name, while each named graph
corresponds to an input simple Refset and has an Internationalized Resource
Identifier (IRI).

2. The SELECT clause – This clause identifies the variables that appear in the query
results. In this translation, there is always one variable in the head of the SELECT,
as the query result is always a result set or RDF graph, i.e. a simple Refset.

3. The WHERE clause – This clause provides the basic graph pattern to match against
the data graph [20].

4. The Solution modifier – Like the DISTINCT solution modifier, which eliminates
duplicate solutions.

Typically, there is a list of PREFIX that appears before the SELECT clause. For the
SPARQL 1.1 queries created for SCTQL, the same list of PREFIX (i.e. owl; rdf; rdfs;
xsd; and SCT) appears repeatedly. To further illustrate this: the PREFIX owl corre-
sponds to http://www.w3.org/2002/07/owl and the PREFIX SCT corresponds to http://
www.ihtsdo.org/. To make the SPARQL 1.1 SELECT queries more readable in this
paper, we omit the PREFIX statements and the Dataset Clauses.

4.1 Introducing the Translation Function

Table 4 specifies the translation of the functions (SCTQL queries) from Table 2 into
SPARQL 1.1 [20]. Due to the limitation of space only some of the functions from
Table 2 are shown in Table 4.
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Table 4. Translation of SCTQL queries to SPARQL 1.1 SELECT queries.

SCTQL query q() SPARQL 1.1 SELECT query translate(q,?x)
MembersOf(NameRefset) SELECT ?x 

FROM IRI(Snomed_2017.owl)
FROM NAMED IRI(SimpleRefsetA) 
WHERE {GRAPH IRI(SimpleRefsetA)

{?x a owl:Class . } . }
Intersection(A, B) SELECT ?x 

WHERE { Translate(A, ?x) .
Translate(B, ?x) . }

Union(A, B) SELECT ?x 
WHERE { { Translate(A, ?x) . }

UNION { Translate(B, ?x) . } }
Excludes(A, B) SELECT ?x 

WHERE { Translate(A, ?x) . 
MINUS { Translate(B, ?x) . } }

FilterOnLeaf(A) SELECT ?x 
WHERE { Translate(A, ?x)

FILTER NOT EXISTS 
{?y rdfs:subClassOf+ ?x .

FILTER (?y != owl:Nothing) }     }
Children(A) SELECT DISTINCT ?x

WHERE { Translate(A, ?y)  
?x rdfs:subClassOf ?y . }

Descendants(A) SELECT DISTINCT ?x
WHERE { Translate(A, ?y)  

?x rdfs:subClassOf+ ?y . }
HasDirectRel(p1, B) SELECT DISTINCT ?x 

WHERE { Translate(B, ?C) .
{{  ?x rdf:type owl:Class;  

?t  ?y . 
FILTER (?t = rdfs:subClassOf || ?t = owl:equivalentClass)   

?y rdf:type owl:Class;
owl:intersectionOf [ list:member ?e ] .                             
?e rdf:type owl:Restriction ; 
owl:onProperty  ?p ;      
owl:someValuesFrom  ?C  . 

        FILTER (?p = SCT:ObjPropA)      
}  UNION {  ?x rdf:type owl:Class;  

?t  ?y . 
FILTER (?t = rdfs:subClassOf || ?t = owl:equivalentClass) 

?y rdf:type owl:Class;
        owl:intersectionOf [ list:member ?el ] 
        ?el owl:onProperty SCT:RoleGroup ; 

owl:someValuesFrom ?e . 
?e rdf:type owl:Restriction ; 
owl:onProperty  ?p ;      
owl:someValuesFrom  ?C  . 

        FILTER (?p = p1)    }
} }        
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The translation function translate(q,?x) takes two arguments: the query q and a
name of a variable ?x. The introduction of the translation function simplifies signifi-
cantly the rewriting of SCTQL functions (or queries) into SPARQL 1.1.

A SCTQL query expression is a possibly nested expression build from the func-
tions defined in Table 2, where each parameter is either: a NameRefset (used in the
MembersOf function), or a string, or a SCTQL query expression. It should be noted
that simple Refsets in a SCTQL query expression are only handled by name, i.e.
NameRefset.

4.2 Overview of the Two Alternative Implementations for SCTQL

There are three options for the formulation, and further implementation, of the SCTQL
queries and query expressions:

1. SPARQL 1.1 under the OWL entailment regime – the main drawback of this option
is the lack of query engines that support SPARQL 1.1 OWL entailment regime.

2. SPARQL 1.1 under the RDF entailment regime – the main drawback of this option
is the number of additional pre-computed files that are needed to provide the
inferred model when reasoning is required.

3. Change between SPARQL 1.1 entailment regimes according to the query at hand.

We generally prefer the third option above-mentioned as the queries tend to be
more natural, i.e., “syntactic” queries can use a “more syntactic” entailment regime
instead of requiring complex workarounds. In Table 4, the last SPARQL SELECT
query requires SPARQL 1.1 under the RDF entailment regime.

Despite the desirability of the third option mentioned, there are relatively few
SPARQL 1.1 engines that support the OWL entailment regime, which limits the utility
of the translation as an implementation technique. For example, our preferred SPARQL
engine, Jena ARQ [32], only supports the SPARQL 1.1 RDF query language [33]. To a
certain extend the second option mentioned is already favoured by the SNOMED
Technical Implementation Guide [12]: “Experience suggests that a pre-computed
transitive closure table out-performs other options and is robust, flexible and easy to
implement. Therefore, unless storage capacity is significant concern, this approach is
recommended”. Therefore, and in the same vein as [34], this study pre-computes the
transitive closure of rdfs:subClassOf for the SNOMED CT biomedical concepts and
used it in some queries as the default graph.

A second implementation is based on the Java OWL API [21]. The OWL API
implementation for SCTQL, called it here OWL API++, makes use of the OWLRea-
soner interface to ask for inferred information, and therefore, it does not need to use
pre-computed files when reasoning is provided. Table 5 exemplifies some of the
SCTQL queries from Table 4 in OWL API++.
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5 Cross-Comparing Both Implementations: Test Suite
Results

One of the difficulties to provide an implementation for SCTQL is to preserve the
semantics that appears in the specification draft of SCTQL [17]. It is not only necessary
to check that both implementations will give the same results, but also that the results
provided is what a clinician expects.

As there is not yet a reference test suite for SCTQL, we developed a small initial
test suite of queries to test and compare both implementations (SPARQL 1.1 and OWL
API++). This test suite is formed by creating a set of simple Refsets by expert selection
[4] and a set of SCTQL queries that are representative of the basic features of the
SCTQL specification. The set of simple Refsets created will be parameters for the
SCTQL queries. Figure 2 shows the hierarchical arrangement of the SNOMED CT
concepts considered for the test suite, which are clinical findings.

Table 5. Exemplifying the OWL API implementation of SCTQL queries from Table 4.

SCTQL query OWL API ++
MembersOf(NamedRefset) OWLOntology o = 

manager.loadOntologyFromOntologyDocument(new 
File(NamedRefset)); 
return new ReferenceSet(o.getClassesInSignature()); 

Intersection(A, B) Set<OWLClass> toReturn = 
new HashSet<OWLClass>(referenceSets[0].asSet());
for (ReferenceSet refSet : referenceSets) 
 toReturn.retainAll(refSet.asSet()); 
return new ReferenceSet(toReturn);

Union(A, B) Set<OWLClass> toReturn = 
new HashSet<OWLClass>();
for (ReferenceSet refSet : referenceSets) 
 toReturn.addAll(refSet.asSet()); 
return new ReferenceSet(toReturn);

Excludes(A, B) Set<OWLClass> toReturn = 
new HashSet<OWLClass>(A.asSet());
toReturn.removeAll(B.asSet()); 
return new ReferenceSet(toReturn);

Children(A) Set<OWLClass> toReturn = 
new HashSet<OWLClass>();
for (OWLClass C : A.asSet())
toReturn.addAll(reasoner.getSubClasses(C,true).getFlattened()); 
return new ReferenceSet(toReturn);

Descendants(A) Set<OWLClass> toReturn = 
new HashSet<OWLClass>();
for (OWLClass C : A.asSet())
toReturn.addAll(reasoner.getSubClasses(C,false).getFlattened()); 
return new ReferenceSet(toReturn); 
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All the SCTQL queries have been run in a MacBook Pro with a processor 2.7 GHz
Intel Core i7 and 16 GB of RAM. Four simple Refsets were defined. Simple Refset A
only contains the SNOMED CT clinical finding 3415004|Cyanosis|, and thus, it is a
simple Refset with only one OWL class name that is represented in the Manch-
ester OWL Syntax as follows:

Class: <http://www.ihtsdo.org/SCT_3415004>
SubClassOf: Thing

Simple Refset B (also called Cyanosis Refset here) contains all the SNOMED CT
concepts that appear in Fig. 2. Table 6 contains some examples of the SCTQL queries
ran. For each SCTQL query, Table 6 shows N, which is the number of SNOMED CT
concepts retrieved for the resulting simple Refset, as well as the execution time taken
for the two implementations – one based on the query engine ARQ for Jena [32] and
the other one based on OWL API [21]. As the implementation based on the OWL API
can use different reasoners, we use FaCT++ [35] and ELK [36].

Although Table 6 only contains some of the SCTQL queries ran for the test suite,
the number of SNOMED CT concepts retrieved for the resulting simple Refset (denoted
as N in Table 6) is the same for both implementations. Furthermore, the simple Refsets
obtained are in agreement with expected result for two clinicians, who provide feed-
back of the outcome for each SCTQL query within the test suite.

Fig. 2. Hierarchical overview of the SNOMED CT concepts included in the test suite.

Table 6. Exemplifying the run times of SCTQL queries with both implementations.

SCTQL query N OWL API++ SPARQL 1.1 Jena ARQ
FaCT++ ELK

Intersection (A, B) 1 778 s 68 s 34 s
Excludes (B, A) 11 778 s 68 s 34 s
Children (A) 4 778 s 68 s 38 s
Descendants (A) 11 778 s 68 s 38 s
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The run times obtained for OWL API++ can be split into initialisation time and
execution time, where the execution time is almost cero milliseconds for the SCTQL
queries from Table 6. Hence, once the first SCTQL query is made with the OWL API+
+, the subsequent SCTQL queries are much faster as initialisation happens only at the
beginning, i.e. when the first SCTQL query is made. From Table 6, it is also easy to
assume that the more complex the SPARQL 1.1 queries, the longer it takes to execute
them.

We also ran complex SCTQL query expressions such as the following one:

Intersection(DescendantsAndSelf(418925002|Immune hypersensitivity reaction|),
HasDirectRel(246075003|Causitive agent|, FilterOnActive(All)))

The above SCTQL query expression appears in the specification draft of SCTQL
[17], and it returns all concepts in the “Immune hypersensitivity reaction hierarchy that
have an explicit ungrouped ‘Causative agent’ relationship defined to any [active]
target concept”. This SCTQL query expression yields 63 SNOMED CT concepts for
the resulting simple Refset. The execution time was 308 ms in the implementation
based on the OWL API using ELK as reasoner (disregarding the initialisation time),
and 50 s using the query engine ARQ for Jena.

Most of the SCTQL queries and query expressions for the test suite are from the
examples in [17]. The full test suite consists of 48 simple queries (3 variants of each
construct) and 12 compound queries. Both implementations gave exactly the same
answers for all SCTQL queries.

6 Discussion

SCTQL aims at computable queries over SNOMED CT content, and therefore, a major
application is in data analytics (i.e. performing queries). For example, find all EHRs of
patients with clinical statements coded with concepts in the Cyanosis Refset.

Other authors have investigated the use of SPARQL queries over SNOMED CT
content. To illustrate some of the existing work: (a) Kim and Cohen [37] developed a
prototype system that generates SPARQL queries from natural language that works on
SNOMED CT; and (b) Alonso-Calvo et al. [38] presented a query abstraction mech-
anism that allows the creation of complex SPARQL queries over a core dataset, which
integrates terminologies such as SNOMED CT. However, to the best of our knowl-
edge, the use of the W3C SPARQL 1.1 query language [20] or the OWL API [21] for
implementing SCTQL has not been attempted before.

By translating the function definitions for SCTQL into SPARQL 1.1, we demon-
strate that the current state of the art of Semantic Web technologies can provide a
formal semantic definition for the SCTQL queries. This formal representation is
profitable for the two implementations for SCTQL that we propose, which are radically
different and yet their results converge. In this paper, we also introduced a semantically
meaningful representation for simple Refsets.

While it is impossible to show that our formalization captures the intended
semantics of SCTQL (which is not fully specified), we believe that it is a reasonable
semantics and fairly close to the intended. We also acknowledge that SPARQL 1.1 is a
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rich query language, although syntactically too complex for daily use as a simple Refset
description language. Hence, providing a java interface can ease the adoption of both
implementations.

We developed a test suite to corroborate that the number of SNOMED CT concepts
obtained for the SCTQL queries executed (the resulting simple Refset) were in
agreement with the expectations of two clinicians. This initial success encourages
further experimentation with NHS Refsets as well as well-known Refsets, such as the
CORE Problem List Subset of SNOMED CT [7]. Indeed, we intend to radically expand
the set of queries tested with a particular focus on compound complex queries to fully
exercise the implementations.

There are at least three areas of improvement. Firstly, it is necessary to conduct
more experiments involving more clinicians to demonstrate that the implementations
provided obtain the results (simple Refsets) expected by clinicians. Secondly, usability
tests are needed to check if the java interface that we develop for both implementations
of SCTQL is easy to use for technical professionals. Finally, although we identify three
options for the formulation, and further implementation, of the SCTQL queries and
query expressions, only one was adopted for the practical implementation (see Subsect.
4.2 for details).

7 Conclusion

SNOMED CT has the potential to provide the core general terminology for EHRs. The
availability of implementations for SCTQL can be a significant contribution for
real-time querying and retrieval of information from EHRs. This paper demonstrates
the viability of using Semantic Web technologies to produce implementations for
SCTQL that rely on ontological representations of SNOMED CT. The paper also hints
at benefits and drawbacks of the two implementations presented: one based on the
W3C SPARQL 1.1 query language and another based on the OWL API.
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Abstract. Multimedia data consists of several different types of data,
such as numbers, text, images, audio etc. and they usually need to be
fused or integrated before analysis. This study investigates a feature-
level aggregation approach to combine multimedia datasets for building
heterogeneous ensembles for classification. It firstly aggregates multime-
dia datasets at feature level to form a normalised big dataset, then uses
some parts of it to generate classifiers with different learning algorithms.
Finally, it applies three rules to select appropriate classifiers based on
their accuracy and/or diversity to build heterogeneous ensembles. The
method is tested on a multimedia dataset and the results show that the
heterogeneous ensembles outperform the individual classifiers as well as
homogeneous ensembles. However, it should be noted that, it is possible
in some cases that the combined dataset does not produce better results
than using single media data.

Keywords: Multimedia data mining · Feature level data aggregation ·
Diversity · Heterogeneous ensemble · Classification

1 Introduction

There has been a rapid rise in the generation of multimedia data, not merely in
terms of quantity, but also in the level of complexity as well as variety. Dealing
with a vast volume and variety of multimedia data presents a considerable chal-
lenge to the existing techniques in machine learning and data mining. Therefore
it is necessary to develop new techniques and methods that are capable of deal-
ing with multimedia data more effectively and efficiently for various data mining
tasks, e.g. classification. Classification of multimedia data has numerous impor-
tant applications in a wide range of fields, including crime detection, healthcare
and business, etc. Two phases are usually needed for classifying multimedia data:
first, features need to be extracted from various media datasets and aggregated;
second, suitable machine learning algorithms need to be applied [1] to generate
classifiers.

In general, multimedia data are characterised by some kinds of heterogeneity,
as they often contain different types of data, such as text, images [2], video and
audio. These characteristics present an opportunity to apply machine learning
c© Springer International Publishing AG 2017
M. Bramer and M. Petridis (Eds.): SGAI-AI 2017, LNAI 10630, pp. 235–249, 2017.
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methods with two different strategies. The first is to combine the multiple media
datasets with their features, which is usually called as feature level data fusion.
It involves extracting the features from different types of data, from all the data
sources, and combining or merging all the features in order to generate just one
dataset, which is sometimes referred as a single flat dataset. The second strategy
is called decision-level data fusion. Instead of fusing all the subsets into one big
set in feature-level fusion, this strategy uses each subset separately to generate
models, and then combines the output decision of the models to produce a final
decision [3]. This study will focus on the former strategy, as it is commonly used
in data mining practice to investigate how ensemble methods and feature-level
fusion could be used more effectively, to improve the accuracy of classification.

An ensemble combines multiple models using a grating technique with an
aim of improving results [4], which has been demonstrated to be beneficial in
the machine learning field for the problems with single media data. However,
for multimedia data, there are various factors, including the individual model
accuracy, diversity among member models, the number of member models and
the decision fusion function used in the ensemble [5–9], which need to be taken
into consideration in order to build an effective ensemble.

This research investigates the methods for building effective ensembles for
feature-level fused multimedia data, particularly the heterogeneous ensembles,
which are composed of different types, such as decision trees, Bayesian networks
and neural networks etc., of classifiers, to examine if an heterogeneous ensemble is
more accurate and reliable than homogeneous ensembles – composed of classifiers
of the same type, e.g. decision trees only.

The rest of the paper is organized as follows. Section 2 briefly reviews some
related previous studies. Section 3 describes our proposed methods in detail,
including the tools and programs used in the research. Section 4 provides details
of the experiment conducted and our results. Section 5 gives conclusions and
suggestions for further work.

2 Related Work

There are several studies that have applied machine learning methods to multi-
media data. Mojahed et al. [10] applied the machine learning clustering method
to heterogeneous (not necessarily multimedia though) datasets. Due to the fact
that there were not many heterogeneous datasets publicly available, they cre-
ated their own heterogeneous datasets, which contained different types of media.
Their combined data achieved a significant advantage on clustering performance
over that of using only one type of data.

Tuarob et al. [11] applied the machine learning heterogeneous ensemble app-
roach to classify social media datasets. They conducted their experiments using
three datasets: two datasets collected from Twitter and one from Facebook. They
used five different feature extraction methods to generate the data needed for
machine learning algorithms. Each of them created a subset of all the combined
data. Five base classifiers were used in their experiments, and the classifiers’
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results were combined using different methods, including majority voting and
weighted voting. They suggested that the additional features may increase the
accuracy of classifiers. However, strictly speaking, in this study, the datasets are
not of multimedia, but a single media of multiple textual datasets.

Mehmood and Rasheed [12] managed to classify microbial habitat prefer-
ences, based on codon/bi-codon usage. They attained a high dimensional dataset
by combining different datasets from different data sources. They showed that
the combination, on the feature level, leads to a high dimensional dataset. Thus,
they focused on feature selection to reduce the dimensionality of the combined
dataset. They reduced a huge number of variables with accepted classification
accuracy.

Chen et al. [13] also conducted an experiment on combining heterogeneous
datasets to a single dataset, and applied homogeneous ensemble classification
methods upon it. They used support vector machine as base classifier. In addi-
tion, they used real-word microblog datasets, provided by Tencent Weibo. Their
results show that the aggregated dataset outperforms any single dataset. Nev-
ertheless, the datasets they used are not of multimedia either. Hence, the level
of effectiveness of these ensemble methods on multimedia data is unknown.

In summary, previous studies have used feature-level combination methods
and different machine learning approaches to analyse so-called heterogeneous
datasets, whilst in fact their datasets mostly come from different data sources
of the same type. Thus, these studies were limited by their single medial of data
and how their methods may perform on multimedia datasets is unknown.

3 The Feature Level Ensemble Method

3.1 The Framework of the Feature Level Ensemble Method

The proposed feature-level ensemble method (FLEM), as illustrated in Fig. 1,
consists of four modules/stages: multimedia data aggregation module, modelling
module, model selection module and combination module.

In general, a multimedia dataset (MMD) should consist of several subsets of
various media, e.g. text, images, audio, etc. The FLEM starts with extracting
Di’s features (1 ≤ i ≤ n), from each subset of the MMD by using appropriate
feature extraction methods. Then, all features are normalised and aggregated to
form one big dataset, i.e., D = N(D1 ∪ D2 ∪ D3 ∪ . . . ∪ Dn). These operations
are usually called feature aggregation, which is why our approach is named as
Feature-Level Ensemble Method, or FLEM in short.

The second stage is to generate various types of individual models, mi

(1 ≤ i ≤ n), to create a pool of models, PM = {m1,m2, . . . ,mn} as the
member candidates of ensemble. The models are called homogeneous models
if they are generated by using the same learning algorithm with variations on
its parameters and/or data partitions, or called heterogeneous models if they
are generated by using different algorithms. A homogeneous ensemble is built
with just homogeneous models, whilst a heterogeneous ensemble is constructed
with heterogeneous models. In this study, over 10 different base learning
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algorithms have been selected to generate homogeneous and heterogeneous
individual models.

The third stage involves model selection based on a set of defined criteria
and rules. In this study, accuracy and diversity are used as selection criteria
either separately or jointly. Three different rules for model selection are devised
explained in the next section. Finally, the selected models are combined into one
ensemble and their classification decisions are aggregated using a combination
method to reach the final form of the ensemble.

Fig. 1. A general framework for the feature-level ensemble method (FLEM).

3.2 Rules for Selecting Models

Three rules, R0, R1 and R2, as illustrated by Fig. 2, were devised for selecting
models based on various criteria.

R0: This rule uses accuracy of classifiers as the criterion for selection. The FLEM
firstly computes the accuracy, (Acc(mi)), for each of the n models in the model
pool PM and sorts them in a descending order based on the accuracy of the
models (Acc(mi)). Then the FLEM selects the N most accurate models from
the PM using Eq. 1 and adds them to the ensemble, Φ, as shown in Fig. 2(a).

mi = max {Acc(mj),mj ∈ PM} i = 1 . . . N. (1)
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Fig. 2. Main steps for R0, R1 and R2 in HES [14]

R1: This rule uses both accuracy and diversity in sequence for model
selection. FLEM first removes the most accurate model (MAM), m1 =
max {Acc(mj),mj ∈ PM}, from PM and adds it to ensemble Φ.

Then the pairwise diversity between MAM and remaining models in PM,
are calculated with the Double Fault (DF) measure [15]. Then FLEM sorts the
models in PM in a decreasing order based on the magnitude of the DF’s. The
(N − 1) most diverse models from the sorted PM are selected (Eq. 2) and added
to the ensemble, Φ. Therefore Φ now contains MAM and the (N − 1) most diverse
models from PM.

mi = max {DF (m1,mj),mj ∈ PM} i = 2 . . . N (2)

R2: This rule uses both accuracy and two types of diversity measures, namely
the DF diversity and the Coincident Failure Diversity (CFD) method [16].
Firstly, MAM is selected and removed from PM and added to Φ. Then
the most diverse model (MDM) is determined from PM using MDM =
max {DF (m1,mj),mj ∈ PM} and added to Φ, which now contains both
the MAM and MDM models. From this point on, the CFD diversity mea-
sure is used to select further models with the aim of maximising the CFD
diversity of the ensemble if they are included in Φ. The ensemble with the
maximum CFD diversity is selected as the final ensemble, Φ using Φ =
max {CFD(Φ ⇐ mj),mj ∈ PM}.

Rule R2 may be time consuming if the size of the model pool PM is large
and all the possible combinations between Φ and the remaining members of PM
are considered.
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3.3 Implementation of FLEM

The FLEM is implemented with Java, based on Weka API. The experiment
was carried out on a normal PC with an I7 processor and 16 GB RAM. As
FLEM is flexible for selecting candidate classifiers, we selected 10 different base
classifiers provided in the WEKA library, which are: three types of decision trees
(J48, RandomTree, REP-Tree), two Bayesian methods (NaiveBayes, BayesNet),
Support vector machine (SMO), two rule induction methods (JRip, PART ) and
two Lazy learners (IBk and LWL).

4 Experiment Design and Results

4.1 Dataset

We conducted our experiment using a benchmark dataset – 8 Scene Categories
Dataset [17], which contains two parts in different media: 2688 images and their
annotations represented by XML files. The images are categorized into eight

Fig. 3. The results of FLEMs built with rule R0. Each sub-graph shows the ensembles
with different sizes 3, or 5, or 7 or 9. The solid and dashed lines are the mean accuracy
of FLEMs and the mean accuracy of the models in the FLEMs respectively, with their
standard deviations as error bars.
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Fig. 4. The mean test accuracy of FLEMs built with rule R1. Four sub-graphs show
the ensembles with different size of 3, 5, 7 and 9.

classes in according to their scenes and objects captured by the images. Each
XML file contained a number of tags that describe an image. The annotations
were dealt with as text and 782 textual features were extracted from the texts to
form a data subset Dt. For the imagery data, 567 features were extracted from
the images using Histograms of Oriented Gradients (HOG) [18] to form another
data subset, i.e. imagery data Dg.

The textual and imagery features from these two data subsets were aggre-
gated to form a single dataset, D = N(Dt ∪Dg), which contains 2688 instances
and each has 1358 features in total, as inputs and one classification output of 8
classes.

4.2 Experiment Design and Results

We conducted a series of experiments to investigate the performance of the
FLEM working, with three selection rules separately, on the multimedia data.
The factors that were investigated include (1) the performance measures and
criteria for selecting classifiers, which are represented by the three rules: R0, R1
and R2, (2) the size of ensemble – varied from 3, 5, 7 to 9, and (3) the salience
of multimedia data, i.e. if the combined multimedia data D can produce better
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Fig. 5. The mean test accuracy of FLEMS built with rule R2. Four sub-graphs show
the ensembles with different size of 3, 5, 7 and 9.

results, compared with each of the single-media data subsets: Dt and Dg. For
each specific set-up, the experiment was repeated 5 times with different data
partitions to check consistency.

In addition, for comparison with heterogeneous ensembles, homogeneous
ensembles were built with the classifiers selected only from the same type. As
ten different types of base learning algorithms were used for generating clas-
sifiers, ten homogeneous ensembles were constructed for each set-up of above
listed factors.

Therefore, for all possible combinations of these parameters, over 200 sets of
experiments were conducted in total.

Results of FLEMs Built with Three Rules and Variable Sizes:
Figures 3, 4 and 5 show some results (means and standard deviations) obtained
from these experiments of FLEMs constructed with three rules and different
sizes. These figures show clearly that FLEMs built with the three rules are
generally much better than individual classifiers on average because the mean
accuracies (solid lines on the figures) of FLEMs are about 10% higher than the
mean accuracies (dashed lines) of the individual classifiers in the FLEMs.
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Fig. 6. Comparison of three rules as the size of FLEM varies.

Fig. 7. The results of HESs built with rule R0 and different sizes (3, 5, 7 and 9) for
the image dataset. The solid and dashed lines are the mean accuracy of HESs and the
models of the HESs, with standard deviations as error bars, respectively.

Figure 6 compares the results of FLEMs built with the three rules and vari-
able sizes from 3 to 9 on the test data. As can be seen, there is not much difference
in overall classification accuracy between the three rules when the ensemble sizes
are equal to 5 and more. But when the size of ensembles is small, i.e. 3, R0 did
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Fig. 8. The results of HESs built with rule R1 and different sizes (3, 5, 7 and 9) for
the image dataset.

much better than the other two rules, producing the highest accuracy (93%).
This indicates that it is very important to choose the classifiers that are the
most accurate ones in the model pool PM as the core models in an ensemble,
which is what R0 does. So, that those best individual classifiers can dominate the
performance of the ensemble to produce the overall best classification. When the
size of an ensemble increases the three rules appear to produce similar accuracy
consistently. However, R2 possesses the largest mean accuracies with smallest
standard deviations, which means the ensembles built with R2 are more con-
sistent or reliable, as well as more accurate. So, we conclude that the ensemble
with model selection criteria using the CFD combined with DF and accuracy
measures (R2), provides a superior result to that of either pair-wise diversity
(R1) or accuracy (R0) alone. Diversity and accuracy must both be taken into
consideration when constructing large ensembles for classification.

Results of Using Text, Images and Combined Datasets: As designed,
further experiments were conducted by separately using three sets of data: text,
imagery and combined, in order to investigate if the aggregation of subsets of
multimedia data gives better results. The experiments on the textual dataset Dt
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alone were conducted with our Heterogeneous Ensemble System, called HES T,
and their results were reported in our earlier paper [14]. The experiments on
the image dataset Dg, called HES G, were conducted in this study in the same
way as the one used for the text experiments. The results of HES G, obtained
in these experiments, are shown in Figs. 7, 8 and 9.

Fig. 9. The results of HESs built with rule R2 and different sizes (3, 5, 7 and 9) for
the image dataset.

The summary of the results of varying the ensemble size from 3 to 9 on the
test dataset for each of the three rules is shown by Fig. 10.

A further observation from these results is that, using FLEM, the accuracy
of the combined text and imagery datasets was lower than that of using the
text dataset alone. Furthermore, the accuracy of the image dataset alone was
lower than that of the text dataset, as shown in Fig. 11. A plausible explanation
for these differences is that the features extracted from the imagery dataset did
not very well represent the information associated with the underlying classi-
fication knowledge of the problem, or even worse brought in some noises, and
hence confused the learning algorithms resulting in quite weak or bad models,
which in turn resulted in weak ensembles. On the other hand, the text data,
or more precisely speaking, the features extracted from the text data, are more
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Fig. 10. Comparing all three rules in four different sizes of the HESs for the image
dataset only.

Fig. 11. Comparison of all the ensembles built with three rules for text dataset, image
dataset and the combined multimedia dataset respectively.

representative or salient as the ensembles built with the models trained with the
text data are more accurate, about 15% higher than those of ensembles built
with the image data.

With the combined dataset, the ensembles produced good results, which are
comparable to those obtained by the text data only. But on the whole, in this
application, the aggregation of multimedia datasets did not offer much additional
benefit in terms of improving classification accuracy.

Comparison with Homogeneous Ensembles: Another set of experiments
was conducted to compare the performance between heterogeneous and various
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homogeneous ensembles, built using all the three model selection rules that have
been implemented in FLEMs.

Table 1 shows the mean accuracies for the feature level heterogeneous ensem-
bles and all homogeneous ensembles built with rules R0, R1 and R2. It is very
clear that, on average the heterogeneous ensembles are much better, about 10%
higher, than the homogeneous ensembles constructed using the same rules.

Table 1. The comparison results between the heterogeneous ensemble and the homo-
geneous ensemble for FLEM for all the three rules

Heterogeneous Homogeneous

Mean SD Mean SD

R0 91.79 0.92 80.05 0.78

R1 90.05 2.26 80.04 0.99

R2 90.63 1.70 80.01 0.97

5 Conclusion and Future Work

Aggregating and mining multi-media datasets effectively is a challenge task in
machine learning and data mining fields. In this work, we developed a feature-
level ensemble method (FLEM) with an aim of achieving better classification
of multimedia data. Our FLEM consists of four stages: extracting features from
multimedia subsets and aggregating them into a single dataset, modelling the
combined dataset, selecting models with different rules based on various criteria,
and building heterogeneous ensembles. The experimental results have demon-
strated our FLEM is capable of handling multimedia datasets – unstructured
text data and imagery data, simultaneously and builds the best ensembles with
appropriate datasets, with either combined multi-media data or single-media
data. In general, the heterogeneous ensembles are much better than homoge-
neous ensembles in terms of accuracy and consistency.

Another point drawn from the results of this study, is that it is necessary to be
cautious when combining multiple data subsets of a problem because the aggre-
gated data may not produce a better result than that of using data subsets of
single-media. Possible reasons include poor features extracted from each subset,
which capture more noise rather than useful information; and/or inappropriate
aggregation, which may introduce some inconsistency or even contradictions into
the final dataset and therefore cause a great deal of difficulty and/or confusion
in learning.

Some further work can be done in our approach on various aspects. For
example, firstly, it could be useful to apply some feature selection methods on
each of data subsets before aggregation, to eliminate irrelevant or redundant
features, which in turn can reduce the dimensionality of the data and simplify



248 S. Alyahyan and W. Wang

learning. Secondly, more rules could be devised to select the models to increase
overall accuracy levels. Thirdly, it would prove useful to analyse multi-media
datasets which contain other, different types of media, which have not yet been
the subject of this research. Finally, instead of aggregating multiple data sets
at feature-level, it appears more promising to apply decision-level aggregation
strategy, which is to generate the models independently from each of data subsets
and then combine them to form an ensemble.
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Abstract. As physical systems have become more complex, the demand for
models which incorporate uncertainties in the systems behavior has grown.
Bayesian updating is a powerful method which allows models to be learned as
new information and data becomes available. In a high dimensional setting,
Bayesian updating requires the computation of an integral which is analytically
intractable. Markov Chain Monte Carlo (MCMC) techniques include a popular
class of methods to solve such an integral. A disadvantage of MCMC however,
is its low computational efficiency for problems with many uncertain parame-
ters. Accordingly, a relation between the Bayesian updating problem and the
engineering reliability problem has been established. The BUS (Bayesian
Updating with Structural Reliability Methods) approach enables reliability
methods which are efficient in high dimensions, but retain the advantages of
MCMC, to be applied to Bayesian updating problems. Subset Simulation
(SuS) is an efficient Monte Carlo technique suitable for such tasks. The BUS
algorithm requires a likelihood multiplier to be calculated prior to implemen-
tation of SuS. The issue of correctly choosing a suitable multiplier value has
gathered much interest. Consequently, a modified BUS framework has been
developed which computes the multiplier automatically. The choice of MCMC
algorithm within SuS greatly affects sample quality, model efficiency and
sample acceptance rate. A low sample acceptance rate results in many repeated
samples and thus low efficiency. As such this research investigates the effect of
different sampling schemes within the SuS algorithm on the performance of the
modified BUS framework for binary probabilistic classification models.

Keywords: Machine learning � Classification � Bayesian updating � Reliability
analysis � MCMC � Subset Simulation

1 Introduction

A Bayesian classification framework requires the computation of a posterior probability
distribution of a class given a data observation. Markov Chain Monte Carlo (MCMC)
[1] techniques include a popular class of methods to directly generate samples from
such a posterior distribution. An issue which stems from standard MCMC imple-
mentation is its inability to efficiently generate samples for problems with a large
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number of uncertain parameters. As such, maintaining the advantages of MCMC based
methods whilst greatly improving efficiency is highly desirable.

Viewed as an extension of rejection sampling [2], BUS (Bayesian Updating with
Structural reliability methods) [3] suggests the application of reliability methods to
Bayesian updating problems. Subset Simulation (SuS) [4] is an adaptive Monte Carlo
simulation method used in reliability engineering which is extremely efficient in esti-
mating rare events. Through the expression of the (rare) failure event F as contained in
a nested sequence of more frequent events, SuS is enabled to calculate the probability
of failure. Prior to the implementation of SuS under the BUS framework, a constant
referred to as the likelihood multiplier is required to be chosen. However, correctly
choosing the value of this multiplier has in general remained an open question.
A modified BUS [5] algorithm has been proposed which learns the multiplier auto-
matically allowing SuS to generate posterior samples.

The choice of MCMC algorithm applied within SuS is an important factor as it
dictates the models efficiency, sample quality and sample acceptance rate. Conse-
quently, the objective of this paper is to investigate the effect of different sampling
schemes within the SuS algorithm on the performance of the modified BUS framework
in a classification setting. A binary Gaussian Process (GP) classification model is
implemented on the ‘USPS’ data set [6]. The remainder of this paper is organized as
follows: Engineering reliability analysis and MCMC sampling schemes are introduced
in Sect. 2. Section 3 briefly presents the modified BUS framework. Gaussian Process
classification is received in Sect. 4 followed by numerical experiments in Sect. 5.

2 Engineering Reliability Analysis

A response variable Y which is dependent on input variables x ¼ ðx1; . . .; xdÞ may
represent the behavior of a system

Y ¼ hðx1; . . .; xdÞ ð1Þ

where d represents the dimension of the problem and hðxÞ the performance function.
One of the most computationally challenging problems in reliability engineering is
calculating the probability of failure. In this setting, the failure domain F is populated
by the output of Y which exceeds a critical threshold b.

F ¼ fx : h xð Þ[ bg ð2Þ

Let w xð Þ denote the joint probability density function (PDF) for a continuous
random variable x. The engineering reliability problem is to compute the probability of
failure P Fð Þ given by

P Fð Þ ¼ P x 2 Fð Þ ¼
Z
F
w xð Þdx ð3Þ
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In a well-designed system P Fð Þ is extremely small and thus may be viewed as a
rare event. Additionally, in a high dimensional setting it is often the case that the failure
domain is disjoint and thus sampling may prove challenging. Consequently, rare event
simulation techniques have been developed.

SuS is such a rare event simulation technique which expresses F as an intersection
of nested events. Through the expression of P Fð Þ as

P Fð Þ ¼ PðF1Þ
Ym

i¼1
PðFi jFi�1Þ ð4Þ

where F0 is a rather frequent event and Fi extremely rare. Providing that the conditional
probabilities are chosen in the correct manner, they may be made large enough so as to
be estimated by simulation means. Hence, the original rare event problem is broken
down into a series of intermediate sub-problems which define a series of intermediate
thresholds. The algorithm proceeds as follows:

where m represents the current threshold level. Let p0 2 ½0; 1� be the level probability
which in essence governs how many intermediate failure thresholds are required to
reach the failure domain F and N 2 N be the total number of generated samples. While
ns ¼ p0N 2 N governs the required number of accepted samples at each level.

SuS requires the parameters p0 and N be determined before beginning the simu-
lation. Beginning at level0, the algorithm probes the input space generating N inde-
pendent and identically distributed (i.i.d) samples by direct Monte Carlo methods.
Based on the values of Y computed by hðxÞ, the first intermediate failure threshold b1 is
calculated. The ns samples which exceed b1 from level0 are stored as seeds for gen-
erating additional samples conditional on F1 ¼ fY [ b1g at level1. For level1 a MCMC
sampling scheme is utilized to populate F1. Similar to level0 the samples which exceed
b2 are used as seeds for the next level. The generation of intermediate levels is con-
tinued in the same manner until the above stopping condition is met. The importance of
the choice of MCMC algorithm chosen will be addressed in the following section. For
more details on the implementation of SuS, refer to [4].
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2.1 MCMC Sampling Schemes

As a Markov Chain progresses, the correlation between samples increases and thus less
information may be extracted from the generated posterior samples. Consequently,
with respect to SuS, a MCMC algorithm which efficiently explores each intermediate
failure domain is highly desirable. The Metropolis-Hastings (M-H) [7] algorithm is the
most widely used MCMC approach for sampling from distributions which are difficult
to sample from directly. Although it can be extremely effective, M-H becomes inef-
ficient in high dimensions resulting in a low sample acceptance rate. Accordingly,
numerous alternative methods have been developed. The Modified Metropolis [4]
(MM) allows for the generation of samples from high dimensional conditional distri-
butions by assigning a one-dimensional proposal PDF to each proposed sample. The
algorithm proceeds as follows:

where qið� j xiÞ is a one-dimensional proposal PDF, / the one dimensional standard
Gaussian PDF and x0 the current sample state. A sample x0 is generated from qið� j xiÞ
and is either accepted or rejected based on the above criteria. This is repeated until the
stationary distribution has been reached. Stemming from MM a Delayed Rejection
Modified Metropolis (DRMM) [8] has been proposed which introduces a second pro-
posal distribution at the pre-candidate state. In the event that the initial pre-candidate
sample is rejected, a new candidate is generated from a proposal which is dependent on
the rejected sample. As a result, the number of repeated samples is reduced.

An input which greatly effects the efficiency and chain correlation of both MM and
DRMM algorithms is the choice of proposal distribution. The proposal distribution
effects both the sample acceptance rate and the transition of the Markov Chain from one
state to another. To nullify the importance of proposal choice, Subset Infinity (SuSInf)
[9] has been developed. SuSInf allows for the generated samples to be dependent on the
statistics of the current sample only. The algorithm proceeds as follows:
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where si is the standard deviation of the candidate x
0
i from the current sample x0 and

gi ¼
ffiffiffiffiffiffiffiffiffiffiffiffi
1� s2i

p
: For further details refer to [9]. This study investigates the performance

of MM, DRMM and SuSInf within the modified BUS framework for a classification
problem.

3 Modified BUS Formulation

For the sake of brevity for the remainder of this paper let the posterior distribution be
expressed as follows:

P xð Þ ¼ P�1
D L xð ÞqðxÞ ð5Þ

where L xð Þ denotes the likelihood function, qðxÞ the prior PDF and P�1
D the normalizing

constant
R
L xð ÞqðxÞdx. The modified BUS formulation [5] is an extension of the original

BUS [2] algorithm and interprets theBayesianUpdating problemas rare event simulation.
It recognizes that the probability of acceptance ðPAÞ inRejection sampling is equivalent to
the probability of failure ðPFÞ in reliability analysis when a uniform random variable on
½0; 1� is added to the sample space of the uncertain parameter which in this case is rep-
resented by x. TheRejection sampling algorithm generates a sample fromP xð Þ as follows:

1. Generate U uniformly distributed on 0; 1½ �and xwith the prior PDF q xð Þ:
2. If U\cLðxÞ; return x as the sample:Otherwise repeat step 1:

where c is a constant such that the rejection principle inequality ðcLðxÞ� 1Þ holds.
However, given that q xð Þ is from the entire sample space, PA is extremely small and
thus may be viewed as a rare event. Therefore, the modified BUS allows the application
of SuS to sample from PA where the failure domain now takes the form of a posterior
distribution. Let the failure domain of interest be defined as

F ¼ Y [ � lnðcÞf g ð6Þ

such that

Y ¼ ln
L xð Þ
u

� �
ð7Þ
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where u is a standard uniform random variable on ½0; 1�. For a choice of c such that the
rejection principle inequality holds the distribution of the samples conditional on
fY [ bg will remain unchanged for a sufficiently large b.

The natural logarithm is introduced to Y, for two main reasons. Firstly, it ensures
that Y is a well defined random variable. Secondly it allows the model evidence to be
expressed as

PD ¼ ebP Y [ bð Þ for any b[ bmin ð8Þ

This form of the model evidence results in both PD and P Y [ bð Þ exhibiting charac-
teristic trends as b increases and surpasses bmin. Thus, allowing the identification of the
level at which generated samples are distributed per the posterior.

Regarding P Y [ bð Þ, as the threshold levels increase P Y [ bð Þ goes from a slowly
decreasing function through a transition stage to an exponentially decaying function.
Where this transition takes place at bmin. Similarly, lnPD goes from a linearly increasing
function as b increases through a transition stage to remaining constant equal to lnPD.
For the sake of simplicity let VðbÞ represent lnPD. Figure 1 contains a graphical
representation of how lnP Y [ bð Þ and VðbÞ change when SuS has surpassed bmin.

Based on the above characteristic trends an automatic stopping condition may be
implemented once the algorithm detects that the transition has occurred. As SuS pro-
gresses, the number of samples generated from the prior distribution at each level
decreases before converging to zero once the posterior has been reached. Through the
expression of the probability of a sample being generated from the prior as

am ¼ Px L xð Þ[ ebm
� � ð9Þ

the stopping condition takes the form of a reliability problem that in turn may also be
solved by SuS. Seeing as am tends to zero as m increases, in reality a tolerance must be
chosen whereby once am is less than the chosen value, the simulation stops.
A flowchart of the proposed algorithm is presented in Fig. 2. Both an inner-SuS and

Fig. 1. Theoretical characteristic trends of lnPðY [ bÞ and VðbÞ:
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outer-SuS loop are taking place whereby the posterior samples are generated in the
outer and am in the inner.

4 Gaussian Process Binary Classifier

A GP model is defined by its mean and covariance functions respectively such that

GP�Nðm xð Þ; k x; x0ð ÞÞ ð10Þ

Bayesian inference in a GP classification model is performed about the latent
function f having observed data D ¼ fðyi; xiÞ j i; . . .; ng. Let f ¼ ½f1; . . .; fm�T represent
the values of the latent function, d ¼ ½d1; . . .; dm�T the model inputs and y ¼
½y1; . . .; ym�T the class labels where y 2 f�1; 1g. Often in a binary setting since neither
of the class labels is more probable the mean of the prior over f is set to zero.
A covariance function of the form k x; x0 j hð Þ, where h represents the functions
hyperparameters is combined with the zero-mean function to define the GP. Through
the application of Bayes rule the posterior distribution over the latent function f for
given hyperparameters h is expressed as

p f jD; hð Þ ¼ p y j fð Þ p f jX; hð Þ
p D j hð Þ ¼ N f j 0;Kð Þ

p D j hð Þ
Ym

i¼1
U yifið Þ ð11Þ

where U represents the continuous density function (CDF) of the standard Gaussian
distribution. Marginalizing the distribution of the latent function to predict y� from d�

Fig. 2. Flowchart for the modified BUS algorithm.
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p f� jD; h; dð Þ ¼
Z

p f� j f ;X; h; dð Þp f jD; hð Þdf ð12Þ

in turn allows the predictive distribution to be obtained by taking the expectation of the
marginal

p y� jD; h; d�ð Þ ¼
Z

p y� j f�ð Þp f� jD; h; d�ð Þdf� ð13Þ

This study computes the above posterior through the modified BUS framework uti-
lizing each of the MCMC sampling schemes previously mentioned.

5 Numerical Experiments

The USPS database presented in Fig. 3, is the digital recognition of digits on hand
written envelopes [6]. The data set consists of 10 individual classes in 256 dimensions.
A binary sub-problem from the USPS digit data is defined by considering the problem
of discriminating images showing the digits 3 and 5. The data is split randomly into
767 training cases and 773 test cases. The digit 3 is assigned the label y ¼ 1 and 5
y ¼ �1. The inputs are standardized to a zero mean and unit variance.

The covariance function chosen is the squared exponential

k x; x0 j hð Þ ¼ r2 exp
x� x0k k2
�2l2

 !
ð14Þ

where h ¼ r; l½ �; r2 refers to the signal variance and l is the characteristic length scale.
The likelihood function used is the CDF of the standard Gaussian distribution

Fig. 3. USPS hand written digit data base [10].
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U xð Þ ¼
Z x

�1
N x j 0; 1ð Þdx ð15Þ

The modified BUS framework was implemented using the three MCMC approaches
which will be referred to as BUSMM, BUSDRMM and BUSSuSInf respectively for the
remainder of this study. Each algorithm was run 1,000 times independently with
N = 1,000 and p0 ¼ 0:1. A one-dimensional proposal PDF was chosen to be uniform
on [0,1]. From Fig. 4 it is evident that there is an overall agreement between charac-
teristic trends produced. The general nature of the curves follows that predicted in
Fig. 1.

For the automatic stopping condition a tolerance of am ¼ 10�6 was set as the
threshold for the probability of inadmissibility in Eq. (9). Table 1 reveals that each
modified BUS implementation has converged to a value smaller than am at level5. Thus,
the samples generated after level5 may be assumed to be drawn from the desired
posterior. The probability of sample acceptance (PACC) at the termination level is also

(i)                                      (ii)                                          (iii) 

Fig. 4. Log-evidence of characteristic trends for 1000 samples per level using (i) BUSMM,
(ii) BUSDRMM and (iii) BUSSuSInf : Both VðbÞ ¼ bþ lnPðY [ bÞ (Top) and lnPðY [ bÞ (Bottom)
exhibit behavior which coincides with the theory. The transition in color represents each
intermediate threshold value.
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included. The computational demand is measured by Total Model Evaluations
(TME) which is the number of LðxÞ calls required to draw 1000 samples from the
posterior. As expected, BUSMM and BUSDRMM produce the same number of TME.
This stems from the repeated sample generation in DRMM occurring at the
pre-candidate state resulting in no additional calls of LðxÞ. However, they do differ in
running time as is discussed later. It is evident that BUSSuSInf has the fewest number of
TME. Regarding classification test error percentage, BUSMM has slightly outperformed
the other sampling schemes.

An interval of potential hyperparameter values was chosen for the implementation
of each sampling scheme using the GP classifier. Given that GP classifiers require a
prudent choice of hyperparameters for optimal test performance, an optimized classifier
using the modified BUSMM was also implemented using Expectation Propagation [11]
as a benchmark comparison. The parameters for SuS were set to N = 5,000 and p0 ¼
0:2 respectively. The probability of inadmissibility converged to a value smaller than
am at level6. Thus, the samples generated after this level may be used to produce
predictive latent function values f �. A contour plot of the log marginal likelihood for
both BUSMM and EP is presented in Fig. 5. It is evident that the posterior is skewed and

Table 1. MCMC algorithm diagnostics

a5 PACC TME Error %

Modified BUSMM 4:21e�08 1:1e�03 18:1 � 103 7.4%

Modified BUSDRMM 3:23e�08 1:31e�03 18:1 � 103 8.3%

Modified BUSSuSInf 1:97e�07 5:65e�04 17:4 � 103 7.6%

Fig. 5. Log marginal likelihoods produced by the modified BUS (Left) and Expectation
Propagation (EP) (Right).
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the marginal contour plots are well peaked in both cases, whilst both marginals are
producing maximums at similar locations in the posterior. In general, we would expect
log hyperparameter values which produce a high marginal value to perform relatively
well in a predictive setting.

The scaled information score, given by

I ¼ Hþ 1
2n

Xn

i¼1
1þ yið Þ log2 pið Þþ ð1� yiÞ log2ð1� piÞ ð16Þ

where n is the number of test observations, is a measure of classification performance
on the test data. The value of I may range from 0 to 1 where 1 bit indicates perfect
prediction and 0 bits random guessing. The entropy for the training set labels is given
by

H ¼ �
X

y¼�1

nytest
ntest

log2
nytrain
ntrain

� 1 ð17Þ

where nytest and nytrain denote the number of observations in the test and training data sets
repetitively with the given target class label. In this case y ¼ 1. Figure 6 contains a
contour plot for the modified BUSMM and EP. As suggested by the log marginals it is
apparent that the optimal log hyperparameters have resulted in the highest information
scores being produced. The maximum values being 0.91 and 0.89 for the
modified BUSMM and EP respectively.

Aside from the scaled information score, box plots for the misclassification rate for
1000 independent runs of both the modified BUSMM algorithm and EP using their

Fig. 6. Information scores produced by the modified BUSMM (Left) and Expectation
Propagation (EP) (Right).
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respective optimal log hyperparameter values are presented in Fig. 7. The error
threshold used for each test point was 0.5. It is evident that the modified BUSMM has
produced a smaller spread and an average error rate of 2.8%, whilst the average error
rate for EP was 3.3%. The decrease in error % for BUSMM stems from the hyperpa-
rameter optimization and the greater number of samples generated at each level. It is
worth noting the SuS parameters were varied. However, the degree of increased
accuracy did not justify the additional computational expense.

In addition to the two algorithms discussed thus far, both Laplace approximation
and standard MCMC were also applied to the USPS data set. Given that the posterior
appears to be skewed, the Laplace approach performed extremely poorly in terms of
prediction whilst as expected MCMC proved to be extremely expensive in terms of
computational time. It is worth noting that all methods were applied to an additional
data set, namely the Ionosphere which occurs in 34 dimensions. Results obtained
coincided with those presented above, however they are not included in this paper [12].

Regarding computational efficiency, each algorithm was run 1000 times indepen-
dently using their respective optimal log hyperparameter values. The mean running
time on each data set was recorded � the time variance. The results are presented in
Table 2. It is evident that in both instances EP runs quicker than the modified BUS
framework. As expected both running times increase in the higher dimensional
example, however, the extent of this increase may be worth noting. EP increases by
over 400% whereas the average increase across each modified BUS approach is 66%.
As previously discussed, the difference between the running times for BUSMM and
BUSDRMM stems from the additional pre-candidate step in DRMM. Whilst we
acknowledge that this computational efficiency comparison is heavily dependent on the
computer used and the extent to which the code is optimized, this result may justify
future research into whether the general modified BUS framework is a viable

Fig. 7. Misclassification of GP model based on 1000 independent runs of the modified BUSMM

framework (Left) and EP (Right).
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alternative to traditionally used deterministic methods in a high dimensional setting in
terms of computational efficiency.

6 Conclusion

This paper has presented an overview of MCMC sampling schemes implemented under
the modified BUS framework in a classification setting. Whilst differing in theoretical
groundings it is apparent that each algorithm performed comparably well in terms of
computational expense, number of intermediate levels and classification error rate.
However, in terms of computational efficiency it appears that BUSSuSInf may prove
most suitable in higher dimensions. Additionally, from the comparison with EP in
terms of scaled information scores and misclassification error rates, the framework
appears to produce similar results. The difference in increased computational times may
justify future research into whether the general modified BUS framework is a viable
alternative to deterministic methods in high dimensional settings in terms of compu-
tational expense.
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Abstract. Recommendation systems are recognised as being hugely
important in industry as shown by Amazon and Netflix, and the area
is now well understood. However, most recommendation systems are
not optimised for the news room environment. At News UK, there is
a requirement to be able to quickly generate recommendations for users
on news items as they are published. However, little has been published
about systems that can generate recommendations in response to changes
in recommendable items and user behaviour in a very short space of
time. In this paper we describe a new algorithm for updating collabo-
rative filtering models incrementally, and demonstrate its effectiveness
on clickstream data from The Times. We also describe the architecture
that allows recommendations to be generated on the fly, now used in
production for The Times and The Sun, and how we have made each
component scalable.

Keywords: Recommendation systems · Real-time · Text mining

1 Introduction

In 2014 News UK completed a refresh of its data platforms and brought this
process in-house. Now that we had greater access to our data we wanted to pro-
vide our customers with a premium digital experience based on their individual
habits and behaviours. Other competitors in the market offer this, and we believe
it will help us improve engagement and reduce churn. There are a number of
products in the market that attempt to achieve this, however, we required a plat-
form that was able to adapt to the constant changing news cycle and not centred
around evergreen or e-commerce data. The decision was made to develop a plat-
form tailored to our unique business models. We have two major News Titles
with two different business models, The Times & The Sunday Times and The
Sun. On the Times, we are in the unique position of knowing a lot about our
users, their behaviours, their preferences and their level of engagement with our
products due to the digital product suite being behind a paywall. The Times &
c© Springer International Publishing AG 2017
M. Bramer and M. Petridis (Eds.): SGAI-AI 2017, LNAI 10630, pp. 264–277, 2017.
https://doi.org/10.1007/978-3-319-71078-5_23
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The Sunday Times currently has over 400,000 subscribers. The Sun is a brand
that is going for major reach across all of its products; since removing its paywall
last year it has become the second largest UK newspaper [8].

The platform we designed is intended to improve the numbers above and
increase retention by employing personalization techniques where it makes sense
for users. We want to maintain the current editorial package, but use the infor-
mation we have at our disposal to present content relevant to the user, which
provides a more engaging product experience.

Our paper is structured as follows. In the remainder of this section we out-
line related work, our approach and the datasets used. In Sect. 2 we describe
the algorithms we used and the offline evaluations we performed. This includes
the major contribution of this paper, a novel algorithm for updating collabo-
rative filtering models incrementally. In Sect. 3 we describe our evaluation, and
in Sect. 4 we give our results. We show that the incremental approach works as
well as non-incremental under the right conditions. In Sect. 5 we describe the
architecture of our system, concluding in Sect. 6.

1.1 Related Work

Diaz-Aviles et al. [3] describe an algorithm for real-time recommendations called
Stream-Ranking Matrix Factorization (RMFX) in the context of recommending
for social media. This performs matrix factorization and ranking of recommen-
dations on streaming data. However their system requires specifying the set of
users and items in advance, which is not appropriate in our setting where we
must handle new users and items (in our case new articles) all the time.

The xStreams system of Siddiqui et al. [9] does handle new users and items,
however it does not incorporate the matrix factorization algorithms which pro-
vide the current state-of-the art recommendations.

The system used for real-time recommendations on YouTube is described by
Covington et al. [2], which uses a sophisticated deep-learning model built on
TensorFlow [1]. However the focus of the paper is on the deep learning model
used rather than the real-time aspect of the system.

1.2 Approach

Our approach has been a pragmatic one. We performed an offline evaluation
of a number of standard approaches to recommendation generation. We then
chose the best performing systems to implement in production. Whilst the only
way to be confident that a recommendation is providing the desired benefit is
to measure its impact on relevant metrics in on online test, the advantage of
an offline experiment is to gain confidence that the algorithms being used are
likely to do better than the baselines, and to allow us to iterate quickly. The
initial requirement for recommendations was to send an email to users once a
day with personalised recommendations. Our first implementation precomputed
recommendations for all users. These were then sent to users via email at a
preconfigured time. We found that it took a long time to precompute and store
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the recommendations for all users: with a Spark cluster of forty machines, the
recommendations could take up to half an hour to generate.

We decided to re-architect our system when we were tasked with building
a system to serve recommendations on demand for The Times and The Sun
websites. In particular, for The Sun, new content is generated throughout the
day, and we wanted that content to be recommendable as soon as possible. In our
new architecture, we no longer precompute recommendations. Instead, models
are updated continuously as new information about users is received. The models
are stored in a database that allows them to be very quickly retrieved, and
recommendations are generated at the point that they are needed via an HTTP
request to our API.

This approach not only means that recommendations are always up-to-date,
but also means that we do not need to generate and store recommendations for
all users, a process which is both time and space intensive.

1.3 Datasets

We collected ten days’ worth of Times user behaviour from web logs. For each
pair of user and item, we collated the user events as follows:

– Dwell time: this was estimated based on time between subsequent clicks. If
the time between subsequent clicks by the same user was less than 30 min, it
was assumed that the user spent that time on the first item clicked on. Thus
the last item clicked on by a user would never receive a dwell time event. In
the long term, we plan to have more accurate measures of dwell time.

– Shares: the number of times that the user shared the item.
– Comments: the number of times the user commented on the item.

These data were translated using a simple rule to determine whether or not
there was an implicit expression of interest in the item by the user. We call
such interactions “significant”. We defined a significant interaction to be a dwell
time of more than ten seconds, or any positive number of shares or comments.
Reducing the data to this simple binary signal simplified the choices we had to
make in designing and evaluating the algorithms. We plan to investigate more
sophisticated possibilities in future work, for example, determining what is a
significant action differently for each user.

2 Algorithms

We evaluated two recommendation algorithms, one collaborative in nature and
one content based, and two baselines that we wished to improve upon: global
popularity ranking and randomly chosen articles. The first chooses the articles
that have the highest number of significant actions in the training set, and the
second chooses from articles seen in the training set at random.
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Fig. 1. Incrementally updating a collaborative filtering model. Each batch is a streamed
collection of user actions. The positive integer k is a parameter of the underlying col-
laborative filtering algorithm specifying the dimensionality of the factorization. The
matrices X, Y and R are built from dictionaries of ratings, users and items by defin-
ing an order on users and items and iterating the maps in that order. The function
LatentFactorUpdate updates X and Y from R using the underlying collaborative fil-
tering algorithm.

2.1 Incremental Updates for Collaborative Recommendations

Our main contribution is an algorithm for updating collaborative models
incrementally, described in Fig. 1. In theory, the model could work with any
collaborative filtering algorithm that allows user and item vectors to be updated
from some initial state.

The algorithm is based on the observation that in collaborative filtering algo-
rithms that decompose a matrix into products of latent factors, the set of users
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Fig. 2. Depiction of the matrix factorization algorithm, and how a user can be added
or removed by adjusting the matrices. The matrix at the top depicts the matrix of user
preferences, with users in rows and items in columns. This is approximately factored
into two matrices, one for items and one for users. Removing a user from the preference
matrix results in removing the corresponding row in the users matrix. In our algorithm
we do the converse by adding a randomly initialised vector to the users matrix along
with the user’s actions to the preference matrix.

and items under consideration can easily be altered by adding or removing rows
or columns from the matrices (see Fig. 2). It works by processing batches of user
actions, updating the vectors only for users in each batch. We found that it
was necessary to keep track of all user actions performed to date; for each user
in the batch, we retrieve these actions and perform a model update using the
underlying collaborative algorithm.

Some concerns when implementing this algorithm are:

– determining the size of the batch: if batches are too small, the algorithm does
not work reliably. This was mitigated by adding in some randomly chosen
users if there were not enough in the batch. The number of users needed in
the batch was determined empirically.

– processing batches in parallel: if the level of parallelism is too high, the algo-
rithm does not converge to an optimal solution.

Storing and retrieving user actions and user and item vectors becomes a
major concern when implementing this algorithm at scale. Most of our effort has
been around designing an architecture to do this reliably, described in Sect. 5.

2.2 Algorithmic Complexity

Keeping the model constantly up-to-date comes with an associated compu-
tational cost. Let f(n) be a function describing the time complexity of the
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underlying matrix factorization algorithm, where n is the number of user-article
pairs in the dataset, i.e. the number of non-zero entries in the matrix. Our algo-
rithm splits the n datapoints into batches of size b. In the worst case (when there
is a very small number of users), all the data from the previous batches needs
to be included in each batch. Thus the complexity is

O(
n/b∑

i=1

f(ib))

In the case where f is linear, this becomes O(n/2 + n2/2b) = O(n2/b). Making
b bigger mitigates the additional cost, and if b = n we recover O(n) complexity.

2.3 Collaborative System

The collaborative filtering algorithm we use for the latent factor update step is
based on an approach to implicit feedback datasets [5]. This suggests an alter-
native to treating a rating matrix R as a set of explicit ratings given by the user.
Each value is considered as a rating together with a confidence in that rating.
In their scheme, items with a low rating are given a low confidence.

The implementation we use makes use of conjugate gradient descent to per-
form the updates [10]. This is a faster algorithm with time complexity O(nEk2)
where E is the number of iterations and k the number of latent factors. The
original algorithm has cubic time complexity with respect to k [7].

Intuitively, it makes sense to consider algorithms for implicit feedback. This
approach is in theory perfectly suited to our case, since we have only implicit
signals of interest in articles from users and no reliable signal that the user is
not interested in an article. Thus, if we know that a user has shared an article
or read it for five minutes, we can be fairly confident that the user is interested
in it. However, if the user did not read the article we can be much less certain
that the user is not interested in it. In order to verify this hypothesis, we per-
formed some initial experiments in which we found that algorithms designed for
implicit signals gave much higher accuracy on our datasets than those designed
for explicit signals.

We used Ben Frederickson’s open source implementation1 which is written in
Python and Cython, which compiles to C. The library makes use of the low-level
BLAS library for vector operations, which makes it very fast.

On top of this, we implemented the weighted regularization scheme described
in [11] in the Cython version of the library, which we found provided a modest
improvement in accuracy in our preliminary experiments.

The algorithm assumes that for each user u and item i we have values
pui ∈ {0, 1} which describes whether or not the user has implicitly expressed
a preference for the item and cui ∈ R that expresses our confidence in the user’s
preference for that item [5]. These values are assumed to be derived from the
implicit rating rui given by the user for the item in such a way that pui = 1
1 https://github.com/benfred/implicit.

https://github.com/benfred/implicit
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if and only if rui > 0, and cui = 1 if and only if rui = 0, with cui > 1 other-
wise. One suggestion is that cui = 1 + αrui for some parameter α to be tuned.
The intuition behind this is that items for which we have no information from a
user are treated as a negative signal with low confidence, while implicit signals
from a user are treated as a positive signal with higher confidence. In practice,
the values are chosen to have this form to make the vectors in the intermediate
computations sparse.

Given these matrices, the goal is to learn vectors xu for each user and yi for
each item such that we minimize the following:

min
x∗,y∗

∑

u,i

cui(pui − xT
u yi)2 + λ

(
∑

u

nxu
‖xu‖2 +

∑

i

nyi
‖yi‖2

)

where λ is a regularization constant and nxu
and nyi

are the number of non-zero
entries in the vectors xu and yi respectively. This is solved using the conjugate-
gradient approach described in [10].

In the experiments we report here we used a dimensionality of 50 for the
factor vectors; we found this worked well in initial experiments.

2.4 Content-Based Learning to Rank

The content-based system is based on the Learning to Rank model [6], which
treats the task of ranking pages as a supervised learning problem. We consider
two “classes” of articles: those that interest the user and those that do not. Since
we do not make use of any explicit signals from users, for the purpose of training
a model, we identify these two classes with the following sets of articles:

– The “positive” articles are those that the user has had a significant interaction
with.

– The “negative” articles are a random sample of articles that the user has not
interacted with at all.

For each user, we train a logistic regression model on this data and use it to
rank articles as to their likelihood of being of interest to the user.

Implementation Details. We use the Liblinear implementation [4] of the
logistic regression algorithm, and perform a search on the cost parameter for
each user, considering costs of 10, 20 and 50, having found that costs below
this range are rarely optimal. We perform cross validation on the training set,
choosing the value that gives the highest F1 score.

Features. We use the following features (see Fig. 3):

– The name of the article section,
– Each term in the “author” text,
– Each term in the article title and body.



Algorithms and Architecture for Real-Time Recommendations at News UK 271

Fig. 3. A Times article showing the features used for training the content-based system
(outlined).

All text is tokenized and lower-cased and a simple stop-word list is applied, but
no stemming or lemmatization is performed. Tokens from each type of feature
(section name, author text and title and body text) are distinguished by adding a
unique prefix for each type. Features are treated as binary variables as is typical
in document classification. This means we look only at the presence or absence
of a feature, rather than counting occurrences.

Feature Selection. We experimented with a variety of feature selection meth-
ods, but found the following simple approach worked the best. We train a logistic
regression model using all features, then take the top 2,500 and bottom 2,500
features (those with the highest and lowest coefficients) from the learnt model,
and set the remaining coefficients to zero. This has the advantage of giving us a
sparse model, which helps to generate recommendations quickly since the model
is smaller, but also seems to provide a marginal improvement in recommendation
quality.

Selecting Random Articles. We found that when the ratio of irrelevant to rel-
evant articles was too high, the learning algorithm became unreliable. Restricting
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the number of negative articles to at most five times the number of positive
ones provided a good compromise, representing the underlying imbalance in the
dataset whilst still keeping learning reliable.

Boosting Popular Articles. We found that the content-based system alone
performed poorly compared to the global top items baseline. Boosting the rank-
ing of popular items lead to a significant increase in our evaluation metric. To
do this, we computed a score

sui = pui(fi + β)

where pui is the probability output by the logistic regression model for user u
and item i, fi is the number of users that have a significant action for item i
and β is a smoothing value which we set at 10. The smoothing value allows for
items that have no significant actions to still be recommended.

3 Evaluation

3.1 Evaluation Metrics

The offline evaluation method we have been using has been designed with the
following in mind:

– Make the evaluation representative of how the system will be used in practice
– Design the evaluation so that all types of algorithm can be compared
– Make the evaluation metric intuitively simple

These considerations rule out the normal metrics that are used for example
in evaluating matrix factorisation algorithms, since we also want to be able to
evaluate classification based approaches. In our first application, we send out an
email containing 10 recommendations to users. For this reason we have opted
for the “precision at 10” metric.

3.2 Evaluation Procedure

The data consists of (user, article, interactions) tuples, where “interactions”
consists of all interactions that a user has had with that article, including dwell
time, comments and shares. We split these data randomly into a training set
consisting of 80% of the data, and the remaining 20% is held out as a test set.
We then train a model on the training set, generating recommendations for each
user from articles seen in the training set. For each user we take the top ten
recommendations excluding items that occur in the training set for that user,
and count the proportion of them that occur for that user in the test set. This
is averaged over all users to get the mean precision at 10 score.
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4 Results

Results for the systems we evaluated are shown in Table 1. Only the collabora-
tive system was significantly better than the Global Top Items baseline. Figure 4
shows how the precision at 10 score varies with batch size. For batch sizes over
10,000 there is no significant increase in the score. Using a single batch is equiv-
alent to training using the underlying collaborative filtering model; since the
score is not significantly different to training with batches of 10,000, it is clear
that our incremental approach works, at least with the set-up we have chosen.
In initial experiments, we also found that the batch size needed is dependent
on the dimensionality of the learnt factors: the higher the dimensionality, the
larger the batch size needed to avoid harming the score. One limitation of our
approach is that the batch size will need to be tuned for each dataset once an
appropriate dimensionality has been chosen.

Figure 5 shows how the score is affected by processing multiple batches in
parallel. As long as the total number of data points being trained simultaneously
(the batch size times the number trained in parallel) is much less than the total
dataset size, the score is not significantly affected.

Table 1. Precision at 10 on the held out test set for the systems and baselines we
considered.

System Precision at 10 Standard error

Random baseline 0.0056 0.0008

Global top items 0.0276 0.0021

Content 0.0281 0.0021

Collaborative 0.0750 0.0043

Fig. 4. Precision at 10 with batch size. Fig. 5. How precision at 10 is affected
by the number of batches that are
processed in parallel, for a batch size
of 100,000.
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4.1 Performance

Tests were created to verify the different performance levels of the Recommen-
dation Engine in terms of the number of concurrent clients, how old the recom-
mended assets could be and how many containers were deployed at the same
time (horizontal scalability). We selected Jmeter as the tool to run these tests
given its simplicity for creating different scenarios.

Table 2. Real-time performance results for our system using eight containers for each
recommendation algorithm and thirty concurrent clients.

System Users/sec Average latency (ms)

Collaborative 663 382

Content 412 690

Top articles 305 86

Results are shown in Table 2. Latency for content-based recommendations is
higher because the model size (sparse vectors with up to 5000 non-zero dimen-
sions) is much greater than for the collaborative system (in this test the vectors
were 200 dimensional dense vectors); the majority of the time is spent transfer-
ring the model from Bigtable to the cluster. Top article latency is low because the
top articles can be cached between subsequent requests, and all that is needed
is to retrieve and exclude seen items for the user.

5 Architecture

Our focus on the architecture was to provide a base structure where the collab-
orative and content based algorithms had enough resources to ingest and train
the data with minimum delay and maximum scalability. Although intended to
be used initially on The Times and The Sun, the engine needed to be product
agnostic and with delivery model of Software as a Service (SaaS), where a single
deployed version of the application is used for all customers.

Given these requirements, each component had to be designed to be hori-
zontally scalable to support huge amounts of data without increasing the rec-
ommendation serving latency and freshness. For that, we used a containerised
architecture with Docker and Kubernetes to allow easy control of the scalability.
Data stores would also have to cope with these variations on the amount of data
and be able to scale up and down.

PubSub was used for data ingestion since we can guarantee that all messages
are processed using its acknowledgment model and we can configure its band-
width quota as needed, although the default of 100 mb/s should be sufficient.
Bigtable was selected as the main storage for being a massively scalable NoSQL
database with low latency and high throughput. It stores all the user actions,
user models and asset models.
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Clients of the engine typically will query for the latest recommendations,
including the last few hours or days, but we also wanted to support cases where
they would need recommendations for much longer periods. Because of that, it
was not feasible to load thousands of models from Bigtable, which sits outside the
cluster and has much more limited bandwidth compared with the cluster’s inter-
nal speed. We created a cache component that would run inside the cluster and
initialise all existing recommendable assets models from Bigtable. Each serving
API also had its own short-lived in-memory cache for further optimisation.

Fig. 6. The major components of our real-time architecture.

All the components of the Recommendation Engine can be divided into four
layers (see Fig. 6):

– Data gathering: collection of user actions and content from our online publi-
cations to send to PubSub.

– Data ingestion: messages from PubSub are processed and stored in the engine.
User actions are stored in Bigtable and feature extraction is performed on
article content.

– Data training: use collaborative and content based algorithms to train the
ingested data and store the resulting models.

– Recommendation serving: APIs to generate recommendations using query
parameters and previously generated assets models and user models.

New algorithms can be incorporated into the Recommendation Engine by
creating components fitting into the training and recommendation serving layers.

6 Conclusion

We have described a novel algorithm for incrementally updating collaborative
filtering models. We demonstrated its effectiveness in an offline evaluation and
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described the conditions under which the incremental update works reliably for
our dataset. We also described the architecture which allows us to perform real-
time recommendations. This system is in use in production for The Times and
The Sun, increasing user retention and opening up a world of possibilities for
product enhancements.

In future work, we hope to combine our content-based and collaborative
systems. In our ongoing online tests measuring click-through rates on recom-
mendations, we have found that for some users, content-based recommendations
seem to be more effective, while for others, the collaborative filtering recommen-
dations give higher click-through rates. We would like to be able to give the best
recommendations possible to each user, so we may try and learn which system
works best for users, perhaps using a multi-armed bandit approach. We will also
investigate hybrid recommendation techniques.

Acknowledgments. Many thanks to Dan Gilbert and Jonathan Brooks-Bartlett for
feedback and support.
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Abstract. Complex businesses often have complex interactions with
their customers. In this paper we describe the customer contact journey
method of analysing these interactions. We introduce a predictive model
created by BT that is able to predict with high accuracy the potential
outcomes of customer journeys. A method to use a predictive model to
streamline customer interactions using case management techniques and
issues relating to the implementation of that model into production are
discussed.

Keywords: Customer journey · Prediction · Case study · Machine
learning

1 Introduction

It is inevitable in a large and complex organisation that sometimes business
processes will not complete as expected. The causes of such failures are not
always foreseeable. In these cases it is incumbent on the organisation to proac-
tively resolve each issue, or for the customer to contact the organisation if the
issue becomes evident to them. Dealing with customer issues can be a complex
and time consuming endeavour which is compounded by potential organisational
and infrastructural barriers.

In this paper a model for reasoning about the effort required by customers
and organisations to resolve issues is discussed, and a predictive model which
is used to improve the customer experience in these cases is introduced. The
performance of the predictions produced by the model is then examined from
both a scientific and business perspective.

1.1 Background

BT is a very large organisation. Hundreds of thousands of people interact with
the organisation to a greater or lesser degree each month. These interactions can
take on many forms from calls into contact centres to automated SMS messaging.
For the purposes of this paper the definition of an interaction is as follows:

Definition 1. An interaction is defined as one instance of a human agent being
deployed to work on behalf of a customer of the organisation. eg. a contact centre
agent taking an inbound call.
c© Springer International Publishing AG 2017
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There are many types of interactions that are possible for an organisation to
undertake given this definition. For example:

– Telephone Calls
– E-mail
– SMS
– Online chat (aka. eChat)
– Offline.

Each of these types of interaction requires effort, both effort expended by
the customer and effort expended by the organisation. Offline interactions are
particularly noteworthy as they involve effort on behalf of the organisation but
do not involve the customer directly, so no customer effort is accumulated.

1.2 Customer Contact Journeys

Interactions with an organisation can be observed and analysed individually,
but can also be grouped together in what is known as a customer journey. A
customer journey can be defined as:

Definition 2. A customer contact journey is defined as the sequence of inter-
actions undertaken by the customer in a coherent sequence. The contact journey
begins with the first interaction (if the customer does not currently have an active
journey) and closes when the customer has not needed to interact with the organ-
isation for 28 days.

Examining the customer experience in terms of an entire customer contact
journey can be very helpful when looking for opportunities to improve. It is
sometimes the case that customer interactions do not occur in isolation. For
example, a customer placing an order would receive two or three follow up SMS
messages regarding order status which form part of the same journey. A further
example of a customer contact journey can be seen in Table 1.

Table 1. An example customer contact journey

Seq. no. Day no. Contact type Customer effort Org. effort

1 1 Inbound call 400 300

2 5 Inbound call 100 300

3 6 SMS 60 60

Total 560 660

There are a number of metrics can be calculated using the customer contact
journey methodology to report on the performance of the organisation. One
might calculate the average number of contacts in a journey, the average amount
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of effort expended on journeys, or the number of calendar days between the start
and end of the journey.

One metric used inside the organisation is the cumulative effort expended on
the journeys. An example of this calculation for one journey is included in the
journey example in Table 1. This metric is used to measure organisational effi-
ciency. If the amount of effort in customer journeys is low, then the organisation
is easy to do business with, if high then the opposite is true.

1.3 Identifying Sub-optimal Journeys

Unfortunately not all customer contact journeys flow as smoothly as the organ-
isation would like. It is sometimes necessary for multiple interactions over a
number of days or weeks to be required to fully resolve an issue. Extended cus-
tomer journeys are a key cause of customer dissatisfaction.

One tactic that can be used to streamline these customer contact journeys
is that of case management. A case management process removes customers
from the usual process after some trigger and assigns them to a specialist case
management team for investigation by experts. Identifying the trigger at which
to move customers into case management is now a key issue. If customers are
moved too early then the case management team would become overwhelmed,
if the customers are moved too late then potentially avoidable dissatisfaction
remains.

A simple strategy would be to define an effort threshold at which journeys
would be assigned to a case manager. It may be difficult however to find the
appropriate point at which customers should be moved into case management.
Using a fixed threshold also does not account for the actual state of any journey.
For example, a customer falling 30 seconds shy of the threshold would not be
case managed even though any subsequent contact would almost certainly put
them over the threshold.

Using machine learning, it is possible to improve process of selecting cus-
tomers for case management by predicting the likelihood of a customer exceed-
ing the threshold after (or during) each interaction. Rather than using a fixed
effort threshold, instead the organisation can use a confidence threshold. This
means that customers that are more likely to exceed the threshold are treated
immediately rather than waiting for a threshold breach. Moving the customers
into case management earlier would improve the customer experience by giving
them the support they require earlier, and would improve operational efficiency
by deploying customer service agents more effectively.

Specifying the confidence threshold at which to treat customers is under-
pinned by business strategy. The key balance is between the relative importance
of customer experience, cost control and operational capacity. In order to guide
the operational managers in selecting an appropriate decision threshold, an inter-
active tool was built. Further detail on this is given in Sect. 5.1.
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2 Data

Given the objective of this modelling exercise is to be able to predict when a
customer is likely to breach the case management threshold, data specifying the
current state of a customers contact journey is needed. There is a wide variety
of such data available concerning both individual interactions, and the current
state of the journey. This includes items such as:

– The employee details of the contact handler.
– The date/time the interaction started and ended.
– The number of interactions so far in the contact journey.
– The customer effort associated with the interaction (seconds).
– The organisations effort associated with the interaction (seconds).
– The cumulative effort so far in the contact journey.

The interaction data can be further augmented using additional information
that is known about the customer and their account. Further, it is possible to
compute fields that relate to the history of this customer. Historical fields are
particularly interesting when examining the links between particular behaviour
patterns and the resulting customer experience. Examples of these more general
fields might be:

– Which services are currently active on the customers account?
– How many service requests has the customer raised within the last x days?
– Has the customer had an open order in the last x days?
– What was the value of the customers most recent bill?
– How long since the customer last raised a complaint?

The challenge, given the wide variety of data available, was to discover the
particular combination that produced the best performing classifier. The pro-
duction of the classifier itself is discussed in the following section (Sect. 3).

A number of the fields required preprocessing to be suitable for the classifiers
in SciKit Learn [4], in particular the classifiers in SciKit require numeric input
so categorical variables must be converted into an appropriate representation (in
this case One-Hot Encoding was used).

For date fields, such as date of the customers last order, the situation is less
straightforward. As we are looking for a situational prediction, data specifying
the date relative to the current position is relevant in addition to data about the
absolute date. Therefore date fields, where included, were decomposed into the
following fields:

– Day of the week (One-Hot encoded)
– Hour of the day
– Days since the start of the journey
– Days since the previous contact
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It was also vital to sanity check the availability of the attributes. For example,
it would not have been possible to make predictions based on the customers
current service mix, if that service mix was only updated weekly. The list of
attributes used in the final model are given in the following section (Sect. 3).

An additional complication in this case was that the input data was not
evenly split between the two classes. Those journeys that exceed the threshold
for case management are a very small percentage of the overall volume. This
complicates the modelling process as small increases in the false-positive rate
would have a very large impact in the number of cases being unnecessarily sent
into case management (therefore increasing cost). In this case, a model with a
low false-positive rate but a lower true-positive rate was to be preferred, to one
with higher values for the false positive and true positive rates.

3 Learning the Model

The broad aim for this modelling process was to keep the resulting model as
simple as possible to ease deployment. Therefore the modelling process started
with logistic regression as the technique of choice. Logistic regression allows the
resulting model to be easily expressed as a single formula. If no appropriate
logistic regression model were found then more complex techniques would have
been considered, however this was not necessary. Jupyter notebooks [2] were
used to record and perform the analysis. The use of notebooks allowed the code
performing the analysis and the explanatory rationale to be kept together and
stored for later reference.

The modelling process itself was conducted by first considering what pieces
of data were hypothesised to have a predictive benefit. Next, each set of possible
predictive attributes were tested and the resulting model evaluated. Finally,
combinations of the best performing attribute sets were considered to see if
higher performance could be achieved. Ensemble techniques were not considered
for this modelling task.

For each group of attributes the modelling process was as follows:

1. Run SQL queries that extract the customer contact journeys from the ware-
house

2. Run SQL queries to extract the additional data required by the current
hypothesis

3. Process the categorical and data fields into encodings appropriate for SciKit
[4] (using Pandas [3])

4. Join the results of the SQL and preprocessing into an input set for SciKit
(using Pandas)

5. Run cross val predict with a LogisticRegression classifier from SciKit
for initial results using 3-fold cross validation

6. If promising, train the model of data from the first week of data and test
against following weeks to ensure the model is stable over time

7. Evaluate the model performance.



Customer Contact Journey Prediction 283

After the hypotheses were tested a suitable model was found. The perfor-
mance of this model is discussed in Sect. 4. The attributes of the selected model
were as follows:

– Organisational effort on this interaction (scaled 0–1 as 0-threshold)
– Index of the interaction in the journey (indexed from 1)
– The running sum of the organisational effort to this point in the journey

(similarly scaled)
– A 0/1 flag indicating if the customer had a telephone service at the start of

the journey
– The age of the telephone service at the start of the journey (or zero if none)
– A 0/1 flag indicating if the customer had a broadband service at the start of

the journey
– The age of the broadband service at the start of the journey (or zero if none)
– A 0/1 flag indicating if the customer had a TV service at the start of the

journey
– The age of the TV service at the start of the journey (or zero if none).

All of the other hypotheses or combinations thereof produced a weaker model
and so were discarded in favour of the model produced by the above listed
attributes. This has the advantage of being relatively small, and therefore easy
to encode in a formula. An additional advantage is that is depends on information
which is easily available in production with no complex preprocessing necessary.

4 Evaluating the Model

The modelling process continued until a suitable set of attributes were dis-
covered. Evaluating the model to determine suitability involved examining the
model performance from two sides. First, the performance of the model on each
interaction and second the performance of the model in terms of the each cus-
tomer journey. Considering the performance of the model on overall journey was
essential as that maps directly to key organisational performance metrics.

4.1 Performance on Interactions

The SciKit Learn classification report showing the classification performance for
the model considering each interaction independently is shown in Table 2. An
Receiver Operating Characteristic (ROC) curve and a Precision-Recall curve are
shown in Figs. 1 and 2 respectively. The Area Under Curve (AUC) value is 0.79.

4.2 Performance on Journeys

In terms of the organisational context for this model, performance at the journey
level was more important than performance at the interaction level because that
is where the business benefit would be accrued. The performance of the model
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Table 2. Classification report for journey level predictions

Precision Recall F1-score Support

Under threshold 0.82 0.95 0.88 583358

Over threshold 0.62 0.26 0.37 170702

Avg/total 0.77 0.80 0.76 754060

Fig. 1. AOC curve for the prediction results on individual interactions.

Fig. 2. Precision-Recall curve for the prediction results on individual interactions.
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at the journey level was calculated by aggregating a data frame using pandas
which contained the input data and the predicted class.

For example, if a journey which exceeds the threshold (Class 1) has the
confidence for Class 1 after each interaction of 0.1, 0.2, 0.6 & 0.8 and the decision
threshold is set at 0.5 the predictions are 0, 0, 1, 1. Considered at the interaction
level, the accuracy of the model is 50%. To calculate the performance of the
model at the journey level we need only a single value, this is calculated as 1
if any of the interactions are predicted as Class 1, or 0 otherwise. Therefore in
this example, the actual class is 1 and the predicted class is 1, so the model is
accurate for this journey.

Once all journeys have been aggregated similarly the result was a pandas
data frame containing the following:

– The ID of the journey (used for grouping only)
– The effort incurred at the point of the first Class 1 prediction
– The total effort in the journey
– The index of the interaction at which the first Class 1 prediction was made
– The total number of interactions in the journey
– The aggregated prediction
– The actual class

Table 3. Classification report for journey level predictions

Precision Recall F1-score Support

Under threshold 0.98 0.94 0.96 1006410

Over threshold 0.58 0.84 0.69 97690

Avg/total 0.95 0.93 0.94 1104100

Fig. 3. AOC curve for the prediction results on complete customer journeys
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Using the aggregated prediction and actuals from the data frame produces
the classification report shown in Table 3. ROC and Precision-Recall curves for
the model are shown in Figs. 3 and 4. The Area Under the Curve value is 0.95.
In addition, the potential effort and interaction savings can be calculated by
summing the difference between the first-prediction value and total values for
the respective columns. How the business chooses to operate the predictive model
will limit how much of that benefit may be achieved.

Fig. 4. Precision-Recall curve for the prediction results on complete customer journeys.

The estimated business benefits of running this model are substantial but
unfortunately cannot be reported here due to commercial confidentiality.

5 Route to Production

Extensive change control processes surrounding key systems used by the organi-
sation for customer interactions presents a key challenge to putting models into
production. Methods which could provide a prediction on top of existing ware-
house and reporting systems would be present an easier route to production than
those requiring additional software or changes to strategic systems.

Logistic regression techniques are very amenable to such an approach because
a simple SQL statement that applies the model to an input set can be produced
easily from the model intercept and co-efficients. SciKit Learn allows access to
the intercept and coefficients of a fitted model using the attributes intercept
and coef respectively. Once the intercept and coefficients are known the well-
known function for calculating probability in logistic regression models can be
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coded into the language of choice. In this case SQL was used, and an example
is shown in Fig. 5.

The SQL statement utilises a WITH clause to encapsulate the data prepa-
ration steps. The remainder of the query utilises the columns from the prepared
data and multiplies them in turn by the appropriate coefficient. These values are
then used standard formula to calculate the confidence value which an in turn
be used by the organisation as appropriate.

Fig. 5. Example code listing showing how SQL can be used to calculate a logistic
regression model

Once the implementation of the model is available, then it needs to be
inserted into the workflow appropriately. Initial implementation for this model
comprises the delivery of a list of customers likely to require treatment in the
near future to the team managers responsible for case management. The man-
agers will then be able to allocate likely customers from this list to case managers
for proactive treatment. The list will be presented as a report in the usual man-
agement information system lowering the barriers to successful use.

For an initial period the model will be used on an experimental basis. The list
of customers presented to the case managers for treatment will comprise only
part of the customer base, with a percentage of randomly selected customers
omitted from treatment. This will allow accurate statistics to be gathered on
the observed impact of the proactive case management versus the control group
who will have an unmodified experience. Performing a trial in this way will
allow the impacts of the predictive case management approach to be robustly
calculated.
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The data regarding each run of the predictive model will also be archived
into the appropriate data warehouse. This will allow extended analysis in the
coming months to discover what long-term impacts on customer satisfaction and
on customer retention can be attributed to proactive case management.

5.1 Impact Dashboard

A further key challenge to implementing the model in production is a non-
technical one. The gatekeepers for change in the customer service part of the
organisation are not typically specialist modellers or data scientists. These stake-
holders are not used to dealing with systemic uncertainty or the trade-offs

Fig. 6. Screenshot of the first page of the impact dashboard

Fig. 7. Screenshot of the second page of the impact dashboard
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inherent in the use of a predictive model. To attempt to ease this difficulty an
interactive dashboard was constructed using R [5] and Shiny [1]. The dashboard
used the model and statistics produced by the modelling process to present out-
comes calculated from historical data in business terms rather than in the usual
classification metrics.

The first part of the dashboard (Fig. 6) allows the users to investigate the
relationships between the input parameters of the model and the confidence
value that is produced. In addition the users were able to load details of recent
customer contact journeys, have the model applied, and see the output value.
This helps the users gain confidence the model is behaving in a way that is
intuitively understandable.

The second part of the dashboard (Fig. 7) allowed the users to set an expected
impact for customer experience and cost for each possible predictive outcome
(True Positive, False Positive, True Negative and False Negative). An historic
data set is provided along with the dashboard. Once the user has specified their
impact values and a decision threshold, the model is applied across the historical
data and the impacts calculated. The business user can then see the expected
business impact of operating the model in terms of measures they understand.
The expected outputs of the model were presented as the net cost impact (neg-
ative for an overall saving, positive for an overall cost), and the expected per-
centage change in customer experience (positive for improvement, negative for
deterioration).

Producing such an interactive dashboard eased the process of getting the
predictive model into production because it gives the business users who need to
provide resource or approvals the confidence to do so. Giving the stakeholders
confidence that they understand the likely impacts of the model significantly
reduces non-technical barriers to implementing the model in production.

6 Conclusions and Future Work

This paper has presented an application of a logistic regression model to the task
of improving customer contact journeys by using a machine learnt model to make
predictions about those journeys. The data and methods used for the machine
learning process were discussed as was the approach taken to move the model
into production. The performance of the model resulting from cross-validation
testing on historical data was also presented.

Many organisations have customer interface functions where customer issues
are raised and treated. Similar data to that discussed here is also often available
in those organisations. Whilst the specific case discussed within the paper and
the latter half of the attributes used in the model are BT specific, the initial
few have a very broad applicability and should be of use to other organisations
attempting similar modelling.

At the time of writing the trial mentioned in Sect. 5 has not currently started
although it will do so shortly. It is hoped that the actual results of running the
model in production can be communicated at a later date.
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Abstract. A novel application of artificial neural networks is presented
for the prediction of marathon race times based on performances in races
of other distances. For many years Riegel’s formula was used for the pre-
diction of time in running races, given the race time of a person in a
different distance. Recently, two different models which perform better
than the classic formula in the prediction of marathon times were pub-
lished in the literature. This work shows how a new approach based on
artificial neural networks outperforms significantly these recently pub-
lished models for marathon time prediction.
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1 Introduction

During the last decade, the sport of long distance running has become popular for
amateur runners. It is common for many millions of such runners to participate
in race events from 5K to a marathon each year.

Predicting how fast one can go in a future race based on performances in
recent races of other distances is important for recreational runners (but also for
elite athletes). Besides curiosity, the two main crucial reasons for the prediction
are:

– how to design a training plan (training which takes several months before a
race) based on the target race time

– what pace to follow during the race.

The latter is essential not only for achieving the desired time but also a pace
which is too quick in the beginning of a race can lead to “catastrophic” results,
especially in longer distances such as the marathon.

2 Current Approaches for Race Time Prediction

For many years the Riegel formula [1] has been used to predict race times based
on a recent race time in a different shorter distance. There are many time pre-
dictors available on the Web, e.g. the web page of the well known to runners
c© Springer International Publishing AG 2017
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Runner’s World magazine [2]. Most of these predictors have implemented the
Riegel formula which was considered the most accurate until very recently:

timerace2 = timerace1 · (distancerace2
distancerace1

)k (1)

where race1 is the shorter recent race, race2 is the race for which the prediction
is made and k is the “fatigue factor” typically set in the range of values of
k = 1.05 to k = 1.07, while in the case of world-class runners its value is set to
k = 1.08 [1].

Recently, two new models were published by Vickers and Vertosick [3] which
perform significantly better than the classic Riegel formula in the prediction of
marathon race times. The formulas were adopted by Runner’s World to imple-
ment a new predictor in the case of the marathon distance [4,5]. The two models
implementing the formulas are based on the prediction of a marathon race time
either using one shorter distance race time or two shorter distance race times
respectively.

In their work, Vickers and Vertosick [3], collected data for 2303 recreational
endurance runners via a questionnaire published in the news website Slate.com.
Although other studies exist for elite runners [6], the performance and race time
prediction for the recreational runners have been poorly addressed [3]. After the
validation of data from the questionnaires, there were only 493 runners who ran a
marathon and two other races of different distances (after dropping the very fast
and the very difficult races reported by the users) and these were the data used
for reporting their published results for the marathon race time prediction. All
the data are available to the public via [3] (additional File 2). The 493 runners
data include:

– N = 337 data used for training, i.e. from the overall dataset in the aforemen-
tioned file, the runners who were in group 1 or group 2 and where cohort3
was 1 (ran a marathon and two other races of different distances).

– N = 156 data used for testing, i.e. from the overall dataset in the aforemen-
tioned file, the runners from group 3 and where cohort3 was 1.

Some times reported by people answering the questionnaire were associated with
“difficult” and “fast” races. These times were adjusted in order to be more rep-
resentative of a runner’s time for an “average” difficulty race of that distance.
To do so, Vickers and Vertosick created a model to predict race velocity in
meters/sec for each race distance separately, adjusted for race difficulty (dif-
ficult, average or fast). Based on the differences in speed between average and
difficult races and average and fast races, some velocity coefficients were calcu-
lated for each race distance (marathon, half marathon, 10 miles, 10K, 5 miles,
5K). These coefficients were added to the true velocity reported by each runner,
in order to calculate the adjusted times (for more details of this see [3] and their
additional File 1 which contains the values of the coefficients). Both original and
adjusted times are included in the full dataset in the aforementioned dataset file
(additional File 2).
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The analysis in [3] showed that from all the collected data, the independent
variables which are required to predict a longer distance race time are:

1. the time(s) of recent shorter distance race(s)
2. the typical weekly mileage while training for the longer distance race.

The two models that were developed by Vickers and Vertosick for the
marathon race prediction which performed significantly better than Riegel’s for-
mula were:

Model 1

Predict the marathon race time based on a single recent race of a shorter dis-
tance:

vRiegel =
42195

timerace1 · ( 42195
distancerace1

)1.07
(2)

where timerace1 is the adjusted time for the shorter race in the case of a difficult
or a fast shorter race.

velocity1 = 0.16018617+0.83076202·vRiegel+0.06423826· typical mileage

10
) (3)

timemarathon =
42195

60 · velocity1 (4)

where timemarathon is the predicted time (in minutes) for the marathon race.

Model 2

Predict the marathon race time based on two recent races r1, r2 of shorter dis-
tances (where the distance for r2 is longer than the distance of r1:

k r2
r1

=
ln( timer2

timer1
)

ln(distancer2distancer1
)

(5)

where timer1 , timer2 are the adjusted times for the shorter races in the case of
a difficult or a fast shorter race.

kmarathon = 1.4510756 − 0.23797948 · k r2
r1

− 0.01410023 · typical mileage

10
(6)

timemarathon =
timer2 · ( 42195

distancer2
)kmarathon

60
(7)

where distancer2 is the distance of race r2 the longer of the two shorter distance
races and timemarathon is the predicted time (in minutes) for the marathon race.
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3 Neural Implementation and Results

The aim of the work described here is to develop models for the prediction
of marathon race times based on neural networks and compare them with the
current state of the art predictors described in the previous section.

The standard multilayer perceptron was used for the development of two
different predictor models in alignment with the two Vickers-Vertosick models
[3]:

– Neuromodel 1: Marathon time predictor given a recent race time of a
shorter distance

– Neuromodel 2: Marathon time predictor given two recent race times in
shorter distances.

Two different feedforward neural networks were trained based on backprop-
agation, for each of the two model cases above. In both cases, the Levenberg-
Marquardt method was used for the optimisation of the weights of the networks.

Both the training and the testing of the networks was done using the same
datasets as the ones used in [3], in order to compare the neural networks perfor-
mances directly with the Vickers-Vertosick and Riegel predictors. Thus, from the
493 data described in the previous section, the first 337 were used for training
purposes and the last 156 data for testing. In the case of the neural networks
approach, the 337 data were further divided into 294 data (the first of the 337)
for training and 43 (the last of the 337) for validation. The 294 data are used for
training which is stopped when the error on the validation set (43 data) starts
increasing.

Different topologies were tried with both 1 and 2 hidden layers with a variable
number of neurons in each, in order to determine the optimal topology for each
of the two neuromodels. The optimum topologies reported below were decided
after training all combinations of neural networks with 1 and 2 hidden layers with
5–20 neurons in each layer. Thus 16 × 16 = 256 neural networks were trained
with 2 hidden layers and 16 neural networks were trained with a single hidden
layer. Each of these networks were trained separately for 10000 times, i.e. each
of the 10000 times the network was initialised with different initial weights. The
training time for each network took only up to a few seconds on a Quad-Core
AMD Opteron 2.2 GHz machine. This iterative procedure gave the optimum
topologies described next.

3.1 Neuromodel 1

The neural network consisted of 3 inputs. The first two are the distance
distancer1 and the adjusted time timer1 for the shorter race r1. The third input
was the typical weekly mileage while training for the marathon race.

The optimised trained network used two hidden layers with 7 and 12 neurons
respectively. The prediction was the marathon race time in minutes.
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3.2 Neuromodel 2

The neural network consisted of 5 inputs. The first two are the distance
distancer1 and the adjusted time timer1 for the shorter race r1. The third and
fourth inputs are the distance distancer2 and the adjusted time timer2 for the
second shorter race r2, where distancer2 > distancer1 . The fifth input was the
typical weekly mileage while training for the marathon race.

The optimised trained network used two hidden layers with 5 and 12 neurons
respectively. The prediction was the marathon race time in minutes.

3.3 Results

The same metrics that were used in [3] were calculated for the same test data
(156 data), in order to have a direct comparison of the neural approach with the
improved Vickers-Vertosick predictors (improved in terms of performance com-
pared with the Riegel formula). These metrics were the mean square error and
the penalised mean square error. Since overestimation of a runner’s velocity is
more detrimental than underestimation (a runner who starts too slow can speed
up during a race whereas a runner who starts too fast will usually slow dramat-
ically) the penalised mean squared error is calculated so that an overestimate of
velocity has double the weight of an underestimate [3]. The two errors are shown
below:

mse =
N∑

i=1

[targettime(i) − predictedtime(i)]2 (8)

penalised mse =
N∑

i∈targettime>predictedtime

[2 · (targettime(i) − predictedtime(i))]2

+
N∑

i∈targettime≤predictedtime

[targettime(i) − predictedtime(i)]2 (9)

where N = 156 the size of the test data and all times are in minutes. In (9),
the first summation term corresponds to the overestimate of the prediction (the
time of the prediction is faster than the actual target) and thus it has the double
weight of the second summation term (the predicted time is slower than the
actual target).

Table 1 contains the errors for both the MSE and the penalised MSE for the
three approaches, i.e. the Riegel formula, the Vickers-Vertosick (V-V) with one
shorter race (model 1) and two shorter races (model 2) and the Neuromodel 1
(one shorter race) and Neuromodel 2 (two shorter races). The Riegel errors were
calculated based on the longest race time available which was shorter than the
marathon distance. A value of k = 1.07 was used for the Riegel formula. All
errors are calculated for the test data N = 156.
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Table 1. Comparison results among the Riegel formula, the two Vickers-Vertosick
(V-V) models and the two Neuromodels for marathon race time prediction (Neuro 1
and Neuro 2 corresponding to Neuromodel 1 and Neuromodel 2 respectively).

Riegel V-V 1-input Neuro 1 V-V 2-inputs Neuro 2

MSE 354.7152 227.593808 172.065806 208.289713 159.457859

Penalised MSE 1318.625974 646.096737 454.432942 524.977394 394.612895

It is clear that both the Neuromodel 1 and the Neuromodel 2 perform sig-
nificantly better than the two models recently introduced in [3], for the task of
marathon race time prediction.

4 Conclusions

The task of long distance race time prediction based on performances in races
of shorter distances is important both to recreational and elite runners. This is
because the design of an individual training plan is largely based (among other
factors) on the target race time and also because the pace which a runner follows
during a race depends on the predicted time. Given the fact that many millions
of runners participate in races every year gives extra motivation and importance
to tackle this problem by making the prediction as accurate as possible.

For many years the same formula was used for this prediction task and only
recently two new models were introduced which outperform the classic formula
previously used for marathon time prediction.

The work here shows that approaches based on feedforward neural networks
perform significantly better than these two newly introduced models.

The derived neural networks (neuromodel 1 and neuromodel 2) together with
other Matlab code and files which can be used to reproduce the results of this
paper can be found in: https://github.com/ddracopo/race-prediction.

Acknowledgements. The author would like to thank Andrew J. Vickers and Emily
A. Vertosick for making available to the public the data collected for the derivations
of their models and also for answering questions regarding their usage of the data to
derive their published results.
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Abstract. Within service providing industries, field service resources often
follow a schedule that is produced centrally by a scheduling system. The main
objective of such systems is to fully utilize the resources by increasing the
number of completed tasks while reducing operational costs. Existing off the
shelf scheduling systems started to incorporate the resources’ preferences and
experience which although being implicit knowledge, are recognized as
important drivers for service delivery efficiency. One of the scheduling systems
that currently operates at BT allocates tasks interactively with a subset of
empowered engineers. These engineers can select the tasks they think relevant
for them to address along the working period. In this paper, we propose a fuzzy
logic based personalized recommendation system that recommends tasks to the
engineers based on their history of completed tasks. By analyzing the past data,
we observe that the engineers indeed have distinguishable preferences that can
be identified and exploited using the proposed system. We introduce a new
evaluation measure for evaluating the proposed recommendations. Experiments
show that the recommended tasks have up to 100% similarity to the previous
tasks chosen by the engineers. Personalized recommendation systems for field
service engineers have the potential to help understand how the field engineers
react as the workstack evolves and new tasks come in, and to ultimately improve
the robustness of service delivery.

Keywords: Fuzzy logic � Similarity � Recommendation system

1 Introduction

Resource planning is an integral component of service chain management as it ensures
that customer commitments are met, a high quality service is maintained and that
operational costs are kept as low as possible. Increasing complexity of IT (Information
Technology), telecom and network services lead to the requirement for service orga-
nizations to operate with a large and diverse multi-skilled workforce. Such require-
ments, which occur frequently in real world, make the resource planning scenarios
challenging as the different types of services may require individual planning
approaches. However, all the approaches aim at providing a resource plan for the entire
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workforce to guarantee an optimal overall balance [1]. The challenge is twofold: firstly,
to find the right balance between the service levels delivered to the customers, and the
resource costs incurred by the business [1], secondly to find an adaptable approach to
handle the dynamic aspect of tasks plan and workforce in real world [2]. To achieve
high quality of service as well as reduce the company’s expenses, efficient resource
allocation is essential [3]. Traditional scheduling systems use all the available measures
in order to optimize resource allocation against cost and quality of service; however,
they neglect the experience and preferences of the resources [4–6].

Employee empowerment is a powerful management concept that helps improve
morale and productivity [7]. At BT, this concept has been introduced and applied to a
subset of engineers by giving them the power to choose their own tasks based on a mix
of organizations and engineers criteria using a set of real time tools. Records state that
after the introduction of these set of empowerment tools, the overall travel has been
reduced by 17% and the engineers’ utilization has increased by 10%.

Inspired by this success, we hereby introduce a fuzzy logic based personalized task
recommendation system that learns implicitly from the completed task history of
individual engineers and recommends tasks similar to their previous choices. The
proposed system tries to tackle several challenges. Firstly, it should be emphasized that
the process of recommending tasks has a different nature compared to the process
recommending products such as consumer goods, books, movies, music, restaurants,
etc. all of which can be recommended to other users. The context for task recom-
mendation is different because once a task is completed, it cannot be recommended to
other engineers. Furthermore, the evaluation of the success of product recommendation
systems differs from the evaluation of the success of the proposed task recommendation
system. The former usually rely on the available information such as ratings, feedback
or reviews explicitly given by the users. However, in our case study, we do not have
such information available to assess the success accuracy of the recommendations. In
order to overcome this shortcoming, we propose an evaluation metric along with the
proposed system.

Due to the challenging nature of the task recommendation criteria and to the lack of
available ratings/feedback data, we have chosen to exploit the linguistic advantage of
fuzzy logic systems (FLSs) that allow expert knowledge to be transparently incorpo-
rated in the design process. Furthermore, there exists a great deal of uncertainty with
regards to the diversity of the completed tasks including the duration of the task and the
location of the task as well as the frequency of the prevailing skills used by the
resources. By using an expert knowledge based FLS to calculate similarity between the
newly available tasks and the preferred completed tasks retrieved from the historical
data, it is possible to assist the task selection process of the engineers in the field and
hence improve the experience of the diverse workforce in service-based organizations.

The remaining part of the paper is organized as follows: Sect. 2 presents an
overview on recommendation systems, the usage of fuzzy logic in recommendation
systems, and existing evaluation techniques. We give the details of the proposed fuzzy
logic based personalized recommendation system as well as the proposed evaluation
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metrics in Sect. 3. The experiments and results are explained in Sect. 4. Finally, Sect. 5
presents the conclusions and future work.

2 Related Work

With the increase in the number of diverse users of the internet as well as the amount of
digital data published online, having access to relevant information content for the
individuals has become a desired, yet, challenging priority. As noted by Babodilla et al.
[8], recommender systems have been developed in parallel with the web and the
consequent need for fast and accurate search engine. The following section gives an
overview of the various approaches to the recommendation systems.

2.1 Overview of Recommendation Systems

Information filtering algorithms are amongst the various fundamental considerations in
order to generate recommendations [8]. Nevertheless the approaches and taxonomies
used to design recommendation systems are numeral and continuously improving since
the suitability of one or the other turns to depend on the utilization context and the
quality of available data. Commonly referred as traditional methods include collabo-
rative filtering-based, content-based, and knowledge-based approaches [9, 10].
Recently other recommendation methods have been developed such as fuzzy set-based,
social network-based, trust-based, context awareness-based, and grouped recommen-
dation approaches [9]. Furthermore, there are hybrid approaches that employ a com-
bination of the aforementioned methods.

In the content-based approach, recommendations are generated from the features
associated with products and the given user ratings [11]. In the collaborative filtering
approach, the recommendations are generated using only information about rating
profiles for different users [11]. The objective of content-based approaches is to find
similarity between objects, whereas the goal of collaborative approaches is to find
similarity between users.

In the knowledge-based approach, the system generates recommendations based on
inferences about a user’s needs and preferences [11]. It has been observed that
case-based approaches notably contribute to the success of knowledge-based recom-
mendation systems. Essential to these systems is a similarity score, which represents
how much the user preferences (problem description) match the recommendations
(solutions to the problem). Mostly, the similarity score is interpreted as the utility of the
recommendation for the user [10]. There exists another type of knowledge-based
systems that are known as constraint-based systems. Both approaches utilize similar
piece of knowledge, but they differ in the way solutions are calculated. Specifically,
case-based recommenders generate recommendations on the basis of similarity metrics
(that help identifying hidden relationship between items and users), whereas
constraint-based recommenders mainly exploit predefined knowledge bases that con-
tain explicit rules about how to relate user requirements with item features [10]. For a
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personalized task recommendation system for the field service engineers, we will
employ a knowledge-based approach where the cases will be consisting of the previ-
ously completed tasks from the historical data and the constraints will be inherent in the
task specification with regards to the required skills and importance of the tasks, which
are considered to be above user preferences.

The commonly known challenges of various techniques used in recommendation
systems are sparsity, cold-start problem, scalability, and over specialization problem
[12]. Collaborative filtering suffers from scalability, sparsity and cold-start problems
because the approach depends on the (user-item) rating matrix for generating recom-
mendations, on the one hand, and on the other hand, the lack of data for new items or
new users will cause accuracy issues, while the growing amount of information where
several new items or new users may be added each day, would cause scalability
problems [9, 12]. Lastly, over specialization problem prevents a user from discovering
new items and other available options [12]. Especially, content-based methods suffer
from over specialization problem as they cannot predict user’s new behavior such as
having a new interest. Compared to collaborative and content-based approaches,
knowledge-based recommenders avoid some of the common drawbacks, such as the
cold-start problem, since recommendations do not depend on a base of user ratings [13]
and requirements are directly elicited within a recommendation session [14]. These
characteristics make knowledge-based recommenders not only valuable systems on
their own, but also highly complementary to other types of recommender systems [13].

In order to tackle the aforementioned problems, many advanced recommendation
approaches have been proposed, such as social network-based recommender systems,
fuzzy recommender systems, context awareness-based recommender systems and
group recommender systems.

2.2 Overview of Fuzzy Logic in Recommendation Systems

Fuzzy logic allows for the management of non-stochastic uncertainty induced from
subjectivity, vagueness and imprecision in the data, as well as the domain knowledge
and the objects (tasks in our case) under consideration; hence, this approach is applied
with a certain success to problems requiring to handle subjective user behaviors,
imprecise information in real situations and the gradualness of preference profiles that
are essential to recommendation systems [9, 15, 16].

Fuzzy logic has been successfully employed in recommendation systems where
user preferences and item features have been represented as fuzzy sets [17], as well
as where the most suitable items are selected using incomplete and uncertain infor-
mation [15].

To the best of our knowledge, the existing fuzzy logic based recommendation
systems tend to be utilized in entertainment, content and e-commerce [18] domains
where products of interest contain books, music, movies and news, which can be
frequently consumed; or other consumer goods/services [19] such as mobile phones,
tablets, laptops, cars, etc. which can be considered to be less frequently bought or
consumed. In our case, although tasks can be represented using features as in the
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aforementioned products, they cannot be recommended to another field service
engineer. Therefore, we focus on approaches that model user preferences.

The design process of a recommender system strongly relies on the right under-
standing of the user preferences. A recent study on comparative preference elicitation
[20] suggests that most of the approaches for understanding user preferences are based
on having explicit feedback from the users. As a matter of fact, Fuzzy logic based
recommendation systems can be found in various domains that model user preferences
using explicit information such as user ratings/feedback [15, 21, 22]. However, in
many real-life situations, we need to rely on implicit feedback. With regards to the
personalized support in the selection of a task (piece of work) for the field engineers,
the proposed system depends on implicit feedbacks, which in our case are deduced
from the closed tasks history for each engineer. The proposed system is detailed in
Sect. 3.

2.3 Evaluation Metrics

The commonly used evaluation metrics for the recommendation systems can be cat-
egorized under 4 categories, which are prediction metrics (e.g. Mean Absolute Error
(MAE), Root of Mean Square Error (RMSE), etc.), set recommendation metrics (e.g.
precision, recall, etc.), rank recommendation metrics (e.g. the discounted cumulative
gain), and diversity metrics (e.g. the novelty of the recommended items) [8]. Del Olma
and Gaudioso [23] differentiate between interactive and non-interactive systems in
recommendation systems and propose a general framework that considers each rec-
ommender as being composed of a guide subsystem and a filter subsystem. For task
recommendation, which can be referred to be a solely filtering subsystem, none of the
existing measures are appropriate for evaluation as we do not have predictions, user
ratings, or enough feedbacks about the adherence or not to the recommended tasks, at
that stage. Therefore, we propose a new evaluation measure in Sect. 3.3.

3 The Proposed Fuzzy Logic Based Personalized
Recommendation System

The proposed fuzzy logic based recommendation system employs a hybrid approach
combining content-based and knowledge-based methods, which is described in this
section. Since we represent the tasks to be recommended using their features such as
duration, skill needed, and location etc., we take advantage of a content-based method.
In addition, we embed knowledge-based approaches as we make use of constraints in
the task selection process to recommend tasks that are compatible with the engineer
(e.g. matching skills, co-located areas) as well as using rule-based expert knowledge in
order to overcome the cold-start problem. Regarding over-specialization problem
inherent to content-based methods, we propose to use a time-window for the past data
to be able to learn from suitable task history (e.g. if the engineer acquired a new skill, or
moved to another home location). The following sections explain the data, the design
of the proposed system as well as the proposed evaluation measure in detail.
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3.1 Features Used as Inputs

Three months of historical task completion data has been used in building and
evaluating the proposed system. Table 1 presents an example of the data and the
features used. Table 1 shows sample examples of the features we identified as key for
users to distinguish relevance of work. Note these features may change when the task
related to the work is amended (duration of appointment visit, extra access right
required for instance). These features are defined in Table 2 and are used as inputs for
the proposed system. Features can be of Numerical or Categorical types. The approach
we will propose in next section is able to handle these two types of features. This is an
improvement compared to approaches treating only one type of information because it
allows combining qualitative and quantitative dimension in a single approach.

Table 1. Example of the data and the features used in the proposed system.

Task id PWA Primary
skill

Duration
(mins)

Customer
type

Exchange Business
priority
(1 = highest)

Root
skill

Parent
skill

Task 1 Area 1 PS 1 31 PA 1 E_1 3 RS 1 S 10
Task 2 Area 1 PS 2 47 TA 1 E_2 10 RS 1 S 10
Task 3 Area 1 PS 5 47 TA 2 E_2 10 RS 2 S 20
Task 4 Area 1 PS 2 50 TA 1 E_2 2 RS 1 S 10
Task 5 Area 1 PS 1 19 WD 5 E_5 15 RS 1 S 10
Task 6 Area 1 PS 5 55 TA 2 E_4 3 RS 2 S 20
Task 7 Area 2 PS 4 19 WD 2 E_1 15 RS 1 S 10

Table 2. Definition of the features.

Feature Type Definition

Working
area

Categorical A geographical area of exchanges

Exchange Categorical A specific geographical location
Root skill Categorical The highest level of skill
Parent skill Categorical One of the children skills of a specific root skill
Primary
skill

Categorical One of the children skill of a specific parent skill

Estimated
duration

Numerical The estimated task duration in minutes

Response
code

Categorical A code that indicates how urgent is the task

Business
priority

Categorical A priority that indicates the importance of a task (The lower
the number, the higher the priority)
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3.2 Design of the Proposed System

The proposed recommendation system is sketched in Fig. 1. The content of the rec-
ommended items is personalized thanks to a computation of similarity with past
working experience of users, which accuracy is evolving thanks to a learning phase.
The output of the learning phase is then used to refine the similarity criteria involved in
the fuzzy rules set for task recommendation.

As shown in the Fig. 1, the proposed system is divided into two phases:

• Learning phase
• Recommendation phase

Learning phase. In the learning phase, the features seven categorical features and one
numerical feature defined in Table 2 have been used. As the system is personalized for
an individual engineer, the learning engine component receives the completed tasks for
that engineer, to be processed. The objective of the learning engine is to build fre-
quency tables for categorical inputs and to calculate several statistics (i.e. minimum,
maximum, mean) for the numerical input. The underlying idea is that the more frequent
a feature (e.g. skills, locations) is present in the work previously completed by the
engineer, the more knowledgeable the engineer would become. In a context of service
delivery, such measure of the frequency of “success utilization of given knowledge”
turn to indicate a form of implicit preference for the engineer. Figure 2(a–c) shows a
visualization of some of the frequency information that belongs to an engineer’s history
of completed tasks. It can be observed that the engineer has a preferred working
location or PWA (i.e. Aberdeen Denburn), a preferred parent skill (i.e. Power Med-
ium), which is an abstract level above a set of knowledge-related operational skills, and
a preferred primary skill (i.e. PLR81). Similar patterns have been noted for the other
features in Table 2 but not visualized here due to space limitations.

Fig. 1. Overview of the proposed fuzzy logic based personalized recommendation system.
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Recommendation phase. In the recommendation phase, the frequency tables and the
statistical information calculated in the learning phase are used to build the inputs for
the fuzzy logic based recommendation engine. The output of the proposed system is a
ranked list of recommendations that is sorted based on the similarity score calculated
by the FLS. Each recommendation takes the form of a task recommended from the
newly available tasks.

The fuzzy recommendation engine component takes each of the available tasks and
for each feature of the newly available task, it makes use of the frequency tables and
statistics that have been created/calculated in the learning phase. For the seven cate-
gorical features, these frequency tables are used as look-up tables from which the
numerical inputs (i.e. the normalized percentage) are retrieved as inputs to the FLS. For
the numerical feature, the statistics (i.e. the mean, the maximum and the minimum) are
used to calculate a normalized difference from the mean. The FLS takes the afore-
mentioned height inputs and calculates a similarity score for the new task. The same
steps are iterated over the whole list of potential candidate tasks given as input to the
algorithm. The tasks are then ranked as per decreasing similarity score. The algorithm
employed by the fuzzy recommendation engine component is presented in Algorithm 1.

The membership functions (MFs) for all of the inputs are designed to have the same
universe of discourse (i.e. normalized percentage in the unit interval and normalized

Fig. 2. Visualization of some of the frequency information for Engineer #1’s completed task
history.
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difference from the mean) and the same shape (i.e. triangular MF). All of the linguistic
variables that represent the features are modeled using 3 linguistic terms, which are
low, medium and high. The output of the FLS is a similarity score, which is represented
in the range [0, 100]. Figure 3 demonstrate the input and output of our MFs.

In Fig. 3 the input is the normalized variant of the difference between the feature
value and the mean computed from historical data; the output is the similarity score
related to this feature.

The rule-base of the FLS is designed to consist of incomplete (i.e. using one
antecedent) IF-THEN fuzzy rules, as shown in Table 3 for categorical features as well
as the numerical feature, respectively. It should be noted that the rules can be easily
modified to incorporate expert knowledge for special cases. For example, some rules
can be set to follow the expert preference (e.g. business priority) while complying with

Fig. 3. Visualization of the shape of our input membership functions (left) and output of
membership functions (right).

Algorithm 1: The recommendation algorithm
Input: List of available tasks, frequency tables,
numerical input statistics
Output: List of recommended tasks

numberOfRecommendations ← 30;  
for task t in availableTasks do
listOfCatInputs ← getCategoricalInputsPercentages(t); 
numericalInput ← getNornamalisedDifferenceFromMean(t); 
similarityScore(t) ← calculateSimilarityUs-

ingFLS(listOfCatInputs, numericalInput);
end for
sortTasksBySimilarityScores(availableTasks); 
listOfRecommendations = limitRecommenda-
tionTo(availableTasks, numberOfRecommendations); 

return listOfRecommendations;
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the engineer’s learned preferences about the other features. The proposed system will
adjust the ranked list of recommendations accordingly and automatically at each run.

The choice of using three fuzzy rules items has been made because of the need to be
scalable and comprehensively configurable by end users. Each new feature will be
represented by three additional rules (linear growth of complexity), so this will bind the
impact of dimensionality which in recommendation system can be a blocker to real
time execution in real world. Moreover only the type of knowledge preferences for
each feature needs to be set up.

3.3 Proposed Evaluation Measure

As the existing evaluation metrics are not applicable for the proposed task recom-
mendation system, we have developed a new measure to evaluate the quality of the
recommended tasks. The underlying procedure is detailed as follows:

1. Identify the prevailing (i.e. the most preferred) category for each of the categorical
features and keep it as the reference recommendation for the engineer.

2. Retrieve the top N tasks from the ranked list of recommendations presented to the
engineer.

3. For each task T within the top N tasks, calculate one-to-one matching similarity
between the reference recommendation and the task T. The similarity score for the
task T is the ratio (i.e. the percentage) of the correctly matched categories to the
number of categories (i.e. seven for the proposed system).

4. Take the average similarity score for all top N tasks and this is the final evaluation
measure score.

The evaluation process is based on the categorical features and excludes the
numerical feature. This is because we believe that the numerical feature would not
contribute to a reliable evaluation metric due to the fact that the mean is calculated
using all of the skills during the learning phase. Although this evaluation process meets
the nature of task recommendation in a better way compared to the existing measures,
the outcome of the evaluation depends on the availability of tasks that would be similar
to the reference recommendation for the engineer based on his completed task history.
Another evaluation technique would be to run a pilot study, however, this is considered
to be out of scope for this paper.

Table 3. Fuzzy logic system Rules for the categorical inputs and the numerical input.

Antecedent (IN) Consequence (THEN) Antecedent (IN) Consequence (THEN)

Categorical input Similarity score Numerical input Similarity score
LOW LOW LOW HIGH
MEDIUM MEDIUM MEDIUM MEDIUM
HIGH HIGH HIGH LOW
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4 Experiments and Results

The experiments have been conducted using 13 randomly selected field engineers
having different geographical home locations and various skills. The size of the his-
torical data (i.e. the number of completed tasks) for each engineer was diverse with a
minimum of 34 tasks, a maximum of 577 tasks and a mean of 441 tasks. For the
number of newly available tasks, the size of the data ranged from 17429 tasks to 20726
tasks with a mean of 19175 tasks. We have performed comparison between 2 FLSs
using type-1 and linear general type-2 fuzzy sets [24] for the proposed algorithm
detailed in Algorithm 1. The results, which employ the proposed evaluation measure
presented in Sect. 3.3, are reported in Table 4.

Based on the results shown in the last row of Table 4, the type-1 FLS is performing
slightly better on average. We have observed that the additional parameters for the
LGT2 FLS (i.e. footprint of uncertainty parameters) need to be tuned separately for
each engineer. Furthermore, as the number of recommended tasks increase, the average
similarity score decreases.

As mentioned previously, the proposed evaluation measure highly depends on the
newly available tasks to recommend from. It should be noted that the proposed fuzzy
logic based personalized task recommendation system managed to achieve 100%
similarity score when identical tasks exist in the newly available task dataset. This
indicates its calibration has reach a good accuracy level.

Table 4. Similarity score results of type-1 (T1) and linear general type-2 (LGT2) based FLSs
for different number of recommended tasks (N)

N = 5 N = 10 N = 20 N = 40

Engineer ID T1 LGT2 T1 LGT2 T1 LGT2 T1 LGT2

Engineer #1 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0
Engineer #2 68.57 62.85 65.7 60.0 61.4 60.0 57.1 56.8
Engineer #3 85.7 85.7 81.4 81.4 79.3 79.3 77.5 77.5
Engineer #4 85.7 85.7 87.1 91.4 88.6 88.6 85.4 87.1
Engineer #5 74.3 74.3 72.9 72.9 70.7 70.7 71.8 71.8
Engineer #6 54.3 54.3 48.6 48.6 47.9 47.9 52.1 52.1
Engineer #7 85.7 85.7 85.7 85.7 82.1 82.1 76.8 76.8
Engineer #8 71.4 71.4 71.4 71.4 71.4 71.4 65.0 65.0
Engineer #9 77.1 77.1 74.3 74.3 72.9 72.9 72.1 72.1
Engineer #10 57.1 57.1 64.3 64.3 65.0 65.0 61.4 61.4
Engineer #11 57.1 57.1 57.1 57.1 52.9 52.9 48.9 48.9
Engineer #12 100.0 100.0 100.0 100.0 99.3 99.3 92.5 92.5
Engineer #13 60.0 60.0 58.6 58.6 57.9 57.9 53.6 51.8
Average 75.2 74.7 74.4 74.3 73.0 72.9 70.3 70.3
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5 Conclusions and Future Work

In this paper, we proposed a fuzzy logic based personalized task recommendation
system for field service engineers. The system combines content-based and knowledge
based recommendation methods and uses seven categorical and one numerical feature
in the proposed case study. To the knowledge of the authors, the novelty relies in the
simplicity and scalability of the approach for a recommendation system: (a) The choice
of using three fuzzy rules per feature allows a linear growth of the system along the
number of features; (b) the recommendation drivers exposed by the system are com-
prehensively configurable by end users, who only have to set up the type of knowledge
preferences for each feature; (c) To calculate the relevance of tasks, the system accepts
numerical and categorical features and is able to combine them into a uniform refer-
ence. This is all the more important for a real time recommendation system that the
confidence into the result strongly depends on the ability for explaining in a human
comprehensive manner.

Another advantage is that the proposed system is able to tackle the curse of
dimensionality problem inherent to rule-based fuzzy logic systems, which is caused by
the number of antecedents in a fuzzy rule. Indeed, by using incomplete fuzzy rules, the
rule-base of the proposed system would grow linearly rather than exponentially when
the number of features increases. Hence, it can be deduced that the proposed system is
scalable.

The experiments were based on real world data consisting of tasks for field engi-
neers. Two FLSs based on type-1 and linear general type-2 fuzzy logic were compared.
The results suggest that the type-1 FLS outperformed the linear general type-2 system
due to the fact that the former does not require tuning for each engineer. We intend to
run a controlled trial as another evaluation technique for the future work.

Acknowledgments. This study is partially supported by the Marie Curie Initial Training Net-
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Abstract. Public transit systems (PTS) in major cities of developing countries
are under immense pressure due to the rising populations. Most city dwellers in
these countries depend on PTS for their daily commute and are highly sensitive
to shifting to private vehicles when utility of the PTS decreases for them.
Accessibility to PTS is an aspect of transport planning which impacts the
shifting behavior of the commuters to a large extent. For assessing the impact of
access to PTS on commuter choice behavior; binary logistic regression and
neural network (NN) models were developed using socio demographic and
commute related data collected through a revealed preference (RP) survey
experiment in Indore city in India. Accessibility to the PTS was quantified using
a fuzzy weighted average (FWA) measure employing temporal impedances
experienced by the commuters and the value they associate with each of the
impedance. Both models show significant correlation between quantified
accessibility and choice behavior. The neural network model developed for this
study shows better predictive powers as the apparent validity of the model was
found to be 0.883 (area under curve for the receiver’s operational characteristic
curve) which was greater as compared to apparent validity for regression model,
0.753. Predictions made by the models for shifting behavior were validated
using data from a stated preference (SP) survey experiment for the same sample
set. The NN model performed better in this scenario as well with 68.34% correct
predictions as opposed to 65.96% correct predictions from the regression model.

Keywords: Accessibility � Fuzzy weighted average � Neural network

1 Introduction

Accessibility of a public transit system (PTS) as a concept has been a subject of debate
in urban planning sphere for a long period of time. The research on the topic has been
extensive, but a consensus on how to define accessibility has not been reached in
academic circles. Consequently, multiple definitions of accessibility can be found in the
literature. Geurs and van Eck [1] define accessibility as, “the extent to which the land
use-transport system enables (groups of) individuals or goods to reach activities or
destinations by means of a (combination of) transport mode(s)”. Bhat et al. [2] on the
other hand define accessibility as, “accessibility is a measure of the ease of an indi-
vidual to pursue an activity of a desired type, at a desired location, by a desired mode,
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and at a desired time”. Bertolini et al. [3] in their study define accessibility as “the
amount and diversity of places that can be reached within a given travel time and/or
cost”. Many more definitions that contemplate different possible dimensions of
accessibility can be found in the literature [4–6]. These different explanations of
accessibility have led to formulation of numerous measures that can be broadly cate-
gorized as infrastructure based, activity based and utility based. A much comprehensive
account of different accessibility measures, their formulation and use can be found in
the literature [2, 4, 7–10]. The measures found in literature quantify and explain how
effectively the PTS serve the commuter in reaching opportunities or destinations but the
ease with which the commuters can reach the PTS itself has not been studied suffi-
ciently. Another aspect of the accessibility definitions and measures is that they are
objective in nature, the subjectivity of the decision making process of the commuter
hasn’t been addressed properly [11, 12].

This study uses a fuzzy weighted average (FWA) approach for quantifying
accessibility to a PTS. This approach utilizes the temporal impedances experienced by
commuters while accessing the PTS and the value that every commuter imparts to these
specific impedances in creating a subjective measure for calculating accessibility to
their nearest PTS station. To assess the impact of the defined accessibility on the
overall choice behaviour of the commuter a binary logistic regression model
(BLM) was developed. BLM have been used for choice modelling in numerous studies
[13–18] and have been a part of planning efforts. But with the advancements in
machine learning and predictive model building techniques such as NN and genetic
algorithms the possibilities of developing better performing modeling techniques have
increased. This study compares the performance of the BLM and NN model developed
from a single data set to ascertain the possibility of use of these new advancements in
transport planning context.

2 Study Area

The data for performing this study were gathered from the commuters of a bus rapid
transit (BRT) system which was introduced in Indore city in India in the year 2013 by
replacing two intra-city bus service (IBS) routes. Indore is the largest city in the state of
Madhya Pradesh both in size and population. It is the industrial and educational hub for
the central region of India with an average 85.18% literacy rate. With a healthy amount
of job opportunities, a significant education infrastructure boom and a sturdy economic
backbone due to a thriving trading scene; Indore is a strong, attractive force for resi-
dents of underdeveloped villages and small cities surrounding it.

Table 1 shows Indore city’s decadal growth in various aspects. A private vehicle
ownership increase of 11.56% over the decade is a significant rise when compared to a
total population rise of 3.96%. Such increase in vehicle ownership is a cause of concern
especially when the city has had an annual growth in the size of 5.67% indicating
higher congestion rates on the city roads. An annual rise of 6.92% in fatalities is also
alarming. The BRT system in Indore was planned to be a network of corridors
approximately 100 km in length however as of yet only a 11.5 km long pilot corridor
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has been put into operation. The corridor is separated from general traffic with per-
manent barricades and cuts through the Central Business District (CBD) of the city.

BRT system in Indore was an instant success as the exclusive bus lanes drastically
reduced end to end travel times without any rise in fares (fares were kept the same as
IBS). Coupled with these two big incentives was the attraction of the buses being air
conditioned and run on headways of 5 min throughout the operation period providing
more comfort, reliability and reduced waiting times. An analysis of the ticketing data
revealed that over the years, the BRT has witnessed a substantial rise in average daily
ridership which sits at 48000 passengers per day. From the same ticketing analysis, the
peak hours were observed to be 10–11 am and 6–7 pm (3400 and 3800 average
passengers respectively) during the operating times of 6 am to 10 pm. The continued
increase in ridership is one major reason for choosing Indore and BRT as the study
area. Also, since the BRT system is to be expanded significantly, the results from this
study will help guide the planning efforts. More importantly, the results from this study
will prove to be a guiding tool for similar such endeavours in cities and countries
resembling the study area.

3 Data Collection

Data used for performing this study was collected from all the BRT stations in July
2016. The survey questionnaires were distributed over the period of one week (Monday
through Sunday) throughout the operation times. To increase variance in the data,
questionnaires were distributed arbitrarily. The designed survey gathered data per-
taining to commuters’ travel details prior to and after introduction of the BRT.

A study [13] conducted in Malaysia has shown that age, gender, car ownership,
travel time, travel cost, household size and income are significant parameters while
modelling modal shift from private car to public transportation. Conclusions drawn in
other studies [13, 15, 19–21] also support including socio-economic demographics like
age, income, gender, household size and vehicle ownership while developing a mode
choice model. Therefore, age, gender, household income, vehicle ownership and
occupation were the socio-economic variables included in the analysis. For transit
related data, waiting times at feeder stops as well as BRT stations, in-vehicle travel

Table 1. Indore city decadal growth.

Parameter Year 2000–
01

Year 2010–
11

Year 2015 Annual growth rate
(%)

Population 1.64 million 1.9 million 3.4 million 3.96
Private vehicle
ownership

0.45 million 0.97 million N.A 11.56

Traffic accidents 2,617 3,473 5,873 3.27
Fatalities 130 220 444 6.92
City extent 110 sq.km 172.4 sq.km N.A 5.67

Application of NN in Modeling Commuter Choice Behavior 315



times in feeder and BRT and time taken to reach the destination after alighting from the
service were chosen. Two pilot survey exercises were performed because sometimes a
large number of predictor variables in an analysis can yield an inelegant and complex
model and may present the problem of over fitting the data [23]. The final survey was
defined after acquiring critical inputs from operating authorities of BRT, planning
experts and taking into account the learnings from the pilot surveys.

The required sample size for the ridership was calculated assuming a confidence
level of 99% and a confidence interval of 5% [24]. After the data collection, refinement
and weeding out outliers, the final sample size obtained was 802 samples which was
found to be sufficient for performing the analysis.

4 Model Development and Validation

The response variable for both of the developed models was dichotomous in nature.
Since the BRT was introduced by replacement of IBS routes, the passengers shifting
from the now defunct IBS were deemed as “retained” users while the rest were deemed
as “choice” users. IBM SPSS 22.0 package was used for developing the models.

4.1 Binary Logistic Regression Model

BLM is based on the utility theory which hypothesizes that an individual will likely
shift to BRT if it’s utility is more than the utility of the mode they are using. Without
loss of generality, it can be said that the utility of shifting is the difference between
utilities of the two alternatives.

The model coefficients obtained are presented in Table 2 below.
The analysis was performed on the 802 respondent sample set. Column 1 in Table 2

shows the explanatory variables considered for constructing the model and Column 2
shows the categories in which the explanatory variables were divided. Column 3 shows
the coefficient estimates for the model. These estimates tell the amount of increase (or
decrease, if the sign of the coefficient is negative) in the predicted log odds that would be
predicted by a 1-unit increase (or decrease) in the predictor, holding all other predictors
constant. Column 4 provides the result of the 2-tailed p-value used in testing the null
hypothesis. Coefficients having p-values less than alpha (0.05) are statistically signifi-
cant i.e. they bear a significant effect on the dependent variable. Column 6 presents the
odds ratio for the categories which are the exponentiation of the coefficients. Odds ratios
are used to compare the relative odds of the occurrence of the outcome of interest
(shifting modes), given exposure to the variable of interest (Age, Gender, Access etc.)
[25, 26].

The accessibility measure (denoted as “Access” in the output table) has a positive
coefficient. Theoretically, the measure values range from 1 to 5, where 1 denotes the
best possible access one can experience (least amount of time taken when highest
weight is imparted to it) and vice versa for a “Access” value of 5. Therefore, a high
value of access measure will indicate a higher probability of shifting from BRT to other
modes. These results substantiate the hypothesis of this study that access plays an
important role in choice modelling since an individual with poor access to BRT is
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likely to shift to some other mode (Odds ratio for “Access” = 1.198). For determining
the goodness of fit, Hosmer and Lemenshow test was performed. The results of the test
are insignificant (p-value >0.05), therefore it can be concluded that the model fits the
data well [27].

A receiver’s operational characteristic (ROC) curves were also plotted for the BLM
model for testing its performance. The optimism in apparent performance for the model
was found to be 0.01. This test shows that the model developed is able to differentiate
between the choice and retained users and is making predictions based on the attribute
measures used in making the model.

Table 2. BLM model details.

Explanatory variables (1) Categories (2) Coefficients
(3)

p-value
(4)

Odds
ratio (5)

Age Less than 18 years 1.22 0.005 3.386
18 to 30 years 0.74 0.002 2.096
More than 30
years*

1

Occupation Student 0.548 0.037 1.731
Working
professional

1.21 0.001 2.252

Other* 1
Income Less than INR 1

LPA
0.674 0.046 1.961

INR 1LPA to INR
3 LPA

1.21 0.001 3.355

More than INR 3
LPA*

1

Gender Male 0.502 0.001 1.643
Female* 1

Vehicle owned Two wheeler 0.465 0.046 1.592
Four wheeler −0.741 0.032 0.477
Bicycle 0.515 0.115 1.674
None* 1

Waiting time Less than 10 min 1.889 0.000 6.615
10 to 20 min 2.237 0.000 9.361
More than 20 min* 1

In-vehicle travelling time Less than 15 min 1.788 0.000 5.978
15 to 30 min 1.742 0.000 5.711
More than 30 min* 1

Time to reach destination after
egress from mode

Less than 10 min 1.448 0.000 4.253
10 to 15 min 1.533 0.000 4.634
More than 15 min* 1

Access 0.652 0.000 1.918
Constant −7.709 0.000 0.000
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4.2 Neural Network Model

NN differs from discrete choice methods in its use of pattern association and error
correction as the underlying mechanisms to represent a problem in contrast to the
random utility maximization rule [28]. The utilization of NN enables the user to rep-
resent human perception relating to a problem as a network of neurons. Table 3 pre-
sents the network architecture information. Hyperbolic tangent function was used as the
activation function in the hidden layer because it converges faster than the standard
logistic function (a non-symmetric sigmoid function) [29]. Sigmoid function was
chosen as the activation function for the output layer over the much used softmax
function.

The data used for developing the NN model was the same data used for generating
the BLM, from which 553 samples (70%) were used for training and the rest 249
samples (30%) were used for testing the network. Also, all the same predictors were
used in both the analyses (Input Layer-Factors and Covariates, Table 3). Although the
predictive powers of the network decrease if two or more hidden layers are used [30]
two architectures (one and two hidden layers keeping other characteristics constant)
were used to generate networks for a better understanding of the impact of hidden
layers. Percentage incorrect predictions reported during testing were 12.0% and

Table 3. NN model details.

Input layer Factors 1 Age
2 Occupation
3 Income
4 Gender
5 IVTT
6 Vehicle
7 T.Wait
8 T.Des

Covariates 1 Access
Number of unitsa 25
Rescaling method for
COVARIATES

Standardized

Hidden layer(s) Number of hidden
layers

1

Number of units in
Hidden layer 1a

9

Activation function Hyperbolic tangent
Output layer Dependent variables 1 Choice

Number of units 2
Activation function Sigmoid
Error function Sum of squares

aExcluding the bias unit.
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11.98% (one and two hidden layers respectively) therefore it can be said that increasing
the number of hidden layers does not improve the predictive capability. Thus, single
hidden layer was used in order to avoid complexity in results. The AUC of the ROC
curve obtained for the model is 0.898 which implies that the discriminatory power of
the network is very good [31].

The importance of any attribute used to construct the model is a measure of change
in the network’s prediction for different inputs to the said attribute. Normalized
importance is simply the ratio of attribute importance value to largest importance value
assigned to the attributes in ANN modelling process and it is expressed as a percentage
(%). From Fig. 1 it can be stated that the accessibility measure introduced in this study
(“Access”) has the highest impact on overall choice model performance. Vehicle
ownership and time taken to reach destination after egress from the mode were found to
be the next most influential variables for the model. Gender was found to be the least
influencing factor amongst the other predictor variables.

4.3 Model Validation

For validating the models, data from a stated preference (SP) survey experiment were
used. In this experiment the commuters were asked if they would switch modes from
BRT if their access times were increased by 5, 10 and 15 min. Access to the PTS was

Fig. 1. Normalized importance of attributes.
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then calculated for these commuters using the defined measure and shifting probability
calculated using both the models for every commuter. The BLM model made 65.96%
correct predictions whereas the NN model made 68.34% correct predictions. Therefore,
it is safe to say that the NN model is a better alternative to the BLM when modelling
choice.

5 Conclusion

This study introduces a basic fuzzy tool as a quantifying measure for access to a PTS.
The measure collates the temporal aspects of the journey to the nearest transit station
with the value that the individuals associate with the journey enabling the user to add
another dimension to the planning process which was missing in traditional techniques.
This measure also enables the planner/operator to identify the importance of individual
attributes on the overall choice of mode which wasn’t possible when traditional access
measures were used. The results of the study conducted in Indore city on the pilot
corridor of a BRT network show that access to a PTS is a significant factor in the
decision-making process of the commuter and warrants further research.

The NN model developed in this study performed better than the traditional BLM
model in choice modeling context. Therefore, the scope of using NN and other such
artificial intelligence in transportation planning and other spheres that rely on fore-
casting needs to be explored.
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Abstract. This paper proposes an improved CBR approach for the
identification of money transfer fraud in Mobile Money Transfer (MMT)
environments. Standard CBR capability is augmented by machine learn-
ing techniques to assign parameter weights in the sample dataset and
automate k-value random selection in k-NN classification to improve
CBR performance. The CBR system observes users’ transaction behav-
iour within the MMT service and tries to detect abnormal patterns in the
transaction flows. To capture user behaviour effectively, the CBR system
classifies the log information into five contexts and then combines them
into a single dimension, instead of using the conventional approach where
the transaction amount, time dimensions or features dimension are used
individually. The applicability of the proposed augmented CBR system
is evaluated using simulation data. From the results, both dimensions
show good performance with the context of information weighted CBR
system outperforming the individual features approach.

Keywords: Money transfer fraud · Case-based reasoning · Genetic
algorithm · Simulation data · Mobile money

1 Introduction

Mobile Money Transfer (MMT) services are financial services provided by a
Mobile Network Operator (MNO) that enable transfer of funds using a digital
equivalent of cash (electronic money) between service subscribers through mobile
channels [1]. While in developed countries MMT is merely seen as an extension to
existing banking services, several developing countries, where access to banking
is often challenging for individuals and businesses, tend to view mobile money
transfer technologies as platforms with significant strategic and societal value in
supporting financial inclusion to unbanked and under-banked populations. More
than 2.5 billion adults globally lack a formal bank account, with the majority
in developing countries. However, approximately 68% of that population have
c© Springer International Publishing AG 2017
M. Bramer and M. Petridis (Eds.): SGAI-AI 2017, LNAI 10630, pp. 325–337, 2017.
https://doi.org/10.1007/978-3-319-71078-5_28
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access to a mobile phone [2]. In a 2013 Gartner report [3], the worldwide market
for MMT was estimated to reach over 450 million subscribers in 2017, with
a mobile transaction value of more than $721 billion. The main drives behind
the success of mobile money are the explosive growth in the number of mobile
devices and the drop in computing power cost, which has made mobile phones
more accessible [4].

The ability of MMT to handle large numbers of small value payments, its
suitability for transferring funds worldwide in digital currencies, and the current
absence of robust regulatory oversight, makes it both an attractive target for
attackers and fraudsters, and an equally attractive vehicle for money launder-
ing [5]. While in most countries Anti-Money Laundering (AML) and transaction
fraud reporting is compulsory for service providers and financial institutions [1],
in many of them, existing ML legislation is not presently fit to fully accommodate
the relatively young m-money markets. This absence of suitable oversight inten-
sifies the risk exposure of MMT to fraud, money laundering and other financial
misuse. For example, where proper controls are not deployed, fraudsters can get
access to MMT services without disclosing their identity to the MNO, by taking
advantage of prepaid phones, pooling and delegation of mobile devices [1,6].

A crucial observation is made at this point to distinguish between capabilities
for investigating transaction fraud, as opposed to these addressing the identifica-
tion of money laundering; while transaction fraud is typically recognised as most
commonly associated with money laundering [1], money laundering activity itself
may technically exist in the absence of transaction fraud (e.g. through the use of
mule accounts [1]). Even more crucially, money laundering is process−driven, as
opposed to transaction fraud, which is event − driven. As a consequence, AML
predictive modelling is far more complex and computationally demanding than
fraud monitoring, while selection of suitable Artificial Intelligence approaches
becomes significantly more challenging for AML. In the context of this work
we are considering the development of monitoring and predictive models for
transaction fraud, and with view to merely supporting AML indirectly.

Different types of monitoring and predictive models have been proposed for
identifying fraud in financial transactions streams [1]. Most are based on data-
driven (machine learning) methods, typically requiring a significant amount of
financial transaction historical data [7]. The challenges in obtaining real life
financial transaction data sets for research purposes are well-known [8] including
data protection and confidentiality, ethical issues, time, and the cost associated
with collecting multiple instances of a diverse set of data sources. In addition,
when real life data sets are available, these may be small in size and lack infor-
mation on confirmed fraud cases and their possible taxonomies [9]. A case-based
reasoning approach offers an alternative that is commensurate with the limited
datasets described above. It is more transparent than black-box models, such
as neural networks and has the ability to operate with limited experience, learn
and improve predictive accuracy as more data becomes available [7,10]. To the
best of our knowledge, there is relatively limited literature on applying CBR to
the field of financial transaction fraud detection.
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In this paper, we propose an improved CBR approach by complementing
standard CBR methods with machine learning capabilities for assigning para-
meter weights and automating the random selection of k-value in order to detect
financial transaction fraud. Both the standard and proposed CBR approach were
analysed using simulation dataset. We motivate the use of the proposed CBR
approach by comparing it’s results with that of the standard CBR.

The remaining parts of this paper are organized as follows: Sect. 2 presents
a short overview of related work on financial fraud detection using Case-based
reasoning. Section 3 discusses our CBR system approach. In Sect. 4, our exper-
iment data and implementation are presented, and in Sect. 5 this approach is
empirically evaluated using simulated data generated with Multi-agent based
simulator in [11]. Finally, Sect. 6 concludes the paper and outlines future works.

2 Background

Research from the literature on predicting fraud in financial transaction services
has focused on statistical, machine learning and other classification techniques
and they all provide effective results. However, the design of statistical and rule-
based system requires a significant amount of expert knowledge which, in turn,
makes the process costly and time-consuming.

As an alternative, machine learning methods such as Artificial Neural Net-
works (ANN), Support Vector Machines (SVM) and Bayesian belief network
have been widely used to predict different types of financial transaction fraud
following a data-driven approach (i.e. on the basis of past observations of fraud-
ulent/genuine transactions). For example, Bekirev et al. [12] and Mohamed et al.
[13] used a feedforward approach to detect payment card fraud and telecommu-
nication fraud respectively. In addition, the literature reports hybrid approaches,
where statistical techniques are combined with neural networks to predict finan-
cial fraud. Ravisankar et al. [14] used a probabilistic neural network to identify
companies that resort to financial statement fraud. Examples of prediction meth-
ods based on neural network and SVMs include [15]. However in the absence of
significant size of historical data, they tend not to perform well. A detailed review
of machine learning applications in solving financial fraud problems is provided
by Albashrawi in [16].

Case-based Reasoning method as an alternative to standard machine learn-
ing methods, comes with a number of advantages when applied to the field of
financial transaction fraud. For example, Case-based Reasoning features has the
ability to (i) learn in the absence of historical consumption data, while con-
tinuously improving when more data becomes available over time, (ii) realize
knowledge transfer as spending habits evolve; as is the case where information
on one transaction is exploited to improve predictions for different yet similar
transactions, and (iii) provide precedent-based justification instead of justify-
ing a solution by showing a trace of the rules that led to decision [17,18]. One
of the initial works where CBR approach was applied to the field of financial
transaction fraud was published by Park and Han [19]. They used multi-agent
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Case-based reasoning approach to reduce the number of final-line fraud investi-
gation in credit approval process, achieving precise results.

In [20] and [21], promising results were produced with a simplified CBR
model for monitoring and predicting financial transaction fraud. However, the
predictive accuracy of that model was lower than that of a neural network of
similar complexity and featured a relatively high false positive rate. As discussed
in [22], this identified weakness is considered as damaging as high false negative
rates for customer trust, acutely reflecting why precision requirements for opera-
tional fraud detection systems are high, and partly explaining current reluctance
to adopt unified industry-wide approaches. This paper therefore seeks to deliver
improved performance by supplementing the standard CBR capabilities by using
a machine learning technique to assign parameter weights in the sample dataset
and automate k-value random selection in k-NN classification between the range
3,5,7 or 9.

3 CBR Model

This section describes our CBR system and the feature weights optimization,
followed by a brief outline of the dataset used. The section concludes with a
discussion of the experiments and their results.

3.1 Case Representation

The use of mobile money transfer varies widely across households due to a num-
ber of aspects of consumer behaviour like the product and brand choice, purchase
amount, and income group [23]. This indicates that consumer purchase behaviour
is temporal in nature. Thus, as the spending behaviour of customers is temporal
in nature and most of the individuals exhibit consistent spending behaviour, an
event-driven process chain of transactions can be a robust representation of the
spending behaviour. Therefore, in order to represent the behavioural pattern
of users, it is necessary to define events that model the MMT process. How-
ever, according to [24], it is challenging to derive a workflow of transactions
from the control flow of mobile money systems, because every user is free to use
the system as they wish (for instance, the user can choose their own amounts,
frequencies, communities of interests, etc.). For this reason our events represen-
tation was generated from the users behaviour in the mobile money system. For
each process instance, there is pair of active users and type of transaction (i.e.,
(user1,CASHIN)), making the assumption that the amounts in transactions of
the same type (i.e., only CASHIN, only TRANSFER, etc.) are similar, while
amounts of different types of transaction are not [24,25]. For the needs of event
representation and case construction in the transaction streams, five different
types of mobile-enabled financial operations available in the sample data were
used, namely: Money Deposit (A), Money Withdrawal (B), Merchant Payment
(C), Person-to-person transfer (D), and Airtime Recharge (E). A possible graph-
ical representation of user’s behaviour in the log trace can be seen in Fig. 1.
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Fig. 1. Possible representation of user’s behaviour

In mobile money transfer transaction processing, the spending behaviour
contains information about the transaction amount, time gap since last trans-
action, day of the week, etc. The transaction amount, frequency, and time are
closely related to spending behaviour of a person which are actually influenced
by income, resource availability, and lifestyle of the person. In most conventional
fraud detection system (FDS), the transaction amount is considered as the most
important parameter for fraud detection. Also, previous research work has shown
that efficiency of any FDS is associated with the amount and time dimensions
separately [26]. However, we propose the classification of information into five
contexts and combine them into a single dimension to capture user behaviour
effectively. This gives significant improvement in accuracy over a system that
considers each feature dimension individually [26]. Below are the five types of
information context used:

1. Transaction type: Transaction type entities
2. Client: Features of entities (client ID, Profile e.g. savings or current account,

account balance, spending habit category)
3. Interval: Features of entities (Month of the year, Day of the Week).
4. Location: Location entities
5. Amount: Quantization of amount entities into finite levels up to maximum

daily spending limit.

For the CBR system process representation, we start with a simple definition.
Consider the total set of events E in the log file, each event is a quintuple (vi)
representing the different contexts of information for the events.

vi = [ c1, c2, . . . , cn ] (1)

where (cn) is the context of type n, (n = 1 . . . 5)
Each instance of query (Zm) can be defined as:

Zm = [ vz
1 , . . . , v

z
m ] (2)

where m is the length of the event query Zm.
For the Case base representation, each case (X) contains a description (D)

with the corresponding solutions (S), i.e. an outcome tag (y) associated to each
event or transaction type. That is,

X = [ Dx, Sx ] (3)
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where
Dx = [ vx

1 , . . . , vx
5 ] (4)

Sx = y1, . . . , yn (5)

However, to classify the transaction outcome our system uses a binary classifi-
cation (safe, and fraudulent), therefore n = 2.

3.2 Case Similarity

For the needs of similarity measure, the similarity between two cases is defined
as a weighted average of the vector similarities. In previous work, the flexibil-
ity of weighting was not exploited, i.e. all weights were simply set to the same
value. However, since different vectors are obviously of different importance, we
decided to take advantage of the capability of genetic algorithms to determine
the optimal weights for each vector. During the retrieval process, an ordered list
of k most similar cases to the query were retrieved and returned. This was imple-
mented using a k-Nearest Neighbour algorithm. The overall similarity value was
computed by weighting the local similarity of each vector (vi). The resulting
value is weighted with a value (wi) that represents the relevance of the corre-
sponding transaction in the global similarity computation:

Sim(Zm,Dx) =
m∑

j=1

wj ∗ σ(vz
j , v

x
j ) (6)

where m is the length of the event query and σ(vz
j , v

x
j ) is the similarity between

the jth events in the target query and source case in the case base respectively.

3.3 CBR Model Weights

In order to exploit the flexibility of weighting all the input vectors, a Genetic
Algorithm (henceforth GA) was used to calculate their weight so as to reflect
the significance of each vector as determined by the GA procedure. Optimal
weighting of variables using GA was extensively used in the literature, as for
instance in [27–29]. The method in [27] was adapted for the configuration of
GA in obtaining the optimal weights for each of the vectors. In the experiment,
the GA uses a population of individuals representing the different weights, and
the generation of the population evolves until the individual weights with the
best performance is returned. Each individual weight contains both the vector
weight and k parameter of the k-Nearest Neighbour algorithm to estimate the
best number of cases that must be retrieved to classify new transactions. For the
needs of configuration, the genetic algorithm was run with an initial population
of 1000 individuals. Each individual contains the weights of each vector and the
value of k (a random value 3, 5, 7 or 9) that the CBR model uses in the retrieval
stage. Also, at the initial stage a random value was assigned to each weight, then
later normalised to sum of 1. The following cycle is repeated until there is no
more improvement in the performance of the best individual population:
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1. Fitness Evaluation: At this stage the genetic algorithm executes a cross-
validation of the weights and k value for each individual population to gen-
erate the fitness performance.

2. Remove: After the evaluation of all the individual population, 25% of the
population with the worst fitness performance was removed.

3. Cross-over: To reproduce the population that was removed (i.e. 25% indi-
vidual removed after the fitness evaluation), the genetic algorithm combines
the individual population with the best performance. During the cross-over
process, the parent individuals are taken in pairs and then combined together
to form a new individual called child. The weight of each child individual con-
tains the average weights of the parents (normalised weight) and the value of
k is computed analogously.

4. Mutation: During the implementation of the mutation function, the Individ-
uals along with their weights are chosen randomly for modification, using 5%
of the population. These modification prevents local maximum values.

4 Experiment

4.1 Data

Obtaining transaction data from financial institutions can be difficult due to a
number of reasons, such as ethical limitations, privacy issues and government
or corporate policies. In addition, when such data are made available they may
be small in quantity, lack information on confirmed fraud cases, or carry limited
features information. Therefore, for the evaluation of our suggested approach
we simulated transactions using a Multi-Agent Simulation Tool-kit (MASON)
[30] that combines the behaviour and habits of several users within a Mobile
money environment. Multi-agent based simulators have been extensively used
in the literature to represent agents with different behaviours in a swarm, as in
[11,31–33]. In this paper, the simulator was built according to the methodology
proposed in [34] and implemented using adapted multi-agent based simulator
(MABS) developed by Lopez-rojas and Axelsson [11].

Simulation walk-through: The first step of the simulation was to set up agents
and their locations. Then different clients that will be present in the simulation
were randomly generated, and each client is assigned an ID. A client state at each
time depends on a Markov transition matrix that assigns when to change from
Active to Inactive and from savings to current account, with higher limits on daily
transaction. The clients in this simulation have basic operations; they can either
make a deposit, withdrawal, person-to-person transfer, pay a merchant, buy air-
time or decide not to perform any transaction. If a client needs to perform an
action, it conducts a local search within its network to see which of its neighbours
are in active state. If the search is successful, then it places a request for a type
of operation using a probabilistic transition function. The request placed depends
on the transition function from client account balance, daily limits on each clients
account type, and user spending habits category. When the balance is high the
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Fig. 2. A flowchart representing the simulation Walk-through

agent has a higher probability to make a withdrawal, transfer, pay a merchant, or
airtime recharge, rather than a deposit. Figure 2 outlines these activities.

However, if the search is unsuccessful, the client can delegate a request to
an inactive client to conduct a local search within its own neighbourhood for
a mediator. Once this is achieved a routing record is created with information
about the originator of the request. At each pass, the routing record is updated
with information about the intermediate requestor. At some point, if the search
is successful then the delegated client places a request to perform an operation
on behalf of the initial requesting client. The delegation of request stops after
a search is conducted in the neighbourhood a level above the requesting clients
level. For each simulation the input parameters values were modified in order
the improve the quality of the simulation. A total of 2000 end users were created
from different cities performing several transactions with partners either inside or
outside of their network. The simulator stores transactions details in a log file and
each entry contains informations such as the transaction type, amount, sender
and receiver profile (Id, account type), time-stamp etc. The simulation was run
for six months between 1st of September 2013 and 28th of February 2014. At the
end of the data preparation phase a total of 141,556 transactions were generated
with 282 transactions (0.2%) labelled as suspicious. The data generated by the
simulation represent a realistic situation of common class imbalance problem in
financial transaction dataset, where one of the classes is very large in comparison
to the other one.
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4.2 Experiment Implementation

The CBR approach was implemented as described in the previous section using
jCOLIBRI framework [35]; a Java framework that allows rapid prototyping of
a CBR system, the development and deployment of the CBR system in real
scenarios. For the needs of experiment evaluation, we compared our approach
with the conventional individual feature similarity dimension as the baseline. In
order to achieve this, two experiments were performed:

In the first experiment, labelled StdCBR (Standard CBR), the flexibility of
weighting individual features was not exploited. All weights were assumed to
be normalized and of equal importance for both feature dimensions i.e. equal
for individual feature dimension and classification of features in to five contexts.
The global similarity measure was computed using Euclidean distance:

d = |Z − X| =

√√√√
m∑

i=1

wi|Zi − Xi|2 (7)

where wi is the weight of vector (attribute) i, Z is the query (new case), X is
the source (retrieved case), m is the number of vectors in each case, and i is an
individual vector from 1 to m.

As a potential improvement in the second experiment a featured weighted
CBR system was carried out (FWCBR); relevant optimal weights for the fea-
tures were assigned using a genetic algorithm and the value of k was computed
analogously for both feature dimensions. The similarity function was computed
by optimally combining the individual local similarity of (vi) into a global sim-
ilarity as discussed in Sect. 3.2. For the needs of experiment evaluation due to
the computational cost of genetic algorithm, the number of transaction data
used from the simulation dataset were limited to 2000 out of which 0.084% were
labelled as fraudulent. Only 25 users who had done more than 60 transactions
(average transaction generated by the end users) were randomly selected. The
experiments were ran for 10 iterations and the average was taken for the final
classification result. For better precision, 5-fold cross validation was used.

5 Experimental Results (Evaluation)

In this section we present prediction performance results for both models
FWCBR and StdCBR with K= 3. Use of larger values of k in the experiment
did not present any significantly different results. The results associated to each
model are shown in Tables 1, 2, 3 and 4. The standard CBR model (StdCBR)
without weight optimization is used as a baseline for understanding the ground
necessary for a conventional CBR system to solve the classification problem.
The model shows extremely good results for a weighted context of information
dimension (Table 3) with recall and precision levels of approximately 93% and
86% respectively. Although the standard CBR model with individual feature
dimension shows the capability of detecting the positive class (78%), it features
a low recall value (0.46%).
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Table 1. Combined confusion matrix of the models from Individual feature dimension

Individual-dimension

Fraud Normal

Prediction Std-CBR FW-CBR Std-CBR FW-CBR

Fraud 77 124 90 43

Normal 22 19 1811 1814

Table 2. Combined confusion matrix of the models from Context of information dimen-
sion

Context-dimension

Fraud Normal

Prediction Std-CBR FW-CBR Std-CBR FW-CBR

Fraud 130 155 37 12

Normal 14 25 1819 1808

Table 3. Model comparison based on Recall and Precision in alignment with context

Model Individual-dimension Context-dimension

Recall Precision Recall Precision

Std-CBR 0.46 0.78 0.74 0.87

FW-CBR 0.78 0.90 0.93 0.86

Table 4. Average prediction accuracy of the models

Model Individual dimension Context dimension

StdCBR 0.94 0.96

FWCBR 0.97 0.98

Table 4 describes the average accuracy for both models using the two differ-
ent feature dimensions. The performance of all the four models exceeds 90%,
with the weighted CBR system (FW-CBR) based on the context of information
perspective leading (98%), as shown in Table 4.

Figure 3 shows results from the developed CBR system. From the interface,
3 nearest neighbours can be seen for each new case, classification score (fraud as
1 and non-fruad as 0), as well as their similarity performance. This can provide
a good insight into a number of final line case investigation for experts after the
existing detection system has been utilised.
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Fig. 3. Transaction neighbours summary

6 Conclusions

In this paper, an enhanced CBR model is proposed with the aim of improving the
performance of standard CBR systems for fraud identification in Mobile Money
Transfer (MMT). The enhanced system uses a combination of CBR and GA as
a tool to optimize the significance level (weights) of the features. For the evalua-
tion, instead of using the conventional approach where the transaction amount,
time dimensions or features dimension are used individually, we classify the log
information from the simulation data into five contexts and then combine them
into a single dimension. Results demonstrate that the classification of log infor-
mation into five contexts improves the performance of our proposed weighted
CBR system with prediction accuracy of 0.97% and 0.98% for the two feature
dimension perspectives. In addition, the ranking of clusters of transaction neigh-
bours for new cases in the summary window may operate as an effective tool
for experts to develop preliminary insight into suspicious transactions which can
then be investigated in more detail. The computational complexity associated
with the use of genetic algorithms is seen as one of the major challenges in our
approach and more emphasis is placed in future work on reducing computation
cost to improve the scalability of our proposed system.
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Abstract. Global dust storm events seem to increase and become more severe
year over year. Thus, dust storm event understanding in terms of causes,
pre-ignition signals, generation processes, and procedures can be of great sig-
nificance due to the impact they can have to the society. Dust storm behaviours
is usually based on five attributes mainly. These are wind speed, pressure,
temperature, humidity and surface condition. Dust storm may affect both rural
and urban life conditions since they can cause significant difficulties to outdoor
activities in low visibility – high degree of danger weather. However, dust storm
predictions using historical storm data has not been used yet effectively. This
study examines the process of predicting and identifying dust storms using past
storm events through a novel combination of Bayesian networks (BNs),
case-based reasoning (CBR) approach and rule based system (RBS) techniques.

Keywords: Case-based reasoning � Bayesian network � Dust storm prediction �
Weather forecast prediction � Artificial intelligence � Rule-based systems

1 Introduction

Dust storms are caused by strong blowing winds over loose sand or soil. Since deserts
contain an extensive abundance of loose sand they are the common sites for dust storm
formulation. Studies have indicated that desert dust storms become more common due
to the strong air heating waves causing instability to the lower atmosphere at certain
times of the year. This instability combined with strong winds in the internal tropo-
sphere downward to the surface, generate stronger air-streams at the surface [22, 23].
Dust storms can have a severe impact to urban life due to particle pollution. Dust
impacts severely humans as compared to any other pollutant, as there is no safe
threshold to gratify safe exposure. Dust comprises mixtures of inorganic and organic
substances, and has been linked to cardiovascular dieses, Asthma and eye and skin
infection to cities that have frequent dust events [3].

Efficient dust storm prediction can be of great benefit to both citizens and gov-
ernment units since an “on-time” warning regarding a forthcoming storm event can
trigger the application of measures and strategies to prepare a city and avoid negative
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consequences [4]. Limited ability to predict prohibits the authorities, e.g. the National
Centre of Meteorology and Seismology in the United Arab Emirates, to give early
enough warnings thus citizens can have severe effects in their normal everyday routine.
Government units monitor closely any available weather signals and can raise warnings
every three hours e.g. giving information regarding dust conditions as well as visibility
to the local media sources and the public. However, due to the current lack of effective
prediction mechanisms, citizens usually are informed too late and they may already
face the severity of weather conditions.

Research in the area has shown that Case-based Reasoning (CBR) can be effective
in predicting dust storm events. This work extends CBR prediction further by com-
bining prediction with effective sets of actions that can assist in taking decisions and
actions according to the severity of the experienced weather phenomenon. This work is
structured as follows: Sect. 2 presents the relevant research in CBR, Rule-based sys-
tems and Machine learning in dust storm prediction, Sect. 3 presents our Research
Methodology, Sect. 4 presents the prediction results whereas Sect. 5 concludes this
work and discusses future areas of work and application.

2 Empirical Literature

There are mainly two methods for detecting dust storm currently used categorised as
either passive or active. Passive methods are divided into two sub methods: (M1 and
M2). M1 relates to Visible and Infrared Method (VIM) containing satellite-derived IR
imagery and contrast decrease in visible imagery to recover desert aerosol optical
thickness over land. M1 is used from Meteosat to compute aerosol optical depth over
the sea. Based on a desert model of aerosol and a method for earth-atmosphere
radiative transfer, it utilizes a combination of visible as well as mid-IR solar channels to
identify dust over the desert [11]. M2 pertains to: Thermal Infrared Method (TIM),
identifies soil-derived and volcanic aerosols by utilising infrared observations only at
the estimated wave-lengths of 12.0, 11.0 and 12 µm, taking advantage of the good dust
detection over bright surfaces and during the night as compared with VIM [11].

Passive methods can be of help, however active methods may also be utilised, such
as the Active Lidar Method (ALM) of remote sensing. ALM-based techniques might be
divided into two parts: The Scene Classification Algorithm (SCA) and the Selective
Iterated-boundary Locator Algorithm (SILA). It is noted that SILA can be adapted to
identify a feature by utilising dynamic threshold scheme(s). SCA can classify a feature
as either aerosol or cloud based on two wavelength backscatter lidar profiles. SCA is
frequently utilised as an operational algorithm based on either multiple facets or on a
single one utilising a confidence function constructed from multiple-dimensional or
one-dimensional PDFs to differentiate among aerosols and clouds [11].

Satellite and statistical image processing methods for dust storm prediction can be
of help, however the sheer mechanism for detecting the outbreak of dust storms is not
yet completely understood. Therefore, traditional methods for local dust storm pre-
diction seem susceptible to further improvement. New techniques for prediction may
pertain to Artificial Intelligence (AI) techniques since it has proven effective in similar
fields: According to Houeland et al. (2010) an integration of Bayesian Networks (BNs)
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and Case-based Reasoning (CBR) can provide effective prediction outputs. The benefit
of integrating BN and CBR is the dynamic adaption of computations. This means that
weather experts could empirically identify when there is sufficient representative
training information for a BN to generally generate better results as compared to the
expert-modified CBR cases, and identify the best-performing technique to resolve the
following problem query. A BN and CBR integration can be even more advantageous
since it can offer extended functionality apart from solving problems. The integration of
ensemble CBR technique can help dealing with exceptions that might be applied to
recover short-cut solutions rather than performing normal reasoning [12]. It is also
noted that ensemble AI can satisfy numerous queries regarding the statistical charac-
teristics of the domain, including the probability for each possible grouping as a
solution, or the chance of a problem having specific attributes provided the observed
outcome. This can lead to easier and simpler solution to the problem and increase the
accuracy of the classification [12].

Rule-based systems (RBS) have been a successful enabler to expert system such as
PrismTCS [13], allowing a stable operation in cases where performance has to be
standardised. AI complements RBSs since it applies a “cause to impact” technique
whereas Prism apply an “impact to cause” technique. RBSs in the form of PRISM or
the Information Entropy Based Rule Generation can reduce uncertainty while
increasing accuracy, efficiency and interpretability of a target class. One of the major
interests in this area is the construction of systems that could be founded on both expert
data and knowledge [14]. Therefore, the construction methods may be divided into two
main classes: data based construction and knowledge based construction. RBSs can be
classified in the following elements: number of outputs and inputs, type of output and
input values, the structure type, logic type, rule bases type, number of machine learners
as well as computing environment type. For RBSs both outputs and inputs could be
multiple or single [14]. RBSs can be complemented and enhanced with AI as it has
been shown in forecasting of visibility, precipitation, marine fog, severe weather as
well as other climatological conditions [14] as well as in the prediction of dust events
[1, 2]. Our work aims to extend this further and propose an end to end framework for
severe weather phenomena prediction to policy formulation and their latter application.

3 Research Methodology

Artificial intelligence techniques have been applied successfully in a number of
domains [15]. In this paper we present an AI methodology for dust storms prediction,
based on historical data. We use data collected from meteorological stations in Riyadh,
Saudi Arabia. CBR networks can reason against present cases based on historical data
whereas BNs can reduce uncertainty factors within the dataset. A combined BN-CBR
technique can be effective on a historical data case base and with a pipeline of rules it
could be able to generate action policies for government units against a range of
possible severe weather phenomena. In our proposed approach, rules are being gen-
erated with the aim to reduce unwanted implications stemming from dust events and
generating sets of applicable safety actions. A simplified version of our approach can
be seen in Fig. 1.
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3.1 Stage One: Data Acquisition

Riyadh, the capital city of Saudi Arabia has frequent exposure to dust events [16].
Specifically stations on the north of Riyadh have a variety of cases due to their
co-location with the capital’s desert, usually the starting point of regional storms.
Weather storm cases are classified using BN algorithms (1) and Weka toolbox, based
on the probability to solve the uncertainty within the existing dataset and future cases to
reduce ambiguity. An example of such is that: some cases may contain all the relevant
dust characteristics but in reality they are not related to storms for a number of reasons.
Such cases will not be classified as storm ones, to help the latter CBR processing and
prediction. Studies have indicated that the Bayesian networks (BNs) belong to the
probabilistic graphical models family. It is noted that their graphical structures can
represent knowledge pertaining to domain of uncertainty. In particular, every node in
the graph shows a random variable, whilst the edges amid the nodes show probabilistic
dependencies upon the equivalent random variables [17]. Deficiency of knowledge is
taken into consideration in the network by the Bayesian probability theory’s applica-
tion. This enables subjective evaluations of the likelihood that a specific outcome will
happen to be combined with more impartial data quantifying the occurrence’s fre-
quency in determining conditional probabilistic correlations. Since uncertainty is taken
into consideration in the model itself, the Bayesian networks can be a suitable tech-
nique for handling the system’s uncertainty which is usually a main issue in ecological
systems [17, 18].

P EjFð Þ ¼ P FjEð ÞPðEÞ
PðFÞ ð1Þ

where two event E and F as such that P(E) 6¼ 0 and P(F) 6¼ 0.

Fig. 1. Hybrid SBR-BN approach for dust storm prediction.
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3.2 Stage Two: Dust Attribute Identification and CBR Application

Our used dataset was collected from a daily monitoring series of records from Riyadh
radar station and it contained more than 7000 dust cases among a few hundred thou-
sand “normal” or “expected” records

S.N = station number. Month = month.
W.S.M = wind speed max km/h. P = pressure in mm Hg.
P.S = pressure sea level in mm Hg. Rainfall = Rain fall in mm.
H = Humidity max and min in H. A.T = Air temperature max and min in C.
S = Surface ability.

The key features of dust events have been identified both empirically and statically:
At first weather experts from Meteorology department in Saudi Arabia have ranked and
explained the key characteristics that usually lead to dust events in the region of Middle
East. From their experience key characteristics were the:

• W.S.M = wind speed max.
• P.MIN = pressure min.
• H.M = humidity min.
• A.T = air temperature max.
• S = surface ability.
• Rainfall = no rain.

Secondly, we have used the attribute ranker in the Weka tool and its information
gain algorithm (2) to calculates information relative to the stated class. The results were
in accordance with the ranking of the meteorological professionals.

InfoGain Class;Attributeð Þ ¼ H Classð Þ� H Class j Attributeð Þ: ð2Þ

After the successful acquisition and identification of case characteristics using BNs,
CBR had a solid case base for imminent operation. Its similarity calculation made sure
that any retrieved weather data were parsed to detect attribute values from historical
data. CBR revision phase was applied afterwards to ensure that phrases conform to
writing conventions in the domain.

Finally, the CBR Retain step was attributing the most relevant solution to the
investigated case and added it to the case-base. Studies have indicated that a retention
step may be undertaken in the Case Based reasoning whereby novel cases consisting of
the output and input are added to the case-base after an expert review. In cases where
CBR was not able to reason were also subjected to expert review or were red-flagged
for further investigation.

We have used the Weighted Euclidean Distance (WED) (3) as a base for our CBR
similarity scores. WED is based on the location of objects in the Euclidean space,
which is an ordered set of real numbers. According to Pal and Shiu, the distance
between any two cases is calculated as the root of the sum of the square of the
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arithmetical differences between two corresponding objects [19]. The 3-nearest
neighbour (3NN) was applied after the similarity calculation, to vote on the conclusive
results of the nearest solution, that matched to incoming dust cases.

D x; yð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXn

i¼0
wi xi� yið Þ2

q
ð3Þ

3.3 Stage Three: RBS Safety Actions Generation

RBSs can apply knowledge from an expert system as well as to encode it into the set of
rules and be able to reuse it as advice along with the logic behind it [14]. Further
reiterations indicate that RBSs comprise sets of rules of IF-THEN, a set of facts and
several controllers to reason upon facts. When coning across to similar data, an expert
system will be consistent in generating an action since they tend to be rather simple
models but robustly implemented, suitable for a ranger of challenges.

RBSs can relate to either forward-chaining and backward-chaining [20] techniques.
A forward-chaining, data-driven case is a system that compares its input data in its
working memory over the states of the weather parameters (IF parts) and identifies the
relevant rules to activate. If all actions are already well known, and the aim of the
system is to get to know where that data heads to, forward-chaining seems the most
applicable RBS method. In our work, almost all actions are “well known” since all the
primary objectives are collected from the meteorology department and its weather
experts.

To apply RBS, we need to identify the relevant rules and evaluate them. To do so
we have selected CHAID algorithm. CHAID belongs to the family of Decision Trees
(DTs) and it is stands for Chi-squared Automatic Interaction Detector. It is used widely
to classification problems and decision support [21]. We have selected CHAID among
others since it can generate more expressive rules than other classification and asso-
ciation rule algorithms such as Apriori, C5.0 and C&R tree and were confirmed by our
weather experts. The CHAID generated rules based on historical weather data and the
weather experts have assessed and evaluated them based on their experience. RBS rules
and their relevant actions have been coded in C# language as a forward chain RBS.
Such implementation allowed a dust storm prediction and could generate follow-up
actions to mitigate severe weather events. Such prediction could be used in parallel
with a BN-CBR prediction result, to increase the accuracy of the final prediction. In
addition, all the produced RBS actions can be stored in the case base, building up an
action-set for future use from the BN-CBR process or for any other study purpose.

4 Results and Discussion

Based on the available past data, the following variables were identified as being the
key features of dust storms:

• Month = month of the recorded dust case
• Rainfall = how many mm its rain in that day
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• W.S.M = wind speed max
• P.M = pressure max
• P.MIN = pressure min
• P.S.M = pressure sea level max
• P.S.MIN = pressure sea level min
• H.M = humidity max
• H.MIN = humidity min
• A.T.M = air temperature max
• A.T.MIN = air temperature min
• Surface = Surface ability

Figure 2 shows the ranking of our identified dust storm features. An information
gain algorithm was applied which calculated the information gain relative to the stated
class. The results are in accordance with the ranking of the meteorology experts. Such
ranking allows to determine the optimal weight of each component.

Figure 3 illustrates how air pressure and wind speed are correlated. Dust storms are
significantly more likely to arise when there is low air pressure and the wind speed is
high.

=== Attribute Selection on all input data ===

Search Method:
Attribute ranking

Attribute Evaluator (supervised, Class (nominal): 14 Dust ):
Information Gain Ranking Filter

Ranked attributes:
0.25602   2 WIND_MAX_SPEED
0.04106   1 MONTH
0.03267   4 PRESSURE_MIN_STATION_LEVEL
0.02964   6 PRESSURE_MIN_SEA_LEVEL
0.02408   8 AIR_TEMPERATURE_MIN_DB
0.02406   9 RELATIVE_HUMIDITY_MAX
0.01976   5 PRESSURE_MAX_SEA_LEVEL
0.0189    3 PRESSURE_MAX_STATION_LEVEL 
0.01823  10 RELATIVE_HUMIDITY_MIN
0.01258   7 AIR_TEMPERATURE_MAX_DB
0.00997  11 RAINFALL_TOTAL
0        12 Surface ability

Selected attributes: 2,1,4,6,8,9,5,3,10,7,11,12: 12

Fig. 2. Dust storm attribute ranking
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Figure 4 illustrates how humidity and air pressure are correlated. Dust storms are
significantly more likely to arise when there is low humidity and low air pressure.

A Bayesian network is employed to classify historical dust storms and group these
cases into various categories to depict their severity, and classify unclassified cases,
based on probability:

Fig. 3. The correlation between pressure and wind.

Fig. 4. The correlation between pressure and humidity.
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• Dusty = Dust lifted from the ground in the immediate vicinity of the weather
station but no evidence of a dust whirl and it did not develop into a full-blown dust
storm.

• Mid-Dust = A moderate dust storm that has intensified within the previous sixty
minutes.

• Heavy dust storm = A full dust storm that has started or become more intense
within the previous sixty minutes (Fig. 5).

BN seem effective on historical storm data. Most of cases have been classified and
the categories of uncertain events have been accurately predicted. It observed that BN
classifier can efficiently identify Heavy dust and mostly Medium dust cases.

Past work on storm classification using lazy learning and ANNs [1, 2] were
effective but seemed to have lower accuracy than those obtained using the Bayesian
classifier. Using lazy learning the accuracy is high, but the Mean Absolute Error MAE
is higher than BN, and the same results are yielded with an ANN classifier. For its
evaluation, we use 10-fold cross validation, to estimate the accuracy of the model.

Lazy learning can predict events of interest relatively successfully but it seems to
perform with less accuracy when categorising ‘mid-dust’ and ‘heavy dust storms’.

Bayesian Network with Case-Based Reasoning. CBR cycle utilises the BN out-
comes with old and new cases in the database matched using case-based reasoning. By
doing so, it will be possible to forecast dust storms. The selected methodology uses
historical examples to set a benchmark so that dust storms can be more clearly
understood.

Fig. 5. Using the Bayesian network to classify dust events.
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The cases are classified using a Bayesian network and the following processes are
followed:

1. A Euclidean distance equation is employed to identify similarities among database
cases and the case under investigation. The Euclidean distance equation is applied
separately for each case variable with different variable weights (based on each
feature’s ranking). The next step is to aggregate the equation results for each of the
cases, thereby calculating a similarity score. These values are then sorted according
to their numerical value(s) in descending order. The equation above is used to
calculate the degree of similarity between a new case and the database of old cases.
It also gives a collection of cases that are like the specific case being studied at
present.

2. Data are imported into the MyCBR tool. By doing so it is possible to establish the
similarity between cases by applying weighted Euclidean distance equation mea-
surements. It will be necessary to amend the weight values for some of the variables
to reflect the main characteristics of the dust storm. Case-based reasoning was
employed to classify a randomly chosen subsets from the database. These samples
were typically 10–12% of the database and the classification of these samples
remained unknown. Instead, they were classified using case-based reasoning by
means of similarity measures and 3NN classification. A total of ten experiments
were carried out for each case and averages were taken of these results. Based on
these results, the accuracy of case-based reasoning is found to be within the range of
60–80%. However, the results are significantly more accurate when case-based
reasoning is combined with a Bayesian network classifier as in Fig. 6. Indeed,
combining these two yields accuracy results of between 80% and 90% when
forecasting ‘no dust’, ‘dusty’ and ‘mid-dust’ storms. It is believed that this method
would also perform well when forecasting ‘heavy dust storms’ but more samples
would be required to test this reliably.
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Fig. 6. Bayesian network (BN) vs other classifiers.

Predicting Dust Storms Using Hybrid Intelligence System 347



Rule based System and Safety Actions. Rule based systems might be divided into
four main types in relation to number of outputs and inputs: multiple-output-multiple-
input, single-output-multiple-input, multiple-output-single-input, and single-output-
single-input. It should be noted that all the above four types might fit the features of
association rules. This is since the relation rules reflect the correlation between the
attributes. A relation rule might have multiple or single rule terms in both the ante-
cedent and consequential (right hand side) of the rule. In this study single-output-
multiple-input was applied, to get proper actions. CHAID algorithm also has been
chosen among other algorithms to identify the rules (see Fig. 7), and applied using
SPSS modeler program. CHAID has been success in generating more real rules with
good accuracy, while in Quest and C.50 the rules were scarce.

Fig. 7. BN-CBR result.

Fig. 8. CHAID predictor importance.
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Rules and Actions. After the rules generating by CHAID algorithm, the rules have
been evaluated by weather experts and were highly recommended (see Figs. 8 and 9).
To set the proper actions, safety standards are taken into consideration to come up with
more effective safety strategies. For example, if the wind speed exceeds 30 km/h and the
condition is medium dust, then the action is informing the health and education sectors
to take their steps. In C# code, it’s required to enter the day weather record or the coming
dust case that predict form BN-CBR, then the program will run until it identifies the
most appropriate rule to activate and match it with actions (Figs. 10 and 11).

Fig. 9. CHAID predictor importance.

WIND_MAX_SPEED > 19 and WIND_MAX_SPEED <= 22 [ Mode: dusty ]
PRESSURE_MIN_STATION_LEVEL <= 937.600 [ Mode: dusty ] => dusty
PRESSURE_MIN_STATION_LEVEL > 937.600 and   
PRESSURE_MIN_STATION_LEVEL <= 938.400 [ Mode: m-Dust ] => m-Dust
PRESSURE_MIN_STATION_LEVEL > 938.400 and 
PRESSURE_MIN_STATION_LEVEL <= 939.800 [ Mode: h-Dust ] => h-Dust
PRESSURE_MIN_STATION_LEVEL > 939.800 [ Mode: dusty ] => dusty

WIND_MAX_SPEED > 42 [ Mode: m-Dust ]
RELATIVE_HUMIDITY_MAX <= 37 [ Mode: h-Dust ] => h-Dust
RELATIVE_HUMIDITY_MAX > 37 and RELATIVE_HUMIDITY_MAX <= 43
[ Mode: m-Dust ] => m-Dust
RELATIVE_HUMIDITY_MAX > 43 [ Mode: m-Dust ] => m-Dust

WIND_MAX_SPEED > 32 and WIND_MAX_SPEED <= 35 [ Mode: m-Dust ]
AIR_TEMPERATURE_MIN_DB <= 28.100 [ Mode: m-Dust ]
RELATIVE_HUMIDITY_MIN <= 15 [ Mode: h-Dust ] => h-Dust
RELATIVE_HUMIDITY_MIN > 15 [ Mode: m-Dust ] => m-Dust

      AIR_TEMPERATURE_MIN_DB > 28.100 [ Mode: m-Dust ] => m-Dust

Fig. 10. Sample of generating rules by CHAID.
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5 Conclusions

Dust storms is a severe weather phenomenon, capable of causing citizen disturbance,
spread disease, cause environmental damage and adversely affect economic output.
This paper has demonstrated how case-based reasoning can be used to forecast the
magnitude of dust storms before they occur. Case-based reasoning draws on historical
experience to solve future problems that are expected to be similar in nature. Therefore,
in such cases, the strategy proposed to mitigate future dust storms is likely to be like
those that have been deployed in the past. It has been demonstrated that combining
case-based reasoning with a Bayesian network can yield effective results; case-based
reasoning is known to offer a viable method for solving current problems based on
historical experience, while Bayesian networks have been shown to offer a suitable
method for classifying historical episodes of dust storms. In addition, a rule-based
system used to develop a bid to enhance safety and reduce the economic harm that is
caused by dust storms. From the results above BN-CBR could effectually predict dust
storm, and RBS manage as well in producing proper safety actions. In future work we
plan to confirm the effectiveness of this combined case-based and Bayesian approach
for forecasting heavy dust storms will require an improved dataset to be hourly dataset,
instead of daily.

• Dusty:  Be Aware 
o Inform the community that the Dusty weather could lead your vison and 

health. 
o Monitor next hours forecast.
o Dusty places may decrease the vison, especially in the night.      

• Medium dust storm: Get prepare. 
o Monitor next hours forecast.
o Inform the schools and health’s centres about the dust event and weather 

status.
o Get prepare for any traffic conjunction.
o Inform the society how to deal with the dust storm through media. 
o Use the dust mask when go outside. 

• Heavy dust storm: Take action
o Advise to change the outdoor activities in affected places.
o Put wet cloth under doors to block dusty air to get inside. 
o Use the dust mask when go outside. 
o Inform the schools about the dust event and weather status to take their 

actions for example “day off”.
o Inform the health centres about the dust event and weather status to take 

their actions for example “expected more patient visit the emergency, 
especially those who have problem in their respiratory system.

o Announce the dust events in local media. 

Fig. 11. Sample of safety actions.
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Abstract. A decision support system is designed in this paper for sup-
porting the adoption of green logistics within scheduling problems, and
applied to real-life services cases. In comparison to other green logis-
tics models, this system deploys time-varying travel speeds instead of
a constant speed, which is important for calculating the CO2 emis-
sion accurately. This system adopts widely used instantaneous emission
models in literature which can predict second-by-second emissions. The
factors influencing emissions in these models are vehicle types, vehicle
load and traffic conditions. As vehicle types play an important role in
computing the amount of emissions, engineers’ vehicles’ number plates
are mapped to specified emission formulas. This feature currently is
not offered by any commercial software. To visualise the emissions of
a planned route, a Heat Map view is proposed. Furthermore, the differ-
ences between minimising CO2 emission compared to minimising travel
time are discussed under different scenarios. The field scheduling prob-
lem is formulated as a vehicle routing and scheduling problem, which
considers CO2 emissions in the objective function, heterogeneous fleet,
time window constraints and skill matching constraints, different from
the traditional time-dependent VSRP formulation. In the scheduler, this
problem is solved by metaheuristic methods. Three different metaheuris-
tics are compared. They are Tabu search algorithms with random neigh-
bourhood generators and two variants of Variable Neighbourhood search
algorithms: variable neighbourhood descent (VND) and reduced variable
neighbourhood search (RVNS). Results suggest that RVNS is a good
trade-off between solution qualities and computational time for indus-
trial application.

Keywords: Green logistic scheduling system · Speed profile · Meta-
heuristics comparison · Heat map

1 Introduction

Green logistics has gained increasing awareness from the governments and ser-
vice provisioning companies, recognizing that the traditional distribution and
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production logistics is not sustainable in the long term. However challenges in
such transformation are firstly the design of operationally efficient and accurate
approach of CO2 emissions calculation and secondly the smooth adoption of CO2

awareness in planning decisions across actors. Transportation is a major source
of carbon emissions, and the main task in this paper is to design a decision sup-
port system that provides engineers guidance on their daily schedule and routine
based on the lowest emission or fuel consumption efficient routes. Field schedul-
ing problems aim at scheduling field tasks to the right mobile engineers at the
right time. An integrated system of a scheduling and routing engine and a vehicle
specified instantaneous emission model is developed. The unique features of the
system are: (1) Automated vehicles’ details mapping to emission formula, which
is not provided in any commercial emissions software; (2) tailored speed profiles
for different regions in UK, based on real-world traffic data and driving behav-
iours of engineers’ data from a field service provider; (3) computing emissions
data for every granularity like road segment level, task level, engineer level, day
level and so on. Although fuel consumption data gives company an idea of the
overall emissions associated with each vehicle and engineer, the emission data
gives more detailed information on fuel consumption e.g. per task; (4) Switchable
green scheduling and routing simulation engines depending on the users need: a
faster solution algorithm (reduced variable neighbourhood search) and another
algorithm runs longer but yields better solutions (random neighbourhood Tabu
search); (5) Map visualizing (Heat map): the emissions on travels are colored
and benchmarked against different levels of CO2 emissions.

1.1 Green Vehicle Routing Problem

Green vehicle routing is one of the subjects of study. Initial works in this area
have primarily focused on reducing the total distance travelled to reduce the
total emissions. [1] took a distance-based emission model when solving a green
capacitated vehicle routing problem. They used average fuel consumption data
per 100 Km for a heavy-duty truck with various states of load. Fuel consump-
tion is directly related to CO2 emissions as the fixed carbon content in chemical
compound of fuel. A fuel conversion factor (converting to CO2 emissions) was
derived to be 2.61 kg CO2/litre. A linear programming model with CO2 emission
minimisation objective function was built and solved by a Tabu search algorithm.
CO2 emissions are not only influenced by travel distance, but by many other fac-
tors, such as road characteristics, vehicle speed and load. According to [2], speed
is more important than distance travelled when estimating emissions. During
times of congestion, vehicles generate much more emissions than when travel-
ling at free flow speed. It is important to measure time varying travel speed
to capture congestion situations. Therefore, time-dependent vehicle routing and
scheduling problem (VRSP) emerges. This problem is alike traditional vehicle
routing problems (VRP), but with the travelling times between nodes depend
on the time of the day, such as peak and off-peak times with different traffic flow
speeds. [3] studied a CO2 emission minimisation vehicle routing problem with
fluctuating travel speed. Test cases were generated on a London road map with
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real traffic data, including speed data for each road. Also, there are multiple
possible road links that connect two customers’ sites like in real life, so path
selection will be part of the decision problem. They treated travel speed as a
decision variable, ranging up to the current maximum traffic flow speed on the
link travelled. They showed that with path selection and speed optimisation,
2–3% emissions are saved comparing with always using fastest path and traffic
flow speed. However, if the speed range emissions level is not very sensitive to
speed change, setting travel speed to traffic flow speed will give a good solution
as well.

1.2 CO2 Emission Models

As emissions is affected by travel speed, vehicle types and many other factors, the
shortest or quickest route may not be optimal with respect to carbon emissions
or fuel consumptions. In this case, green vehicle routing depends on accurate
computation of the carbon emissions to generate a route plan that is truly greener
than the distance or travel time minimisation [4]. There are various emission
models that differ in nature of estimating emission levels and fuel consumptions.
They are either a macroscale model that aggregate total emissions and works as a
rough estimate or a microscale model that can predict a relatively more accurate
second-by-second emission level. A detailed review of existing emission models
can be found in [5]. Regardless of emission models applied, CO2 emissions could
be 15–20% higher in real traffic conditions as quoted in [6]. One possible reason is
most emission models predict emissions based on hot stabilised engine conditions
and do not consider cold engine starts when emissions will be 10% higher. Two
emissions models are frequently used in the literature of green vehicle routing
problem. The MEET project funded by the European Union aimed to provide
a basic, Europe-wide procedure for evaluating the impacts of transport on air
pollution [7]. Several models were developed for different types of vehicles with
various weight ranges. Those models are microscale level models, which are able
to predict second-by-second emission levels. Vehicle emission levels are calculated
based on travel speed, vehicle mass and vehicle type, and can be adjusted to
road gradient as well as vehicle load. The MEET model is an average of various
speed-emission curves of a range of driving cycles. A driving cycle means a
specific pattern of driving behaviour containing a different combination of stops,
starts, accelerations and decelerations. So, the effect of acceleration is implicitly
included. Similar models can be found in [8], developed in the UK by TRL
(transportation research lab) and named NAEI. NAEI database are based on
many measurements from various programs conducted over year. The database
complied as part of MEET project, also included data from TRL.

1.3 Time-Dependent Speed Profile

Both MEET and NAEI models take speed as an input to calculate emissions.
According to [4], using fixed speed to compute emissions in emission model can
sometimes give less than half of those computed under realistic driving conditions
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with fluctuating speed. The author demonstrated the effect of fluctuating speed
on the accuracy of carbon emission computations in green vehicle routing. The
time-dependent travel speed is necessary. It is modelled by discretizing the day
into a number of time buckets (1 h duration or simply morning, midday and
afternoon), and then assigned a unique mean speed value to each bucket. [9]
divided a day into 24 and 15 time slots respectively, and travel speeds for each
time slot for each road segment are estimated using real-life travel data, assuming
in each time slot the traffic condition is stable.

2 Problem Statement

The problem studied is new and has some different features compared to the
traditional time-dependent vehicle routing problem. As with tradition models
the travel speed is time-dependent, and time-window constraints are considered.
The new features are (1) the objective of CO2 emission minimisation; (2) hetero-
geneous fleet are used; (3) skill matching constraints are propagated. The vehicle
scheduling and routing problem of this study involve real life task locations in
UK. V = v0, v1, · · · , vn is a set of nodes representing task locations and v0 rep-
resents the depot, which is the engineers’ start work and end work location.
A = {(vi, vj) |vi, vj ∈ V, i �= j} is the arch set, and we assume engineers will
always take the shortest path between two nodes, so there is only one path link-
ing the same pair of nodes. Each arch of A is associated with a non-negative cost
Cij , which represents the cost of traveling from vi to vj . In this study, this cost is
the amount of CO2 emissions computed using emissions models mentioned pre-
viously. The travel speed vt is a time-dependent speed, derived from our speed
profile. Engineers drive different vehicles which have different emission formulas.
Each task has a specified skill requirement and each engineer has a set of skills
that he/she is capable of conducting. Task can only be scheduled to an engineer
with the specified skill. Each task has a time window requirement [bi, ei], where
bi is the earliest possible time to start this task and ei is the latest time. The
service start time must fall in to this range. Each vehicle/engineer has a working
period, all travels and works can only be scheduled within this working period.
In a summary, the problem is a time-dependent green vehicle routing problem
with heterogeneous fleet, time window and skill matching constraints. The com-
ponents of the green scheduling decision support system for this problem are
road distance estimation, tailored speed profiles, vehicle specification mapping
to emission formula, and scheduling and routing computation engines. Engines
consist of different metaheuristics and during the search only feasible solutions
satisfying all constraints described (feasible) are evaluated. The engines will be
discussed in detail in the next section.

2.1 Travel Distance Estimation

Given locations (longitude and latitude) of two sites, line distance between two
sites can be calculated using Haversine formula, which gives the shortest distance
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over the earth’s surface between two sites ignoring terrain. However, in real life
vehicles do need to follow the road construction to travel between two sites.
2000 task pairs were randomly selected and the line distance between each pair
of tasks was calculated. Then, Google Map Distance API was called to get the
road distance estimate between same pairs of tasks. Assuming there is a linear
relationship between line distance and road distance, a linear regression analysis
was carried out. Assumed that: RoadDistance = β ∗ LineDistance + error.
Linear regression analysis was run to get the estimate value of parameter β.
Taking London as an example, the linear model is significant and with a 98.2%
R square value, meaning a high goodness of fit value. P-value of F statistic is
0.00 ≤ 0.05, which shows the model is better than the intercept-only model and
β = 1.256.

2.2 Real-Life Travel Speed Profile

Based on the travel journals of engineers from a field service provider, the real
travel speed profile was generated for each working area in the UK. Taking
London as an example, the profile will capture the average traffic condition
throughout the day. It is expected that there will be two peak-hour periods,
where the travel speed is low. The travel speed for the hour that the engineer
starts to travel to a task is computed. For each task, we will have a speed entry.
A day is divided into 24 one-hour-slots, 0:00–24:00. If an engineer travels in
a time slot, the travel speed in that slot will be recorded. Then we took the
average speed of that slot over 121 days to construct a speed profile. We used
speed data entries for 6 months from London. Figure 1 (left) shows two rush hour
periods: earlier morning and late afternoon. This advocates expectation of real
life traffic conditions. To reduce the total variance of the data, several time slots
are grouped together to smooth the data pattern as shown in Fig. 1 (right). The
grouping criteria is to group time slots with similar means and hence allocate
only one group for the midnight period, as there is less traffic, and therefore
travel speeds should be similar. This speed profile will be updated after short
period of time by an automated system. Data storage requires the mean value

Fig. 1. Speed (km/h) profile for London raw vs. smoothed version
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for each hour and the entry number. [9] have carried out similar speed analysis
for 24 h in Stuttgart, Germany, with 230 million speed data (3 years).

2.3 Vehicle Details Mapped to Emission Formulas

There are 265 CO2 emission formulas for different vehicle specification in NAEI
project and 33 different emission formulas in MEET project. Both project have
formulas for other types of pollutants such as CO, HC and NOx. Given an engi-
neer vehicle’s registration number, the information of engineer vehicle’s details
can be found from TRL website or from company database. Then this vehicle
is mapped to one specified formula within the NAEI/MEET formulas set. In
NAEI we need vehicle basic types (such as small commercial vehicle or heavy-
duty vehicle), fuel type, gross weight, European emission standard and engine
capacity, however in MEET, we need basic type, fuel type and gross weight.

3 Solution Engines

3.1 Initial Solution

An initial feasible solution is constructed using an insertion heuristic. This
algorithm generates a good quality initial feasible solution, which is important
to the success of Tabu search algorithm. RVNS algorithm is more robust to
the quality of the initial solution but also requires it to be feasible. Given a
list of engineers who are working for a certain period and a list of tasks to
be scheduled, a traditional insertion heuristics will randomly choose a task
from the task list and insert it into the best and feasible partial route. In
vehicle routing problem with time windows and skill matching constraints,
this method will lead to problems as it may first insert some tasks that
are less difficult to accommodate and leave the tasks which are more diffi-
cult to accommodate to be inserted later. In this paper, an extended inser-
tion heuristic is introduced. First, all tasks are ranked in descending order
of their difficulties to insert. The difficulty is measured by task time window
width and task requested skill’s rareness. We want to schedule the most diffi-
cult task first. Difficultyi = a · TimeWindowWidth(i) + β · Taskrareness(i),
Taskrareness(i) = No. of Eng has the skill/T imes the skill are requested.
The smaller the Difficultyi, the harder it is to accommodate the task. In this
study, α and β are tuned to be 0.01 and 300 to give good performance. The cost
in step 6 is the additional amount of CO2 emissions when inserting this task to
the current partial route.

3.2 Selection of Metaheuristics

In a survey paper of vehicle routing problem, metaheuristics (71.25% of papers
reviewed) are used more often than exact methods and classical heuristics, fur-
thermore simulation and real-time solution methods are rarely applied. Vehicle
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Algorithm 1. InsertionAlgorithm
1: Rank tasks in descending order of Difficultyi
2: Get ordered taskList
3: i ← 1
4: Repeat
5: insert (taski) to lowest cost and feasible position in current partial route
6: i ← i + 1
7: Until i = taskList length

routing problem is known to be NP-hard, and exact methods are computational
costly for industrial sized problems [10]. The state of the art metaheuristics used
in green vehicle routing problems are reviewed by [11], and they include: tabu
search, simulated annealing, variable neighborhood search, genetic algorithm and
ant colony optimization. We will include tabu search and two variants of VNS.
We exclude the use of genetic algorithm as its characteristics is not convenient
for time-window constrained problems. During the mutate or crossover stage,
problem feasibilities are hard to maintain. We tried simulated annealing method
but this algorithm depends largely on the decision of parameters and choice of
the cooling strategy. We have 5 different test cases, each may have a different
set of parameters, SA is not very robust and parameters tuning require extra
computational time. Experimental results of SA with different configurations are
shown in Fig. 2 showing the solution performance against number of iterations.
Among these four configurations, (4) gives the best solution in terms of objective
value but computational time is 300 s comparing to 0.06 s in (1).

Fig. 2. Simulated annealing results on same data set with different configurations

Neighbourhood Operators. In this paper, 6 different operators are used to
enable a wider exploration of solution space as shown in Fig. 3. Those operators
are a mix of node, link and chain changes.
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1. 2-Opt: this is applied to each single route by breaking two links and reconnect.
Before changes the route is A-B-C-D-E-F-G-H and after changes the route is
A-B-F-E-D-C-G-H.

2. Swap: this is applied to each single route by swapping the position of two
nodes. Before changes the route is A-B-C-D-E and after changes the route is
A-D-C-B-E.

3. Exchange: this is applied to a pair of routes by swapping the position of two
nodes from each route. Before changes the route is A-B-C and D-E-F and
after changes the route is A-B-E and D-C-F.

4. Relocation: this is applied to a pair of routes by taking out one note from one
route and insert it into another. Before changes the route is A-B-C-D and
E-F-G-H and after changes the route is A-B-D and E-F-C-G-H.

5. 2-Opt*: this is applied to a pair of routes by breaking one link from each route
and reconnect two routes. Before changes the route is A-B-C-D and E-F-G-H
and after changes the route is A-B-D and E-F-C-G-H.

6. Or-Opt: this is applied to each single route by moving a chain of k nodes to
a new position, e.g. chain D-E will be relocated. Before changes the route is
A-B-C-D-E-F and after changes the route is A-E-D-B-C-F.

Fig. 3. Neighborhoods’ operators

Variable Neighbourhood Search. Variable neighbourhood search is a meta-
heuristic algorithm based on systematic changes of neighbourhoods in the search
process. The ability of escaping from local optimum is enhanced by starting
the search in each neighbourhood from a random neighbour of the incumbent
solution. Since it was introduced, this method has developed rapidly and found
success in solving combinatorial optimisation problem. The idea of VNS is based
on the observation that a local minimum found in one neighbourhood structure
is not necessary a local minimum for other neighbourhood structures; A global
minimum is a local minimum in the combination of all possible neighbourhood
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structures; Local minima found by different neighbourhoods are relatively close
to each other for many problems. There are several variants of VNS, and in
this paper, variable neighbourhood descent and reduced variable neighbourhood
search will be studied [12].

Variable Neighbourhood Descent (VND). VND does not involve random-
ness in the search. Using the current neighbourhood operator k, local search
is performed with the best move strategy until no improvement can be found
with the current neighbourhood operator. The search then continues using the
next neighbourhood operator k + 1, or go back to neighbourhood operator 1 if
k = kmax. This searching process will terminate until no improvement is found
for all k.

Algorithm 2. VND(x)
1: repeat
2: k ← 1
3: repeat
4: x

′ ← BestNeighbour(x, k)

5: if then x
′

is better than x, x ← x
′

6: else k = k + 1
7: end if
8: until k = kmax

9: until no improvement could be found

Reduced Variable Neighbourhood Search (RVNS). The problem with
descent algorithms is that it can get trapped to the local optima and cannot
escape from it even though we use variable neighbourhood operators. RVNS
overcomes this by generating all trial solutions through shake, i.e., randomly
generating a solution x

′
from the kth neighbourhood of x. The stopping criterion

in this paper is chosen to be a maximum run time.

Algorithm 3. RVNS(x)
1: Cputime ← 0
2: repeat
3: k ← 1
4: repeat
5: x

′ ← Shake(x, k)

6: if then x
′

is better than x, x ← x
′

7: else k = k + 1
8: end if
9: until k = kmax

10: until Cputime > timemax
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Tabu Search. Tabu search is a metaheuristic search method employing local
search methods and have been widely used in vehicle routing problems with time
window constraints. Comparing to descent methods, the objective is allowed to
deteriorate in order to avoid local minima. To prevent cycling, solutions that are
recently visited are prohibited and stored in a tabu list. The stopping criteria is
either it reaches the maximum total iterations’ numbered iter max or the best
solution has not been updated for iter cons max iterations. Step 6 to 8 perform
local search methods within a specified neighbourhood. This neighbourhood is
generated at each iteration by a neighbourhood operator which is randomly
selected from the previous mentioned six operators. Then the solution that has
been previously visited (memorised in tabu list) or violated constraints will be
eliminated. The reason for only keeping feasible solutions is once the infeasible
solution is accepted, it is hard to regain feasibility using a tabu search algorithm.
Then in step 6, local search takes a best improvement strategy, which could be
switched to first improvement strategy. The structure of memory is a short-term
memory with a fix size of 6, which means the 6 most recent solution will be in
the tabu list. f(x) is the fitness score of the solution x, and in this paper it is
the total CO2 emissions amount of the solution.

Algorithm 4. TabuSearch
1: iter ← 1, iter cons ← 1;xbest ← xinitial, xcurrent ← xinitial

2: repeat
3: k = random(1 · · · 6)
4: k ← 1, Cputime ← 0
5: Generate neighbourk(xcurrent)/∗ Neighbourhood solutions by kth operator ∗/
6: Remove tabu and infeasible solution in neighbourk(xcurrent)
7: xcurrent ← Best(neighbourk(xcurrent))
8: Update TabuList: add xcurrent, remove the least recent x
9: if then f(xcurrent) < f(xbest), iter cons ← 1

10: else iter cons ← iter cons + 1; iter ← iter + 1
11: end if
12: until iter = iter max or iter cons = iter cons max

3.3 Real-Life Test Cases and Comparison Between Solution Engines

Five real life data samples were taken from a field service provider with similar
problem size (around 100 tasks per sample). The performance measures of the
solution are the number of vehicles or engineers scheduled to fulfil all the tasks,
total amount of CO2 emission in grams generated by the final routes planning
and number of trips that are bundled together (tasks at the same location). The
performance of initial feasible solution by the insertion algorithm are shown in
Table 1. Our different test cases have different features. For example, in Fig. 4,
comparing test case 1 and test case 3, case 3 has a higher number of wide spread
tasks on the map, that is why its initial solution has a higher CO2 emissions.
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Table 1. Initial solution

Text case No. of task No. engineer CO2 kg Bundle trip

Case 1 103 19 187.613 46

Case 2 110 18 150.044 51

Case 3 108 20 236.522 46

Case 4 100 17 201.032 42

Case 5 106 24 233.129 41

Fig. 4. Test case 1 (left) vs. test case 3 (right)

3.4 Comparison of Metaheuristics on Real-Life Test Cases

VND vs. RVNS. For each test case, we first let VND solve the problem and
get the solutions and Cpu times, then we let RVNS run for 100 s which are
similar to the Cpu times of VND and compare the results. As RVNS algorithm
has a stochastic nature, this algorithm is run for 30 times to conduct statistical
analysis. A one-sample t-test is carried out to see if the mean solution of RVNS
is significantly different from the VND, and the significance level is set to be 0.1.
The results are shown in Table 2 with the best solution. Other than case 2, RVNS
yields significantly better solution than VND and it produces the best solution
for all 5 cases. Comparing the emissions results, on average RVNS gives 3.7%
less emissions with the same computational time. Results suggest that RVNS
outperforms VND.

Table 2. Comparison between VND and RVNS

Emissions kg Case 1 Case 2 Case 3 Case 4 Case 5

RVNS Best 148.95 143.32 158.90 130.61 161.95

Average 160.56 146.74 181.00 165.97 183.73

S.D 6.28 2.11 14.17 15.14 10.15

VND 171.87 144.34 187.34 170.81 198.52

Cpu time (s) 100 100 150 300 600

p-value 0.000 0.000 0.020 0.091 0.000

Different? Y Y Y Y Y



366 Y. Zhou et al.

RVNS vs. Tabu. Tabu search algorithm randomly changes neighbourhood, so
this algorithm is also run for 30 times for each test cases. The stopping criteria is
set to be 15000 maximum evaluations and 300 non-improving evaluations, then
the computational time is fluctuating, unlike RVNS which is set to be terminated
at a certain maximum run time. Table 3 shows the comparisons of the two engines
by the means of average CO2 emissions and average computational time. The
best solution value of CO2 emissions is highlighted in bold. Among the five test
cases, these two engines generated similar solutions for case 3 and case 5 by
means of CO2 emissions, but the computational time of Tabu algorithm is on
average 5.37 times longer than RVNS. For the other test cases, Tabu algorithm
gave significantly better results than RVNS, the CO2 emissions is on average
5.35% less, but at an expense of 11.72 times of computational time. Although
the best solution was found by the Tabu search algorithm in most cases, results
suggest RVNS is a good trade-off between solution quality and computational
time for industrial application.

Table 3. Comparison between Tabu and RVNS

Emissions Case 1 Case 2 Case 3 Case 4 Case 5

RVNS Best 148.95 143.32 158.90 130.61 161.95

Average 160.56 146.74 181.00 165.97 183.73

S.D 6.28 2.11 14.17 15.14 10.15

Cpu Time 100 100 150 300 600

Tabu Best 142.52 131.57 156.31 140.79 163.24

Average 156.44 137.83 178.82 153.66 188.73

S.D 9.00 2.74 7.01 6.15 10.19

Average time (s) 1642.14 1616.32 1492.69 1668.29 1665.90

S.D 521.45 503.35 288.39 740.51 457.93

p-value 0.044 0.000 0.454 0.000 0.105

Different? Y Y N Y N

4 Heat Map View

The impact of the proposed green logistic engineer scheduling and routing sys-
tem on the business, can be illustrated graphically. A sample of a scheduling
profile of 179 engineers between 01st May and 15th May 2017 is analyzed. This
sample resolves 4,173 unique tasks in Colchester and Ipswich domain. It can
be noticed from Fig. 5 (left), higher emission from 7 to 9 h. Compared to the
picture reported in Fig. 5 (right), which reports the recorded emission from 11
to 13 hrs. Where, roads in shadow represent the transited route with a cer-
tain CO2 emission. Darker colors indicate higher CO2 emission. The thresh-
old of coloring is adjusted for comparison purposes according to the desired



Decision Support System for Green Real-Life Field Scheduling Problems 367

snapshot. Therefore, it is categorized in according to certain ranges, such as:
tlow = x[min, μ − σ2], tmedium = x[μ − σ2, μ + σ2] and thigh = x[μ + σ2,max],
where x corresponds to the CO2 value to be represented, min is the minimum
CO2 value recorded, μ is the mean of the CO2 emissions after computation, σ2

is the standard deviation of this CO2 computation in the specific time window
being evaluated and max is the higher recorded value for the CO2 in the sample
in that slot. Therefore, the resulting thresholds are no fixed and correspond to
the particular desired granularity. Observing the heat map, we can see that the
average level of emissions of 7–9 am is higher comparing to 11–13 h and this is
due to the traffic congestions which is as expected.

Fig. 5. CO2 Heat map visualization. (Left) from 7 h to 9 h (Inclusive). (Right) from
11 h to 13 h. (Inclusive).

5 Conclusion

A green logistic constraint satisfaction and optimization based engineer schedul-
ing and routing decision support system is designed in this paper, and tested
on test cases from a real-life field service provider. Comparing to other green
logistics models, this system is more accurate than traditional solutions, as it
generates and uses a time-varying travel speed profile instead of a constant speed
profile. This speed is then incorporated into the constraint propagation model for
the problem together with availability, time window and competences constraints
propagation on each engineer and the task potential couple. This proposed sys-
tem adapts instantaneous emission models which are widely used in green vehicle
logistic studies to the real-world case of heterogeneous vehicle fleet. The factors
considered by these models are vehicle types, vehicle load and traffic condi-
tions. As vehicle types play an important role in the amount of emissions and
as no commercial software maps the two, engineers’ vehicles’ number plates are
mapped to a specified emission formula. These additional factors aim to make
the emissions computation more accurate. The vehicle routing problem is solved
using three metaheuristics: RVNS, VND and Tabu. Experiments are carried out
to compare three different metaheuristics on 5 real-life typical cases. On average
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RVNS gives 3.7% less emissions with the same computational time compared to
VND, and therefore VND will likely not be included in the final solution engines.
For most test cases, Tabu algorithm gave CO2 related results significantly bet-
ter than RVNS: the CO2 emissions is on average 5.35% less, but at an expense
of 11.72 times of computational time. Nevertheless, the significantly lower run-
ning time cost of RVNS places this algorithm at the top position of industrial
operational acceptable algorithm underlying a real-time decision making sup-
port solution. The industrial solution relies on fast computations returning a
set of time-contextual recommendations about CO2 impact and feasible time
slots regarding a task-engineer assignment decision. Finally we have included
both Tabu algorithm and RVNS algorithm in the solution engines, to cope with
the variation of the users’ needs. Results suggest that RVNS is a good trade-off
between solution quality and computational time for industry application, but
the users could select Tabu algorithm for better solution if computational time
is not a constraint. Finally, to the best of our knowledge this paper is the first
to develop a Heat Map view of emissions of schedule plans at different hours
of a day: a tool to help managers visualize the emission levels of scheduling
and routing plans and graphically see the impact of the proposed green logistic
scheduling decision support system.
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1. Úbeda, S., Faulin, J., Serrano, A., Arcelus, F.: Solving the green capacitated vehicle
routing problem using a tabu search algorithm. Lect. Notes Manag. Sci. 6, 141–149
(2014)

2. Eglese, R., Black, D.: Optimizing the routing of vehicles. In: Green Logistics:
Improving the Environmental Sustainability of Logistics, pp. 215–228. KoganPage,
London (2010)

3. Qian, J., Eglese, R.: Fuel emissions optimization in vehicle routing problems with
time-varying speeds. Eur. J. Oper. Res. 248(3), 840–848 (2016)

4. Turkensteen, M.: The accuracy of carbon emission and fuel consumption compu-
tations in green vehicle routing. Eur. J. Oper. Res. 262(2), 647–659 (2017)
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Abstract. Movies can belong to more than one genre, so the problem of
determining the genres of a movie from its poster is a multi-label classification
problem. To solve the multi-label problem, we have used the RAKEL ensemble
method along with three typical single-label base classification methods: Naïve
Bayes, C4.5 decision tree, and k-NN. The RAKEL method strives to overcome
the problem of computational cost and power set label explosion by breaking the
initial set of labels into several small-sized label sets.
The classification performance of base classifiers on different feature sets is

evaluated using multi-label evaluation measures on poster dataset containing
6000 posters classified into 18 and 11 genres.
Keeping this in mind, we wanted to examine how different visual feature sets,

extracted from poster images, are related to the performance of automatic
detection of movie genres, as well as compare it to the performance obtained
with the Classeme feature descriptors trained on the datasets of general images.

Keywords: Multi-label classification � RAKEL ensemble method � Movie
poster � Classemes � GIST

1 Introduction

Classification of movie posters into genres is a typical multi-label classification
problem since a movie can simultaneously belong to more than one genre. Multi-label
problems have recently attracted increased attention in the research community. Such
problems occur in different domains, from classifying text into categories (e.g. news
into local, politics, sports…), image classification, video annotations, to the functional
genomics classification (gene and protein function). An overview of various multi-label
classification approaches is given in [2].

The early attempts of poster classification into genres took into account only one
genre per movie so they have completely avoided the problem of multi-label classi-
fication. In [3], 100 movies are classified into four genres (drama, action, comedy,
horror) using low-level features extracted from movie trailers. The same features were
used in [4] but for three genres (action, drama, and thriller). In [5], GIST, CENTRIST,
and W-CENTRIST features are used for classification of genres on 1239 movie trailers.

Later, poster classification was treated as a multi-label problem. In [6], multi-label
classification performance was tested for two out of two correct genres and for at least
one of two correctly recognized genres. Naïve Bayes, distance-ranking classifiers and

© Springer International Publishing AG 2017
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random k-label sets (RAKEL) have performed similarly. The experiment considered a
set of 1500 posters classified into six genres. Color and edge features with the number
of faces detected on posters were used for poster representation.

In [7], a 6000 movie poster dataset was used. The best performance was reported
for NB with GIST and color-based features. In [8] movies are represented using
multiple visual features and the synopsis. A movie is classified by joining the outputs
of Support Vector Machine (SVM) classifiers. In [9], different problem transformation
methods, binary relevance, RAKEL, and classifier chains with Naïve Bayes as base
classifier have been used to deal with the multi-label classification problem. The
authors report the best classification results with RAKEL.

Here, we want to automatically classify the movie posters into genres using both
the global low-level features extracted from poster images and higher-level image
descriptor trained on other datasets. To obtain the global low-level poster features we
followed the proposed feature sets in [7] and as higher-level image descriptor, we have
used Classemes [10], the classifier-based features that are pre-trained on 2659
real-world object classes.

Apart from examining how is the classification performance related to the different
feature sets, we want to investigate the effect of different single-label classification
methods used for training the RAKEL [11] ensemble, since RAKEL performed sig-
nificantly better than other problem transformation methods for the same task in [9].

The rest of this article is organized as follows. Section 2 gives a brief overview of
approaches for simplification of the multi-label classification problem into a series of
single-label classification problems. RAKEL ensemble method that is used here to deal
with poster classification task is described in more detail. Section 3 provides details
about the experimental setup, and Sect. 4 explains the metrics for multi-label classi-
fication performance. In Sect. 5, the experimental results are presented and discussed.
The paper concludes with Sect. 6, where directions for future work are given.

2 Approaches for Simplification of the Multi-label
Classification Problem

The movie poster classification task belongs to the class of multi-label classification
problems since a movie can simultaneously belong to several genres out of many
possible genres. Generally, in multi-label classification, an example can belong to more
than one class, while in single-label classification, each example belongs to a single
class. There are two common cases in single-label classification, binary classification
when there are only two possible classes, and multi-class classification when there are
more than two classes. Binary and multi-class classification problems can be consid-
ered as special cases of multi-label classification where each sample is associated with
only a single label. Therefore, single-label classification is simpler to implement than
multi-label classification.

Thus, to deal with the multi-label classification problem, most methods strive to
convert it to a series of single-label problems. Therefore, it is understood that they
belong to the problem transformation approach. Alternatively, single-label classifica-
tion methods can be adapted to directly handle the multi-label case, so they belong to
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algorithm adaptation approach. The way of adaptation depends on the base classifi-
cation method that is used. Examples of these methods are a Multi-label k-nearest
neighbor (ML-kNN) [12] that is derived from a k-nearest neighbor (k-NN) [13],
AdaBoost.MH and AdaBoost.MR, derived from the AdaBoost method [14] and vari-
ous adaptations of the SVM classifier [14].

Finally, approaches that combine several methods to benefit from their individual
strengths are developed and referred to as ensemble methods. Some of the widely
known ensemble methods are RAKEL [11], and the ensemble of classifier chains
(ECC) [15].

Common problem transformation methods include binary relevance (BR) and label
power set (LP) methods.

For each possible class label, in the BR method, a binary classifier is trained in
1-vs-all fashion. All binary classifiers are applied to an unknown sample and the
classification result consists of all labels assigned by the binary classifiers. The BR
method can predict label combinations that are previously unseen. Also, it is compu-
tationally simple since it involves only as many classifiers as there are possible classes.
On the other hand, it ignores the information about the dependence between labels.

Label powerset (LP) transforms a multi-label problem into a single label problem
by forming a new class label from each unique set of labels that exist in a training set.
That is, for example, the entire label set (Action, Drama, Science Fiction) of an
example poster is replaced with a new class label Action&Drama&ScienceFiction.

The LP method considers label correlations but can only predict label sets observed
in the training set. Also, it struggles with the exponential growth of possible label
combinations especially in datasets with a large number of training examples or labels.

To overcome the problem of computational cost and power set label explosion, an
ensemble method called RAKEL has been recently proposed.

2.1 Rakel Ensemble Method

The aim of RAKEL is to limit the growth of label sets by randomly sampling smaller
label sets from the original set of labels. Then, for each of the label sets a multi-label
classifier is trained using the LP method. For an unknown example, the decisions of all
LP classifiers are gathered and combined to make a multi-label classification result.
Thus, RAKEL deals with computationally simpler classification tasks and with the
much more balanced distribution of classes than the LP method.

The RAKEL considers m label sets of the same size, k. The label sets can be either
disjoint or overlapping, depending on which of the two strategies is used to construct
them. In case of disjoint labels sets, the set C of all class labels is partitioned randomly
into m disjoint k-size label sets Rj; j ¼ 1. . .m. In case of overlapping label sets, the
m k-size label sets are sampled randomly, without replacement, from all distinct k-label
sets of C. The size of label sets k should be small to avoid problems of LP, so it is
recommended to use a larger number of classification models (e.g. m ¼ 2jCj) to
achieve a high level of predictive performance.

Each classifier uj solves the single-label classification problem for classes Ci 2 C
that are the subsets of that label set Rj, and that exist in the training set. Therefore, every
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single-label classifier can be used as base classifier along with RAKEL. The label set
Yi ¼ Cl;Cm; . . .;Crf g of each example ei in the learning set is replaced with a new label
that corresponds to the intersection of labels in Yi and in Rj. For example, if a labelset Rj

is defined as Rj ¼ faction; comedy; dramag an example-label set pair in the training set
ðei; faction; comedy; crimegÞ will be replaced with the pair ðei; action&comedy).

For classifying an unknown example e, the results of all classifiers uj are joined
into final decision using a voting process. As its final prediction is obtained based on
predictions that correspond to different overlapping parts of existing label set, RAKEL
can predict a label set that is not present in the training set.

3 Experimental Setup

The classification of posters into genres is performed on a dataset obtained from the
TMDB [1]. To address this multi-label classification problem, we have used the
RAKEL ensemble method along with typical single-label classification methods.
The aim was to compare their influence on the classification power and efficiency. The
methods have been tested with global low-level features extracted from posters, the
GIST structural descriptor and with the Classemes descriptor.

3.1 Data and Step

The poster dataset contains movie posters from 1990–2014 [7]. The dataset includes
6739 movie posters belonging to 18 genres, gathered by taking the top 20 most popular
movies in each year in the range (Table 1). The distribution of genres in the dataset was
not entirely balanced, as shown in Table 1.

To deal with more balanced data set, we have merged similar genres for which
there was insufficient data in the original set of 18 genres, as in [9]. For example,
Science Fiction was merged with Fantasy into SF/Fantasy. By merging of genres, 11
genres are created and their distribution is given in Table 2.

Table 1. Distribution of movies for 18 genres.
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3.2 Features

We want to compare the classification performance of single-label classifiers, used
along with RAKEL, using different types of features. We used low-level features
extracted from a poster image (dominant colors), features based on spatial structure
(GIST) and a classifier based features (Classemes).

Dominant color low-level features (referred to as DC) primarily capture information
about color that covers most of the poster image. To extract the dominant color fea-
tures, each poster was converted to HSV color space and proportionally resized so that
the width is 100 pixels. Then, the color histogram was calculated on hue (H), saturation
(S) and value (V) channels of the whole image, and 12 histogram bins with the highest
values for each channel were selected, as in [7]. Additionally, the statistics and color
moments (CM), that is the mean, standard deviation, skew, and kurtosis, were com-
puted for each HSV channel. The obtained 48-dimensional DCCM vectors correspond
to 12 dominant colors in the poster.

The GIST descriptor [16] captures more information about the poster spatial layout,
characterized by properties of its boundaries (e.g., the size, the degree of openness,
perspective) and its content (e.g., naturalness, roughness) [16]. The spatial properties
are estimated using global features. Global features are computed as a weighted
combination of Gabor-like multi scale-oriented filters. The dimension of GIST
descriptor is the product of the number of samples used for encoding and the number of
different orientations and scales of image components. GIST descriptor of each genre is
implemented with 8 � 8 encoding samples obtained by projecting the averaged output
filter frequency within 8 orientations per 8 scales, so the size of GIST feature vector is
500.

Object categories present in posters may correspond to the object classifier-based
Classeme features. Classemes [10] are obtained with a linear combination of M non-
linear SVM classifiers that are pre-trained on real-world object classes. The SVM
classifiers are trained on a different low-level representation of the image in a 1-vs-rest
manner. The low-level representation of the image used for the classemes classifiers
contains a set of 15 low-level features concatenated into 22860-dimensional vector
capturing different visual cues concerning the color distribution, the spatial layout in
the image as GIST, oriented and unoriented HOGs, SIFT and SSIM [17].

Table 2. Distribution of movies for 11 genres.
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The size of the classemes feature vector that corresponds to the number of object
categories is 2659.

3.3 Configuration of Base Classifiers

For classifying unknown posters into movie genres, we have used three base classi-
fication methods along with the RAKEL ensemble method.

We have applied the variant of the RAKEL that randomly selects m distinct label
sets Rj of size k ¼ Rj

�
�

�
� ¼ 3. The number of label sets m was twice the number of labels

in the set C, so for the 11genre task it was m11G ¼ 22 and for the 18 genre task it was
m18G ¼ 36.

To examine the effect of single-level classification method used for training the LP
models of RAKEL, we have made experiments using RAKEL along with different
single-label classifiers. Using benchmark evaluation metrics, we have compared the
performance of three classifiers that belong to different learning paradigms: NB [13] as
a probabilistic generative model, the C4.5 decision tree [13] and the k-NN classifier as
the lazy learning algorithm.

For the C4.5 tree, the 3-fold reduced error pruning was used with the confidence
threshold for pruning of 0.25. The minimum number of instances per leaf was 2. For
the k-NN classifier, the 1-NN variant was used. Euclidean distance measure was used
in all cases.

4 Evaluation Metrics

The multi-label classification problem requires the use of evaluation metrics that differ
from those used in single-label classification and can be grouped into example-based
and label based metrics.

To define the evaluation metrics, we assume that an example ej 2 E; j ¼ 1::N has
the set of ground truth labels Yj ¼ Cl;Cm; . . .;Crf g, Yj�C where E is a set of feature
vectors, and C is a set of all labels. The set of labels for the example ej that are
predicted by a classifier is Zj.

The example-based metrics are calculated on the average differences between the
ground truth and the predicted sets of labels in the test set. We used the following
example-based metrics:

Hamming loss is the symmetric difference of the predicted label set and the true
label set, i.e. the fraction of the wrong labels to the total number of labels:

HammingLoss ¼ 1
N

XN

i¼1

ðYinZiÞ [ ðZinYiÞj j
Cj j : ð1Þ

In the best case, the value of Hamming loss is zero.
Accuracy is defined as the average ratio of correctly predicted labels and all pre-

dicted and true labels for each example:
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Accuracy ¼ 1
N

XN

i¼1

Yi \Zij j
Yi [Zij j : ð2Þ

Precision is defined as the average ratio of correctly predicted labels and all pre-
dicted label for each example.

Precision ¼ 1
N

XN

i¼1

Yi \ Zij j
Zij j : ð3Þ

Recall is defined as the average ratio of correctly predicted labels classifier and the
ground truth labels for each example.

Recall ¼ 1
N

XN

i¼1

Yi \ Zij j
Yij j : ð4Þ

F-Measure can be interpreted as the harmonic mean of precision and recall.

F1 ¼ 1
N

XN

i¼1

2 Yi \ Zij j
Zij j þ Yij j : ð5Þ

These measures reach their best value at 1 and the worst at 0.
Label based recall, precision, and F1 measures are calculated for each label sepa-

rately similarly as in binary classification. For average based results, two kinds of
averaging operations called macro-averaging and micro-averaging can be used.

A micro-average evaluation measure gives equal weight to each example and is an
average over all the example and label pairs. A macro-average evaluation measure
gives equal weight to each label, regardless of its frequency, so is a per-label average
[18].

5 Results and Discussion

All experiments were run using 5 runs of 5-fold cross-validation. The following results
were obtained as an average of those runs.

We have tested the classification performance on two classification tasks on the
transformed data with 11 genres and 18 genres. We have used different feature sets that
include GIST features, dominant color features and color moments (DCCM), and
Classemes. The size of feature vectors was 500, 48 and 2659, respectively.

The results are obtained with the Naïve Bayes (NB), C4.5 decision tree and k-NN
that are used as base classifiers with the RAKEL ensemble method.

Each base classifier has achieved better results for all evaluation measured in the
case of a 11G task than 18G tsk for the same set of features which was to be expected
because it is a simpler task with fewer classes and with more balanced data set.
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For the macro-averaged evaluation measures, the best overall results were achieved
with the NB classifier using the Classemes in both 11 genres (F1 = 0.39) and 18 genres
classification tasks (F1 = 0.30) (Fig. 1). Similar results (0.37 and 0.29) were achieved
with the same classifier using GIST features, in which case the feature vector was 5
times shorter.

Regarding the F1 and recall scores, the NB classifier performed better than the
other tested classifiers for both 11G and 18G tasks and with all features.

The C4.5 tree classifier has performed better than other considered classifiers in
terms of precision (Fig. 2), but worse for all other measures, in all cases except for the
11G task with GIST features. All base classifiers achieve better results for the 11G task
(Fig. 1 solid line) than for the 18G task (Fig. 1, dashed line), which is expected due to a
more complex classification problem in the case of 18 genres.

Fig. 1. Macro-averaged F1 scores of NB, C4.5, and kNN for 11G and 18G tasks.

Fig. 2. Macro-averaged precision and recall of NB, C4.5, and kNN for 11G and 18G tasks.
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It can be noted that the recall values vary significantly from 0.12 to 0.58 for the
18G task and from 0.22 to 0.61 for the 11G task when all classifiers are considered, but
the precision scores are around 0.2 in the case of the 18G task and around 0.3 in the
case of the 11G task. The C4.5 has the best results regarding precision, while the
significantly highest recall was reached with NB in all cases, Fig. 2.

The feature set for which the base classifiers have the best performance is not the
same for all classifiers. The NB and the k-NN classifier achieve the best results with
Classemes for both tasks, while the C4.5 decision tree achieves the best results with
GIST features for the 11G task and with Classemes for the 18G task (Figs. 1 and 2).
Detailed results for all used base classifiers considering different sets of features for
label-based measures are given in Tables 3 and 4. The micro-averaged label-based
measures and example-based measures were very similar, so here the macro-averaged
measures are shown.

Table 3. Label-based macro-averaged evaluation results for 11G task using RAKEL with
different base classifiers.

Base classifier Measure Features
DCCM GIST Classemes

NB Precision 0.29 0.30 0.30
Recall 0.41 0.55 0.61
F1 score 0.30 0.37 0.39

C4.5 tree Precision 0.32 0.41 0.39
Recall 0.22 0.31 0.27
F1 score 0.24 0.35 0.30

k-NN Precision 0.26 0.26 0.33
Recall 0.25 0.29 0.35
F1 score 0.25 0.27 0.34

Table 4. Label-based macro-averaged evaluation results for 18G task using RAKEL with
different base classifiers.

Base classifier Measure Features
DCCM GIST Classemes

NB Precision 0.20 0.21 0.22
Recall 0.37 0.49 0.58
F1 score 0.21 0.29 0.30

C4.5 tree Precision 0.21 0.23 0.30
Recall 0.12 0.12 0.16
F1 score 0.14 0.13 0.19

k-NN Precision 0.17 0.19 0.23
Recall 0.17 0.19 0.24
F1 score 0.17 0.18 0.24
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Example-based classification results are presented in Tables 5 and 6 for both 11G
and 18G tasks and for different feature sets. All classifiers have obtained better F1
scores on the example-based evaluation level than on label-based level.

Table 5. Example based evaluation results for 11G task, using RAKEL with different base
classifiers.

Base classifier Measure Features
DCCM GIST Classemes

NB Hamming loss 0.33 0.37 0.37
Accuracy 0.25 0.27 0.29
Precision 0.32 0.32 0.33
Recall 0.43 0.56 0.63
F1 score 0.34 0.39 0.41

C4.5 tree Hamming loss 0.25 0.25 0.24
Accuracy 0.24 0.23 0.28
Precision 0.40 0.38 0.44
Recall 0.32 0.31 0.37
F1 score 0.33 0.31 0.37

k-NN Hamming loss 0.30 0.30 0.27
Accuracy 0.21 0.23 0.29
Precision 0.31 0.33 0.40
Recall 0.31 0.34 0.41
F1 score 0.29 0.32 0.38

Table 6. Example based evaluation results for 18G task, using RAKEL with different base
classifiers.

Base classifier Measure Features
DCCM GIST Classemes

NB Hamming loss 0.29 0.32 0.35
Accuracy 0.18 0.21 0.21
Precision 0.22 0.24 0.23
Recall 0.41 0.54 0.59
F1 score 0.26 0.32 0.32

C4.5 tree Hamming loss 0.18 0.18 0.17
Accuracy 0.13 0.13 0.17
Precision 0.25 0.24 0.30
Recall 0.17 0.17 0.23
F1 score 0.19 0.18 0.24

k-NN Hamming loss 0.22 0.22 0.21
Accuracy 0.15 0.16 0.21
Precision 0.22 0.24 0.30
Recall 0.22 0.24 0.30
F1 score 0.21 0.22 0.28
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The highest F1 scores have again been achieved with NB for both 11G and 18G
tasks, Fig. 3. The F1 scores obtained with NB using GIST and Classemes feature sets
are better than with DCCM feature set for both tasks. It is not surprising since DCCM
has much smaller feature size.

In fact, every classifier achieved the best results for all evaluation measures when
Classemes features were used, Fig. 4. GIST features have performed similarly to
Classemes for the F1 score, and only a bit worse than Classemes for other measures,
although their dimension is 5 times lower.

For all features, the best F1 score was achieved with NB for both tasks. The NB
classifier, that performed the best according to the F1 score, has the highest Hamming
loss and the lowest precision, which suggests a larger number of incorrect genre labels
are assigned (false positives). On the other hand, the NB classifier has significantly
higher recall than other classifiers.

Overall, the best results are obtained using RAKEL with Naive Bayes as a base
classifier, with the Classemes features. However, only slightly worse performance of
RAKEL with Naive Bayes was observed with GIST features that have much smaller
dimensionality. In comparison with published results in [7], for the same classification
tasks, we have shown that the introduction of NB as RAKEL base classifier, con-
tributed to the improvement of the classification performance.

The combination of RAKEL and NB has already been proven successful in pre-
vious work [9] where RAKEL performed significantly better than other problem
transformation methods. A further improvement was achieved by using Classemes
features. The use of a more complex model involving C4.5 decision tree and com-
putationally demanding k-NN lazy learning classifier as RAKEL base classifiers pro-
vide inferior results and justify the use of combination RAKEL + NB in the multi-label
movie genre classification problem.

Fig. 3. Example-based average F1 scores of NB, C4.5, and kNN for 11G and 18G tasks.
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6 Conclusion and Future Work

In this paper, we present the results of multi-label poster classification into 11 and 18
genres on a dataset containing 6739 movie posters. We have examined the impact of
different features extracted from poster images in terms of automatic genre classifi-
cation. We considered low-level color features comprising dominant colors and color
moments, the GIST spatial structure descriptor and classemes classifier-based features.

We have used the RAKEL ensemble method with different single-label classifi-
cation methods to investigate their influence on the classification performance. The
considered classifiers belong to different learning paradigms: NB, a probabilistic
generative model, the C4.5 decision tree and the k-NN lazy learning algorithm.

The naive Bayes classifier has shown the best performance in terms of all tested
measures except for precision and Hamming loss that is achieved with the C4.5
decision tree, with all features and for both 11 genre and 18 genre tasks. The best
results considering the example-based and macro-averaged F1 score were 0.41 and
0.39 for the case of Naive Bayes classifier with classemes for the 11 genres task. For
the 18 genre task, the example-based and macro-averaged F1 scores were 0.32 and 0.30
with the same setup.

In our experiments, the Classeme features have shown the best performance overall
with most benchmark measures. However, only slightly worse performance was
observed with GIST features that have much smaller dimensionality.

Fig. 4. Example-based average evaluation measures of NB, C4.5 and kNN base classifiers for
11G and 18G tasks.
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In the future work, instead of handcrafted features, we plan to test the automatically
learned features using deep learning methods. The results of automatic classification
will be compared with the results of a subjective test, conducted to determine human
ability to detect genres from poster images.
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Abstract. The development of a low cost and intelligent swarm of autonomous
underwater vehicles (AUVs) is the long term goal of this research. Such a swarm
of AUVs could be used, for example, for locating submarine sources of interest,
such as dumped radioactive waste or ammunition. This is a difficult problem for
direct search algorithms, because in large areas of the search space, gradient
information is not available. The overall search strategy used in the work is
based on particle swarm optimisation (PSO). The number of AUVs here is small
due to costs and availability. The performance of PSO depends on the right
choice of control parameters. Therefore this paper presents an empirical study of
the effects of different search parameter settings on the performance of PSO,
used with a swarm of three AUVs in a dynamic environment. A simulation of
submarine groundwater discharge, based on Cellular Automata, is used as a
dynamic test environment. It was shown in this research that PSO in this con-
figuration is robust against control parameter settings.

Keywords: Submarine groundwater discharge � Fluorescent dissolved organic
matter � Particle swarm optimisation � Control parameter setting � Cellular
automata

1 Introduction

The long-term goal of this research is the development of a flexible and low cost
environmental marine observatory. Such an observatory will be based on a swarm of
autonomous underwater vehicles (AUVs). AUVs in general are useful for the explo-
ration of intermediate size areas and to locate submarine sources of interest. These
could be, for example, dumped waste or ammunition, or environmental parameters, like
fluorescent dissolved organic matter (FDOM), salinity or oxygen [1].

The detection of oil or waste using airplanes is one example for the detection of
marine hazards with a sensor system [2]. The biggest disadvantage of a sensor system
carried by an airplane is, that such a system is only capable of observing the surface of
the sea. To examine submarine systems, AUVs could be used instead. Because AUVs
have only a limited payload and energy capacity, it is proposed to use a swarm of
collaborative AUVs to search larger areas. The number of AUVs is usually small due to
costs and availability.

Another possible application for such an observatory is the search for submarine
groundwater discharges (SGD) in coastal waters. SGD consist of an inflow of fresh
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groundwater and recirculated seawater from the sea floor into the ocean [3] (Fig. 1).
The localisation of SGDs is a technological challenge; however marine scientists are
interested in their localisation, because the SGDs discharge continuously nutrients into
the coastal environment [4, 5].

The search of a swarm of collaborating AUVs must be guided by an overall search
strategy [7]. In this project particle swarm optimisation (PSO) is used for this task [8].

2 Particle Swarm Optimisation

PSO is modelled on the behaviour of collaborative real world entities (particles), for
example fish schools or bird flocks, which work together to achieve a common goal [9,
10]. Each individual of the swarm searches for itself. However, the search behaviour of
each individual is also influenced by the other swarm members.

At the beginning of a search, each particle of the swarm starts at a random position
and a randomly chosen velocity for each direction of the n-dimensional search space.
After initialisation, all particles move through the search space with an adjustable
velocity. The velocity of a particle is based on its current fitness value, the best solution
found so far by the particle (cognitive knowledge) and the best solution found so far by
the whole swarm (social knowledge) (1):

~viþ 1 ¼~vi � xþ r1 � c1 ~pbest �~pið Þþ r2 � c2 ~gbest �~pið Þ ð1Þ

Where:

~viþ 1: new velocity vector of a particle
~vi: current velocity vector of a particle
x: inertia weight
c1: cognitive scaling factor

Fig. 1. Submarine groundwater discharge, adapted from [6].
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c2: social scaling factor
r1: random number from range [0,1]
r2: random number from range [0,1]
~pi: current position of a particle
~pbest: best known position of a particle
~gbest: best known position of the swarm.

After calculating the new velocity vector of the particle, his new position~pi can be
calculated as follows:

~piþ 1 ¼~pi þ~viþ 1 � Dt ð2Þ

Where:

~piþ 1: new position of a particle
~pi: current position of a particle
~viþ 1: new velocity of a particle
Dt: time step (one unit).

In (2) Dt, which always has the constant value of one unit, is multiplied to the
velocity vector~viþ 1 in order to get consistency in the physical units [7].

3 Simulation Based on Cellular Automata

In this research a computer simulation based on a cellular automaton [11] is used, to
simulate the distribution of discharged fresh- and recirculating seawater in a coastal
environment. To trace the distribution of the discharged water, Fluorescent Dissolved
Organic Matter (FDOM) is used. The simulation was developed and tested in recent
work [8, 12, 13].

The implemented simulation covers an area of 400 m � 400 m. This area is
divided into 160,000 symmetric cells. The edge length of each cell is 1 m. Each cell
has an x- and a y-position as well as an FDOM-level. Furthermore, the simulation uses
rectangle shaped cells and the von-Neumann neighbourhood [14].

The simulation models the coastal water near the island of Spiekeroog, which is one
of the East Frisian Islands, off the North Sea coast of Germany. The dynamic model
contains two springs (SGDs) with a constant inflow rate of water and a constant FDOM
level. The springs are located at position A = (200 m/200 m) and B = (100 m/300 m)
(see Table 1). The parameters of the two springs differ; hence there is a global optimum
and a local optimum. Furthermore, the simulation includes an obstacle (sandbank).

Table 1. Parameters of springs.

Spring A Spring B

Position (200 m/200 m) (100 m/300 m)
Flow rate (m3/iteration) 0.05 0.025
FDOM-level (arbitrary units) 100 50
Comment Global optimum Local optimum
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The simulation was run for 5000 iterations. Figure 2 shows the distribution of
FDOM after different numbers of iterations. As it can be seen, the FDOM distributed
symmetrically around the two springs, while the inflow of spring A is significant higher
as the inflow of spring B. The FDOM level increases significant only near by the
springs, while in the rest of the test environment the FDOM level increase only faintly.

The small gradients of FDOM level as well as the dynamic behaviour, makes it a
difficult search problem. The simulation is used as a test environment for direct search
algorithms. For this research one iteration of the simulation represents a time step of
one second.

4 Experiments

In general, the performance of a search algorithm depends heavily on the selection of
suitable control parameters. The best parameter setting for a search algorithm depends
on the search problem at hand. In this research different strategies of choosing the
parameters for a dynamic search problem were tested and compared. Furthermore the
performance of the different PSO settings were compared with the performance of an
adapted random walk search strategy. The number of particles used here is limited to
three, because for this research only three AUVs are available.

4.1 Random Parameter Search

The PSO used in this research has three parameters, x, c1 and c2 (1). The optimal
values of this parameters depend on the optimisation problem at hand. In a first step

Fig. 2. Dynamic behaviour of the test environment.
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1000 different parameter settings were chosen randomly. For each of these parameter
sets 100 experiments were carried out. Table 2 presents pseudo code for the algorithm
used. The parameter values were taken from the range [0.1, 2.1]. This is a common
range for the parameter values [15–17]. In addition, 125 experiments were carried out,
with all the possible combinations of the parameter values x, c1 and c2 2 {0.1, 0.6, 1.1,
1.6, 2.1}, for the three control parameters to cover the hole parameter space.

100 experiments were carried out for each parameter settings and the number of
successful searches, i.e. finding the global optimum, were counted. For this research the
number of successful searches is defined as fitness.

From Fig. 3 it can be seen that most of the tested parameter settings provide either a
poor (fitness between 0 and 10%) or a good (fitness between 60 and 80%) performance,
while there are only a few parameter settings that resulted in a fitness between 10–60%.

For the data analysation and visualisation, the factor u is used in this research, to
reduce the number of independent parameters. The factor u can calculated as follows
[18]:

u ¼ c1 þ c2 ð3Þ

Table 2. Pseudo code for random parameter search.

for parameter setting=1 to 1000 do
omega = rand (0.1,2.1)
c1=rand(0.1,2.1)
c1=rand(0.1,2.1)
for experiment=1 to 100 do
initialise simulation
for particle=1 to 3 do
initialise AUV randomly

end for
for round=1 to 5000 do
update simulation
if round modulo 10 =0 do
for particle=1 to 3 do
move AUV

end for
end if

end for
end for

end for
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Figure 4 shows the results of the random parameter search as a three dimensional
fitness landscape. It can be observed that the control parameter x has a much bigger
influence on the performance than the control parameters u. Hence, for parameter sets
with x values lower than one the performance is poor. However, for parameter sets
with x values larger than one the PSO show a good performance.

From (1) it is presumed that the influence of the cognitive- and the social aspect
decrease with higher x values. If x increases too much, it might result in a worse
performance of the PSO. To review this assumption, more experiments were carried
out, using x values from 0.5 to 60 and constant values for the parameters c1 and c2
(Fig. 5).

Fig. 3. Frequency of distribution – results of random parameter search.

Fig. 4. Fitness landscape as function of u and x
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As it was assumed, Fig. 5 shows a decreasing performance for x values larger than
10. Furthermore, it seems that the different settings for the control parameters c1 and c2
do not have a significant effect on the performance of PSO (Fig. 5).

In addition, it can be observed from Fig. 4 that the performance of PSO is not
correlated to the chosen values for c1 and c2. In this case, it could be possible to
simplify the update rule by removing the cognitive and/or the social knowledge. To test
this assumption, more experiments were carried out, using x values from 0.5 to 60 for a
PSO without cognitive knowledge and for a PSO without social knowledge. The results
are depicted in Fig. 6.

From Fig. 6 it can be observed that for the PSO without cognitive knowledge the
performance seems to be similar to the performance of the standard PSO. Hence the
cognitive knowledge has no real influence on the performance of the PSO for this
special optimisation problem at hand.

However, the performance of the PSO without social knowledge is worse compared
to the performance of the standard PSO.

4.2 Common Parameter Settings

PSO is an active field of research. Therefore, many different methods for selecting the
control parameters can be found in the literature [10, 18, 19]. Two of this common
settings are used in this research and compared with the results of the random
parameter search proposed above.

The first method is known as the Linear Decreasing Inertia Weight setting. For this
setting the parameters c1 and c2 were set to 1.0 and the value of x is decreasing linear
over the run time as follows [10]:

Fig. 5. Fitness as function of x for different c1 and c2 settings.
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x ¼ xmax � xmax � xmin

n
� i ð4Þ

Where:

x: inertia weight for the current time step
xmax: start value of inertia weight (10 in this research)
xmin: end value of inertia weight (1 in this research)
n: maximum number of iterations
i: current number of iterations.

The second setting is called the Random Inertia Weight setting. For this setting the
parameters c1 and c2 were also set to 1.0 and the value of x is randomly chosen from
the range [1.0–10.0] for each iteration [10].

In according to the special search problem the control parameter values differ from
the common setting, known from the literature.

For both settings 100 experiments were carried out. As shown in Fig. 7 the per-
formance of the random parameter setting is the best with a success rate of 78% for
finding the global optimum. The performance of the other parameter settings is in the
same order of magnitude, i.e. in the range of 62–67% for finding the global optimum.

4.3 Adapted Random Walk

To evaluate the performance of methods used above, an adapted random walk was
employed in the dynamical test environment. In classical random walk, a new position
is chosen randomly from the neighbourhood of the current solution, i.e. the step size is
random. However, when using an AUV, different step sizes would lead to acceleration
and deceleration. This would consume energy and would reduce the operating time.
Ideally, the velocity of an AUV is kept constant and only the heading is changing.

Fig. 6. Fitness as function of x for a PSO without cognitive knowledge (c1 = 0), for a PSO
without social knowledge (c2 = 0) and for a PSO with cognitive and social knowledge
(c1 = c2 = 1)
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Therefore, in this research an adopted random walk algorithm is introduced. Also, the
velocity of an AUV is limited, hence the maximum step size of the particles is limited
as well.

In the adopted random walk, the AUVs drive with their maximum speed during the
whole search and in each iteration the heading of the AUVs is chosen randomly. With a
given heading the velocity in each direction can be calculated as follows:

vx
vy

� �
¼ vmax � cosðaÞ

sin að Þ
� �

ð5Þ

Where:

vx: speed of the AUV in x-direction
vy: speed of the AUV in y-direction
vmax: maximum possible speed of the AUV
a: current heading of the AUV in degrees (randomly chosen).

100 experiments were carried out for the adapted random walk and the results are
compared with the results obtained from PSO.

The convergence speed, i.e. how many iterations the search algorithm needs to find
the global optimum, of a search run is another possible indicator for the performance of
search algorithms [19]. Figure 8 shows the gbest value of the best run for the different
parameter settings. In addition, the known maximum value and the best value found so
far by the adapted random walk are plotted over time in this figure.

Fig. 7. Clustering of search results for the different settings.
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In Fig. 9 the average of the gbest values for all 100 experiments is plotted over
iterations. The behaviour of the randomly chosen parameters and the common
parameter settings seems to be similar. Furthermore, the performances of all the set-
tings are in the same order of magnitude. This results agree with the findings from
Fig. 7.

Fig. 8. Best run gbest over iterations for the different parameter settings.

Fig. 9. Average gbest over iterations for the different parameter settings.
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5 Discussion

The results of the experiments has shown that in this special case the x must be greater
than one. This fact could be explained with the update rule (Eq. 1); because for
x-values smaller than one the speed of the AUVs would decreases in each time step
hindering the exploration capability of PSO. However for x-values larger than 10 the
performance also decreases (Fig. 5). This could also be explained with the update rule
(Eq. 1); in this case the cognitive and the social factors are only able to change the
initial heading of the AUVs slightly.

The experiments have shown that, in this special dynamic test environment, the
cognitive knowledge of the particles has no positive influence on the performance
(Fig. 6). This fact could be explain with the dynamical behaviour of the test envi-
ronment, i.e. the information´s learned in the past are not valid for the future because
the values of FDOM for each cell changed over time (Fig. 2). This is in principal also
true for the social knowledge. However, if the AUVs are located in different regions of
the search space, the social component remembers the most promising region and
hence guides the AUVs towards this region.

It can be observed from Fig. 8, that the swarm sometimes is unable to make any
improvements for long periods of time. This circumstances might be based on the
dynamical behaviour of the test environment.

6 Conclusion and Future Work

The aim of this research was to find optimal parameters for a PSO operating on a small
swarm of AUVs and in a dynamical test environment. From the experiments it can be
seen that there is no real optimal parameter setting for this search task. In 146 of the
tested parameter sets the performance is similar, i.e. between 70–80% (Fig. 3).

All the parameter sets with performances of 60–80% are located in the same area in
the x – u-plane (Fig. 4). However, the x-value of this sets is larger than one. The
performance of all parameter sets, located outside of this area is lower than 60%.

In the next phase of this research it is proposed to test other search algorithms, for
example hill climbing, random walk, Lévy flight [20] or APSO [21] using the devel-
oped simulation. It is proposed to fine-tune the rule base of the simulation itself using
real FDOM measurements from the island of Spiekeroog. Finally, the most promising
algorithm will be implemented on a swarm of AUVs currently under development at
Jade University and tested in the real environment.
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Abstract. Classification of ads in online classifieds is a domain well
suited for applying deep learning for understanding images and text.
Since many different items are in the same category, classification based
on images alone is hard. Adding the title of the ad increases classification
accuracy significantly. This paper describes a system developed for an
online classifieds site in Thailand (kaidee.com), where titles are often
a mixture of Thai and English. To achieve machine understanding of
bi-lingual text, a character-level neural embedding was used. Both 1D
convolution and bidirectional long short-term memory (BLSTM) were
examined, with convolution being both more accurate and quicker to
train. The Inception v3 model was used to extract visual features from
images. Visual features and character embeddings are concatenated and
fed into a classifier. The results show that this approach is better than
classifying based on either image or text alone. A focus of this paper is
the simplicity of the solution, yielding an accuracy of 86.0% applied on
real-world data.

1 Introduction

Online classifieds is an area where machine understanding of images and text
are readily applied. There are primarily two use cases for classifying ads: (1)
Customer facing. When a seller is posting an ad, it can be automatically catego-
rized, enhancing the sellers experience of the site/app. (2) Aid the moderation
team. All ads need to be approved by a human, and a system that understands
ads can make suggestions that speed up the workflow of the moderators.

From a machine learning perspective, ads are a welcoming dataset to work
with. Images typically have one object in focus. The title of the ad is a short and
concise description. On the other hand, ads in a category might be very different
things. Also, the title might contain spelling errors or be a mixture of languages
in different alphabets, as is the case in the current domain. This paper describes
a system for classifying ads using neural features of images and text, developed
for an online classifieds site (kaidee.com) in Thailand.

2 Background

Combining modalities has received increased attention in the literature recently.
Audio and video features have been combined to both classify and recreate audio
c© Springer International Publishing AG 2017
M. Bramer and M. Petridis (Eds.): SGAI-AI 2017, LNAI 10630, pp. 399–404, 2017.
https://doi.org/10.1007/978-3-319-71078-5_33
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and video, by using an autoencoder [8]. The work also investigated how to learn
shared representations, e.g. reconstructing audio when given video as input. This
was followed by a similar approach [9], where the authors used sparse word count
vectors and dense image features instead of audio and video features, employing
deep Boltzmann machines.

Combining features from vision, sound and text into a common shared rep-
resentation, enables both retrieval of similar entities in other domains (e.g. you
query the network with an image, and you find related sound and text) as well as
classification [1]. The classification rates are not spectacular, but the most inter-
esting result comes from inspecting hidden layer activations, where the authors
claim that high-level features have been consolidated across modalities.

This train of thought has been further extended [4], where the authors have
different modality networks as well as attention and mixture-of-experts blocks,
so the network can perform machine translation as well. What they find is that
without much parameter tuning, the network performs surprisingly well, not far
from state-of-the-art. After more tuning they expect the network to approach
such levels. An interesting find in this paper is that it does not hurt performance
to add modules on tasks that normally do not require them, e.g. attention for
the ImageNet classification task. However, it is not discussed how much more
computational power is required to train such a general model compared to
designing specialized modality networks for a given task.

What separates the work presented in this paper from the related work
mentioned in this section? It does not deal with content retrieval, nor general-
purpose modular architectures. Instead, two tailor-made sub-networks for image
and text are combined with a classifier on top, harnessing established practice for
understanding images (convolutional neural networks), and evaluating a stan-
dard technique for understanding language (BLSTM) versus a novel approach
(1-dimensional convolution) to understand bi-lingual text (Thai and English).

3 Materials and Methods

3.1 Data Preparation

The dataset consists of ads in 61 categories. These include cars, motorcycles,
hobbies, amulets, apartments, toys, and so on. For each of the categories, 10 000
ads were collected. Ads can have up to 9 images. The first image is selected by
the seller to be displayed when browsing and searching, and typically shows the
item at its best. Therefore, the first image of an ad is used as input to the system.
The size of the images vary, but they are in most cases bigger than the 299× 299
size that the Inception model (explained in the following section) automatically
scales to. Figure 1 shows some examples of items in different categories.

The text data is a mixture of English, Thai and special characters (including
some Chinese and Korean, to a small extent). Thai and English are very different
languages. Thai has 44 consonants, 28 vowels and four tone diacritics. Since
vowels can be positioned in many configurations based on the following sound,
this creates a huge complexity in a Thai corpus compared to English. There are
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(a) Food category. Notice how it also includes some kitchen appliances.

(b) Beauty category, containing a variety of different items.

(c) The toy category has items similar to other categories, e.g. cars.

Fig. 1. Examples of variety within a category.

14373 unique characters (more correctly called graphemes, but both terms are
used interchangeably in this text) in the dataset. The distribution of graphemes
is extremely long-tailed. After removing special characters, Latin characters and
numbers, 200 graphemes (space included) make up 96.8% of the occurrences in
the remaining text corpus. These 200 graphemes plus the characters in the Latin
alphabet are one-hot encoded, and used as input to the text embedding layer.
The 50 first characters of the title is used; the average length was 24.5 with a
standard deviation of 18.6. If shorter than 50, the title is zero-padded.

The data was split into a training set (80%), a validation set to tune the
hyperparameters (10%) and the reported accuracy is based on the test set (10%).

3.2 Architecture

The architecture consists of two sub-networks for image and text, see Fig. 2a.
The approach of having separate modalities in specific subnetworks is similar to
[1,4,8,9]. Deep visual features are extracted from images using the Inception v3
model [10]. A trained instance on ImageNet data is available online1, which is
used in this work. Instead of using the final softmax layer, the layer beneath is
used, which contains 2048 non-negative real numbers. The Inception sub-network
is fixed throughout the experiments (i.e. not trained further) for two reasons:
(1) the ImageNet dataset contains most of the different items encountered for an
online classifieds site, (2) fixing the network allows for rapid experimentation,
since the deep visual features can be stored in a pre-processing stage.

Since the ad titles are either Thai, English or a mixture of both, it would be
beneficial to have a system that can read both languages interchangeably. This
is achieved by learning character-level neural embeddings from the data. Two
approaches are evaluated: bidirectional LSTM [3] and convolution [6]. Figure 2b
shows how the convolution of the text is performed. The neural text embeddings

1 github.com/tensorflow/models/tree/master/inception.

http://github.com/tensorflow/models/tree/master/inception
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Inception v3 Text 
embedding

ปรูยางอลก  nikon

“Digital camera”

Dense (softmax)

Dense (ELU)

Dropout

(a) System architecture.

max

max

ปรูยางอลก  nikon

(b) Text embedding using convolution.

Fig. 2. (a) System architecture. When classifying an ad, the image is processed by the
Inception v3 framework, reading out the next-to-last layer. The title serves as input
to the character-level neural embedding layer, which is either convolution (see (b)) or
BLSTM. (b) 1D convolution of characters [6]. The input text is one-hot encoded. Note:
on the figure, a simpler 5×10 matrix one-hot encoding is shown, the matrix is actually
of size 227×50. The figure shows five filters of width four (orange, to the left), and two
filters of width three (red, to the right). The max value is taken for each filter, and is
concatenated to form the neural embedding. (Color figure online)

are concatenated with the deep visual features, and used as input to the classi-
fier. The classifier consists of a fully connected (i.e. dense) layer with exponential
linear unit activations (ELU) [2]. The ELU has characteristics that alleviate the
problem with vanishing gradients, and in addition push the average activation
towards zero mean. This removes the need for batch normalization. The activa-
tions are fed into a dropout layer, before used as input to another dense softmax
layer for classification. The architecture was implemented in Keras.

3.3 Parameter Values

Table 1 describes parameter values. All networks are trained with batch size
1024. Batch sizes in the range [32, 64, 128, 256, 512, 1024] were examined. It
has been reported that small batch sizes lead to increased accuracy [5], however
this was not observed for the current experiments. This might be due to the
fact that each category is quite heterogenous (see Fig. 1), giving large batches
the advantage of averaging over the differences. However, this is not examined
further. For the hidden layer of the classifier, sizes in the range [64, 128, 256, 512,
1024, 2048] were examined, with 128 turning out to have the best performance.

The parameters for the convolution of text are taken from [6]; filter widths
w and number of filters h give an embedding length of 525. f describes the
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Table 1. Various parameter settings. See text for details.

ADAM optimizer

α 0.001
β1 0.9
β2 0.999
ε 10−8

CNN

w [1, 2, 3, 4, 5, 6]
h [25 · w]
f tanh

BLSTM

n 512
dropout 50%

Classifier

n 128
ELU α 1.0
dropout 50%

Other

batch size 1024
epochs 10

activation function of the filters. Due to the convolution embedding length, the
number of BLSTM units is n = 512. This gives the two text embeddings roughly
the same size, for comparison. Dropout rates of 50% are used for the recurrent
connections in the BLSTM and the dropout layer. The parameters for the ADAM
classifier are those reported as default values in [7]. The α parameter of the ELU
is the suggested value in [2]. The system is trained for 10 epochs.

4 Results and Discussion

The fusion of modalities was benchmarked against classifying with either images
or text. The results show that combining visual features and character-level
neural embedding increases the precision of the classifier, see Table 2. Each con-
figuration was trained and tested 10 times, with random splits for training,
testing and validation sets for each iteration. The average testing accuracy for
each configuration is shown. For all experiments, the standard deviation was less
than 0.005%, and is therefore omitted for legibility.

Table 2. The mean testing accuracy, average of 10. Best result shown in bold.

Modality Image Text Image + text

Text embedding N/A BLSTM CNN BLSTM CNN

Accuracy 66.9% 77.5% 81.5% 83.3% 86.0%

An interesting aspect is that the classifier based on just text convolution alone
yields very good performance (81.5%). The addition of visual features improves
accuracy with 4.5%. Not only does the convolution text embedding yield better
performance, it is also the fastest to train - 10 experiments take 140 min on an
NVIDIA K40m GPU. Doing the same with BLSTM takes 391 min, almost three
times longer.

How is this work different from that of [1,4]? First of all is the simplicity of the
solution, where transfer learning and text convolution yield good performance,
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speeding up training. By fusing modalities, the classifier works better than using
either image or text. Secondly, since text is understood on character level, the
system is readily applied to any kind of language(s), without having the need to
use language-specific word embeddings.

This paper presents a system that facilitates machine understanding of both
images and text that is easy to implement, and that provides good accuracy
on real-world data. Its application to other domains should be straightforward,
since it works on low-level image and text data.

Acknowledgements. The author wishes to thank Cyril Banino-Rokkones for insights
and discussions, and Mark Hollow (CTO Kaidee) and his team for data and compute.
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Abstract. Generative adversarial networks (GANs) are being used in
several fields to produce new images that are similar to those in the
input set. We train a GAN to generate images of articles pertaining
to fashion that have inherent horizontal symmetry in most cases. Vari-
ants of GAN proposed so far do not exploit symmetry and hence may
or may not produce fashion designs that are realistic. We propose two
methods to exploit symmetry, leading to better designs - (a) Introduce a
new loss to check if the flipped version of the generated image is equiva-
lently classified by the discriminator (b) Invert the flipped version of the
generated image to reconstruct an image with minimal distortions. We
present experimental results to show that imposing the new symmetry
loss produces better looking images and also reduces the training time.

Keywords: Generative Adversarial Networks · Deep learning ·
Symmetry loss · Generator · Discriminator

1 Introduction

Generative Adversarial Networks (GANs) [3] are generative models that learn
the distribution of the data without any supervision. They can be used to gen-
erate data (images or text) that are similar to the original dataset which look
real enough to be indistinguishable by a human. GANs use adversarial learning
that puts two networks, a Generator network and a Discriminator network in
competition to learn the distribution of the input dataset. A generator tries to
produce data that can fool the discriminator wheres the discriminator tries to
identify them correctly as fake. The convergence of a GAN is highly empirical
and is decided when the generator and discriminator losses are stable and the
decision boundary is equi-probable.

We attempt to train a GAN to generate new fashion designs. The idea here
is to learn the distribution of the input designs and produce new ones that are
inspired by them. Most of the fashion article types such as t-shirts, shirts, jeans

This work was performed when A. Patro was an intern with Myntra Designs Pvt.
Ltd.

c© Springer International Publishing AG 2017
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and trousers are symmetric. Hence it is expected that the GAN learns the inher-
ent symmetry in the input data used for training. However, we noticed that
DCGAN [6], a widely used implementation of GAN using conv-nets does not
necessarily produce symmetric images. Also we observed that there are distor-
tions in the images generated using it. But the location of the distortions is not
symmetric. We propose some enhancements to DCGAN to get rid of undesirable
artifacts in the synthesized images.

We propose a trick to reduce the distortions in the generated images by
exploiting symmetry. There are some recent attempts to invert the Generator in
GAN [1,2,5]. These methods try to estimate the latent vector used to produce the
generated image such that the reconstructed image is very close to the original.
We reconstruct an image with minimal distortions by estimating the latent vector
from the flipped version of the generated image.

2 Proposed Methods

We exploit the inherent symmetry in fashion designs to train the GAN. To satisfy
the symmetry condition, the horizontally flipped image of the generated image
should look similar to the original. But it’s not necessary that it is exactly same
at a pixel level owing to certain design elements that are typically placed only on
one side of the article (e.g., pocket/crest of a t-shirt). We exploit symmetry in
the images to produce aesthetically better looking designs and reduce distortions
in the generated images. Our contributions are summarized in this section.

2.1 Enhancements to DCGAN to Generate Symmetric Images

We impose a new symmetry loss where the flipped version of a generated image
is discriminated equivalently by the discriminator. We realize it using DCGAN,
a popular implementation of a GAN. Training the traditional DCGAN consists
of minimizing three losses (Fig. 1):

1. d loss real: error in identifying input training images as real
2. d loss fake: error in identifying GAN generated images as fake
3. g loss orig: error in identifying GAN generated images as real

(a) Generator Losses (b) Discriminator Losses

Fig. 1. Framework of DCGAN
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(a) Generator Losses (b) Discriminator Losses

Fig. 2. Framework of proposed GAN

We trained a DCGAN and conducted experiments to check if it has learnt
the symmetry of the images in the dataset. We flipped the generated images
horizontally and passed them through the discriminator. If the distribution of
the flipped images was also learnt, then the losses for the generated images and
their flipped versions should be approximately equal. But we noticed that the
losses for the flipped images are significantly higher (Fig. 3a). This proves that
DCGAN has not learnt the inherent symmetry in the fashion designs.

We enhance DCGAN to learn symmetry in the input data by:

1. Augmentation: Training the GAN by augmenting the input images with
their flipped versions.

2. Classification Loss: Introducing a new loss to check if the flipped version
of the GAN generated image is equivalently classified by the discriminator
(Fig. 2).

If the flipped augmented images are also used for training, the DCGAN
should learn the distribution of them as well. But our experiments showed that
it was not able to learn it (Fig. 3b). It can be seen that the generator loss for the
flipped images is quite high though the discriminator learns well. We impose a
symmetry loss and thus our GAN consists of evaluating six losses (Fig. 2):

1. d loss real: error in identifying input images as real
2. d loss fake: error in identifying GAN generated images as fake
3. g loss orig: error in identifying GAN generated images as real
4. d loss real flip: error in identifying flipped input images as real
5. d loss fake flip: error in identifying flipped GAN generated images as fake
6. g loss flip: error in identifying flipped GAN generated images as real

wherein the final losses that are minimized are:
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1. g loss mean = (g loss orig + g loss flip)/2
2. d loss mean = (d loss real+ d loss fake+ d loss real flip+ d loss fake flip)/4.

(a) DCGAN (b) DCGAN with augmented images

(c) Proposed GAN

Fig. 3. Mean losses per epoch

We aid the discriminator by running the flipped images through it. Since
the losses for the flipped images are used to train the discriminator, it will
become better at identifying both the generated image and it’s flipped version
as fake. It can be found from Fig. 3c that the losses for the flipped images are
just marginally higher than that for the original generated images. This proves
that the generator trained using our method is able to produce images that are
near symmetric.

2.2 Minimize the Distortions in Generated Images

When we visually observed the images produced by the generator, we found that
they suffered from distortions (Fig. 4a). But the location of these distortions is
asymmetric. We present a trick using symmetry to minimize them. We flip the
generated images (Fig. 4b) and estimate the latent vector from which they are
generated [1,5]. We run the estimated latent vector through the generator and
reconstruct them (Fig. 4c).
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(a) Original (b) Flipped (c) Reconstructed

Fig. 4. Reconstruction of flipped images from GAN

We know that nearby latent vectors have close representations in the image
space. Using this property, we try to reconstruct the generated images (X). An
L2 loss between the generated image and its reconstructed version is minimized
by using a regularizer on the magnitude of latent vector z [1].

Lrecon = ||G(ẑ) − X||2 + λ||ẑ||2 (1)

We can notice from Fig. 4c that the distortions present in Fig. 4b are mini-
mized. One possible explanation for this result is that the location of the dis-
tortion in the flipped image is different (flipped) from that produced by the
generator. The generator, in general, does not produce the distortion at the
same location as that in the flipped image. Hence in the process of estimating
the latent vector and reconstructing the flipped image from it, the distortions
are reduced.

For example the images in (Row 2, Column 3) and (Row 4, Column 1) have
hands occluding the t-shirt (Fig. 4b). The corresponding images in Fig. 4c do not
suffer from these artifacts. This is also true for the other asymmetric distortions
in the rest of the images.

Fig. 5. Samples from proposed GAN at epoch 100
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3 Performance Evaluation

We evaluate the performance of the methods presented by training DCGAN and
our proposed variant on t-shirt images from our catalog. The dataset comprised
of 45,000 solid t-shirts with varying attributes (e.g., collar type, color, and sleeve
length). We train GAN to generate images of resolution 64× 64 pixels using a
modified version of [4]. We quantitatively assess the two methods by comparing
the losses (Fig. 3). We can notice from Fig. 5 that images generated using our
method are near symmetric and do not suffer much from distortions.

4 Conclusion

We introduce a symmetry loss to train GAN to produce better looking images.
We evaluated the performance of the scheme and demonstrated that the pro-
posed method converges faster. We also present a trick to reduce the distortions
in the generated images by inverting the flipped versions of them. The visual
results show that the reconstructed images do not suffer from artifacts that are
generally produced by GAN.
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Abstract. In this paper we present a method to predict service levels in utility
companies, giving them advanced visibility of expected service outcomes and
helping them to ensure adherence to service level agreements made to their
clients. Service level adherence is one of the key targets during the service chain
planning process in service industries, such as telecoms or utility companies.
These specify a time limit for successful completion of a certain percentage of
tasks on that service level agreement. With the increasing use of automation
within the planning process, the requirement for a method to evaluate the current
plan decisions effects on service level outcomes has surfaced.
We build neural network models to predict using the current state of the

capacity plan, investigating the accuracy when predicting both daily and weekly
service level outcomes. It is shown that the models produce a high accuracy,
particularly in the weekly view. This provides a solution that can be used to both
improve the current planning process and also as an evaluator in an automated
planning process.

Keywords: Neural network � NN � Prediction � Service levels � Early stopping
strategy � Planning

1 Introduction

A key target during the service chain planning process [1] in service industries, such as
telecoms or utility companies, is ensuring adherence to service level agreements [2].
These specify a time limit for successful completion of a certain percentage of tasks on
that service level agreement. With the increasing use of automation within the planning
process [3], the requirement for a method to evaluate the current planning decisions
effect on service level outcomes has surfaced. Further to that, with the criticality of
service levels to the company’s performance, improvements to current techniques are
also paramount.

For this purpose we present a neural network (NN) [4–6] model to predict the
upcoming service levels based on the current status of the plan and investigate the
accuracy this model achieves using some anonymized real world data. The model
predicts the service levels daily, but does so in such a way that aggregate predictions can
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also be produced allowing a weekly prediction to assist the current planning process. As
such the actual volume of tasks successfully completed are predicted and then used to
calculate the service level percent, rather than predicting the percentage directly.

In this paper we first define this service level prediction problem in Sect. 2,
describing the general problem and introduce our specific real world example. We then
outline our NN model we used to solve the problem in Sect. 3. Section 4 contains the
results achieved by this solution, looking at both the daily accuracy and the aggregated
weekly prediction accuracy, before we conclude in Sect. 5.

2 The Service Level Prediction Problem

2.1 General Problem Definition

The service level prediction problem is that of accurately predicting the percentage of
tasks, Ri, by service level agreement, i, which will be successfully completed on time
given the current state of the plan. The time allowed varies depending on which service
level agreement the task in question is covered by.

The current state of the plan is defined by the current planned completions, Cj by
skill, j, the start of day workstack levels, Sj, by skill, j, the intakes Ij (the number of new
tasks entering the plan) by skill, j, and the available capacity, Vk, by resource types, k.

Ri ¼ fi C; S; I;Vð Þ ð1Þ

Here C, S, I and V define the input set of all completions, workstacks, intakes and
capacities respectively, fi is the function of these inputs to produce the service level of
service level agreement i.

In addition, given that service level agreements are a commitment to complete tasks
of that type successfully within a certain time frame, historic values of the inputs also
need to be considered. For example, if the service level agreement for a particular task
is to complete a certain number successfully within two days then the intake from two
days ago would contain some tasks that required completion by today. We further
define Cjt as the planned completions by skill j t days before the prediction date,
similarly for Sjt and Ijt as the workstack and intake for skill j t days prior respectively
and Vkt as the capacity for resource type k t days prior. For example the input Cj2 would
be the planned completion for skill j two days before the prediction date. Defining T as
the maximum number of days and the sets CT, ST, IT and VT as the sets of all com-
pletions, workstacks, intakes and capacities respectively, where 0 � t � T gives the
updated problem definition.

Ri ¼ fi CT ; ST ; IT ;VTð Þ ð2Þ

2.2 Problem Example

The data used in this paper consisted of 203 data points, each data point representing a
day. For each data point (or day) there was the plan state (C, S, I, V) and resulting service
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levels, Ri, for 56 separate areas. The plan state included the capacity levels for 3 resource
types and the completions, intakes and workstacks for 6 skills giving 21 input values for
each plan day. The service levels were for tasks on two different service level agreements.

To allow the outputs to be aggregated (e.g. to produce a weekly service level report
or an aggregated value for multiple areas) then the number of tasks successfully
completed, Yi, and the number failed, Fi, require predicting separately for each service
level i. This way they can be summed to calculate the percentage of tasks successfully
completed at any reporting level required. The resulting service level for any aggre-
gated level being calculated using the total success and failure predictions of the
individual predictions as follows.

Ri ¼ Yi=Yi þFi
ð3Þ

Here Yi and Fi are still a function of the current plan state for the prediction date and
the plan state for the past 4 days (chosen after correlation analysis) giving similar
equations to 2.

Yi ¼ gi C4; S4; I4;V4ð Þ ð4Þ

Fi ¼ hi C4; S4; I4;V4ð Þ ð5Þ

3 Neural Network Solution Method

3.1 Model Construction

A feedforward multi-layered perceptron [7] neural network was chosen as they are
widely used for forecasting [8]. A single hidden layer, containing 12 nodes, was used to
predict each of the outputs, Yi and Fi, individually, giving a single output node. The
number of input nodes varied for each output as we dynamically selected the inputs to
use from the plan state sets of C4, S4, I4 and V4. Each layer used the sigmoid
activation function [9]. The network was implemented using the Encog [10] library in
Java.

With such a large number of inputs there is a risk of noise impacting the accuracy
of the trained models. As such we also employed a dynamic filtering technique pre-
viously used in [11] to use each input’s non-linear correlation with the output that the
current model is being built for to select which inputs to use. Some initial quick tests
showed that choosing a value of 0.5 proved to be a good cutoff point. Thus, during the
construction of the model to predict each output in each area only inputs with a
correlation value of 0.5 or greater were used.

3.2 Training

The models were trained using the resilient backpropagation algorithm [12] with 25
random restarts. The training data was split into two sets, the training set and the
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validation set. The models being trained using the training set and having their final
accuracies evaluated on the validation set.

Further, to avoid overfitting, the early stopping strategy [13] was used. In the early
stopping strategy, after each training iteration, the current accuracy of the model is
tested using the validation set. Once the accuracy on the validation set stops improving
and starts to decrease then overfitting has started to occur so the training process is
halted.

4 Results

4.1 Experimental Method

For each area we split the data into 178 training points and 21 for testing. This data was
further clustered by day of the week giving 25 to 26 training points and 3 testing points
per cluster. For the training process the training portion was split further, removing 5
points for validation leaving 20–21 points for training.

We then used this data to create and train a model for each of the 4 outputs (Y1, Y2,
F1 and F2) for each of the 56 areas for each day of the week. Each model was trained
using the training data points and then tested on the test data. The accuracies of the
predictions against the testing data are presented for each experiment.

4.2 Daily Prediction Results

Table 1 shows the accuracy of the daily predictions grouped by day of the week. For
example the Monday entry shows the average accuracies for predictions made using the
Monday models created for each of the 56 areas. The accuracy is shown for the success
prediction model, Yi, and failure prediction model, Fi, for both of the service levels i,
along with a column showing the resulting accuracy when the models are combined to
give the service level prediction Ri.

The accuracy for the individual models (success or failure) are fairly low, being
about 52.4% accurate on average for the two service levels at predicting failures.
Failures are low volume however so this is to be expected.

Table 1. Average accuracy of predictions using early stopping strategy over all areas by day.

Day of week Service level 1 Service level 2
Y1 (%) F1 (%) R1 (%) Y2 (%) F2 (%) R2 (%)

Sat 80.3 56.4 89.7 87.1 59.4 92.9
Sun 61.0 4.2 86.1 52.3 –4.0 63.8
Mon 86.2 55.0 93.9 87.8 67.3 93.8
Tue 84.6 58.7 95.3 74.6 48.4 83.2
Wed 87.8 62.8 95.9 86.7 64.5 93.2
Thu 87.6 61.8 93.0 85.9 63.3 93.3
Fri 89.0 66.1 95.0 88.8 70.0 93.0
Average 82.4 52.2 92.7 80.5 52.7 87.6
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This changes when we combine the success and failure model outputs to generate
predictions of the resulting service level, Ri. The average accuracy across all days and
both service levels in this case is about 90.2% even when including the lower accuracy
produced by the reduced volumes on a Sunday. Considering the goal of the problem is
to predict the service level this is a much better evaluator and as such we can see this
model is useable in practice.

4.3 Weekly Prediction Results

To further evaluate the usefulness of this model to the current planning procedures,
whereby senior planners take a weekly view of each areas workstacks to decide where
might need additional resourcing, we also analyzed the accuracy of the predictions
when aggregated to the weekly level. The success and failure models were summed for
each of the three weeks and used to calculate the resulting service level for that week.
We then counted the number of times the error was less than a certain percentage in
each area and also calculated the average accuracy across all 56 areas for each week.
Table 2 shows the weekly results achieved. The weekly level prediction showing an
expected improvement over the daily accuracy, producing an average of 96.7% across
all areas across all weeks. We can also see that around 78.6% of the time the error of
the prediction in an individual area is less than 5% increasing to 92.9% when extending
the range to 8%. This shows decisions can be taken using this model with reasonable
certainty, particularly as some of the higher error values are caused by areas with lower
volumes, something the senior planner would have knowledge of.

5 Conclusion

In this paper we identified the requirement for a service level predictor to assist the
evaluation of plan solutions generated by automated planning methods as well as the
opportunity to improve the current planning process. We defined this service level
prediction problem, stating the general problem in Eq. 2 and introducing a specific real
world example. Initial analysis of the data showed the requirement to include 4 days
plan states as part of the inputs and we further split the problem into predicting the
success (Eq. 4) and failure (Eq. 5) separately to allow their combination to produce a
service level prediction at any level of aggregation. We then described the neural
network model we used to solve these problems, including a method to dynamically
filter the larger number of inputs created by the addition of the past plan states. The
resulting model was then evaluated on the real world data, where we showed that we

Table 2. Weekly accuracy across all areas using early stopping strategy.

Week Service level 1 Service level 2
<8% <5% <2% Avg Acc <8% <5% <2% Avg Acc

1 56 49 26 97.4% 46 41 22 96.4%
2 54 49 23 97.2% 52 42 21 96.4%
3 52 44 24 96.8% 52 39 18 96.3%
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were producing good daily accuracy to give a reasonable evaluation of plan solutions
as well as give current planners indication of days where problems are occurring. In
addition we showed that the accuracy at the weekly level, where it would be used
within the current planning process, was very good providing a good tool to assist
decisions relating to release of additional resources to specific areas. With the current
planners problem solved the next step is now to utilize this solution to evaluate
solutions in an automated planning application. Additional work could also be followed
in investigating other solution techniques, such as developing the model using support
vector machines [14].
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Abstract. We are using service consumption data from BT’s UK–wide
IPTV service to identify main drivers of network capacity and to predict
changes on the level of exchanges. We have used a decision tree to iden-
tify main drivers and find that provisioning data is sufficient to identify
capacity requirements for cable links to exchanges. We have used cluster
analysis to identify changes in service consumption and to construct an
early warning system for potential capacity bottlenecks.

Keywords: IPTV · Network capacity · Decision tree · Cluster analysis

1 Introduction

We describe a method of using machine learning to assist IPTV service providers
in planning cable link capacities. We use data from BT’s IPTV service that
uses multicast to deliver linear TV (MLTV) via broadband. Some channels are
delivered by dynamic multicast meaning that there is only ever one copy of
each TV stream being transmitted and only if at least one customer connected
to that exchange is watching that channel. To save more bandwidth channels
are also encoded with a variable bitrate (VBR). Cable links to an exchange
have to provide sufficient capacity to meet the peak demand of concurrent TV
channels being watched otherwise customers could experience denial of service
when switching channels.

Planning the network capacity for an IPTV service—especially on the level
of cable links to exchanges—is challenging and requires data about service con-
sumption. In the literature we can find studies about general capacity planning
considerations mainly focussing on server capacity [1] and studies on channel
availability when switching or surfing between channels [7,8]. We used actual
(anonymised) IPTV service consumption data from BT’s UK-wide IPTV ser-
vice to understand capacity requirements at the edge of the network. The data
set from BT’s two TV platforms YouView and Cardinal covers a three week
period across more than 4,000 exchanges.

For the analysis we computed the peak concurrent bandwidth per second per
exchange. BT’s multicast delivery is user- and platform-agnostic. Time overlaps
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between joining and leaving customers on a channel are immaterial and a single
channel-session is delivered to a geographical region for as long as there is at least
one subscriber across any platform. Channel sessions were created from set-top
box (STB) session activity per exchange, aggregating over multiple individual
subscriptions over time. For the analysis the data was aggregated to concurrent
user-agnostic, platform-agnostic channel-sessions. When a channel-session at an
exchange sees a state change (start/stop), the concurrent bitrate delivered to
the geography changes. In addition to active STBs per exchange per second,
the number of TV- and broadband-enabled customers were also matched to an
exchange to aid the modelling.

We also analysed the peak VBR for each channel across the 15 busiest
exchanges for a single day (800 million rows of data, 32 GB compressed) to
understand the bandwidth savings VBR gives over a channel’s constant bitrate
(CBR) before encoding. Doing this for the whole three week nationwide data set
would have required two Petabytes of data and that was not feasible. We know
that VBR gives us a comfortable safety margin and therefore we can run our
analysis with global concurrent CBR maxima for each exchange at one-second
granularity over the three-week trial period. Due to the commercially sensitive
nature of the data we are unable to report exact values on capacities or service
uptake. However, our methods described in this paper do not rely on specific
values and apply to any IPTV service.

2 Modelling Exchange Capacity

Monitoring the actual peak concurrent TV traffic in an exchange is time con-
suming and costly because it requires either monitoring all TV sessions across all
connected customers or live data monitoring in the exchange via probes which
require hardware investments. Ideally, an IPTV provider would monitor capac-
ity requirement indirectly via features that are easily obtainable and then give
an early warning that more capacity might be required. Before an investment
decision is made an exchange could then be analysed on a more detailed level
using traffic data. We have used two machine learning approaches – decision trees
and clustering – to identify drivers of capacity. The objective was to find out
if such methods can provide sufficient information for capacity planning. After
cleansing the available data we arrived at tens of millions of sessions across more
than 4, 000 exchanges across the UK (3.5 GB). For each exchange the daily peak
conncurrent CBR values (PCV) were computed where sessions were available
resulting in just under 14,000 rows with the following features:

– F1–F3: Proportions of PCV broken down by content resolution (SD, HD and
UHD)

– F4, F5: Proportions of PCV broken down by BT’s two TV platforms
– F6: Number of concurrently active STBs at the time of PCV
– F7–F9: SD, HD and UHD Proportions of concurrently active STBs
– F10: Ratio of number of concurrently active STBs at time of peak to total

number of STBs seen on the day
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– F11: Ratio of total number of STBs seen on the day to the number of provi-
sioned TV customers

– F12: Number of TV provisioned customers
– F13: Number of broadband provisioned customers
– LPCV: PCV value discretised into low, medium, high, very high.

Features F1–F9 require knowing the time of the peak and information about
the sessions contributing to the peak. F10 and F11 require keeping count of active
STBs and F12 and F13 can be obtained without measuring any traffic.

3 Peak Concurrent Capacity Drivers

The purpose of this modelling activity was to understand key drivers for peak
concurrent capacity and use this to identify which exchanges should be monitored
over time for potential cable link capacity upgrade. We created four discretised
classes of peak concurrent bitrates based on an assessment of their relation to
cable link capacity. The classes were low, medium, high, very high. We used
a decision tree as a classifier for the data because we are mainly interested in
the feature selection capability of decision tree induction. Algorithms for decision
trees are well understood and they use an information theoretic measure to select
features and recursively partition the data space. Tree induction algorithms need
to be stopped before they over-generalise and create partitions that potentially
classify individual data records. This is typically done by restricting the height of
the tree, the number of records required to create a new inner node (test node),
and the number of records that have to arrive at a leaf node (classifying node).
Most commonly, information gain ratio is used as a feature selection method
and we have done so in our experiments. However, there is a large variety of
measures that can be used [2,3] and it is typically not possible to say which
single measure would perform best.

For our experiments we used the community edition of Rapid Miner Studio
6.5 (http://www.rapidminer.com). Using the Decision Tree operator which pro-
vides an implementation of Quinlan’s C4.5 algorithm [6] we classified peak con-
current demand per exchange. Experiments began with the default model para-
meters (information gain ratio, minimal leaf size = 2, minimal size for split = 4,
minimum gain for split = 0.1, maximal height = 20, using pruning with confi-
dence level 0.25 and pre-pruning with 3 alternative nodes). We then varied leaf
size and split size trading off tree complexity with classifier accuracy. The final
configuration used a minimum split size of 20 items and a minimum leaf size of
10 items. Figure 1 shows the final decision tree. We cannot provide the actual
split values because they reveal information about network capacity.

F12, the number of provisioned TV customers for an exchange, was found to
be the most influential feature to explain the size of the peak concurrent demand
observed at that exchange. The tree only used one other feature (F11) to dis-
tinguish between low and medium peaks for lower values of F12. The higher the

http://www.rapidminer.com
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Fig. 1. Decision tree built to classify peak concurrent demand across all exchanges

value of F12, the higher the concurrent bitrate to be expected. It is interest-
ing, from a network design perspective, that none of the other time-dependent
features were found to be as influential as both relatively static features.

Note that the tree contains only one leaf node L1 for the very high peak
category capturing 68 of those records and that there is no leaf node for the
high category which contained only 184 records. These records have been mainly
classified as medium by leaf node L2. This node also contains the remaining
39 records with a very high peak. One method to drive a capacity upgrade
programme is to flag and monitor all exchanges with N > s2 TV provisioned
customers (split value leading to L2 – see Fig. 1), capturing all instances of very
high peak occurrence. This captures also 90% of the high records and results
overall in 10% of all exchanges being monitored. For exchanges monitored in
this way detailed traffic data can be used in connection with the cluster analysis
model described in the following section in order to detect changes in viewing
behaviour that could lead to higher peaks.

4 Predicting Capacity Maxima

We used the K-means clustering [5] provided by the Clustering operator from
RapidMiner to examine the predictability of peak concurrent CBR bitrates per
exchange using its daily peak behaviour. The decision tree discussed above could
become less accurate over time as customer behaviour changes and higher data
rate streams such as HD channels grow in popularity. The method proposed
in this section takes into account daily exchange-level behaviour to predict the
band of global maximum concurrent bitrate that could be expected.
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Features were normalised to range between 0 and 1 for equal bias but, after
some trial runs to improve model accuracy, the peak concurrent bitrate value
was weighted to be 20 times more influential in the model than other features.
This was done to create clear divisions between the various concurrent bitrate
bands. We iterated through up to 20 clusters using the Davies-Boudin measure
[4] to find the optimal number of clusters with the most differentiation between
the clusters. Five clusters were found to be optimal. Figure 2 shows the outcome
of the learned clustering model (bitrates obscured for confidentiality reasons).

Exchanges with the highest concurrent bitrates are mapped to cluster c1,
followed by c0. Clusters c4, c2 and c3 show more overlap in concurrent bitrates.
None of the iterations resulted in c1 being split further to separate the highest
concurrent bitrate values from those that are more moderate. This shows that
there is little difference in features used between these values – an exchange
that has a highest concurrent bitrate at the bottom of the range in c1 could
conceivably see a larger value in the absence of additional information.

Fig. 2. Result of cluster analysis of daily peak concurrent bitrates per exchange

We label each exchange with the cluster id of its global peak in the train-
ing data. By mapping daily peaks to the clusters we can monitor if daily peaks
are mapped to the same cluster as the daily peak or not. If they are, we use
this a confirmation that the daily behaviour is consistent with the daily behav-
iour of the global peak. Exchanges mapped to c1 can be monitored for fur-
ther capacity upgrade. A mapping to a cluster different from the global peak of
an exchange is most risky if it underestimates the expected peak concurrency,
resulting in capacity under-provisioning and channel unavailability when capac-
ity is exceeded during global peaks. This method underestimated only 8% of
the exchanges where high global peaks were observed. The remaining 92% of
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exchanges were either correctly mapped to the same cluster as that of the global
peak or mismapped between c4, c2 or c3, all of which only contain exchanges
with smaller concurrency values where existing cable link capacity is sufficient.

Exchanges whose global peaks were underestimated could behave differently
when the global peak occurs compared to daily behaviour, i.e. the global peak
is an outlier from daily trends. Adding further features to the clustering model
datasets could improve prediction accuracy. For example, one estimates that
customers tune away from a given channel at the start of an advertisement break,
driving higher channel concurrency as each customer might hop to a different
channel. A better understanding of customer journeys across content items at
times of peak concurrency could improve the predictability of resulting content
diversity and required network capacity to cater for this demand.

5 Conclusions

The result delivered by the decision tree is ideal for a capacity planning and mon-
itoring scenario, because it uses only traffic independent variables. By combining
this with the outcome from the cluster analysis and repeating the model build-
ing in regular intervals it should be possible to identify changing behaviour in
time. Using cluster analysis we evaluated the suitability of using daily exchange
behaviour to predict peak concurrency. Clustering can provide an indication of
the expected global maximum for each exchange by assigning daily peaks to
clusters representing a range of expected concurrent bitrates.
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Abstract. In order to utilise the computing power offered by modern multi-core
computer systems, APBHC, a new parallel search algorithm is proposed in this
paper. This algorithm uses a number of parallel, asynchronous threads, each
performing hill climbing independently of each other whilst sharing information
about the best solution found so far amongst all threads. This information is used
to adapt the maximum step size during the search. One advantage of this
approach is that this new algorithm has no control parameters, which would
require tuning. The other advantage is that it can make use of all processing
cores available in a computer system. The new method was applied to the
problem of Spice Model Generation. It was shown that it out-performs Genetic
Algorithms (GA), which were applied to this problem in the past, without the
need of time consuming parameter tuning.

Keywords: Electro-Magnetic simulation � Optimisation � Parallel processing �
Hill climbing � Self-adaptation � APBHC

1 Introduction

In modern engineering, it is usually important to design systems that not only satisfy
the functional requirements but also are as cheap as possible. Here, computational
optimisation methods can help to find optimal designs automatically [1]. Various direct
search methods have been proposed in the literature, for example Genetic Algorithms
(GA) [2], Simulated Annealing (SA) [3], Particle Swarm Optimisation (PSO) [4], or
Ant Colony Optimisation (ACO) [5]. All these algorithms start with initial solutions,
which are stepwise refined according to a method-dependent strategy. A large number
of these refinements are typically needed to arrive at a near-optimal solution. In this
process, the bottleneck is often the evaluation of the quality, or fitness, of a new
solution. A single evaluation might take anything from minutes to days. Since many
modern computers have more than one computing core, parallel computing could offer
a solution.

Parallel systems can be classified using Flynn’s taxonomy [6]. Modern multi-core
processors can run different programs simultaneously, processing different data. Hence
they fall into the Multiple-Instruction Multiple-Data (MIMD) category of Flynn’s
taxonomy. Often, Random-Access Memory (RAM) is shared and equally accessible to
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all computing cores. This is called Uniform Memory Access (UMA) [7] or Paral-
lel RAM (PRAM) [8] and allows for the exchange of information between the different
parallel programs.

In order to use parallel computing, the problem at hand needs to be parallelised.
One approach is to partition the problem and to let each computing core work on one
partition in parallel. When all partitions have been processed one instance of the
problem has been solved. The other approach, which was taken in this work, is to have
each core to process one instance of the problem in parallel. The processing time of one
fitness evaluation might depend on the input data. Also, sometimes, two or more
instances of the fitness function have to share a computing core, which increases
processing time for those instances. In both cases, it is clearly beneficial if instances do
not need to wait for other instances to finish, because otherwise a fast process would
waste computing time waiting for slower processes to catch up. This led to the
development of Asynchronous Population-Based Hill Climbing (APBHC), which is
introduced in the next section. Unlike other parallel search algorithms, such as parallel
GRASP [9], APBHC can be used for mixed-integer function optimisation.

2 Asynchronous Population-Based Hill Climbing

Hill Climbing (HC) [10] is a well-established optimisation technique. Here, a trial
solution from the neighbourhood of a current solution is evaluated. If the new solution
is better than the current, the new solution becomes the current solution. This will be
repeated until a stopping criterion holds.

Previously, it was shown that the performance of HC crucially depends on the
definition of neighbourhood, i.e. the chosen step size [11]. If the step size is chosen to
be too small, HC will eventually get trapped in the nearest local optimum, whereas
using a larger step size increases the probability to overcome local optima but at the
same time decreases the chance of reaching the global optimum. This led to the
development of adaptation schemes like Self-Adaptive Step size Search (SASS) [12],
which is a population based Hill-Climbing algorithm that uses sampling to adjust the
step size dynamically. This can be seen as collaboration between search entities, which
are often called particles. Another example of a population based search algorithm that
uses collaboration is Differential Evolution (DE) [13].

In this work, the optimisation problem is solved by n parallel threads, each of which
performs hill climbing (Fig. 1). The threads are non-blocking, i.e. asynchronous. Ini-
tially, a random solution is generated and evaluated. Since this is so far the only
solution, it becomes the global best solution g. This global best solution is stored in
shared memory, i.e. memory that can be read by any thread simultaneously. Subse-
quently the n threads are started. Here, n is the number of processing cores available on
the computer system. If a thread has found a better solution than the global best during
its search, it updates the global best solution. Figure 2 presents the UML activity
diagram showing the strategy of a single thread. Once all the threads have finished their
search, the global best solution g is returned as the overall solution. Each thread creates
an initial solution randomly. This solution x is evaluated and the search is started. If the
stopping criterion does not hold, the Euclidian distance d between x and the global best
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ini alise global 
solu on g randomly

evaluate fitness f(g)
of global solu on g

search

output solu on g

search search...

Fig. 1. UML activity diagram for the main program.
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evaluate fitness f(x)
of current solu on x

search

Fig. 2. UML activity diagram for one parallel thread.
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solution g is calculated. A new trial solution x’ is generated by adding random numbers
from the range of [−d, +d] to each component of x.

If the fitness of x’ is worse than that of x, x’ is discarded and a new iteration is
started. Otherwise, x becomes x’. In this case, if the fitness of the new x is better than
that of the global best solution g, g also becomes x before a new iteration is started.
Since all the threads are sharing the memory that stores the global best solution, two or
more threads might try to write into this location at the same time, which would result
in corrupted data. To avoid this, it is necessary to protect the memory location whilst
writing by setting a lock. Any other thread that tries to write has to wait until the lock is
removed before it can update the global best solution.

The rationale behind this scheme is that in the early stage of the search, the particles
(i.e. solution x of a thread) are randomly distributed across the search space and hence
the distances between the particles are large. In this stage of the search the particles are
allowed to explore the search space. Since they constantly accept better solutions, the
particles eventually home in onto the region containing the global optimum and the
distances between them become smaller, allowing them to exploit the region containing
the global optimum.

3 Experiments

In order to evaluate the performance of APBHC, it was applied to the problem of Spice
model generation from EM simulation data and compared to the performance of a GA,
which was previously applied to the same problem [14]. Here, the numerical values of
the nine electronic components of a network, resistors R1–R3, the inductances L1–L3
and the capacitors C1–C3, had to be tuned so that the network input impedance matches
measured reference data. In order to be able to compare the results, the same fitness
function and the same fixed number of two decimal places was used as in [14],
resulting in a discrete function optimisation problem. The smallest number for each
parameter was 0.01, the largest number was 10.00. The total number of possible
solutions was therefore 1,0009, far too many to apply exhaustive search.

100 experiments were carried out. The computer used for these experiments had 32
cores. As a result, each run was chosen to utilise 30 parallel threads. No other control
parameter had to be tuned. In order to allow a fair comparison with the results pub-
lished in [14], each thread was allowed to run for 1,000,000 iterations.

Table 1 summarises the results. It shows the median and the best solutions found
by APBHC and GA together with the known optimal solution. It can be seen that even
the median solution found by APBHC is very close the known best solution. The best
solution, which was found after 189.191 s, only differs significantly in parameter 1
from the optimum.

The GA was also able to find a near optimum solution where six of the nine
component values matched the optimum. Nevertheless, the deviation caused by the
three resistor values (R1, R2, R3) caused a clearly visible deviation in the magnitude
and phase responses [14].
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Based on the best solution and the median solution found by APBHC, the corre-
sponding frequency responses have been calculated and plotted together with the
response of the known optimum into the graph of Fig. 3.

Here, magnitude and phase of the complex valued data are shown separately. With
the scale used the traces of the best solution (thin lines with crosses) seem to follow
exactly the traces of the optimum solution (solid thick line). Also for the median
solution the phase response (thin line with circles) follows the optimum, while the
magnitude shows a certain deviation in particular at the lower frequency range (below
1 GHz). This clearly outperforms the best solution found by GA [14].

4 Conclusions

In this work, APBHC, a novel asynchronous, population-based variation of the hill
climbing search strategy was introduced, which utilises multi-core hardware architec-
tures of modern computer systems. The parallel threads share information about the

Table 1. Optimisation results found by APBHC algorithm.

Parameter 1 2 3 4 5 6 7 8 9
Name R1 R2 R3 L1 L2 L3 C1 C2 C3

Median APBHC 0.18 0.21 0.49 7.13 7.94 8.95 0.01 0.02 0.03
Best APBHC 0.08 0.37 0.45 7.00 8.00 9.00 0.01 0.02 0.03
Median GA [14] 0.27 0.26 0.32 8.91 8.22 8.94 0.01 0.03 0.03
Best GA [14] 0.01 0.22 0.47 7.00 8.00 9.00 0.01 0.02 0.03
Known solution 0.20 0.30 0.40 7.00 8.00 9.00 0.01 0.02 0.03

Fig. 3. Magnitude and phase response comparing best and median result from APBHC over 100
runs versus the known optimum solution.
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best solution found so far, and use this information to escape local optima by adjusting
their step sizes dynamically during the search. Not only does APBHC make use of all
processing cores available on a computer system, it also has only one control
parameter, which is the number of parallel threads. Since this number is set to the
number of available processing units, it does not require time consuming control
parameter tuning. It was shown that the new algorithm outperformed GA for the
problem of Spice model tuning.
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