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Abstract. In the literature of Error Correcting Codes (ECC) there are
many probabilistic characterizations of different events that happen in
the decoding process. Historically, the most considered parameters in
the performance of a linear code are the Probability of Undetected Error
and the probability of incorrect decoding, also known as Probability of
Miscorrected Error. While there is agreement about the first, starting
from the Seventies, basically four definitions of the Probability of Mis-
corrected Error are present in literature; aim of this work is to show that
they are equivalent and, although different in the mathematical formu-
lation, they yield exactly the same result. The gap of this missing proof
is herein fulfilled and two examples with interesting properties are given.
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1 Introduction

The performance of a (linear) error correcting code can be evaluated on the
basis of many parameters. Depending on the application studied, one can focus
on the distance of the code, its dimension, the information rate; or one can
investigate what happens when the number of errors in transmission is greater
than the correction capability of the code. Those events are studied in terms of
error probabilities. In the decoding process, the events of major interest have an
associated probability, in particular, the Probability of Correct Decoding (Pcp),
the Probability of Undetected Error (Pyg) and the Probability of Miscorrected
Error (Pyg), [15]. The presence of an undetected error is especially important
when related to safety, e.g. when the codewords represent a feedback for danger.
A miscorrected error can have heavy consequences when the wrong information
can corrupt a whole set of data, that is, the cost of incorrect decoding is high,
for example in data storage applications or in the 3D reconstruction of a human
body [1].

There are four formulations for the Pyg and they have been derived by
different authors from different points of view, also the mathematical expression
is not the same but after a computer implementation and evaluation of the
four formulas, it becomes clear that they give the same result. Therefore it is
interesting to prove their equivalence, which is missing in literature.
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The work has this structure: Sect. 2 gives a short review of the names, conven-
tions and standard use of symbols for ECC that will be useful for Sect. 3, where
the four formulations of Py are stated and the equivalence theorem is proved.
Section 4 presents a comparison of the results of bruteforce decoding (maximum
likelihood) with the theoretical results of the probability of miscorrected error.
Section 5 contains comments and conclusions on those four different formulas
proposed in literature.

2 Background and Framework

Let C be an [n, k, d] linear code over F, with weight distribution Ay, A1,..., A,
and let the symbol error probability on a g—ary alphabet be p. The probability
that a symbol is correctly transmitted over the channel is then 1 — p. Assume
that if an error does occur, then each of the ¢ — 1 symbols aside from the
correct symbol is equally likely to be received, with probability ﬁ each. This
hypothetical channel is called the g—ary symmetric channel or ¢ — SC for short,
[4]. This is a standard framework in ECC.

Let 7 be the number of errors that occurred in transmission. If 7 = 0 the
decoder does not detect any error and does not decode the received vector, as
it is in the code already. If 1 < 7 < t, where ¢ := L%J, the decoder detects
the error and corrects it to the unique codeword at distance less than ¢ from the
received vector. However, if 7 > t three models of decoder must be considered:
the ideal bounded distance decoder, the maximum likelihood decoder and other
types (e.g. Berlekamp-Massey, etc.). If more than ¢ errors occur, two situations
can happen: (a) there is a unique codeword at distance at most ¢ from the
received vector; (b) there is no codeword at a distance lower than ¢ + 1 from
the received vector. In case (a), every decoder will clearly correct the vector to
that unique codeword, and the correction will be wrong, see Fig. 1. In case (b),
the decoders exhibit different behaviours: the ideal bounded distance decoder
will not attempt to correct the vector and will raise a flag of decoding failure;
the maximum likelihood decoder will correct the vector to its closest codeword
(which may not be unique); for other decoders the behaviour is not specified,
see Figure 2.

Remark 1. As a remark, notice that the algorithm of Berlekamp-Massey can be
approximated with an ideal decoder. This algorithm is based on the error locator
polynomial, which has the properties that its roots give the locations of the errors
occurred in transmission (for instance [3] for a Grobner Basis derivation). For a
number of errors 7 < t the roots of the locator polynomial are valid positions
and the correction is unambiguous. If there are more than ¢ errors, the following
cases can happen: 1. there exists a codeword at distance lower than ¢ from
the received vector and this produces a wrong correction; 2a. there does not
exist any codeword at distance lower than ¢t + 1 from the received vector and
the decoder corrects wrong, 2b. as in 2a but the decoder corrects to the sent
codeword, 2c. there does not exist any codeword at distance lower than ¢ + 1
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Fig. 1. Suppose to send v and receive v + e, i.e. the triangle inside the decoding sphere
of v1, in this case every decoder will correct v+ e to v; thus making a correction error.
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Ay + e

Fig. 2. Suppose to send v and receive v+e, i.e. the triangle outside any decoding sphere
(in gray around each codeword). In this case the ideal decoder will raise a message of

decoding failure, whereas the maximum likelihood decoder will decode to the closest
codeword around v + e, that is vz in that picture.

from the received vector, but not all the roots of the locator polynomial are valid
positions, the decoder sends a message of decoding failure. The case 2b cannot
happen in practice because in this instance the locator polynomial will have a
degree higher than ¢, but in an implementation, the decoding process will be
stopped after degree t.

After these considerations about the decoders, we are interested in the probabil-
ity of the miscorrected error for bounded distance decoders. It is important to
notice that this decoding scheme is incomplete because not all possible received
vectors will have a distance less than ¢ from a codeword, that is, inside a decod-
ing sphere, [12]. An example where the sent codeword is outside of any decoding
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sphere is presented in Section 4, see also [10] for details about the decoding
spheres. Consider the reliability of a bounded distance decoder. A codeword ¢
sent over the channel is correctly decoded at the receiving end by the decoder if
the decoder receives any vector in the sphere of radius t = L%J around c, yield-
ing a lower bound on the probability that a transmitted codeword is correctly
decoded.

There are several different ways to characterize the error detecting and cor-
recting capabilities of codes at the output of the channel decoder. Those are
widely accepted definitions and they can be found in many references e.g. in
[2,5,7,11,14].

Pep(p) is the probability of correct decoding, which is the probability that a
codeword c¢ sent over the channel is correctly decoded at the receiving end by

the decoder, and can be computed by:

Pep(p) = Zt: <7Z)pi(1 —p)" "

=0

Note that this probability is independent of the size of the alphabet. Pyg(p)
is the probability of undetected error, the probability that errors occurring in
a codeword are not detected. An error vector moves the transmitted codeword
into another codeword, and this probability is therefore

Pug(p) = zn:Ai (p)l (1—p)" .

i=d q—1

Pg(w) is the probability of miscorrected error conditioned to an error of weight
w. This is the probability that the codeword at the output of the decoder is not
the same as the codeword produced by the encoder, with the condition that an
error of weight w occurred. Pyig(p) is the probability of miscorrected error. This
is the probability that the decoder outputs a wrong codeword. It depends only
on the code (it is important to note that knowledge of the weight distribution is
required) and on the channel.

Whereas for the probabilities of correct decoding and undetected error there
is agreement in the definition among all authors, the situation is very different
for the Pyg. In the literature there are four definitions of Pyg, only one of them
(proposed by [5]) involves the definition of Pg(w), the others directly assume
the presence of the g—ary symmetric channel. The study of the Pyg in terms
of the Pg(w) brings more insight in what happens when the number of errors
increases, therefore it is herein briefly summarized.

In order to proceed, define the quantity N (¢, w;s) as the number of vectors
of weight w that are at distance s from a fixed codeword of weight £. If w is not
such that £ — s < w < £+ s, then N(¢,w;s) = 0. N({,w;s) is independent of
the given codeword of weight ¢ and is hence well defined ([5]). For s < ¢, spheres
of radius s about codewords are disjoint and hence the number of vectors of
weight w at distance exactly s from a codeword of weight £ is A, - N (¢, w; s).
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Now received vectors which will be improperly decoded are those which lie within
a sphere of radius ¢ about some codeword other than that which was sent. Call
C'y the number of these vectors, clearly

n t
Cy :ZAgZN(K,w;s) fort+1<w<n.
=0 =0

This leads easily to the next lemma.

Lemma 1. The probability Pg(w) is the probability of miscorrected error con-
ditioned to an error of weight w and is characterized by

Cuw
a0

Proof. Pg(w) is given by the ratio of the decodable vectors of weight w (i.e. Cy)

n

by all possible vectors of weight w, which are (¢ — 1)*(").

]PE(U}) =

The following lemma finds out the number N (¢, w; s).

Lemma 2. The number N (¢, w;s) of vectors of weight w that are at distance s
from a fized codeword of weight ¢ is zero if w is not such that £ —s < w < {+s,
otherwise is

w55 () ot ) (7 oy

rT=r1

where 71 := max{0,w—(} and ry := | “=EE= |. Note that |z| is the larger integer
less than or equal to x and that (z) is zero if y & N.
Proof. See [5]. O

Corollary 1. In the case of binary linear codes ¢ = 2 and the previous lemma

simplifies to
n—/{ J4 .
<s+w—é> <s—w+€) Z-f |w - €| S S
N, w;s) = 2 2

0 if lw =¥ > s.

Once the weight distribution of C and Pg(w) are known, the formula for the
probability that the decoder outputs a wrong codeword is given by the next
theorem.

Theorem 1. The probability of miscorrected error Pyg(p) depends only on the
code C and on the channel ¢, and is

n

Puge(p) == Pue(C, ¢) = Z Pe(w)é(w), (1)

w=t+1
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where ¢(w) is the probability of w errors in transmission. In the case of the
q—ary symmetric channel ¢p(w) has the classic form

o) = (1) -0 (25) a—pr.

Corollary 2. In the q—ary symmetric channel, the probability of miscorrected
error (1) simplifies to

Pue(Ca-50) = Y G (2g) a-p

w=t+1

It may be difficult to compute exactly this probability because the weight dis-
tribution of a linear code (or even just the minimum distance) is in general
not known, [9]. In these cases the weight distribution can be approximated by
suitable estimates and (1) becomes a bound.

3 Unified Probability of Miscorrected Error

This section collects the four formulations of the Py found from different
authors in literature. They are reported in four lemmas identified with the let-
ters A, B, C and D. The corresponding expression for the Pyg has a superscript
with the matching letter. In the previous section the approach of [5] was pre-
sented, which turns out to be the most followed (Lemma 5), maybe because it
was the first proposed. In [2] there is a historical description and bibliography
of the papers and previous results that yield to [5]. With the aim of keeping the
paper contained, the derivation of the four characterizations is skipped, but can
be easily retrieved in each of the cited references.

Lemma 3 ([13]).

= 3 a3 ()

0=2t+1 s=0r=0

(g—1)* (1 _ p)T (1= p)n—tsplts—r.

q—1
Lemma 4 ([8,12,14]).

Phe) = AZZ(TM)(E)

(=2t+1 s=0 r=0

» L—s+r p s—r
o 1— £ 1— n—_L—r o
(q— 1) ( q-— 1) (=) P
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Lemma 5 ([2,5,6]). Forry and ro as defined in Lemma 2,

yayy (")

s=0 w=t+1r=ry

.<€—§+r>(w_;;;_2r) <L>w(1_p)n—w

.(q _ 2)w7£+572r(q _ l)r'

Lemma 6 ([11]).

Phsr) = > (L) a-wr

w=t+1 q—1
S RO
{=max(w—t,d) S_u w| r=0 r+w— / S—i—f—w-Qr

.(q o 2)s+27w72r(q o 1)r+w7€'

A final technical lemma is needed in order to prove the main theorem of this
section.

Lemma 7. The following identity holds:

s—

: ("7 ) a2 -p -y

Jj=

:Z< ) <q_1)j(q—2)j(1—p)s‘r‘j,

J=

S—r
which, in particular, is equal to (q;le) )
Proof. Follows easily with Newton’s Binomial Theorem. a

Theorem 2 (Unified Error Probability). The four Lemmas 3, 4, 5 and 6
are equivalent.

Proof. The proof is divided in three parts: Lemma 3 <= Lemma 4, then
Lemma 5 <= Lemma 6 and finally Lemma 4 <= Lemma 5. First consider
the equivalence of Lemma 3 and Lemma 4. The outer sum over £ is the same in
(3) and (4), hence look at the inner part only. Starting from the binomial part of
equation (4), the first observation is that s < ¢t and r < s, otherwise the binomial

(sfr) would become zero because of s —r < 0. It is possible to rewrite (4) as

2 AEE () ) (k) e

0=2t+1  s=07r=0 g—1 -1
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and the swap r with s yields

£ ASE(DE) T v

(=2t+1 s=0 r=0

Observing that the terms of the sum for the index » = 0,1,...,s — 1 are zero,
the previous expression is simplified (with the index substitution k = r — s,
r=k+s)in

£ A ()t o) e

qg—1
0=2t+1  s=0k=0

After relabelling k with 7, the result is exactly the same as P{i(p) given in (3).
Thus Lemma B is equivalent to Lemma A.

Equivalence of Lemmas 5 and 6. Consider now Lemma 5, a preventive sim-
plification shows that the index of the outer sum over ¢ can be made start from
d = 2t+1 because for ¢ = 0 the binomial term (€7§+T) =0.Thenforf=1,...,2¢t
the weights Ay of the code are all zero. The same binomial can be substituted
by symmetry with (sfr)' With similar reasoning on the binomials, it is possible
to make the summation over r run from r; = w—1or 0 to ro = w—1I[+s. In fact,
e.g. for r9, the binomial ((wfls;;)fzr) will have a negative argument and thus is
zero. Similarly, when r; is negative the first binomial has a negative argument,
and for 0 < r; < |w—1| the last binomial is zero. Hence the bounds r1 and 79 by
[5] are very accurate and reduce the effort of computation over dummy indexes.

Rewrite Lemma 5 as

= > 4 > S (T )

0=2t+1 s=0 w=t+1 r=w-—I

w
. (qﬁ 1) (1 _ p)nfw . (q - 2)w7€+572r(q _ 1)r. (2)
In the formula (6) of Lemma 6, notice that r,s < t so that r +s < 2t + 1 = d.
The sum over ¢ can run just over £ = d,...,n, because if £ —w > t the binomial
(Tf:;f 5) = (rf(bl_fw)) will have a negative argument and is therefore zero, when
{ —w < —t, the third binomial has a negative argument. Thus it is possible to
swap the sum over £ with the sum over w and obtain,

Pl (p Z Ay Z Z Z()(r+w g><s+;—_1;—2r>

0=2t+1 w=t+1 s= |l wl’r‘ 0

. ((L) (1 . p)n—w . ((] o 2)3+Z—w—2r(q o 1)r+w—€.
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Now with the change of variable r — r + w — £ the new sum over r runs from
w — £ to s+w —1, and the first binomial becomes, by symmetry, (we_ Z). Observe
then that the index s runs from ¢ to zero, therefore it is possible to reorder the
sum for s = 0,...,t. Those simplifications lead to

Pli(P) Z A i i%e( )(n;€)<8+$_22w>

0=2t+1 w=t+1 s=0 r=w—~¢

w

(p> (L—p)" " (q—2)"(qg—1)*Tvt2r,
qg—1

which resembles equation (2) apart from the role of w in the three binomials.

After a sharp look, it is possible to substitute the missing s with the w without

changing the result, because of a combined simplification of the binomials, in

particular:

(")) G =) = () ) Gl )

which can be easily verified expanding with factorials. Therefore P, (p) =
PI\D/IE(p)'

The last part of the proof is that Lemma 4 is equivalent to Lemma 5: in
Lemma 4 consider the quantity 1 — p/(¢ — 1), it can be recast into [(¢ — 2) +
(1—=p)]/(g—1). Therefore, with Newton’s Binomial Theorem, [1 —p/(¢—1)]*~"
becomes

e (P a2

=0
Hence, Lemma 4 can be expanded as,

= 5 AEEE (7))

0=2t+1  s=0r=0 ;=0

l—s+r
p r—s j n——0—2r+s—j, r
(29) ey

where, after collecting terms,

- 3 457

=2t+1 s=0 r=0

: (qfl>£—s+2r I

> ( . ) (4= 1" (@21 —p) .

Jj=0
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It is now possible to make use of Lemma 7 and substitute the last sum over j as
follows:

R 5 1 (1 KA

0=2t+1 s=0r=0 5=0 J
+l—s+4+27r _ )
-(pl) (417 (g — 2P (1 — =0,
-

The substitution w = j + ¢ — s+ 2r yields something that is almost equal to the
modified version of Lemma 5 in equation (2):

Sayy S (U0 )

s=0 r=0 w=~¢—s+27

() w-vra-zerea

qg—1

The differences with (2) are the order of the inner sums. To exchange the sum
over r with the sum over w, the new indexes must be w = ¢ —s,..., ¢+ s and
r=w-—4¥...,w—{+ s, where the upper limit of r was simplified using the
same consideration on the third binomial discussed above for ro. With similar
considerations it is possible to extend the range of w to w =t+1,...,n, because
for values smaller than ¢ — s the first binomial will have a negative r and for
values greater than ¢ + s the other binomials will have negative argument. The
result is exactly P§;(p) and the proof is complete. O

4 An Application with Numerical Results

Pp(p) is the probability of detected codeword error, the probability that one or
more errors occurring in a codeword are detected. Pr(p) is the probability of
decoder failure, which is the probability that the decoder is unable to decode the
received vector (and is able to determine that it cannot decode). The following
check is performed: comparison between the theoretical Pg(w) and the “real”
one, obtained by bruteforce decoding, this last identified as Pf(w). Suppose to
send the zero codeword, if an arbitrary error occurs, it is possible to receive every
possible vector of (Fy)™. After the correction, five cases can happen:

1. the received vector lies in the correct decoding sphere and is decoded to the
sent word;

2. the received vector lies in a wrong decoding sphere and is decoded to a wrong
codeword;

3. the vector is outside of any decoding sphere but is close to only one codeword
and is decoded to the sent word;

4. the vector is outside of any decoding sphere but is close to only one codeword
and is decoded to a wrong codeword;
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5. the vector is outside of any decoding sphere and there are more codewords at
the same distance, so a decoding failure happens.

In the next examples all decoded vectors (according to the weight w of the error)
are divided in three sets: the set D,, of the vectors correctly decoded (cases 1
and 3), the set Sy, of the miscorrected vectors (cases 2 and 4), and the set of
the failures F,, (case 5). The number C,, gives the number of elements of case
2, hence they are expected to be |S,| > C,,. Furthermore |Sp|,...,|S¢| should
be all zero. The next two toy examples show a case on Fy where |S,,| = Cy, and
a case on F3 where |S,,| > C,.

4.1 Example over o

Let C be the linear code [5,2, 3] over Fy with generator matrix

10101
G = (0 101 1) ’
In this example there is no difference between the theorical formula and the
bruteforce, see Table 1.

Table 1. Results for the linear code [5,2,3] over Fa. A, is the weight distribution,
| D] is the number of the vectors correctly decoded, |F.,| the number of failures, |\Sy|
the number of miscorrected vectors, |C\| the number of vectors in the wrong decoding
sphere.

w | Ay | | Dol | |Fu| |Sw] | Cuw Ph(w) Pg(w)
01 1 0 0 [(1)o0 0
10 5 o 0 (50 0
2/0 0 4 |6 |6 |35 |3/5
312 0 4 6 |6 (35 |3/5
4/1 0 o |5 |5 |1 1
50 0 0 1 |1 |1 1

4.2 Example over Fg

Let C be the linear code [5,2, 3] over F3 with generator matrix

10120
G<01011)

In this example there are some vectors outside the decoding spheres, the results
are collected in Table 2. Notice that |S,,| > C,, and so Pi(w) > Pg(w).
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Table 2. Results for the linear code [5,2,3] over Fs. A, is the weight distribution,
| D] is the number of the vectors correctly decoded, |F,| the number of failures, |\Sy|
the number of miscorrected vectors, |Cy| the number of vectors in the wrong decoding
sphere.

w| Ay | | Dyl | |Ful |Sw| Cw Ph(w)| Pg(w)
0o/t 1 0o 0 (1) |0 0
10 (10 [0 0 (10)0 0
20 8 20 |12 |12 |3/10 |3/10
314 0 16 64 24 |4/5 3/10
42 o |28 |52 |36 13/20 9/20
5/2 (0 |8 24 (16 3/4 |1/2

5 Comments and Conclusions

In the literature of ECC there are at least four different formulations of the
probability of miscorrected error. They have been presented in Lemmas 3, 4, 5
and 6, with some comments for Lemma 5, probably the most known. It has been
proved that they are equivalent, hence it is useful to point out what is the most
practical formula in terms of complexity. The complexity of Lemmas 3 and 4 is
the same, the number of iterations of the sums required to evaluate the Pyg(p)
isy = 1(n—2t)(t+2)(t+1) < n?, whereas for Lemmas 5 and 6 a rough estimate
is y(n—t) < n*, which is one factor greater. Nevertheless, formulation of P{;p(p)
gives information on the Pg(w) which can be useful in some applications, where
the number of errors beyond ¢ has importance.
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