
Zied Driss
Brahim Necib
Hao-Chun Zhang    Editors 

CFD Techniques 
and Thermo-
Mechanics 
Applications



CFD Techniques and Thermo-Mechanics
Applications



Zied Driss • Brahim Necib
Hao-Chun Zhang
Editors

CFD Techniques
and Thermo-Mechanics
Applications

123



Editors
Zied Driss
Department of Mechanical Engineering
National School of Engineers of Sfax
Sfax
Tunisia

Brahim Necib
Faculty of Sciences and Technology
University of Constantine 1
Constantine
Algeria

Hao-Chun Zhang
School of Energy Science and Engineering
Harbin Institute of Technology
Harbin
China

ISBN 978-3-319-70944-4 ISBN 978-3-319-70945-1 (eBook)
https://doi.org/10.1007/978-3-319-70945-1

Library of Congress Control Number: 2017963845

© Springer International Publishing AG, part of Springer Nature 2018
This work is subject to copyright. All rights are reserved by the Publisher, whether the whole or part
of the material is concerned, specifically the rights of translation, reprinting, reuse of illustrations,
recitation, broadcasting, reproduction on microfilms or in any other physical way, and transmission
or information storage and retrieval, electronic adaptation, computer software, or by similar or dissimilar
methodology now known or hereafter developed.
The use of general descriptive names, registered names, trademarks, service marks, etc. in this
publication does not imply, even in the absence of a specific statement, that such names are exempt from
the relevant protective laws and regulations and therefore free for general use.
The publisher, the authors and the editors are safe to assume that the advice and information in this
book are believed to be true and accurate at the date of publication. Neither the publisher nor the
authors or the editors give a warranty, express or implied, with respect to the material contained herein or
for any errors or omissions that may have been made. The publisher remains neutral with regard to
jurisdictional claims in published maps and institutional affiliations.

Printed on acid-free paper

This Springer imprint is published by the registered company Springer International Publishing AG
part of Springer Nature
The registered company address is: Gewerbestrasse 11, 6330 Cham, Switzerland



Preface

This book focuses on Computational Fluid Dynamics (CFD) technics and the recent
developments and research works in thermomechanics applications. It is also
devoted to the publication of basic and applied studies broadly relating to this area.
The chapters may present the development of numerical methods, computational
techniques, and case studies in the thermomechanics applications. Also, they offer
the fundamental knowledge for using CFD in real thermomechanics applications
and complex flow problems through the new technical approaches. It describes the
steps in the CFD process and provides benefits and issues when using the CFD
analysis in understanding of complicated flow phenomena and its use in the design
process. The best practices for reducing errors and uncertainties in CFD analysis
may be adapted. The presented case studies and developments approaches aim to
provide the readers, such as engineers and Ph.D. students, the fundamentals of CFD
prior to embarking on any real simulation project. Additionally, engineers sup-
porting or being supported by CFD analysts can benefit from this book.

Chapter “Air Flow CFD Modeling in an Industrial Convection Oven” discusses
an experimentally validated 3-D CFD analysis of the flow and thermal processes in
a laboratory drying oven with a forced air circulation. The thermal field within an
oven has significant impact on quality of cooked food, and reliable predictions are
important for a robust design and performance evaluation of an oven. A numerical
simulation by using a computational fluid dynamics code is carried out to predict
the three-dimensional isothermal airflow in an industrial electrical forced convec-
tion oven. The CFD model is based on the fundamental equations for the conser-
vation of mass, momentum, and the k-e turbulence model. The CFD model
performance was assessed by means of point measurements of the velocity with a
directionally hot-film velocity sensor. The simulated results were consistent with
the actual velocity measurements from the industrial oven.

Chapter “CFD Application for the Study of Innovative Working Fluids in Solar
Central Receivers” focuses on the evaluation of a new HTF (supercritical CO2) used
in a solar central receiver in comparison with a commercial one (molten salt) using
a CFD model. In this chapter, the results related to the operating conditions for the
innovative HTF and to the adaptation of the solar-receiver design have been
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discussed and analyzed. In fact, Concentrating Solar Thermal (CST) technologies
are focused on the production of both electricity and heat by the concentration of
sunlight direct-beam part. Thus, Solar Thermal Electricity (STE) plants collect and
concentrate the solar energy which is converted into heat by using a Heat Transfer
Fluid (HTF) in the solar receiver, and, in the second step, the heat is transformed
into electricity by a power block. The selection of an appropriate HTF is important
for increasing both the efficiency of the solar receiver and the overall efficacy of the
STE plant.

In Chapter “Computational Fluid Dynamics for Thermal Evaluation of Earth-to-
Air Heat Exchanger for Different Climates of Mexico”, a two-dimensional model
based on computational fluid dynamics is developed to analyze the thermal per-
formance of an Earth-to-Air Heat Exchanger (EAHE) in three cities of Mexico. The
climatic data correspond to a temperate climate (México City), a humid–hot climate
(Mérida, Yucatán), and an extreme weather (Juárez City, Chihuahua). The optimal
depth of burial of the EAHE for the three cities has been found. The temperature,
velocity, and cooling variation and the heating potential for each case of study were
presented. The results show that the cooling and cooling potential change with the
depth of burial of the tube.

In Chapter “CFD Modeling of a Parabolic Trough Receiver of Different Cross
Section Shapes”, the Parabolic Trough Collector (PTC) performance was examined.
In order to reach this aim, the adopted method comprises two major steps. In the
first step, the concentrated solar heat flux densities in a focal zone are calculated by
SOLTRACE software. In the second step, some Computational Fluid Dynamics
(CFD) simulations are carried out to analyze and optimize the thermal performance
of the tube receiver. The calculated heat flux densities by SOLTRACE software are
used as heat flux wall boundary conditions for the receiver tube. The effect of the
absorber tube cross-sectional shape on the performance of the PTC system is
analyzed. Triangular, rectangular, and circular shapes are tested, and the results are
compared.

In Chapter “An OpenFOAM Solver for Forced Convection Heat Transfer
Adopting Diagonally Implicit Runge Kutta Schemes”, a CFD solver was developed
for incompressible fluid flow and forced convection heat transfer based on
high-order diagonally implicit Runge–Kutta (RK) schemes for time integration. In
particular, an iterated PISO-like procedure based on Rhie–Chow correction was
used for handling pressure–velocity coupling within each RK stage. It is worth
emphasizing that for space discretization the numerical technology available within
the well-known OpenFOAM library was used. The aim of this chapter is to explore
the reliability and effectiveness of OpenFOAM library for convective heat transfer
problems using high-fidelity numerics.

In Chapter “Multigrid and Preconditioning Techniques in CFD Applications”,
multigrid and preconditioning techniques allowing to speed up CFD calculations on
unstructured meshes are discussed. Flow solution is provided using cell-centered
finite volume formulation of unsteady three-dimensional compressible Navier–
Stokes equations on unstructured meshes. The CFD code uses an edge-based data
structure to give the flexibility to run on meshes composed of a variety of cell types.
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The fluxes are calculated on the basis of flow variables at nodes at either end of an
edge or an area associated with that edge (edge weight). The edge weights are
precomputed and take into account the geometry of the cell. The capabilities of the
approaches developed are demonstrated by solving benchmark problems on
structured and unstructured meshes.

Chapter “Numerical Simulation and Experimental Validation of the Role of
Delta Wing Privileged Apex” is devoted to the numerical and experimental studies
of a thin delta wings aerodynamics with “Privileged Angles”. This study focuses on
observations and visualizations in the wind tunnel. It suggested that the delta wings
with “privileged” apex can influence the delta wing aerodynamic characteristics and
consequently could have repercussions on the aircraft performances. In addition, it
revealed that the apex vortex which develops on the suction face of this type of
wings occupies positions corresponding to values of quantified angles, called
“Privileged Angles”. The delta wing vortex lift is mainly due to the depression
generated on its extrados part (suction face) by a three-dimensional (3D) flow
resulting from the complex swirling structure, which occurs at the leading edge
of the wing. Relatively, the topology of this type of flow is well known, but the
character of the mechanism remains to specify.

Chapter “Numerical Simulation of the Overlap Effect on the Turbulent Flow
Around a Savonius Wind Rotor” aims to investigate the effect of the overlap on the
aerodynamic characteristics of the flow around a Savonius wind rotor. Thus, the
writers have developed a numerical simulation using a commercial CFD code. The
considered numerical model is based on the resolution of the Navier–Stokes
equations in conjunction with the k-e turbulence model. These equations are solved
by a finite volume discretization method. The comparison of the numerical results
with anterior results shows a good agreement.

Chapter “Study of the Collector Diameter Effect on the Characteristics of the
Solar Chimney Power Plant” aims to optimize the geometry of the collector in a
Solar Chimney Power Plant (SCPP). Particularly, the effects of the collector
diameter on the SCPP output are investigated. A two-dimensional steady model
with the standard k-e turbulence model has been developed using the commercial
Computational Fluid Dynamics (CFD) code “ANSYS Fluent 17.0”. A numerical
simulation was performed to study the local characteristics of the air flow inside the
SCPP. The local flow characteristics were presented and discussed for different
collector diameters. The comparison shows that the collector diameter is an
important parameter for the optimization of the solar setup.

Sfax, Tunisia Zied Driss
Constantine, Algeria Brahim Necib
Harbin, China Hao-Chun Zhang
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Air Flow CFD Modeling in an Industrial
Convection Oven

Julio Cesar Zanchet Piaia, Carlos Alberto Claumann,
Marintho Bastos Quadri and Ariovaldo Bolzan

1 Introduction

Owing to the changing consumer habits and, correspondingly, the increased con-
sumption of ready meals, food reheating operations are becoming increasingly
important. The aim of such processes is usually to achieve a maximum temperature
uniformity inside the food as fast as possible.

Drying ovens and thermostatic cabinets are broadly used in installations and also
in laboratories in food, pharmaceutical, chemical and paper industries, etc., for
storing products at constant temperature conditions (Smolka et al. 2010). The
operation principle of these ovens is based on the circulation of hot air inside the
oven and convective heat transfer from the air to the food surface (Stigter et al.
2001).

The thermo-fluid dynamics within an oven has a significant impact on the quality
of cooked food and reliable predictions are important for a robust design and
performance evaluation of an oven (Mistry et al. 2006). In order to achieve a better
design, the heat transfer mechanisms inside the oven must be well understood. Due
to complexity involved in the flow dynamics, a modeling approach may be
appropriate in order to target and reduce experiments. In fact, a validated model
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allows parametric phenomenon studies without additional operating costs and
within a short period of time (Mirade et al. 2002).

The computational approaches aiming at improving the process and/or device
design very often employ a computational fluid dynamics (CFD). This technique
was also successfully applied for the device improvements in the food industry. In
the food industry, one of the most important and successfully applied techniques is
CFD which is capable of visualizing a three-dimensional flow and temperature field
in the considered domains. Particularly, the CFD was used to design and optimize
the humidification process of cold stores (Delele et al. 2009), a continuous bread
baking (Wong et al. 2007a, b), the ripening of fermented food products (Mirade
2008), and drying process of figures (Stamatios et al. 2004).

Smolka et al. (2013) formulated and experimentally validated a numerical CFD
model of a heating oven with natural hot-air circulation. The problem was solved
using a three-dimensional accurate geometry and the commercial CFD package.
Based on the developed model, the most important parameters and the device parts
that influence the temperature uniformity were determined. Additionally, two
potential modifications to optimize the heating device have been suggested.

Khatir et al. (2012) investigated the air flow and temperature distribution in a
small-scale bread-baking oven using a CFD model. The model has been validated
against experimental data and has shown to be capable of providing valuable
insight into key baking issues such as temperature uniformity that are difficult and
time-consuming to measure experimentally. The CFD results demonstrate that
careful selection of the flow model, together with implementation of realistic
boundary conditions, give accurate temperature predictions throughout the oven.

Therdthai et al. (2004) developed a three-dimensional computational fluid
dynamics (CFD) model to simulate the temperature profiles and airflow patterns
during a continuous industrial baking process. The model was further used to
investigate the oven operating conditions which could produce the optimum baking
condition. According to the simulation results, the heat supply could be reduced
whereas the airflow volume should be increased. Thanks to this modification, the
bread weight loss could be reduced by 1.4% while keeping the same characteristics.

Mirade et al. (2004) CFD approach was applied to predict the air temperature
and velocity profiles in an industrial biscuit baking tunnel oven. They used two
three-dimensional CFD models: one not covering the conveying band of biscuits
and the other including it to describe the complex air circulation resulting from the
mechanisms of air input and exit at the ends of the oven and of air extraction
through the different extraction points located along the oven length. Comparing the
numerical results to the experimental measurements, the authors report satisfactory
results for the phenomena under study.

The objective of this research was to develop and validate a CFD model of air
forced convection oven. This study discusses the major aspects of the airflow model
and its validation through a hot-film velocity sensor located in 48 different points of
the oven cavity.

2 J. C. Z. Piaia et al.



2 Materials and Methods

2.1 Forced Convection Oven

The oven used in this study is an industrial electrical forced convection oven device
for the heating of foods. The oven contains eight grid shelves, with support for
removable trays. Each grid shelf is 59 cm wide and 65 cm deep. The total
dimensions of the useful oven cavity are 70 cm wide, 84 cm deep, and 90 cm high.
The external dimensions of the oven, taking into account the wall insulation, are
98 cm wide, 100 cm deep, and 130 cm in height, as shown in Fig. 1.

There is a fan fixed at the backside wall of the oven with a diameter of 35 cm.
A plug fan sucks the hot air out of the processing area axially and blows toward the
walls in circular movement. The air passes through tubes of 2 cm in diameter and
76 cm long, placed vertically inside the walls of the cavity. The heating is achieved
by the means of coils inside the tube and is then distributed throughout the oven.
The radial fan is connected to a frequency inverter for the speed control system and
rotates counterclockwise direction with a maximum speed of 3465 rpm. In this
study, we used a rotation speed of 1730 rpm with the vacuum oven, in order to
simplify the model validation.

2.2 Governing Equations

The equations, which describe the conservation of mass and momentum of a
moving incompressible Newtonian fluid such as air, are written in index notation
for Cartesian coordinates. For a three-dimensional turbulence flow, isothermal
process at stationary state can be mathematically described by the following dif-
ferential equations (Bird et al. 2002):

Fig. 1 Illustration of the
electrical forced convection
oven

Air Flow CFD Modeling in an Industrial Convection Oven 3



Mass conservation (Continuity equation):
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where p is the static pressure (N/m2), v is the velocity component (m/s), q is density
(kg/m3), f is the inner volumetric mass generation rate (kg/sm3), and l is the
dynamic viscosity (Pa s).

2.3 CFD Simulations

The commercial CFD software, Ansys CFX 11.0 was used for discretization and
solution of equations. This commercial package consists of three modules: the
preprocessor, the processor, and the postprocessor. The preprocessor consists of
two parts: the first part is used to build a multiblock geometry, composed of solid
hexahedron, where it supports the construction of tetrahedral mesh number on
solids surfaces (computational geometry representation in the plan). The second
part is used to generate a file where the mathematical models are chosen generating
a numerical model. The processor is a module of numerical solutions, where the
finite volumes numerical methods are used to solve generated model in prepro-
cessor. The postprocessor is used for scientific visualization of the results obtained
in the processor module in the form of color maps, vector graphics, and animations.

The 3D full geometry of the oven was accurately reproduced. The internal walls,
door, pipe, radial fan, and shelves are represented by hexahedral meshes in the
computational grid.

In the center of each existing grid volumes, the software calculates the mass and
momentum balance by finite volumes method. The discretization scheme used was
UPWIND (Maliska 2004). Discretized equations were solved iteratively using the
SIMPLEC algorithm for pressure–velocity coupling and the solution was consid-
ered converged when the total residuals for the continuity equation, scaled by its
largest absolute value over the first five iterations, dropped to below 10−4.

4 J. C. Z. Piaia et al.



Model assumptions and boundary conditions are turbulence flow, steady state,
three-dimensional flow, and isothermal. The model accepts the following
hypotheses and boundary conditions: turbulent flow, steady state, three-dimensional
and isothermal flow. Zero flow velocities (no-slip condition) were set in every wall,
and air properties were taken as constants and calculated for the reference tem-
perature of 25 °C, density qa equals 1.21 (kg/m3), and dynamic viscosity equals
1.81 � 10−5 kg/ms. Three different grid sizes were studied, a poorly refined grid
made of 919,198 volume elements, an intermediate one with 1,438,127 volumes,
and a refined grid with 2,682,371 volumes.

The generated geometry of the oven internal chamber and the grid view of the
radial fan can be seen in Fig. 2.

A stationary flow field was achieved after 900 time steps using ten outer itera-
tions for each time step. The model was run on a Core 2 Quad Q6600 2.4 GHz
processor and 8 GB RAM. The total computation time was approximately 5 h with
the finest grid.

2.4 Validation Method

Three hot-film anemometer sensors (EE65/EE Elektronik) with an operating range
of (0–20 m/s) were used to monitor the average speeds. In usual practice, the sensor
cover is used to measure the two-dimensional flow perpendicular to the wire (ac-
curacy ±2% of reading).

One of the most frequently used techniques to perform velocity measurements in
fluids is hot-film anemometry (Sanyal et al. 2006). This technique is based on the
relationship between the heat flux from an electrically heated sensing element,
which is placed in a flow, and the local fluid velocity. The heat exchange rate

Fig. 2 Generated geometry: a internal camber, b grid view of radial fan (tetrahedric mesh)

Air Flow CFD Modeling in an Industrial Convection Oven 5



between the filament and the environment is a speed-flow function, thus speed
values can be obtained.

Figure 3 illustrates the experimental methodology for monitoring the average
speeds in the oven cavity.

The velocity transducer is connected to a portable PC with a data acquisition
FIELDLOGGER (Novus, Brazil). The software FIELDCHART (Novus, Brazil)
was used to interface with the data acquisition. 48 points in the oven cavity were
scanned (12 points on four of the eight shelves), as illustrated in Fig. 3. In each
point, the orthogonal direction throughout the fan was measured separately, over a
sufficiently large period (120 s).

The CFD modeling error is calculated as the mean rate (in absolute value)
between the differences of experimental velocities and the predicted ones by the
model

P ¼ 100
n

�
X vCFD � vexp

�� ��
vexp

; ð5Þ

where vexp is the experimental velocity in the total time of 120 s, vCFD is the
velocity prediction model, and n is the number of the experimental data.

Fig. 3 Experimental method: a location of the velocity measurements, b hot-film anemometer
used

6 J. C. Z. Piaia et al.



3 Results and Discussion

The velocity profile between the shelves was investigated using the CFD tech-
niques. The CFD velocity profile calculations were compared with the measured
data at each point of the oven cavity with a period of 120 s.

The details of the velocity validation are now discussed. The main aspects of the
calculated flow are illustrated in Fig. 4, which shows the velocity vectors in a
horizontal cross section of the oven model. Due to the complex geometry and the
swirl of the fan, the air does not travel in a straightforward way through the oven
cavity toward the fan. The radial fan directs the airflow toward the walls located
nearby the tubes with an electrical resistance. The air returns to the fan through the
center of the oven, and it is at this cavity where the food to be processed is located.

A qualitative and quantitative comparison of the measurements and the calcu-
lations for the velocity components in the orthogonal direction y are given in
Figs. 5, 6, 7, and 8. The measured and predicted velocity magnitudes are compared
on different horizontal lines in the oven cavity, the coordinate y from the left side,
center, and the right side of the oven cavity. Results for the three grids sizes are
plotted.

The highest velocities observed in the oven are found nearby the fan. Figure 6
shows that the modeling error is higher when compared to the velocities near the
door.

Table 1 displays the average errors (P) and the computation times obtained by
CFD computational model with different mesh sizes in comparison with
measurements.

As a result, some errors were produced from the simplification of the geometry
of forced convection oven air. As shown in Table 1, when CFD model measure-
ments average velocities are compared, the smallest error obtained is 18.14%, using
the largest number of volume elements, 2,682,371. The error was reduced by
increasing the grid refinement at the cost of increasing the simulation time. Due to
the limitation of the available computer resources, the grid could not be further
refined.

Fig. 4 Calculated velocity
vectors in a horizontal cross
section of the oven (shelf 8)

Air Flow CFD Modeling in an Industrial Convection Oven 7



Fig. 5 Air velocity profile, shelf 2: a horizontal cross section, b comparison of total velocity
magnitude to experimentally measured and simulated values

Fig. 6 Air velocity profile, shelf 4: a horizontal cross section, b comparison of total velocity
magnitude to experimentally measured and simulated values

8 J. C. Z. Piaia et al.



Fig. 7 Air velocity profile, shelf 6: a horizontal cross section, b comparison of total velocity
magnitude to experimentally measured and simulated values

Fig. 8 Air velocity profile, shelf 8: a horizontal cross section, b comparison of total velocity
magnitude to experimentally measured and simulated values

Air Flow CFD Modeling in an Industrial Convection Oven 9



The error decreased approximately linearly with the decrease of the grid size,
thus it can be stated that the error is to a large extent a result of the numerical
discretization of the governing equations, which have a limited accuracy because of
the first-order approximation of the convection terms. Higher order schemes
sometimes produce unphysical results and increase the computational time
(Verboven et al. 2000).

The magnitude of this error is in line with those reported in literature on CFD
studies. Therdthai et al. (2004) reported an average relative error of 37.31%
comparing the modeled velocity to the measured one during a continuous industrial
baking process. Hoang et al. (2000) observed an error of 26–28.5%, using a CFD
model to simulate the airflow pattern in a cold store with pallet boxes. Verboven
et al. (2000) obtained an error of 22% to predict the airflow in a forced convection
oven. Mirade and Daudin (1998) reported an error of 40% to predict airflow pattern
in a chiller with objects.

The turbulent regime was adopted in accordance with the model suggested by
Wong et al. (2007a, b) the k-e model, this model introduces two new variables in
the Navier–Stokes system of equations, in order to reduce the computation time.
These two flow properties, turbulent kinetic energy (k) and the turbulence energy
dissipation rate (e) per unit mass are defined as the turbulent viscosity. Table 2
gives the distribution of the error obtained by CFD model for the different shelves.

As shown in Table 2, there is a slight increase in the error in middle of the oven
(shelf 4 and 6), with the best predictions toward the bottom and the top. In this kind
of equipment, the gas enters from the side of the fan wheel, reaches 90°, and
accelerates due to centrifugal force as it flows over the fan blades and exits the fan
housing, which can generate pressure rise in the gas stream. Shelves 4 and 6, near
the fan, showed the highest errors: 21.84 and 21.04% respectively showing the bad
performance of the model in predicting the correct air velocities in high turbulence
areas.

According to Shih et al. (2008) and Bredell et al. (2006) in order to better predict
the behavior of a fan, a mesh refinement has to be performed, increasing the number
of volumes in regions close to the blades.

Table 1 CFD calculation
error and computational time
for different grids

Number of volumes P (%) CPU (min)

919,198 30.47 173

1,438,127 22.32 187

2,682,371 18.14 324

Table 2 Distribution of the
CFD calculation error over
the different shelves

Shelf vexp (m/s) vCFD (m/s) P (%)

2 2.56 2.13 16.13

4 2.88 2.25 21.84

6 2.99 2.67 21.04

8 2.72 2.52 13.55

10 J. C. Z. Piaia et al.



4 Conclusion

A three-dimensional CFD model was developed to simulate the air flow dynamics
in a forced convection oven. The air velocities at steady state obtained by the
computer model were compared with to the experimental measurements by means
of average relative errors. Good agreement between the measurements and calcu-
lations could be observed. The average error remains 18.14% of the actual velocity,
this error was caused by the limitations in turbulence modeling and numerical grid
density.

The CFD application to prediction problems is not a novelty in the scientific
community. Researchers of several fields have applied computational fluid
dynamics with good results to problems aiming to reproduce flow patterns. In the
future, the model will be extended to studying heat and mass transfer phenomena on
food products subjected to cooking.
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CFD Application for the Study
of Innovative Working Fluids
in Solar Central Receivers

María Isabel Roldán Serrano, Jesús Fernández Reche
and Eduardo Zarza Moya

1 Introduction

Solar thermal electricity (STE) industry has experienced important growth since
2009 and concentrating solar thermal (CST) technologies have emerged as attrac-
tive alternatives in the demand for clean, renewable energy sources. However, the
CST field requires the improvement of its competitiveness in comparison with other
more mature technologies by the increase of conversion efficiency (solar to elec-
tricity), while reducing investment costs (IEA 2014).

The maximum temperature of the working cycle determines the power that can
be extracted from the thermal energy and the efficiency increases with higher
temperatures. Therefore, higher operating temperatures enhance turbine efficiencies
and also reduce storage volumes because the higher the temperature of the HTF in
the receiver increases, the less storage material for the same storage capacity is
needed (the storage capacity is given by the product of the mass of storage material
and the enthalpy difference at the low and high temperatures).

The efficiency of the receivers depends on the technology, while the maximum
possible efficiency of the conversion of heat into electricity is given by Carnot
theorem which determines the ideal thermodynamic efficiency. Conversely, the
overall efficiency of the STE plant is the product of the receiver efficiency by the
Carnot efficiency and a fixed coefficient which defines the imperfection of
the thermodynamic engine.
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Point-focus systems can convert a larger fraction of the energy absorbed by the
receiver into electricity than linear systems. Thus, central receiver systems
(CRS) are potentially less costly in the long term than other line-focus technologies
because they are able to achieve higher temperatures and utilise more efficient
thermodynamic cycles (IEA 2014).

In CRS, the solar radiation is concentrated by a field of heliostats onto the
receiver. For a tubular design of a conventional CRS, the incident energy reaches
the tube walls which transfer the heat to a fluid, the so-called heat transfer fluid. The
heat transfer fluid (HTF) passes directly through a heat exchanger to generate steam
for a Rankine cycle. The system can integrate thermal storage, either combined into
the solar heating loop or through the use of a third loop with an additional heat
exchanger (Ortega et al. 2008).

Therefore, the selection of an appropriate HTF influences the cost of the solar
receiver, thermal storage and heat exchanger, and determines the achievement of
high receiver and cycle efficiencies. The desirable properties for a HTF are (Becker
1980):

• Good heat exchange and high thermal conductivity for cost-efficient receivers
and heat exchangers;

• High heat capacity to reduce the storage volume and mass flows required;
• Low viscosity to reduce pressure drop and pumping losses;
• Stability at high temperatures and a high boiling point to allow for low over-

pressure requirements and avoid HTF degradation. A high upper temperature
limit also leads to efficient thermodynamic cycles;

• Low melting point to minimise the use of heat tracing in the facility;
• Low cost;
• Low vapour pressure (<1 atm) at high temperature and
• Low corrosion with metal alloys used to contain the HTF.

It is important to consider that there is not an ideal HTF and the selection
depends on the facility requirements. Additionally, other aspects should be taken
into account, such as (Boerema et al. 2012):

• Fluid availability;
• Fluid and plant life expectancy;
• Environmental issues;
• Operation and maintenance (safety in plant operation);
• Additional components requirements (expansion vessels, heat tracing, etc.) and
• Compatibility with other materials.

One of the main HTFs used in CRS is a nitrate salt mixture with a melting point
of about 240–250 °C and an upper temperature limit of around 585 °C. At tem-
peratures of about 600 °C, this fluid becomes thermally and chemically unstable
because nitrogen and oxygen decompose to form gases such as O2, N2 and several
nitrogen oxides depending on environment conditions (Kearney et al. 2003).
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Other commercial plants use water/steam as working fluid at both the solar
receiver and the power block which simplifies the CRS because it does not require
an intermediate heat exchanger located between the receiver and the power block.
This fact leads to improved efficiencies and also a decrease in electricity production
costs. Nevertheless, one of the most important problems of water/steam is its
scarcity in desert regions, because CST plants are considered a very promising
option for these zones, where large land area and high direct solar radiation are
available. Other issues associated with the use of water/steam are: high-temperature
steam corrosion in several different alloys (Vignarooban et al. 2015), the high
operating pressure required (� 115 bar) and complex controls due to the two-phase
flow in the receiver.

Thus, alternative HTFs are being studied to utilise them in CRS. The analysis of
systems with fluid flows, heat transfer and other associated phenomena, such as
chemical reactions, can be addressed by means of computer simulation and proper
numerical algorithms. The field of Fluid Mechanics concerned with this analysis is
called computational fluid dynamics (CFD).

CFD provides a reliable tool to assist engineers and researchers in the design and
analysis of industrial equipment or innovative facilities often reducing or elimi-
nating the need for performing trial-and-error experimentation. Therefore, CFD
simulation provides rapid information of the physical phenomena involved in the
problem analysed as well as a reduction of the investment cost in the research
developed (Al-Baghdadi 2014).

In this context, an innovative HTF for CRS should be proposed and studied in
order to improve both the receiver efficiency and the power cycle performance. This
chapter describes the main innovative HTFs studied in CRS so far and proposes the
evaluation of an alternative HTF (supercritical fluid) in comparison with a con-
ventional one (molten salt) using CFD simulation.

2 Innovative Heat Transfer Fluids in Central Receiver
Systems

As mentioned, the HTF is a key component of CST plants as it has a significant
influence on the receiver efficiency, defines the type of power cycle and the per-
formance achieved and determines the thermal storage technology used. HTFs can
be divided into several different groups: liquid, gas, two-phase, particulate and
supercritical fluids (Benoit et al. 2016). In this section, the main characteristics of
innovative fluids belonging to each group are summarised.
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2.1 Liquid Metals

Liquid metals have been used in nuclear industries since 1940s and are being
studied for use in CST systems as an HTF and thermal energy storage medium.
They have not been utilised in commercial CST applications yet, but they are
efficient HTFs that could lead to the further development of CST systems.

Their main promising properties are extensive operating temperature range, low
viscosity and higher heat transfer coefficients than those of other liquid fluids.
As reference, liquid sodium has an operating temperature range between 98 and
883 °C (Vignarooban et al. 2015).

These materials are relatively costlier than molten salts or water/steam, they have
strong corrosion properties for current materials, and their low specific heat capacity
in comparison with nitrate/nitrite based salts makes them less favourable to be used
as thermal storage media (Benoit et al. 2016).

2.2 Innovative Molten Salts

Advanced molten salts have been studied and developed for solving their main
limitations: high melting point which leads to freezing issues and thermal instability
that changes the HTF properties. Thus, a mixture of nitrate salts of lithium, sodium,
potassium, caesium and calcium exploits the eutectic behaviour resulting in a
melting point of 65 °C (lower than the 142 °C of the conventional Hitec salt) and a
thermal stability up to over 500 °C (same range of conventional nitrate salts). The
melting point reduction is mainly due to caesium addition, which forms the qua-
ternary eutectic. However, the cost of raw materials for this advanced fluid is higher
than the conventional binary salts. Such a high cost can be minimised by optimising
the mixture to limit caesium and lithium nitrate amounts while maintaining
acceptable physical properties (Benoit et al. 2016; Vignarooban et al. 2015).

Halide-based molten salts reach working temperatures of 800 °C and they
consist of five species of halide salts. This fluid is still under development and initial
results about corrosion show that nickel-based alloys can have a good resistance.
The increase of the equipment lifetime would reduce maintenance costs because
these alloys are four times more expensive than iron-based steels with a lower
corrosion resistance (Benoit et al. 2016).

Additionally, new studies about the use of nanoparticles in molten salts are being
developed. Dispersing solid particles in fluids enhances thermal conductivity, but
these solids rapidly settle in fluids. Nanoparticles improved with surfactants and
stabilisers could remain in suspension and have a million time larger surface area
per unit volume than the contact surface of microparticles, allowing improved heat
transfer properties (IEA 2014).
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2.3 Innovative Gas Fluids

Atmospheric air has been proposed as an alternative HTF in solar CRS because of
its wide operating temperature range, low cost, abundance in nature, ease of use and
environmental friendliness. In contrast, it presents several disadvantages, such as
limited heat transfer properties and large pumping power. In addition, corrosion
issues have also been found in carbon steels due to their contact with air at high
temperatures. The very low dynamic viscosity of the air compared to the one of
molten salts or liquid metals gives good flow properties inside the pipelines that
favour the heat transfer and may compensate its low thermal conductivity (Tian and
Zhao 2013).

Other gases such as helium have also been investigated for use in CST plants.
Helium was widely utilised as a working substance in high-temperature nuclear
re-actors. It is also relatively affordable, since it can be generated in natural gas
extraction processes. Helium can also be used at very high temperatures (similar to
air), it is chemically inert, and its specific heat is five folds that of the air. However,
the major drawbacks are the low heat capacity and heat transfer between the fluid
and the internal surfaces of the pipelines. Consequently, high pressures and high
fluid velocities are required (Benoit et al. 2016; Massidda and Varone 2007).

Hydrogen has been used as HTF in solar dish–Stirling systems and presented as
a promising energy carrier and might be the best answer for energy storage. It is the
most abundant element in nature and the lightest weight existing gas, but the main
drawback is that it should be obtained from other elements, which implies a sig-
nificant drain of energy and, as a consequence, an increased cost (Benoit et al.
2016).

In general, the use of gases as HTF in CST plants requires an optimisation of the
operating strategy together with the periodic maintenance of the facility to avoid
leakage problems. These issues are minimised in central receiver systems because
they have a fixed receiver and a shorter piping line in comparison with linear-focus
receivers (Roldán and Fernández-Reche 2016).

2.4 Particle Suspensions

Particle receivers consider a variety of particle circulation concepts: moving bed,
falling film, bubbling fluidised bed, spouted beds, upflow bed and circulating
fluidised beds. Direct solar absorption in particles does not require a quartz window
and accepts very high solar flux density (around 1 MW/m2). Nevertheless, particle
flow stability is difficult to control and may present high convection losses. On the
other hand, indirect absorption receivers allow for the operation with lower solar
flux density (200–400 kW/m2), but offer a better control of particle circulation and
the management of both operating pressure and atmosphere composition is possible
(Tan and Chen 2010; Benoit et al. 2016).

CFD Application for the Study of Innovative Working … 17



Furthermore, solid particles have an inherent storage capacity which enables
their use as HTF. In fact, sand-like ceramic particles may achieve temperatures of
around 1000 °C. They can be stored in an insulated tank and/or used to heat a
secondary working fluid for the power cycle.

Some desirable properties for the solid particles are (Ho and Iverson 2014):

• High packing density;
• High heat capacity;
• Resistance to mechanical and thermal shocks;
• Resistance to sintering and agglomeration;
• Corrosion resistance in air and other media;
• High solar absorptance and low thermal emittance and
• Low cost and wide availability.

Computational fluid dynamics models of falling particle receivers have been
developed in order to predict the performance of this alternative receiver concept
(Tan and Chen 2010).

2.5 Supercritical Fluids

Supercritical fluids can be operated at very high temperatures and are able to act as
both HTF for solar receivers and working fluid for the power block. The increasing
interest in s-CO2 Brayton cycles, able to reach thermodynamic efficiencies above
50% at concentration ratios and temperatures achievable by concentrated solar
radiation, has led to propose s-CO2 as HTF in CST systems (Ho and Iverson 2014).
Therefore, s-CO2 can achieve higher conversion efficiencies at lower temperatures
in comparison with steam Rankine and helium cycles.

However, due to the high pressure drop at the required operating conditions,
s-CO2 is not appropriate for parabolic trough plants because there are extensive
pipelines used. Thus, the most compatible CST technology is the central receiver
system, considering fluid temperatures above 750 °C (Vignarooban et al. 2015).

Tubular receivers that employ s-CO2 as the heat transfer fluid are a possible
design as the small diameter tubes may enable the high pressures required to
achieve high power block efficiency. The pressures expected at the turbine inlet for
s-CO2 Brayton cycle are around 15–25 MPa. The integration of s-CO2 with storage
is not a viable option because of the high operating temperatures required. Hence, in
this case, the storage system should be separated with an intermediate heat
exchange considering other storage media (Ho and Iverson 2014).

Because of the increasing interest in using supercritical fluids as heat carriers,
this chapter aims to evaluate the thermal behaviour of s-CO2 in a tubular receiver
for a solar tower by determining the operating conditions required to maintain the
supercritical phase, and also to obtain an initial optimisation of the receiver design
selected. To this end, a CFD model has been developed to compare the s-CO2

behaviour with the one of a conventional fluid (molten salt), considering the same
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receiver design. From the initial results, the optimisation of the tubular receiver
design will be analysed.

3 Supercritical Fluids

3.1 Advantages and Disadvantages

Supercritical fluids are substances for which both temperature and pressure are
above the critical values, where distinct liquid and gas do not exist (Fig. 1). These
fluids combine gas-like viscosity and diffusivity, and liquid-like density and sol-
vating properties, which makes them excellent solvents for various applications
(Knez et al. 2014).

In general, processes involving supercritical fluids are sustainable, environ-
mentally friendly and cost-efficient, due to the possibility of separating and drying
the resulting product by simple expansion. Furthermore, this type of fluids can be
recovered, recycled and reused without considering any intermediate purification
step. Industrial processes with supercritical fluids present environmental advantages
such as low energy consumption during the operation and its ability to replace more
hazardous conventional organic solvents.

Thus, the main positive aspects of supercritical substances are (Knez et al. 2014):

• Thermodynamic stability;
• Excellent heat transfer properties;
• Modification of thermophysical properties by controlling operating conditions

(pressure and/or temperature);
• Excellent solvent for various applications and
• Environmentally friendly (supercritical water and CO2).

Fig. 1 Pressure–temperature
phase diagram
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Due to their good heat transfer properties, supercritical fluids are considered as
alternative working fluids in power cycles, and also as environmentally benign heat
transfer fluids.

Nevertheless, these fluids present some drawbacks such as:

• High operating pressures are required to maintain the supercritical conditions;
• Leakage issues in facilities with moving connections, due to their relative low

density (better than gas density and lower than liquid one) and their high
operating pressures;

• Operating conditions for supercritical fluids (high temperature and pressure)
involve specific equipment and safety demands in the facility;

• The direct thermal storage of supercritical fluids is not a viable option (use of an
intermediate heat exchanger with a separate storage media) and

• Some industrial applications with supercritical fluids may be often costlier than
the conventional methods because of the technical requirements.

As a consequence, a compromise should be found depending on the application
selected and the operating conditions required to optimise the use of supercritical
fluid.

3.2 Applications

Nowadays, some technologies based on the utilisation of supercritical fluids have
emerged because of their environmental and energetic advantages compared to the
conventional processes. The good solubility of many natural compounds (vitamins,
aromas, natural pigments or essential oils) in supercritical fluids is used to extract
valuable products such as food additives and antioxidants. Conventional extraction
methods involve organic solvents, which are in contact with the raw material and
dissolve the final product. The solution with the valuable product is treated by
high-temperature methods in order to separate the solvent which requires some
purification steps to be reused. The advantages of using supercritical fluids for the
generation of natural products are related to the possibility of removing the solvent
from products by simple depressurisation. Another positive aspect is the better
stability of the natural compound obtained because of the lower process tempera-
tures. As a consequence, the original compound structure without the organic
solvent is preserved. Furthermore, supercritical fluids allow the selective extraction
of components by controlling the applied pressure and temperature which are
operating conditions that influence the density and dielectric constant of the natural
compound (Knez et al. 2014).

Supercritical fluids are also used in polymer processing because the fluid is
absorbed by the polymer, causing a plasticising effect that reduces the viscosity of
the system. This fact allows processing at lower temperatures.
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Another application is the supercritical drying and cleaning to remove liquids
from solids without altering the structure of the solid. This process is based on the
liquid-like supercritical properties that enable the capacity of dissolving organic
solvents.

Furthermore, supercritical fluids are used as new reaction media for chemical
and biochemical processes (alkylation, polymerisation, oxidation, metathesis,
hydrogenation and ammonolysis, among others). They are also applied in synthesis
of new materials and new catalyst supports such as aerogels, and in special sepa-
ration techniques such as chromatography.

The most important utilisation of supercritical fluids for CST technologies is the
one devoted to transfer the heat in refrigeration systems and power cycles. The
excellent heat transfer and thermodynamic properties of these fluids found appli-
cation in the field of energy production. Conventional power cycles currently used
in STE plants involve either water/steam or molten nitrate salt, as heat transfer and/
or working fluid, and have a thermal-to-electricity conversion efficiency between 30
and 40% (Ho and Iverson 2014). As mentioned, there is a research field whose
objective is the search for heat transfer fluids that can withstand high temperatures
and enable system designs with low radiative and convective heat losses, together
with high thermal and thermal-to-electricity efficiencies.

Thus, s-CO2 can be used as a working fluid in both Rankine cycle solar systems
and Brayton cycle concepts. The main advantage of the supercritical Rankine cycle
is that, during heating, the working fluid does not pass through a distinct two-phase
region, obtaining higher thermal efficiency. Supercritical Brayton cycles involve
direct heating of s-CO2 in tubular receiver able to withstand high pressures and
temperatures, and they are considered in CST technologies due to their greater
efficiency (50%).

Therefore, appropriate designs for tubular central receivers are required in order
to enhance the overall efficiency of the CST plant by using s-CO2. Next section
describes the developed CFD analysis to compare the thermal behaviour of s-CO2

(innovative fluid) with that of molten salts (conventional fluid) considering an
initial tubular design in order to optimise it afterwards for the supercritical fluid.

4 CFD Analysis of a Supercritical Fluid Used as Heat
Transfer Fluid in a Solar Tower Tubular Receiver

This analysis has been developed because emerging receiver designs consider the
achievement of higher efficiencies using advanced power cycles, such as s-CO2

closed-loop Brayton cycles. For this purpose, the s-CO2 direct heating is considered
in tubular receiver designs capable of withstanding high internal fluid pressures
(around 20 MPa) and temperatures (900 K) (Ho and Iverson 2014). Due to the high
pressures required and the presence of moving components installed in the pipelines
(ball-joints and/or flexible connections), the use of s-CO2 presents many technical
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challenges caused by the compatibility of seal materials and fluid leakages of the
moving connections. These problems can be better controlled in solar tower sys-
tems because the receiver is fixed (Vignarooban et al. 2015).

In this regard, a preliminary CFD analysis has been developed using the design
of a molten-salt tubular receiver which was previously tested. In order to minimise
the computational cost, a simplified geometry has been considered in the model.
CFD simulations have been carried out to determine the minimum operating con-
ditions required for the use of s-CO2 as an HTF and to compare the efficiencies
reached by both fluids. From this information, an initial optimisation of the original
design has been developed.

4.1 Description of the Initial Tubular Receiver Design

The selected receiver consists of three different modules through which the HTF
flows consecutively. Each module is made of 20 alloy tubes that receive the solar
radiation coming from the heliostat field and transfer the heat to the working fluid.
Figure 2a shows the fluid flowing through the central module before it passes
through the lateral ones. There is a manifold at the inlet and outlet of each module
to homogenise the flow conditions.

As shown, the simulation domain considers the symmetrical behaviour of the
fluid in the module and, for the evaluation of the minimum operating conditions
required to maintain the supercritical phase, the central module where the fluid inlet
is located was selected.

For a further optimisation of the complete receiver design, the solution domain
selected has been considered for the three modules in order to obtain the overall
operating conditions of the tubular receiver.

4.2 Supercritical Fluid CFD Analysis Procedure

In order to develop a preliminary study of the s-CO2 behaviour in comparison with
that of molten salt, a 2D symmetrical simulation domain of module 2 (Fig. 2b) has
been considered. This initial approach was regarded to minimise the computational
cost and obtain initial results which would lead the study towards a further opti-
misation of the tubular receiver design.

The CFD model created was validated by experimental data obtained from tests
of the molten-salt receiver, taking into account the measurements at a quasi-steady
state selected. The measured irradiance distribution was considered as boundary
condition and the pressure and mass flow at the inlet were those measured at the
pump impulsion. The fluid temperature was measured at the inlet and outlet of each
module and the pressure was used as boundary condition in order to compare the
numerical fluid temperature with the experimental one.
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Furthermore, simulations with s-CO2 as an HTF were developed at different
fluid inlet temperatures (800, 715, 600 and 500 K) to study the operating conditions
required for each case. Table 1 summarises the steady-state conditions for each
fluid.

In addition, an initial optimisation of the receiver design has been developed
considering a greater length of the tubes (10 m) and doubling the number of tubes

Fig. 2 Geometry: a scheme of the tubular receiver, b simulation domain (Roldán and
Fernández-Reche 2016)
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in each module. The new design has been conceived taking into account the
comparison between the thermal behaviour of the s-CO2 and that of the molten
salts.

4.3 CFD Modelling

The solution domain selected was a two-dimensional section of the receiver central
module with the following zones: inlet pipe, inlet manifold, receiver tubes, outlet
manifold and outlet pipe. Regarding the symmetry condition of this geometry, the
domain consisted of two sub-domains: the thickness of each receiver tube and the
fluid (Fig. 2b).

The model is based on the equations that describe the dynamic behaviour of a
fluid. These equations come from the three conservation laws: conservation of
mass, momentum and energy. Thus, the continuity (1), momentum (2) (Bachelor
1967) and energy (3) (Versteeg and Malalasekera 1995) equations described for the
fluid medium are included in the CFD model:

@q
@t

+ r � q v!� � ¼ Sm ð1Þ

@

@t
q v!� �þr � q v! v!� � ¼ �rpþr � ðsÞþ q g!þ F

! ð2Þ

@q
@t

qEð Þþr � v!ðqEþ pÞ� � ¼ r � keffrT �
X

j

hj J
!

j þ seff � v!� �
 !

þ She ð3Þ

where q is the density of the fluid, t is elapsed time, v! is the velocity vector with
respect to the coordinate system, Sm is the mass source, p is the static pressure, s is

the stress tensor, q g! is the gravitational body force, F
!

is the external body force,

E is the energy transfer E ¼ h� p
q þ v2

2

� �
keff , is the effective conductivity which

includes the turbulence thermal conductivity, hj is the enthalpy of species j, J
!

j is

Table 1 Steady-state conditions

Fluid Inlet pressure
(Pa)

Outlet pressure
(Pa)

Fluid temperature at the
inlet (K)

Total power
received (kW)

Molten
salts

589,000 347,000 715 720

s-CO2 11,000,000 7,500,000 800, 715, 600, 500 720

Source Roldán and Fernández-Reche (2016)
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the diffusion flux of species j, seff is the viscous stress tensor, and She is the
volumetric heat source. Therefore, the proposed CFD model requires solving the
continuity, momentum and energy equations adapted to the steady-state flow
condition.

The selected mesh is made up of quadrilateral cells because the structured grid
favours convergence. In order to select the best mesh size, it is recommended to
develop a mesh independence test to adjust the grid size to the minimum one that
ensures an independent solution of the cell number. Furthermore, the mesh quality
has been evaluated by the equiangle skew (QEAS) parameter. The 100% of the cells
are in the QEAS range 0–0.44 which corresponds to both the excellent quality range
(0–0.25) and the good one (0.25–0.5). It means that the mesh quality is appropriate
because all the grid elements are within the good quality range. Figure 3b shows the
adaptation of the mesh selected to the geometry.

The material properties considered were obtained from literature and the
boundary conditions selected were: inlet/outlet pressure, natural convection in outer
walls because insulation does not eliminate heat losses to the receiver cavity,
symmetry condition for the cross-cutting axis of the geometry, and the coupled
condition for the contact walls (Fig. 3b).

Furthermore, the volumetric heat source for each absorber tube was obtained
from the analysis of the heat-flux distribution measured (Fig. 3a), showing an
average irradiance of 122 kW/m2. In order to define the tube zone with the max-
imum heat flux, each tube length of the receiver was divided into three parts
according to the heat-flux distribution. The volumetric heat source was

Fig. 3 Definition of the boundary conditions: a heat-flux distribution, b boundary conditions in
the solution domain (Roldán and Fernández-Reche 2016)
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implemented in each zone depending on its volume (404,651, 1,540,465 and
845,581 W/m3 for zones A, B and C, respectively).

Both the definition of a 2D symmetrical geometry and the approach of a constant
heat source for each tube zone reduce the computational cost. Moreover, the
boundary conditions were adapted to the HTF used. The outlet pressure was set at
0.35 MPa for molten salts (measured value) and 7.50 MPa for s-CO2 (critical
pressure of 7.38 MPa) in order to study the initial operating conditions that ensure
the supercritical phase.

The viscosity model has been selected according to the Reynolds number
(Re) evaluated for molten salts in three zones: receiver tube, manifold and module
inlet/outlet. The Re value was between 6.12 � 105 and 9 � 106 which belongs to a
turbulent regime. Nevertheless, j-e renormalisation group (RNG) model was used
to take into account with low Re areas.

4.4 Validation

The CFD model was validated taking into account a molten-salt test. The variables
considered were the absolute inlet pressure and the outlet temperature of the fluid at
the steady state selected. In this case, the outlet pressure was fixed as boundary
condition. The deviation between experimental and numerical data is summarised
in Table 2. According to previous studies, high-temperature solar processes sim-
ulation accepted deviations of around 9% (Ozalp and Jayakrishna 2010), the
obtained numerical results are in agreement with the experimental data since the
deviation is lower than 7%.

4.5 Initial Operating Conditions of the Tubular
Receiver for s-CO2

In order to evaluate the s-CO2 behaviour as an HTF and determine its initial
operating conditions, simulations with different s-CO2 inlet temperatures were
developed. The outlet pressure was set at 7.5 MPa in a first approach in order to
ensure the supercritical condition because the subsequent optimisation study takes
into account the three receiver modules. Thus, the required inlet pressure was
around 9.67 ± 0.05 Pa, and the temperature reached by the fluid is included in
Table 3.

Table 2 Comparison between experimental and numerical data for model validation

Experimental inlet pressure (Pa) Numerical inlet pressure (Pa) Deviation (%)

589,000 550,023 6.62

Source Roldán and Fernández-Reche (2016)
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The largest increase in heat gained by the fluid was obtained at the inlet tem-
perature of 800 K. However, further research has been proposed to evaluate the
radiation heat losses in addition to the convection losses considered for this case.
Thus, simulation data for 715 K were considered in a more conservative approach
to analyse the initial operating conditions required for the s-CO2. Figure 4 shows a
non-homogeneous distribution for both of fluid temperature (Fig. 4a) and pressure
(Fig. 4b). The receiver design, then, needs to be adapted to the supercritical fluid in
order to obtain more homogeneous operating conditions. Hence, the optimisation of
the tubular receiver design is proposed to improve the fluid dynamic behaviour in
the receiver.

Simulation results obtained from the use of s-CO2 as HTF, considering the inlet
temperature of 715 K, are summarised in Table 4.

The operating pressure for s-CO2 is much higher than the one required by the
molten salts (Table 2). Nevertheless, the pressure required is achievable by

Table 3 Simulation results for s-CO2

Simulation Inlet temperature
(K)

Outlet temperature
(K)

Heat gained by
the fluid (kW)

Maximum
temperature
reached (K)

1 800 812 358.27 1038

2 715 726 321.18 903

3 600 608 226.49 758

4 500 506 167.46 607

Source Roldán and Fernández-Reche (2016)

Fig. 4 Simulation results: a thermal distribution of s-CO2 (Tinlet = 715 K), b pressure distribution
of s-CO2 (Tinlet = 715 K) (Roldán and Fernández-Reche 2016)
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equipment used in other solar facilities (Muñoz-Anton et al. 2014). Furthermore,
the maximum temperature reached is higher than the upper working temperature
limit for molten salts (873 K). From these results, s-CO2 seems to be a promising
alternative as HTF in tubular central receivers, but an initial optimisation of the
selected design considering more homogeneous conditions for both fluids has to be
developed to obtain a more standardised evaluation criterion.

4.6 Optimisation of the Receiver Design for s-CO2

In order to evaluate the complete receiver and study an initial optimisation of its
design, new CFD simulations have been developed considering a similar domain to
the previous one with a greater tube length (10 m) and 40 tubes for each module.
These CFD simulations were based on the previous ones developed for the receiver
central module, taking into account the symmetry condition. However, in order to
evaluate the three receiver modules, the outlet conditions of the simulated module
were considered as the inlet conditions of the following module which is going to
be simulated. As reference condition, the s-CO2 pressure at the receiver outlet was
fixed according to the inlet power Brayton cycle pressure (around 24 MPa).

This procedure was considered for both fluids (s-CO2 and molten salts) in order
to compare their behaviour. Thus, the same mass flow (95.3 kg/s) and inlet tem-
perature (750 K) were regarded in the simulations.

Table 5 shows the simulation results obtained from the use of molten salts and
s-CO2 as HTF in the complete receiver with a greater length and a higher number of
tubes per module.

In this case, it is also observed that the operating pressure for s-CO2 is much
higher than the one required by the molten salts in order to reach the inlet pressure

Table 4 Simulation results for s-CO2

Fluid Inlet pressure
(Pa)

Outlet pressure
(Pa)

Mass flow
(kg/s)

Maximum
temperature
reached (K)

Heat gained by
the fluid (kW)

s-CO2 9,695,240 7,500,000 24.90 903 321.18

Source Roldán and Fernández (2016)

Table 5 Simulation results for molten salts and s-CO2 for an initial optimisation

Fluid Inlet
pressure
(Pa)

Outlet
pressure
(Pa)

Mass
flow
(kg/s)

Maximum
temperature
reached (K)

Heat gained by
the fluid (kW)

Molten
salts

551,709 550,973 95.3 895 22060.8

s-CO2 24,216,635 24,201,324 95.3 963 25216.6
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for the power cycle selected (Brayton). Furthermore, the heat gained by s-CO2 at
the outlet of the receiver module is around 12% greater than the one obtained by
molten salts, considering the same mass flow for both fluids. Hence, it is still
demonstrated that using the s-CO2 as HTF in solar tower receivers can be a
promising option, but it is necessary to take into account the high operating con-
ditions required for its use in the solar facility which might increase the pumping
consumption and enhance corrosion issues.

4.7 Conclusions Obtained from the CFD Analysis

A simplified CFD model has been developed in order to obtain a preliminary
analysis of a tubular solar receiver considering s-CO2 as HTF. Thus, the simulation
domain selected consisted of a 2D symmetrical geometry of the central receiver
module. The model validation was carried out by the comparison between exper-
imental data coming from a tested molten-salt tubular receiver and numerical
results, regarding the operating conditions at a selected steady state.

The validation took into account measurements of the fluid pressure at the inlet
and outlet of the central receiver module (simulation domain). The comparison
between these data showed a maximum deviation lower than 7%. Hence, the CFD
model was used to study the s-CO2 behaviour for several different inlet
temperatures.

The optimum inlet temperature of s-CO2 was set to 715 K to determine the
minimum operating conditions to maintain the supercritical phase. The operating
pressure for s-CO2 is much higher than the one required by the molten salts, but it is
achievable by the equipment used in solar facilities for parabolic trough collectors.
Furthermore, the maximum temperature reached is higher than the upper working
temperature limit for molten salts (873 K).

From these results, s-CO2 seems to be a possible alternative as HTF in tubular
central receivers, but an initial optimisation of the selected design considering both
fluids has been developed to obtain further information.

The CFD analysis of a new geometry with a greater tube length and a higher
number of tubes, considering the same mass flow and inlet temperature for both
fluids, has led to conclude that the heat gained by s-CO2 was around 12% greater
than the one captured by molten salts. Thus, the use of s-CO2 as HTF in solar tower
receivers appears to be a promising alternative, taking into account both the
operating conditions required and their maintenance cost.
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5 Summary and Conclusions

The selection of an appropriate HTF is important for increasing both the efficiency
of the solar receiver and that of the overall STE plant. In addition, the relative cost
of a solar receiver can be minimised by the selection of a HTF capable of achieving
higher temperatures or, as a result, higher receiver efficiencies. Higher working fluid
temperature is associated with greater thermal efficiency in both receiver and power
cycle if a suitable HTF and receiver design are defined.

Current commercial HTFs present some limitations that do not allow the
improvement of thermal efficiencies. These limitations are due to the fluid degra-
dation and its thermal instability from temperatures of about 600 °C. Therefore, in
order to improve the thermal-to-electricity efficiency of the facility, the integration
of more efficient power cycles working at higher temperatures in the CST facility is
required. To this end, alternative HTFs must be studied for application in CST
technologies.

In this context, new supercritical s-CO2 power cycles have been proposed, and
the utilisation of this fluid as HTF at high operating pressures enables both its direct
use in the power block with a possible hybridisation system or a thermal storage
with an intermediate storage medium.

In order to study the feasibility of s-CO2 as HTF in central receivers, this chapter
describes the CFD evaluation of a tubular receiver design in order to define the
operating conditions required and its thermal behaviour in comparison with a
conventional fluid (molten salts). Simulations results show that the use of s-CO2 as
HTF in solar tower receivers appears to be a promising alternative, but other
operation aspects such as pumping consumption and possible corrosion effects
should be taken into account in further assessments.
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Computational Fluid Dynamics
for Thermal Evaluation of Earth-to-Air
Heat Exchanger for Different Climates
of Mexico

M. Rodríguez-Vázquez, I. Hernández-Pérez, J. Xamán, Y. Chávez
and F. Noh-Pat

Currently, the energy requirements that our society uses to carry out its activities, are
increasing with citizens’ wealth. In order to meet these requirements, power plants
will have to increase the use of fossil fuels, resulting in an environmental pressure
due to the greenhouse gases emission into the atmosphere. In Mexico, 88% of the
energy is produced by burning hydrocarbons and 95% of the total energy produced
is intended to meet the social and economic needs for energy (national energy
balance, 2014). From this 95%, a 27% is consumed in by the residential sector,
making it the third largest consumer of electricity. Mexico is not a unique case,
which has caused a good number from the scientific community to seek alternatives
to reduce energy consumption and focus on the study of passive solar systems.
Passive solar systems are used to heat, cool, and illuminate buildings and do not
require a mechanical device to function. Some examples of these systems are the
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Trombe wall, solar chimney, the wind tower, and earth–air heat exchanger (EAHE).
The objective of an EAHE is to pre-cool or to pre-heat an air flow which is supplied
to the interior of buildings, by taking advantage of the thermal inertia of the soil. In
other words, in warm seasons the soil at certain depth has a lower temperature than
ambient and higher temperature in cold season. The cooling and heating potential of
the EAHE helps to improve the thermal comfort when used in not conditioned
building or to reduce energy consumption when used in conditioned buildings.

The authors like (Mihalakakou et al. 1997) have used models to predict the
thermal behavior of the soil through an energy balance. These models are still used
to study EAHE. The EAHE cooling and heating potential was introduced in various
studies such as Darkwa et al. (2010) and Ramírez-Dávila et al. (2014). Darkwa et al.
(2010) evaluated the efficiency of an EAHE at the University of Nottinghan. The
experimental results showed that the system provided a 62 and 86% of the cooling
and the heating load of the building, respectively. Ramírez-Dávila et al. (2014)
conducted a two-dimensional numerical study of the thermal performance of an
EAHE in three cities of Mexico. Their results showed that in Juárez City and
Mexico City, the EAHE performs better in summer than in winter, reducing air
temperature up to 6.6 and 3.2 °C, respectively. While in Mérida, the EAHE pre-
sented a better performance in winter by increasing the temperature up to 3.8 °C.

The EAHE cooling and heating capacity varies depending on various factors
including design, climatic conditions, type of soil, etc. Gauthier et al. (1997) studied
the thermal behavior of an EAHEwith the aim of reducing the energy consumption of
greenhouses. The authors developed a parametric analysis of the key components in
the EAHEdesign and operation. The results showed that as the distance between tubes
and length increases, the amount of stored or recovered energy from the soil increases.
On the contrary, the stored or recovered energy decreases as air speed increases.
Finally, the results showed that the deeper the pipeline is buried, the greater the stored
energy during the day is. Bansal et al. (2013) andMathur et al. (2015) studied the effect
of the thermal conductivity of the soil in the thermal behavior of EAHE. The authors
showed that higher conductivity values give greater air temperature difference
between the inlet and outlet the EAHE. Conversely, as the speed of the airflow
increases, the air temperature difference decreases because the interaction time
between the air and the soil decreases. Bisoniya et al. (2014) investigated the effect of
different design parameters on the thermal performance of an EAHE for the city of
Bhopal, India. They concluded that increasing the tube length causes pressure drops so
more power is required by the fan to move the air. On the other hand, the EAHE outlet
temperature tends to decrease as the diameter or the fluid velocity increases. In con-
trast, the air temperature at the outlet slightly increases as the depth increases.
However, the excavation cost increases to a greater degree. Serageldin et al. (2016)
conducted a parametric study of the thermal performance of an EAHE with different
design parameters for the winter season in Egypt. The results of the study showed that
the outlet temperature tends to decrease as the diameter or the fluid velocity increases.
In contrast, the temperature tends to increase as the tube length increases. On the other
hand, the distance between the pipes and tubematerial showed no significant effect on
the thermal performance of the EAHE.
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Works such as Brum et al. (2013), Dasare and Saha (2015) and Yang and Zhang
(2015) have studied the effect of the depth to which the pipe is buried on the
thermal behavior of EAHE. Brum et al. (2013) found that for the city of Viamao,
Brazil, the variation of soil temperature decreases as the depth of burial is increased.
However, from 3 m depth, no significant variation is noticed any longer. Dasare
and Saha (2015) found that the optimal design of an EAHE for the city of Pune,
India is a pipe with helical configuration (diameter spiral 0.2 m with spacing of
0.3 m) buried at a depth of 1.5 m, with an 0.25 m/s flow velocity double tube
buried with a spacing of 1.2 m. Yang and Zhang (2015) observed that increasing
the depth to which the pipes are buried (4 m maximum) improves the performance
for EAHE in Chongquin, China. In their studies, the authors found an optimal
burial depth at which the soil contribution in the thermal behavior of EAHE is
negligible. This burial depth has proven to be different for each region, causing
many authors to assume this depth relying on the values reported in the literature.

Currently, researchers are seeking to increase the cooling and heating capacity of
EAHE by the coupling of other passive systems as a solar heater (Kaushal et al.
2015) or wind tower (Benhammou et al. 2015) which unified performance tends to
improve the temperature variation more than that obtained with each system alone.
Xamán et al. (2014) studied the effect of adding an insulation layer at the outlet
section of an EAHE to minimize the losses or gains of energy through the inter-
action of the air with the earth at the outlet section. Based on this short review, we
conclude that many factors influence the EAHE behavior. However, the geo-
graphical and climatic differences that exist in different regions may cause the
EAHE optimal factors to be different. Then, it is convenient to perform a parametric
study of EAHE design to maximize its heating and cooling capacity. This work
aims to perform a parametric study to find the depth optimal values. The study was
carried out using weather conditions in Ciudad Juarez, Chihuahua, Mexico City and
Mérida, Yucatán, for the warmest and coldest days of the year.

1 Physical Model

Figure 1 presents the EAHE physical model. The following assumptions are taken
into account:

1. Two-dimensional heat transfer.
2. Heat is gained or lost by radiation and convection on the surface.
3. Evaporation of water is only considered on the surface of the ground.
4. The thermal influence of the pipe is disregarded due to its thickness; it is so

small that it is negligible. We have made this assumption because the thickness
of a pipe is very small compared with the dimensions of the whole system,
therefore the thermal resistance of the pipe wall can be neglected according to
previous studies of earth-to-air heat exchangers (Bisoniya 2015; Yang and
Zhang 2015).
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5. Condensation and evaporation inside of the pipe are not taken into account.
6. Inside the pipe the dominant heat transfer mechanism is convection and the air is

in a laminar flow regime.
7. Interaction between the pipe and the soil is considered.
8. The thermophysical properties of the soil are constant.

Table 1 presents the dimensions considered to simulate the EAHE behavior.

Fig. 1 The EAHE physical model

Table 1 The EAHE dimensions

Section Dimensions (m)

Depth from the surface to the pipe Hy3 = 0.425–4.425

Depth from the pipe to the bottom Hy1 = 4.425–0.425

Distance between the insulated wall and the pipe Hx1 = Hx3 = 0.5

Pipe diameter Hy2 = Hx2 = 0.15
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2 Mathematical Model

The soil is considered a solid medium where heat is transferred by conduction. On
the other hand, there is a convective heat transfer in laminar flow regime through
the pipe, and a heat exchange between the walls of the pipe and the soil. These
phenomena are modeled in the Cartesian coordinate system and described by
continuity, momentum, and energy Eqs. (1–4).

@ q uð Þ
@x

þ @ q vð Þ
@y

¼ 0 ð1Þ

@ q u:uð Þ
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l
@u
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� �
ð4Þ

The EAHE modeling consists in treating the geometry as a cavity with a fluid
inside. In this cavity, the blocking technique assigns the value 0 to the velocities of
the soil since only heat conduction is present in the soil. The governing equations
for heat transfer and fluid flow were discretized with the finite volume method and
the semi-implicit method. In order to couple the pressure, the SIMPLE algorithm
was used together with a low-order scheme (hybrid). The boundary conditions for
the above equations are as follows:

(a) East and west boundaries.

These boundaries are considered as adiabatic

@T
@x

¼ 0 at x ¼ 0 for 0� y�Hy ð5Þ

@T
@x

¼ 0 at x ¼ Hx for 0� y�Hy ð6Þ

(b) South boundary.

The soil temperature is considered to be equal to the average annual ambient
temperature.
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(c) North boundary.

To represent the effect of conduction, convection, and radiation on the north
boundary, the following energy balance developed by Mihalakakou et al. (1997) is
implemented:

�qcond ¼ �qconv CEð Þþ qrad LRð Þ � aG SRð Þþ qevap LEð Þ; ð7Þ

where

(i) CE is the convective energy exchange between the air and the surface of the
ground:

qconv ¼ hsur Tamb � TSurð Þ; ð8Þ

where Tamb is the ambient temperature, TSur is the ground surface temperature. hsur
is the convective heat transfer coefficient at the ground surface, which can be
calculated as

hSur ¼ 5:678 0:775þ 0:35
velwind
0:304

� �� �
for velwind\4:88 ð9Þ

hSur ¼ 5:678 0:775þ 0:35
velwind
0:304

� �0:78
" #

for velwind � 4:88 ð10Þ

(ii) SR is a shortwave solar radiation absorbed by the surface of the ground.

where
SR ¼ aG ð11Þ

a is the ground absorptance and G is the incident solar radiation on the ground
surface

(iii) LR is long wavelength radiation, which can be calculated as

LR ¼ eDR ð12Þ

e is the emittance of the ground surface and DR is a term that depends on the
relative humidity of the ground and the outdoor air.

(iv) LE is the latent heat flux from the ground surface due to evaporation:
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LE ¼ 0:0168 fhSur aTSur þ bð Þ � RH aTamb þ bð Þ½ � ð13Þ

where RH is the relative humidity on the surface of the ground and f is a fraction
which depends on the type of ground cover. In this study, we used a value of 0.7 for
f corresponding to the value of bare soil.

(d) Air at the inlet.

The air entering the pipe has the same temperature than the ambient and enters
with at a constant speed, which is a function of the Reynolds number.

v ¼ f Reð Þ; u ¼ 0 ð14Þ

(e) Air at the outlet

@T
@y

¼ 0;
@u
@y

¼ 0 and
@v
@y

¼ 0: ð15Þ

3 Methodology

The objective of this study is to find an optimal depth of burial for the pipe and also
to analyze the behavior of the EAHE during a whole day. We studied nine depths of
the tube (from 0.5 to 4.5 m, with increments 0.5 m).

To verify the computational code, a comparison of our results with the results
reported by (House et al. 1990) (Fig. 2) was performed. The results were obtained
for a Rayleigh number of 105 with conductivity ratios (CX) of 0.2 and 5. The
geometry is a differentially heated cavity with adiabatic horizontal walls and west
and east walls at temperatures TH and TC, respectively.

Table 2 presents the verification results where one can observe that all differ-
ences between the Nusselt numbers reported by House et al. (1990) and the Nusselt
numbers obtained with our code are smaller than 1%.

After code verification, we carried out a study of grid independence. The
medium was divided into 3 sections: one for the tube and two corresponding to the
lower and upper regions of the tube (Fig. 2). The grid independence was performed
using the climatic data of the warmest day of Juárez City for three burial depths
(0.5, 2.5, and 4.5 m). The physical model was divided into three sections, and only
the nodes number (Nx2 and Ny2) of the grid section corresponding to the pipe was
varied. The other two sections have a fixed number of nodes. The grid indepen-
dence study started with a grid of 11 � 11 for the pipe section and we increased the
number of nodes until we had a grid with 71 � 71. The results show that for the air
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Fig. 2 Differentially heated cavity with an embedded solid

Table 2 Average Nusselt values at the hot wall for conductivity reasons of 0.2 and 5

CX House et al. (1990) Current work Absolute difference (%)

0.2 4.62 4.65 0.65

5 4.32 4.35 0.69

Table 3 Average air temperature and average enthalpy difference for different grid sizes in the
section of the tube

Grid size Average temperature Average enthalpy difference

0.5 m 2.5 m 4.5 m 0.5 m 2.5 m 4.5 m

11 � 11 28.9875 24.4354 19.8912 −7241.3008 −11811.6748 −16374.0396

21 � 21 28.9811 24.4133 19.8830 −7247.7678 −11833.8141 −16382.2983

31 � 31 28.9787 24.4041 19.8794 −7250.1539 −11843.0706 −16385.8921

41 � 41 28.9788 24.4045 19.8781 −7250.0429 −11842.7267 −16387.1955

51 � 51 28.9787 24.4047 19.8796 −7250.2243 −11842.4331 −16385.7194

61 � 61 28.9788 24.4051 19.8795 −7250.1180 −11842.1179 −16385.7821

71 � 71 28.9789 24.4054 19.8795 −7250.0116 −11841.8026 −16385.8193
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temperatures and enthalpies the difference between 51 � 51-node grid the
61 � 61-node grid there was not significant; here was a maximum difference of
0.01%. Table 3 indicates the results for the grid independence (Fig. 3).

4 Results and Discussion

The results of the parametric study to find the burial optimal depth are presented
below. Tables 4 and 5 present the input values of radiation, ambient temperature,
relative humidity and wind speed for the three cities considered in this study.
Climatic data correspond to the coldest and warmest hour of winter and summer
days, respectively.

Figure 4 shows that the air temperature inside the tube decreases when
increasing depth. Among the cities, Mérida witnessed the greatest decrease; in this
city, the temperature drops 1.6 °C for every 0.5 m of depth increment, while for
Juárez City and Mexico City the temperatures decrease reached 1.1 and 1.3 °C,
respectively.

Fig. 3 Non-uniform grid

Table 4 Climatic conditions of the three studied cities for the hottest hour of the year

City Day/month Hour (pm) G (W/m2) T (°C) RH (%) Wind speed (m/s)

Juárez City 27/07 14:00 872 36.2 30 7.4

México City 20/05 13:00 930 28.9 23 2.3

Mérida 20/05 12:00 1135 39.8 37 2.4
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Thus, a temperature difference between the smallest depth (0.5 m) and the
biggest (4.5 m) reaches 13.3, 10.6, and 9.1 °C for Mérida, Mexico City, and Juárez
City, respectively. Figure 5 presents the air temperature profiles for different depths
for Mérida.

Figure 6 presents the thermal performance of EAHE in the heating function. The
temperature increases in greater proportion in Juárez City, an average of 2.4 °C per
each 0.5 m of depth increment. In the case of Mexico City and Mérida, the tem-
perature increases 1.8 °C per 0.5 m of depth increment in both cities. Thus,
between the minimum and maximum depths a temperature difference of 19.2, 14.3
and 14.5 °C was noted for Juárez City, Mexico City, and Mérida, respectively.

For the heating operation, the highest temperature increase occurred in Juárez
City. However, the highest air temperature inside the tube occurs in Mérida. This
can be explained by the fact that the temperature of the soil and the ambient
temperature are higher in Mérida compared to Juárez City and Mexico City.
Figure 7 presents the air temperature profiles for different depths for Juárez City.

Figure 8 shows the amount of energy lost by the air in EAHE during the warm
season. The energy loss (change of enthalpy) from the air is proportional to its
temperature drop. Similar to the analysis of temperature, the greatest energy loss
occurred in Mérida, with an average of −1671 kJ/kg for every 0.5 m of depth
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Fig. 4 Average temperature
inside the pipe for different
burial depths on a warm day

Table 5 Climatic conditions of the three studied cities for the coldest hour of the year

City Day/month Hour (am) G (W/m2) T (°C) RH (%) Wind speed (m/s)

Juárez City 13/01 4:00 0 −3.7 69 3.1

Mexico City 13/01 7:00 0 1.8 61 2.7

Mérida 12/01 7:00 0 10.1 100 1.6
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increment. In Juárez City and Mexico City, the loss of energy averaged −1142 and
−1336 kJ/kg, respectively.

Figure 9 presents the heat gain of air at different burial depths for the operation
of EAHE in a cold season. As in the case of temperature, the highest value of
gained energy occurred in Juárez City, with an average of 2408 kJ/kg. The average
change enthalpy for Mexico City and Mérida is 1792 and 1820 kJ/kg, respectively.

Figure 10a, b show the average values of air velocity and average Reynolds
number, respectively. These figures show that the air velocity and Reynolds number
for the cold season are very similar regardless of the depth to which the tube is
buried and it is the city of Juarez that displayed the highest air velocities.

Using the optimal depth, which was 4.5 m for all the cities, we have analyzed
the behavior of the cooling and heating potential of the EAHE for a whole day for
Juárez City using four different Reynolds numbers for the 2-D geometry presented
in (Xamán et al. 2014). We have selected this city because it is the one with the
most extreme climate. Table 6 gives the climatic data used for the simulation of the

Fig. 5 Average temperature profile inside the pipe for Mérida on a warm day: a 0.5 m, b 2.5 m,
and c 4.5 m
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coldest and warmest day of the year. Figure 11 shows that the EAHE has a good
cooling potential. The behavior of the air temperature at the outlet during the whole
day is similar to that of the outdoor air, but the temperature at the outlet is lower
than the outdoor air temperature by at least 5.9 °C. Therefore, the minimum cooling
effect of the EAHE during the day is 5.9 °C and it occurs at 9:00 h for all Reynolds.

Figure 12 shows the cooling effect, which is the difference of temperature
between the outlet and the inlet. For the remaining hours, either before or after
9:00 h, the EAHE has a better cooling potential. During the first 4 h of the day,
from 1:00 to 4:00 h, the air temperature at the outlet remains almost constant for
each Reynolds number. The biggest cooling effect during these hours is equal to
8.8 °C and it is provided by a Re = 100. Then at 5:00 h the air temperature at the
outlet decreases because the wind velocity has a sharp decline from 2.3 to 0.8 m/s
(Fig. 4b). The biggest cooling effect during this hour is 9.6 °C for Re = 100. After
5:00 h the cooling potential of the EAHE decreases each hour until it reaches its
minimum value. After the 9:00 h, the cooling potential improves considerably; it
increases each hour until it reaches its maximum that occurs at 21:00. For Re = 100
the EAHE is able to cool the air by 17.4 °C below the temperature that it has at the
inlet. For Re = 500, 1000, 1500 the maximum cooling potential of the EAHE is
16.4, 15.5 and 14.8 °C, respectively. During the hours with solar irradiation (from
8:00 to 19:00 h), the air temperature at the outlet of the EAHE is similar for all Re,
the maximum difference is just 1 °C. Therefore, for cooling purposes it is recom-
mended to use the EAHE with a Reynolds equal to 100.

For heating purposes, the EAHE worked correctly for all hours and all Reynolds
during the cold day (except at 18:00 and 19:00, Re = 100) in Juárez City. Figure 13
indicates that the EAHE has a better heating potential with a high Reynolds
number. Just like what occurred on a warm day, the behavior of the air temperature
graph at the outlet during the whole day is similar to that of the outdoor air, but the
outlet temperature is greater than the outlet air temperature. Figure 13 shows the
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Fig. 8 Average change of
enthalpy inside the pipe for
different burial depths on a
warm day

Fig. 7 Average temperature profile inside the pipe for Júarez City on a cold day: a 0.5 m,
b 2.5 m, and c 4.5 m
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heating potential, which is the difference of temperature between the outlet and the
inlet. The maximum heating potential provided by the EAHE during the day is
6.3 °C and it occurs at 4:00 h. From 5:00 to 10:00 h, the temperature of the air at
the outlet remains almost constant for each Reynolds number; for example, for
Re = 1500 the heating potential is 6.0 °C for these 5 h. After the 10:00 h, the
heating potential decreases to its minimum value (1.4 °C) at 18:00 h, for
Re = 1500. During the period from 10:00 to 18:00 h, the graphs of the outlet air
temperature are close to each other than during the rest of the day. Then, the heating
potential improves from 19:00 to 24:00 h for Re = 500, 1000 and 1500. Again, the
Re = 1500 provides the best heating potential than other Reynolds number. As
seen, the heating potential of the EAHE is lower than the cooling potential, but the
former is still important because this city has very low temperatures in winter.

5 Conclusions

The aim of this work was to simulate numerically the variation of air temperature
inside an EAHE at different burial depths. The simulations were carried out for the
warmest and coldest hours of the year for three cities in Mexico.

On a warm day, the depth at which the tube EAHE is buried has a very sig-
nificant effect in all cities; in Mérida, the temperature decreases 1.6 °C each 0.5 of
depth, in Juárez City and Mexico City the air temperature decreases 1.1 and 1.3 °C
each 0.5 m of depth, respectively. On a cold day, the burial depth has a noticeable
effect on Juárez City by a (2.4 °C) air temperature increment for every 0.5 m burial

Fig. 9 Average change of
enthalpy inside the pipe for
different burial depths on a
cold day
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depth compared to Mexico City and Mérida (1.8 °C in both cities). Despite this
large temperature difference between depths, the highest temperature was presented
under the climatic conditions of Mérida. However, the air supplied to the three
cities EAHE has a relatively high temperature, compared to room temperature.
Thus, the EAHE works well for the three cities in the heating function. Considering
the temperature variation for each 0.5 m in the three cities, it is concluded that
increasing the depth more than 5 m is unnecessary, since after this depth the air
temperature is similar to soil temperature.

Using the optimal depth, we analyzed the behavior of the cooling and heating
potential of the EAHE for a whole day for Juárez City. In this city, the EAHE

(a)

(b)

Fig. 10 Average values
inside the pipe for different
burial depths on a cold day: a
Average air speed and
b Average Reynolds number
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worked correctly for cooling purposes during the whole day. The EAHE has a good
cooling potential in this city because it is able to cool the air up to 17.4 °C below
the temperature at the inlet. Such cooling effect can help to improve the thermal
comfort inside a building located in this city because the air temperature at outdoors
can reach 42 °C during the day. On the other hand, the maximum heating effect
provided by the EAHE on the coldest day is 6.3 °C. The heating potential of the
EAHE is not as good as the cooling potential but it is still important because this
city has low temperatures up to −3.7 °C on the coldest day.

Table 6 Climatic conditions for the warmest and coldest days in Júarez City

Time Coldest day (January 13) Warmest day (July 27)

Irradiance
(W/m2)

T (°C) RH
(%)

Wind
speed
(m/s)

Irradiance
(W/m2)

T (°C) RH
(%)

Wind
speed
(m/s)

1:00 0 −3.7 69 0.9 0 25.1 52 1.9

2:00 0 −3.7 69 1.0 0 24.9 51 2.9

3:00 0 −3.7 68 1.8 0 24.8 53 4.8

4:00 0 −3.7 69 3.1 0 24.7 52 5.3

5:00 0 −3.6 71 1.8 0 24.6 53 4.0

6:00 0 −3.6 72 2.5 0 24.6 55 3.5

7:00 0 −3.6 72 3.1 9 24.8 58 4.0

8:00 0 −3.5 76 2.7 158 26.4 52 4.0

9:00 17 −2.9 73 2.7 351 28.4 45 4.5

10:00 184 0.1 57 3.5 522 30.4 40 4.8

11:00 332 2.9 47 4.2 676 32.2 36 5.5

12:00 447 5.4 39 3.5 780 33.9 34 6.0

13:00 511 7.3 35 3.8 810 35.1 31 7.0

14:00 522 8.7 31 3.8 872 36.2 30 7.4

15:00 481 9.5 27 3.3 829 37.0 28 8.1

16:00 390 9.7 26 3.0 723 37.3 27 8.4

17:00 253 9.0 27 3.1 597 37.4 28 6.3

18:00 97 7.5 30 3.5 393 36.8 29 5.8

19:00 1 5.8 35 4.8 223 35.8 31 6.8

20:00 0 5.2 43 3.8 60 34.5 34 7.4

21:00 0 4.7 43 2.5 0 33.2 39 6.8

22:00 0 4.1 49 2.1 0 32.7 40 5.5

23:00 0 3.5 49 3.3 0 32.2 42 5.5

24:00 0 3.0 49 2.3 0 31.8 44 5.8

48 M. Rodríguez-Vázquez et al.



Fig. 11 EAHE Behavior along the day in Júarez City for cooling

Fig. 12 Behavior of the EAHE during the day in Júarez city for cooling
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CFD Modeling of a Parabolic Trough
Receiver of Different Cross Section Shapes

Anissa Ghomrassi, Hatem Mhiri and Philippe Bournot

1 Introduction

Solar energy is the most important renewable energy source that can significantly
contribute to satisfy an increasing energy demand. Concentrated solar power
(CSP) is considered as one of the proven energy conversion procedures. Among the
existing CSP systems (PTC, solar tower, reflector Fresnel mirrors, and solar dish),
the PTC technology is one of the most relevant and mature technologies for solar
energy exploitation. It is also classified as proven and low cost large-scale solar
power existing technology (Mao et al. 2014).

The PTC is essentially composed of a reflector and a receiver tube. The
parabolic-shaped mirrors concentrate incident solar radiation on the lowest half
absorber tube periphery. The other half of the receiver periphery is subjected to
direct radiation transmitted through the glass envelope. The absorber converts the
concentrated flux to heat and transfers it after that to the working fluid circulating
through the receiver tube. This latter is generally covered with a glass envelope with
the aim of reducing heat losses to the surrounding environment.

In order to better evaluate the optical performance of this solar energy conver-
sion system, it is essential to evaluate concentrated solar heat flux and estimate its
distribution on the receiver tube periphery. To this end, an analytical semi-finite
formulation of the PTC concentrated heat flux density was developed by
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Jeter (1986). Jeter was the first to study the PTC system and determine the con-
centrated solar heat flux distribution on the absorber tube periphery. The analytical
method established by Jeter (1986, 1987) was able to evaluate the PTC system
optical efficiency. The solar power distributions on the PTC focal plane for different
incidence angles and for different opening radii are determined and compared as
shown in both Jeter’s publications (Jeter 1986, 1987). There are no bibliographic
reviews of experimental work measuring solar flux distributions on the PTC focal
line. That is why it is necessary to estimate it by numerical investigations. The
Monte Carlo ray tracing method (MCRT) is frequently utilized to determine the
concentrated solar heat flux distributions on the absorber. This technique had been
largely used in earlier studies concerning tower plants and parabolic dish. Delatorre
et al. (2014) proposed a significant database detailing the MCRT technique.
Bibliographic references focusing on PTC systems are rare. In fact, among the
recent literature reviews, a numerical coupled study combining the MCRT method
and the FLUENT software was carried out by Wang et al. (2010a). A tridimensional
numerical simulation has been developed to estimate concentrated solar heat flux
profiles, temperature distribution profiles, and thermal stresses values for both
eccentric and concentric receiver tubes. Wang et al. (2010b) have also studied the
receiver tube material selection effect on tubes thermal stress.

Because the absorber is the PTC essential element, numerous literature studies
have been focused on the PTC tube (Ouagued et al. 2013; Ramchandra et al. 2014).
The manufacturing and maintenance cost of the receiver tubes is approximately
20% higher than of the parabolic trough concentrator whole cost. Consequently,
this study spotlights the absorber tube geometry selection and optimization in order
to ameliorate this solar conversion system performance. This paper examines the
effect of a cross section shape modification. The comparison between the different
shapes tested allows us to conclude the advantages and disadvantages of each
shape.

2 Solar Heat Flux Calculation

The PTC geometric parameters are recapitulated in Table 1 (Wang et al. 2010a, b).
The reflector material is aluminum while the absorber material is stainless steel
coated with “black chromium” and covered by a glass envelope. PTC components
optical properties are recapitulated in Table 2. The heat flux density calculation was
performed by SOLTRACE for the 21st June at 12 h local time for 39.5 latitude and
116.2 longitude. It corresponds to a direct normal irradiance (DNI) of 1000 W/m2.
The sun shape is recommended as pillbox distribution with a half-width of
4.65 mrad (Sargent and Lundy 2003) (Fig. 1).
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Table 1 Geometric parameters used in the simulation

PTC system Value

Aperture width, wa 1 m

Focal length, f 2 m

Collector length, L 2 m

Inner tube diameter, dri 0.06 m

Outer tube diameter, dro 0.07 m

Glass envelope inner diameter, dgi 0.1 m

Glass envelope outer diameter, dgo 0.105 m

Opening radius 45°

Table 2 Optical proprieties of PTC components (Wang et al. 2010b)

Absorptivity Reflectivity Transmissivity

Receiver tube 0.95 0 0

Glass envelope 0.01 0.01 0.965

Reflector 0 0.95 0.05

Fig. 1 Schematic of studied parabolic trough collector
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2.1 Radius Number Sensitivity

The ray number traced through the system affects significantly the accuracy and the
distribution of the solar heat flux on the absorber tube periphery. For this, a ray
number sensitivity study was conducted. The ray numbers tested were 104, 105,
106, and 107. The results show that the ray numbers 105, 106, and 107 give similar
results. On the other hand, the ray number of 104 gives a different solar heat flux
distribution. That is why we opted for a 105 ray number for all simulations, which
allows us to save time in simulations of calculation compared to the numbers 106

and 107. Figure 2 depicts the solar heat flux distributions on the absorber tube
periphery for different tested ray numbers.

2.2 Validation

The validation of this modeling approach was achieved by comparing the numerical
results calculated by SOLTRACE and Jeter (1986) data. The local concentration
ratio distribution (LCR = q/DNI) at the PTC focal plane is compared to the LCR
distribution given by Jeter (1986) as shown in Fig. 3. A good concordance is
obtained between numerical and analytical data. The results are statistically sig-
nificant with very high R-squared value (above 0.987) and very low P-value
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Fig. 2 Ray numbers effect on the solar flux distribution
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(in a range of 0 < P-value < 10−7). These results confirm that the MCRT method
employed in the present paper is appropriate for such problem.

3 CFD Numerical Simulation

Concentrated solar heat flux distributions estimated by the MCRT described above
are imported into FLUENT software as wall thermal boundary conditions. The
numerical simulations allow us to analyze the dynamic and thermal behavior of
working fluid circulating in the absorber tube.

3.1 Geometry Configuration and Mesh

The geometry configuration of the PTC was carried out by Gambit software
(GAMBIT 2005). The configuration is detailed in Fig. 1, and the corresponding
parameters are presented in Table 1. Quadrilateral nonuniform meshes were chosen
for rectangular and circular tube cross sections, and an unstructured triangular mesh
was generated for the triangular cross section. For the three configurations tested,
the mesh is finer in the transversal (angular), radial sections and also near the walls.
This nonuniformity is explained by the large difference of the solar heat flux
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Fig. 3 Comparison of SOLTRACE modeling results and Jeter’s (1986) data
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distributions illustrated in both angular and radial directions. A grid dependency
study has been carried out since the mesh density affects considerably the numerical
results accuracy. It has been ensured that numerical results are independent from
cell numbers of 765,440; 810,000; and 864,000 control volumes for the cylindrical,
rectangular, and triangular cross sections absorber tubes, respectively (Fig. 4).
Given the need for a high resolution near the walls, an Enhanced wall treatment
model was used with the nondimensional distance near the walls y+ � 1 in all
simulations (Dongqiang et al. 2013). After that, these meshed configurations were
exported to the FLUENT software (Fluent 2005) for resolution.

Triangular shape

Rectangular shape

Circular shape

Fig. 4 Longitudinal and transversal mesh details for different configurations of receiver tubes
tested
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3.2 Assumptions and Boundary Conditions

The considered assumptions are the following:

(a) The flow is turbulent and in a steady state.
(b) For this type of flow, where solar heat flux gradient between the tube lower part

(concentrated heat flux) and upper part (1000 W/m2) is high, the convection is
considered as mixed convection.

(c) The annular space is under vacuum, meaning that the radiative heat transfer is
considered between the outer tube surface and the inner glass envelope surface.

(d) Thermal oil fluid (Syltherm 800) is the working fluid circulating in the absorber
tube. The working fluid physical properties are temperature dependent. They
are considered as a polynomial function of temperature (Cheng et al. 2012).

The boundary conditions applied to the domain frontiers are defined as follows:

(a) At the inlet of the tube, the mass flow inlet of the working fluid is fixed to
0.374 kg/s at a temperature of 300 K.

(b) At the outlet of the tube, a fully developed flow is considered:

@u
@x

¼ @v
@x

¼ @w
@x

¼ @k
@x

¼ @e
@x

¼ @p
@x

¼ 0 ð1Þ

(c) On the outer glass envelope, the heat transfer with the surrounding external
environment is achieved by mixed convection and radiation. This boundary
condition introduces two temperatures: ambient temperature (Ta) and sky
temperature (Tsky) connected by the following equation (Ghomrassi et al 2015):

Tsky ¼ 0:0552 T1:5
a ð2Þ

The heat transfer coefficient around the glass envelope is calculated from the
following correlation (Ghomrassi et al. 2015):

hw ¼ 4v0:58w d�0:42
go ð3Þ

where vw is the wind velocity, and dgo is the outer diameter of the glass
envelope.

(d) The absorber tube lower half periphery exposed to the reflector is subjected to a
nonuniform solar heat flux distribution calculated by the SOLTRACE software.
The solar heat flux distribution calculation was detailed in Sect. 2.

(e) The top half periphery is exposed to an incident solar heat flux of 1000 W/m2.
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3.3 Numerical Simulation

The turbulent flow modeling in steady state was ensured by solving differential
equations expressing the continuity, momentum, and energy conservations. These
equations closure was performed using the k-e RNG turbulence model associated
with the wall treatment. In fact, for regions close to solid walls where viscous
effects predominate the turbulence effects, the near wall model approach “enhanced
wall treatment” was used to handle near wall regions (Dongqiang et al. 2013; Usta
2010).

The first-order upwind discretization scheme was chosen for all equations except
for the “momentum” and “energy” where the second-order upwind scheme was
used (Cheng et al. 2012). The SIMPLE algorithm was used to allow the coupling
between pressure and velocity (Patankar and Spalding 1972).

The thermal radiation heat transfer between the outer absorber tube wall and the
inner glass envelope tube surface was also taken into account by choosing DO
radiation model (discrete ordinates model). This radiation model is characterized by
the angular discretization in space.

The convergence criterion determined for all the flow variables is defined as the
maximum residue divided by the first maximum residue of five iterations cells. It is
less than 10−5 for the momentum and continuity and less than 10−7 for the energy
and DO radiation model.

3.4 CFD Simulation Results

In this paper, we were interested in the effect of the cross section shape of the
absorber tube on the performance of PTC system. The tested forms are the trian-
gular, rectangular, and circular shapes. The geometries meshed by Gambit software
are shown in Fig. 4. The details of the cross sections mesh are depicted in the same
figure. For the three cases, we kept the same working fluid mass flow inlet and the
same hydraulic diameter. The nonuniformity of the transversal and longitudinal
meshes is shown in this figure.

Temperature contours of the absorber tube cross section for different tube shapes
are presented in Fig. 6. The temperature evolutions in the flow direction and
average temperatures of the heat transfer fluid circulating inside the tubes of dif-
ferent shapes are presented, respectively, in Fig. 5 and Table 3.

We notice that the circular cross section gives the highest outlet temperature
(To). Indeed, the convective heat transfer from the absorber tube inner wall to the
working fluid flowing in a circular tube was more important. This was proven by
comparing the convective heat transfer coefficients (hcv) of the different tube shapes
summarized in Table 3.

Indeed, hcv is higher for the absorber circular shape tube when compared to the
rectangular or triangular cross section-shaped tubes.
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The main application of the PTC systems is to generate electricity. Indeed, solar
electricity generation can be achieved by coupling PTC systems to a Rankine
thermodynamic cycle. For this type of application, circular cross section tube
configuration was chosen because it was the most effective. But, for other appli-
cations where electricity production is directly generated by photovoltaic cells
placed on the lower periphery of the absorber tube, it is better to select a rectan-
gular- or triangular-shaped tube in order to place the maximum of photovoltaic cells
in the lower half of the tube surface receiving concentrated rays even if they do not
give the highest temperature.

4 Conclusion

The thermal performance of the parabolic trough collector system was investigated.
The first step consisted in determining the concentrated solar heat flux distribution
by SOLTRACE software on the tube face exposed to the reflector. The receiver
tube other side was subjected to direct sunlight transmitted through the glass
envelope tube.

These heat flux densities were used in the second step as boundary conditions at
the receiver tube wall during the numerical simulation using the FLUENT code.
Various cross section shapes of the absorber tube were tested and compared in order
to get the optimum shape for a better thermal performance.
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Table 3 To and hcv for different cross section shapes of the absorber tube

Circular Triangular Rectangular

hcv (W/m2 K) 132.077 90.817 84.362

To (K) 339.88 333.84 308.84
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We arrived at the following conclusions:

(1) A good agreement was obtained between numerical results and Jeter’s ana-
lytical data.

(2) The MCRT method integrated into SOLTRACE software was effective to
estimate the solar flux for all PTC systems.

(3) The k-e RNG turbulence model with near wall treatment and DO radiation
model were able to predict the parameter characterizing the flow in a PTC
system.

(4) The effect of the cross section shape of the absorber tube justified the cylin-
drical tubes choice in the solar thermodynamic installations.
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An OpenFOAM Solver for Forced
Convection Heat Transfer Adopting
Diagonally Implicit Runge–Kutta Schemes

Valerio D’Alessandro, Sergio Montelpare and Renato Ricci

1 Introduction

In this research, we developed CFD solvers for incompressible flows, based on
open-source technology, adopting high-resolution time discretization schemes.

In theory, as suggested by many research papers, LES and DNS would not only
require massively parallel computational resources but also accurate numerics. In
particular, high-order time integration and spatial discretization methods would be
preferred for ensuring minimal influence of numerical diffusion and dispersion on
the flow. It is also very important to put in evidence that accurate numerics are
typically adopted only in academic codes with a very limited dissemination to
general public. Nevertheless open-source CFD codes provide suitable environments
for the implementation (and spread) of low-dissipative algorithms needed for tur-
bulence simulation.

The unstructured finite volume code OpenFOAM (Open-source Field Operation
And Manipulation), Weller et al. (1998), was selected as a development environ-
ment in this work. It was released under the GNU Public License (GPL) and in the
recent years, it has received great interest from the CFD community. Indeed,
OpenFOAM object-oriented structure allows the users to implement own models
and solvers into the baseline codes with relative effort, see for example,
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D’Alessandro et al. (2016), Buffo et al. (2016), Abdollahzadeh and Pascoa (2016),
Fiorina et al. (2015), Silva and Lage (2011), Kassem et al. (2011), Favero et al.
(2007). Hence, OpenFOAM features have been exploited in this research to devise
the implementation of high-order explicit and implicit Runge–Kutta (RK) schemes
for incompressible Navier–Stokes (INS) equations time integration.

Currently, the authors are aware of few Runge–Kutta methods implementations
within the OpenFOAM code. As a matter of fact, Vuorinen et al. (2014) presented a
seminal contribution treating the implementation of explicit Runge–Kutta based
projection methods. On the other hand, Shen et al. (2010) focused their efforts on
density-based solvers for all speeds adopting explicit Runge–Kutta techniques.
Through this paper, we would like to contribute in the OpenFOAM-RK methods
development, with emphasis on incompressible flows which were investigated
previously only by Vuorinen et al. (2014). We have to note that the application of
RK methods to the incompressible Navier–Stokes equations is not a trivial task
because of the DAE nature of the discretized equations. Many CFD practitioners
explicitly advance the velocity at each RK stage using standard techniques for ODE
systems, thus the Poisson equation for the pressure is solved to guarantee a
divergence-free velocity field. Anyhow, the impact of this projection-type approach
on the temporal order of accuracy is not clear (Sanderse and Koren 2012). In many
papers, the accuracy of the velocity is often darkly assumed to be unaffected by the
DAE nature of INS. Besides, the temporal accuracy of the pressure is often not
reported. Specifically in this work, an OpenFOAM solver based on Singly
Diagonally Implicit Runge–Kutta (SDIRK) schemes is presented. Furthermore, as
will be described in the next sections, an iterated PISO-like algorithm was used for
handling pressure–velocity coupling within each RK stage; a specific procedure to
preserve the theoretical order of accuracy was also adopted.

The effectiveness of the presented solver for incompressible Navier–Stokes
equations was already addressed (D’Alessandro et al. 2016). Thus in this work, we
extend our approach to forced convection heat transfer problems through the
implementation of the energy equation.

For the previous reason, a suite of benchmark problems is considered in the
following sections with the aim to demonstrate the reliability, the robustness, and
the low dissipation of the proposed approach. Particular interest was devoted to the
study of the bluff bodies forced convection heat transfer in order to provide a further
contribution to this literature segment. The flow past these bodies is a typical
complex fluid mechanics problem involving the interaction of: boundary layer,
separating free-shear layer, and the wake. Moreover, under normal conditions, large
flow separations are present around a bluff body thus creating a significant wake
region downstream. Besides, these flows represent an important class of engi-
neering applications and the induced unsteadiness might also be used to increase the
heat transfer between the body and its surroundings. The previous cited flows are
typically classified on the basis of: (i) number and arrangement of bluff bodies;
(ii) cross-sectional shapes; (iii) approaching flow features; (iv) whether it is a
free-stream or of a confined type.
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Therefore, the forced convection heat transfer around both the circular cylinder
and the square cylinder was studied in this research as well as the heat transfer from
two circular cylinders in tandem configuration.

2 Governing Equations

The incompressible Navier–Stokes equations and energy equation read

r � u ¼ 0

@u
@t

þr � ðu� uÞ ¼ �rpþr � ðmruÞ
@T
@t

þr � ðuTÞ ¼ r � ðarTÞ
ð1Þ

where u denotes the velocity vector, p ¼ P=q is the pressure divided by the density
and T the temperature. Besides, m is kinematic viscosity while a the thermal
diffusivity.

2.1 Dimensionless Parameters

In this work, we presented the results in terms of the dimensionless parameters
related to fluid dynamics and heat transfer: drag and lift coefficients, Strouhal
number, and Nusselt number. The dimensionless drag and lift coefficients of the
cylinder are defined by Eq. 2:

CD ¼ 2D
qu21Aref

; CL ¼ 2L
qu21Aref

: ð2Þ

On the other hand, the Strouhal number (St) is defined according to Eq. 3

St ¼ fLref
u1

ð3Þ

where f is the vortex shedding frequency which is determined by spectral analysis
of the time history of the fluctuating lift coefficient and Lref the reference length.

The local Nusselt number Nu is calculated as

Nu ¼ Lref
Tw � T1

rT � nð Þw ð4Þ
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where Tw is the wall temperature, T1 the free-stream temperature, and k the fluid
thermal conductivity. The average Nusselt number, Nuavg, can be obtained by
integrating the Nu along the body surface.

3 Numerical Solution

In order to discretize Eq. 1, the computational domain is subdivided into Nc finite
volumes and each volume is bounded by an arbitrary number of cell faces Nf . Thus,
the Navier–Stokes and energy equations are rewritten in an integral form as regards
each finite volume. The Gauss–Green divergence theorem is used to convert the
volume integrals to surface integration over the mesh element boundary, so the
semi-discrete equations read

XNf

f

Uf � Sf ¼ 0;

dUP

dt
¼ 1

XP
�
XNf

f

Sf � Ufð ÞUf þ
XNf

f

Sf � ðmrUÞf
" #

|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
FP

�ðrpÞP;

dTP
dt

¼ 1
XP

�
XNf

f

Sf � Ufð ÞTf þ
XNf

f

Sf � ðarTÞf
" #

|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
RT;P

:

ð5Þ

Indeed, defining the residual vector, RP, as:

RU;P UP; p; tð Þ ¼ FP � ðrpÞP ð6Þ

the discretized momentum equation showed in Eq. 5 can be expressed by

dUP

dt
¼ RU;P UP; p; tð Þ; ð7Þ

Similarly, the discretized energy equation is rewritten as

dTP
dt

¼ RT;PðTP; tÞ ð8Þ

where RT;PðTP; tÞ is the energy equation residual defined in Eq. 5.
SDIRK methods allow solving at each stage a linear system with a rank equal to

the spatial degrees of freedom. Such techniques, from an implementation point of
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view, are very attractive since each stage resembles a BDF1 scheme with a source
term. Indeed, the SDIRK discretized governing equations can be expressed by

UðiÞ
P � UðnÞ

P

Dt
¼ aiiR

ðiÞ
U;P þ

Xi�1

j¼1

aijR
ðjÞ
U;P; ð9Þ

TðiÞ
P � T ðnÞ

P

Dt
¼ aiiR

ðiÞ
T;P þ

Xi�1

j¼1

aijR
ðjÞ
T ;P: ð10Þ

Furthermore in the next time step UðnÞ
P and TðnÞ

P are updated by

Uðnþ 1Þ
P ¼ UðnÞ

P þDt
Xs

j¼1

bjR
ðjÞ
U;P ð11Þ

T ðnþ 1Þ
P ¼ T ðnÞ

P þDt
Xs

j¼1

bjR
ðjÞ
T;P ð12Þ

where s is the total number of RK stages.
It is also worth noting that in our work, for each implicit RK stage, we have used

a PISO algorithm in order to handle the pressure–velocity coupling consisting of:
(i) discretized momentum equation solution (predictor step); (ii) Poisson equation
for pressure solution; (iii) cell-center velocity, face velocity, and mass-flux cor-
rection. As pointed out in the fundamental contribution published by Issa (1986),
each additional PISO-iteration increases the order of accuracy of the splitting error
by one. However, solving the elliptic pressure equation is the most time-consuming
part for a PISO-loop, thus performing more than two or three iterations to lower the
splitting error does not seem to offer a significant advantage. It is also very
important to remark that the previous steps have been implemented in the spirit of
standard PISO-based OpenFOAM solvers. This method gives an oscillation-free
velocity in line with Rhie–Chow technique, even though there is no explicit Rhie–
Chow procedure (Karrholm 2008).

We have also to note that the face residual vector RðiÞ
f is obtained by the dis-

cretized form of a SDIRK stage as in Kazemi-Kamyab et al. (2015).
Kazemi-Kamyab et al. (2015) showed that this technique allows avoiding temporal
order reduction suffered by several implementation techniques analyzed in the
present literature. Moreover in this paper, we have used stiffly accurate SDIRK
schemes having the following feature: asj ¼ bj. Hence, the solution of the last stage
is equal to the solution of the new time level. The previous conditions allows
avoiding the use of Eqs. 11 and 12.

In this research work, we have considered two different SDIRK techniques
having, respectively, 3 (Alexander 1977) and 5 (Hairer 2010) stages. In particular,
the first approach has a third order of accuracy (SDIRK 3-3) while the second the
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fourth order (SDIRK 5-4). As for the spatial discretization of the diffusive terms and
pressure gradients, second-order accurate schemes were used. The convective terms
were discretized using a central difference scheme, for momentum and energy
equations.

Lastly, we have put in evidence that the previous solution algorithms were
implemented using exclusively OpenFOAM basic classes. This element confirms
that OpenFOAM is a very powerful tool to mimic typical PDE language used in
CFD and in other scientific fields. Only for the Nusselt number evaluation did we
have to rely, for simplicity purposes, on the “external” library swak4Foam.1

4 Results

In this section, we present solutions for different convective heat transfer problems.
It should be noted that a Prandtl number, Pr, equal to 0:71 was selected for the
reported cases.

Concerning the linear solvers, a preconditioned bi-conjugate gradient method
(PBiCG) with DILU preconditioner was used to solve the discretized momentum
and energy equations. On the other hand, a preconditioned conjugate gradient
method (PCG) with a diagonal incomplete Cholesky preconditioner was adopted
for the pressure. In particular, a local accuracy of 10�7 was fixed for the pressure;
differently the systems for the velocity and the temperature were considered con-
verged when the residuals reached the machine precision. Lastly, the PISO itera-
tions, np, were set equal to 3 within each RK substage.

All the numerical solutions have been computed on a very small Linux Cluster,
built within our research group, with five nodes consisting of Intel Core2-Quad
Q9550 for a total of 20 cores operating at 2.8 GHz. It can be considered a trashware
computing solution however it provides sufficient performance to compute the low
Reynolds number problems considered in this work.

4.1 Taylor–Green Vortex

The first flow problem here considered is the Taylor–Green vortex. It is a classical
flow that is widely used for testing the ability of a numerical method in solving the
smallest scales in turbulent flows. In this test, the velocity and pressure fields are
initialized with

1swak4Foam library website: https://openfoamwiki.net/index.php/Contrib/swak4Foam.
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uðx; y; tÞ ¼ �sinðpxÞcosðpyÞiþ cos ðpxÞsinðpyÞj½ �e�2p2t=Re

pðx; y; tÞ ¼ 1
4
cosð2pxÞþ cosð2pyÞ½ �e�4p2t=Re:

ð13Þ

Here, we use this flow in a different way on a square computational domain with:
X ¼ ½�1; 1�. Indeed, the aim of this test is to demonstrate that the RK schemes,
described in Sect. 2, introduce a very small amount of numerical dissipation. The
flow inviscid limit, m ¼ 0, with periodic boundary conditions was studied, since in
these conditions, the total kinetic energy of the vortex is conserved: dK=dt ¼ 0.
Dissipative numerical solutions, see for example Fig. 1, show that dK=dt\0, thus
this test case is very suitable to evaluate the schemes performance. From Fig. 1, it is
very easy to see that standard OF solver for incompressible Navier–Stokes equa-
tions, i.e, icoFoam, is very dissipative, while the RK-based solvers presented here
have low-dissipation properties, as expected. Hence, the main purpose of this work
was reached.

4.2 Circular Cylinder

The forced convection heat transfer problem of a single isothermal cylinder at
Re ¼ 100 and 200, see Fig. 2 for a solution representation, was considered as a first
validation case. A computational grid with O-type topology having Nc ¼ 6� 104,
was used. The far field boundary was placed at 25 times the cylinder diameter and
the height of the first cell next to the wall was fixed equal to 5� 10�3D. The time
step size Dt was selected equal to 10�2D=u1.

Fig. 1 Total kinetic energy of inviscid the Taylor–Green vortex
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The drag and lift coefficients and Strouhal number were computed and compar-
atively tabulated with literature numerical and experimental data in Tables 1 and 2.
Comparison of the obtained results with literature data shows a good agreement.

The average Nusselt numbers of a single isothermal cylinder in cross-flow at
Re ¼ 100 and 200 are summarized in Table 3. Also in this case, the results
available in literature are reported as well as Churchill and Bernestein (1977)
correlation and predictions. It can be seen that the computed Nusselt numbers are in
good agreement with literature values. Moreover, the results obtained using the
SDIRK 3-3 scheme and the SDIRK 5-4 are almost indistinguishable; hence in the
following, for the sake of compactness, only SDIRK 3-3 scheme is adopted. We
have to note that for the case at Re ¼ 100, a sensitivity study to the number of
PISO-corrector within each RK stage was also performed. We have increased the
correctors up to 5 obtaining almost indistinguishable results (the data are not

(a) Velocity magnitude (b) Temperature

Fig. 2 Circular cylinder contours plots, Re ¼ 200 at t ¼ 300D=u1

Table 1 Force coefficients and Strouhal number at Re ¼ 100

CL CD St

SDIRK 3-3 �0:333 1:340� 0:010 0:165

SDIRK 5-4 �0:332 1:340� 0:010 0:165

Mahir and Altac (2008) �0:343 1:368� 0:029 0:172

Braza et al. (1986) �0:25 1:364� 0:015 0:160

Ding et al. (2007) �0:287 1:356� 0:010 0:166

Liu et al. (1998) �0:339 1:35� 0:012 0:164

Norberg (2003), (Exp.) �0:18 to �0:54 – 0:168

Williamson (1991), (Exp.) – – 0:164

Harimi and Saghafian (2012) �0:306 1:344� 0:007 0:165
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reported in the Tables for compactness); hence our base setting ðnp ¼ 3Þ was
retained in the following computations.

A further important element was addressed using this test case: the computa-
tional cost. SDIRK 3-3 scheme requires 352 s using 4 CPU cores (on the adopted
computational facility) in order to compute a complete vortex shedding cycle at
Re ¼ 100, with a memory allocation of about 357 MB. The SDIRK 5-4 scheme
requires a wall clock time of 593 s, allocating also 393 MB of RAM memory. On
the other hand, the standard icoFoam solver, equipped with energy equation,
employs 161 s for the computation of shedding cycle using 192 MB of memory. It
is very easy to see that our RK-based solvers do not require a great amount of
memory, this is due to the segregated approach used within each RK stage. So the
main drawback related to the solver presented here is represented by the increase in
CPU time. However, we have to point out that improving the parallel scalability of
the OpenFOAM linear solvers could significantly reduce the previous problem.

Table 2 Force coefficients and Strouhal number at Re ¼ 200

CL CD St

SDIRK 3-3 �0:690 1:3347� 0:046 0:195

SDIRK 5-4 �0:690 1:3357� 0:046 0:195

Mahir and Altac (2008) �0:698 1:376� 0:048 0:192

Braza et al. (1986) �0:75 1:4� 0:05 0:200

Ding et al. (2007) �0:659 1:348� 0:050 0:196

Liu et al. (1998) �0:69 1:31� 0:049 0:192

Norberg (2003), (Exp.) �0:35 to �0:70 – 0:18 to 0:197

Williamson (1991), (Exp.) – – 0:196

Harimi and Saghafian (2012) 0:656 1:337� 0:04 0:194

Table 3 Average Nusselt number at Re ¼ 100 and 200, Pr ¼ 0:71

Re ¼ 100 Re ¼ 200

SDIRK 3-3 5:153� 0:0022 7:452� 0:0270

SDIRK 5-4 5:153� 0:0021 7:452� 0:0270

Mahir and Altac (2008) 5:179� 0:003 7:474� 0:028

Harimi and Saghafian (2012) 5:0613 7:1079

Mahfouz and Badr (2000) 5:31 6:99

Patnana et al. (2010) 5:154 –

Churchill and Bernstein (1977) 5:156 7:188
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4.3 Square Cylinder

In this subsection, we present numerical computations of the unsteady flow over a
square cylinder using the classical uniform temperature boundary condition on the
cylinder wall. It is interesting to note that the heat and fluid flow around a circular
and a square cylinder share the main features of a typical bluff body flow. However
it is important to put in evidence that the separation mechanism, shedding
frequency, and aerodynamic forces depend differently from Reynolds number. For
the square cylinder, the separation points are fixed, differently for the circular shape
the separation point varies with Re number. Furthermore, the width of the wake
immediately behind the body is at least one diameter for the square shape, while it
is less than half a diameter for the circular cylinder.

In this work, we have considered several Re numbers, ranging from 50 to 160,
see Fig. 3 for a solution representation. In this Re range, an unsteady flow is
expected so this configuration is particularly attractive for the validation purposes of
our numerical solution technique.

For these computations, we have adopted the same domain topology and
dimensions proposed by Sharma and Eswaran (2004). Moreover, the first cell
height next to the wall was fixed equal to 5� 10�3D, while the number of cells
used to discretize the domain was Nc ¼ 105. On the other hand, the time step size
was 2� 10�3D=u1 for all the different flow problems considered here.

In Fig. 4a, the variation of the drag coefficient versus Re number is plotted along
the literature experimental and numerical data, (Sharma and Eswaran 2004;
Sohankar et al. 1995; Franke et al. 1990; Shimizu and Tanida 1978). The trend of
variation of the CD coefficient, obtained in the present work, is very close to Sharma

(a) Average velocity magnitude and av-
erage streamlines

(b) Average temperature

Fig. 3 Square cylinder contours plots, Re ¼ 150
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and Eswaran (2004), as well as to Sohankar et al. (1995). In addition, the variation
of rms of CL with Re numbers is shown in Fig. 4b. It is worth noting that CL;rms

gives a measure of the amplitude of the unsteady cylinder wake oscillations. In this
specific case, our results are in very good agreement with Sharma and Eswaran
(2004).

Furthermore, Fig. 5a shows the mean recirculating zone length at different Re.
This figure shows the monotonic decrease in the mean wake length with increasing
the Re number. Note that this trend is also consistent with the 2-D flow over the
circular cylinder. The previous figure shows that the present computations agree
closely with the results of Sharma and Eswaran (2004). Figure 5b reports the

(a) Drag coefficient (b) Lift Coefficient RMS

Fig. 4 Square cylinder. Force coefficients at various Re numbers

(a) Average recirculating length (b) Strouhal number

Fig. 5 Square cylinder. Flow parameters at various Re
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Strouhal versus Reynolds number variation obtained in the present simulations
along with the corresponding results of Sharma and Eswaran (2004). Also in this
case, a very good agreement with the literature data is obtained.

Figure 6 shows the variation of the average cylinder Nusselt number, as well as
that of each surface separately, versus the Re number.

It is very easy to see that the front surface consistently exhibits the highest Nu,
the top and the bottom surfaces values are intermediate and the rear surface has the
lowest average Nu number value. The front Nu, Nuf , is slightly over-estimated if
compared with the reference data. The same condition is evidenced for the rear Nu,
Nur. Differently, a good agreement is obtained for the top and bottom surfaces.
Globally, our results evidence the same trend of the Sharma and Eswaran (2004)
results, and just like (Sharma and Eswaran 2004), we have obtained an average
over-estimation error of about 8:5% for the considered Re numbers.

4.4 Tandem Circular Cylinders

The last benchmark considered is related to the convective heat transfer of two
circular cylinders in tandem configuration. The studies involving this flow con-
figuration have been the subject of several experimental and numerical works in the
last two decades because of the practical relevance of this problem and its
fluid-dynamic complexity. Examples of its various applications in practical engi-
neering areas include: offshore platforms, transmission cables, cooling towers, heat
exchanger tubes, chimney stacks, and marine riser.

In this work, we have considered a Re ¼ 100 and Re ¼ 200 with a
center-to-center (L/D) distance keept to 5 and a fixed temperature condition for the

(a) Average Nu and front Nu (b) top and bottom Nu and rear Nu

Fig. 6 Square cylinder. Nusselt number at various Re
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cylinders walls. For this case, vortex shedding is expected behind both the cylinders
(Mahir and Altac 2008), as can be easily observed in Fig. 7. Regarding the domain
shape and extension, we have adopted the same features proposed by Mahir and
Altac (2008). We have to remark that in this work, we have used a structured grid
with Nc ¼ 1:6� 105, see Fig. 8a, while Mahir and Altac built a fully unstructured
(triangular elements) grid. A first cell height, near the cylinders walls, was fixed to
5� 10�3D with a value of time step fixed to 10�3D=u1. Finally in this specific
case, we have obtained stable computation only fixing 4 PISO iterations within each
SDIRK substage.

(a) Lift coefficient (b) Drag coefficient

Fig. 7 Tandem cylinders, force coefficients time histories, Re ¼ 100

(a) Computational grid (b) Velocity magnitude

Fig. 8 Tandem cylinders, Re ¼ 100
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The average force coefficients, CL and CD, and their oscillations are collected in
Tables 4 and 5. As it can be observed, the obtained coefficients agree well with
those of Mahir and Altac (2008) and Harimi and Saghafian (2012).

It is worth emphasizing that separation and vortex shedding from the cylinder
surface into its wake can result in the variation of local Nusselt number, thus also
Nuavg oscillates periodically in time. Tables 6 and 7 report the comparison between
our Nuavg and the literature references, i.e, Mahir and Altac (2008), Harimi and
Saghafian (2012). Note that for this specific problem, the average Nu of the
upstream cylinder approaches to that of a single cylinder. It is also particularly
interesting to observe that our results are in very good agreement with Mahir and
Altac, differently an over-estimation of Nuavg on the downstream cylinder is
obtained in respect to the results of Harimi and Saghafian.

Table 4 Force coefficients and Strouhal number at Re ¼ 100, tandem cylinders

CL;1 CD;1 CL;2 CD;2 St;1
SDIRK 3-3 �0:417 1:3535� 1:23� 10�2 �1:615 0:853� 1:65� 10�1 0:160

Mahir and Altac
(2008)

�0:437 1:369� 1:3� 10�2 �1:617 0:874� 1:65� 10�1 0:161

Harimi, and
Saghafian,
(Harimi and
Saghafian 2012)

– � 1:3 – � 0:8 0:157

Table 5 Force coefficients and Strouhal number at Re ¼ 200, tandem cylinders

CL;1 CD;1 CL;2 CD;2 St;1
SDIRK 3-3 �0:712 1:3180� 5:54� 10�2 �1:625 0:490� 1:82� 10�1 0:187

Mahir and Altac
(2008)

�0:731 1:327� 5:5� 10�2 �1:569 0:455� 1:6� 10�1 0:186

Harimi and
Saghafian (2012)

– � 1:3 � � 0:6 0:182

Table 6 Average Nusselt number at Re ¼ 100, tandem cylinders

Nu;1 Nu;2
SDIRK 3-3 5:185� 4:5� 10�3 4:27� 4:12� 10�1

Mahir and Altac (2008) 5:180� 5:0� 10�3 4:28� 4:0� 10�1

Harimi and Saghafian (2012) 5:028 3:264
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5 Conclusions

In this work, we have presented OpenFOAM solvers for forced convection heat
transfer problems based on high-order diagonally implicit RK schemes for time
integration. The presented solvers adopt a PISO-iterated procedure with
RK-substage in order to handle pressure–velocity coupling. Moreover, the
PISO-loop is implemented in the spirit of standard OpenFOAM solvers in order to
obtain an oscillation-free velocity.

The effectiveness, reliability, and robustness of the proposed approach were
evaluated computing several standard heat transfer benchmarks. This is a point of
interest since we cannot find papers, in the available literature, about the compu-
tation of forced convection heat transfer problems using SDIRK schemes based on a
PISO-like procedure. Our interest was mainly devoted to the study of the bluff
bodies forced convection heat transfer, in order to provide a further contribution to
this complex literature segment. Note that these flows represent an important class
of engineering applications. Moreover, the low-dissipation properties of the adopted
schemes were assessed considering the Taylor–Green vortex problem.

The achieved results prove, in our opinion, that our OpenFOAM solvers are
extremely well suited to efficiently and accurately address the DNS and LES of
turbulent flows involving heat transfer. Currently, the presented solvers have been
extended also to large eddy simulation. Challenging computations related to jet
impingement heat transfer are under investigation, and the obtained results will be
presented in future papers.
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Multigrid and Preconditioning Techniques
in CFD Applications

Konstantin Volkov

1 Introduction

Finite volume method and high-resolution schemes are applied to discretization of
Euler and Navier–Stokes equations on unstructured meshes.

1.1 Preconditioning

Fluid flows are described by a system of equations consisting of the continuity
equation, momentum equation, energy equation, and an equation of state (Volkov
2008). The momentum equation has various forms in the inviscid and viscous
models (Euler equations for inviscid flows and the Navier–Stokes equation for
viscous flows) (Wesseling 2000).

The artificial compressibility (pseudo-compressibility) method (Chorin 1967), in
which the time derivative of pressure is introduced into the continuity equation; the
projection method (Chorin 1968), which is based on splitting over physical pro-
cesses; and pressure projection methods (Patankar and Spalding 1972) are widely
used for integrating the incompressible flow equations. A common feature of
pressure projection methods is that the difference scheme is formulated in terms of
increments of unknown functions, and the Poisson equation is solved for the pres-
sure correction term at every time step. In the case of implicit difference schemes, the
alternating direction implicit (ADI) method (Briley and McDonald 1977),
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relaxation-type methods (MacCormack 1985), the lower-upper symmetric Gauss–
Seidel (LU-SGS) method (Yoon and Kwak 1989), and others are widely used. An
overview and comparison of various approaches is given in Kwak et al. (2011).

Numerical methods for compressible Navier–Stokes equations that perform well
at moderately subsonic and supersonic flow velocities become low effective or
unsuitable when applied to flows at low Mach numbers ðM\0:2Þ (Wesseling 2000),
which is manifested by slower convergence of time marching to a steady state and by
the loss of accuracy of the resulting steady-state solutions (Choi and Merkle 1985,
1993; Merkle and Choi 1988; Volpe 1993). The slower convergence of time
marching is explained by the fact that the stiffness of the compressible Euler and
Navier–Stokes equations increases as M ! 0 (this feature is exhibited at the dif-
ferential level). The stiffness is characterized by the ratio of the maximum to min-
imum eigenvalues of the Jacobian (the ratio of the maximum to minimum
propagation speeds of perturbations). The integration time step is determined by the
speed of the fastest wave (acoustic waves, k ¼ juþ cj), while the time required for
reaching a steady state depends on the speed of the slowest wave (convective waves,
k ¼ juj). In viscous problems and turbulent flow computations on stretched meshes
in boundary layers, the time step is restricted by the acoustic solution modes and by
the mesh size in the normal direction to the wall (Pierce and Giles 1996, 1997).

The numerical simulation of flows at low Mach numbers is based on the
incompressible Euler or Navier–Stokes equations with the use of suitable methods.
For M\0:3, the incompressible fluid model provides a fairly accurate approxi-
mation with an error of about 5%. The full Euler or Navier–Stokes equations are
required for simulating high-speed flows with extended low-speed subregions
(Volkov 2011) (e.g., flows with recirculation zones, internal flows in diffusers with
a subsonic inlet velocity) and low-speed flows with density and temperature vari-
ations caused by heat supply (for example, free convective flows).

The transition to the limit form (as M ! 0) of the Navier–Stokes equations for
hypersonic non-isothermal viscous flows makes it possible to partially eliminate the
difficulties arising from computing these flows relying on the full Navier–Stokes
equations (Weiss and Smith 1995).

A popular method for eliminating the computational difficulties arising as
M ! 0 is related to various preconditioning techniques, which are aimed at
leveling the orders of the eigenvalues of the Jacobian for M\1 (Turkel et al. 1993,
1996, 1997; Turkel 1997; Darmofal and Schmid 1996; Guillard and Viozat 1999;
Weiss et al. 1999). At the differential level, preconditioning modifies the terms
involving time derivatives in the momentum equations. In a steady state, the
solution of the modified (preconditioned) equations coincides with that of the
original system of equations. An unsteady solution is found by applying dual
time-stepping procedure (Lee 2007).

Preconditioning is also widely used to accelerate the convergence of the iterative
methods as applied to systems of difference equations generated by finite difference
or finite volume discretizations of the Euler and Navier–Stokes equations.

Preconditioning makes it possible to eliminate the stiffness of the original system
and accelerate the convergence of time marching to a steady state (Choi and Merkle
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1985, 1993; Merkle and Choi 1988; Volpe 1993). Additionally, subsonic flows can
be computed more accurately by applying a modified discretization of convective
fluxes in the preconditioned equations (Shuen et al. 1993; Housman et al. 2009). In
the general case, preconditioning changes the form of the underlying equations and
the properties of difference schemes because it introduces an artificial viscosity. The
accuracy of preconditioned difference schemes degrades with increasing the Mach
number. Theoretical issues related to the preconditioning of the Euler and Navier–
Stokes equations at low Mach numbers are discussed in Kwak et al. (2011), Turkel
et al. (1997), Venkateswaran and Merkle (1999), and Darmofal et al. (2000), while
various preconditioning approaches are compared in Colin et al. (2011).

The methods developed in Choi and Merkle (1985, 1993), Merkle and Choi
(1988) and those proposed in Turkel et al. (1993, 1996), Turkel (1997) are widely
used in computational practice. The field of application of the method from Choi
and Merkle (1985, 1993), Merkle and Choi (1988) is restricted to central difference
schemes (CDS), which perform well at M\1, but become dissipative in supersonic
flow simulation. The method of Turkel et al. (1993, 1996), Turkel (1997) can easily
be applied to upwind difference schemes (UDS) and has been widely used in
external CFD simulations (Pierce and Giles 1996, 1997). The local preconditioning
of the Euler and Navier–Stokes equations was applied in Moinier and Giles (2001),
Volkov (2009). In this case, the transition to modified equations depends on the
local Mach number (external flows) or the local pressure field (internal flows). In
many cases, preconditioning methods are combined with other convergence
acceleration methods (Volkov 2011), such as residual smoothing and multigrid
methods.

While numerical computations are usually based on equations written in con-
servative variables, the preconditioning matrix is constructed using physical vari-
ables, which simplify the construction procedure (Turkel et al. 1997). Entropy
(symmetrized variables) is used as a dependent variable in Turkel et al. (1997),
while temperature (physical variables) is applied in Choi and Merkle (1985, 1993),
Merkle and Choi (1988), and Weiss and Smith (1995). A preconditioning matrix
that modifies only the energy equation is used in Choi and Merkle (1985), Merkle
and Choi (1988). A method intended for simulating viscous flows is presented in
Choi and Merkle (1993). The preconditioning procedure in van Leer et al. (1991) is
designed so as to optimize the propagation velocities of waves in the entire range of
Mach numbers (optimal condition number).

For the Euler and Navier–Stokes equations, a preconditioning method is
developed. It makes it possible to construct a universal numerical procedure for
computing inviscid and viscous compressible gas flows in a wide range of Mach
numbers (from essentially subsonic to transonic and supersonic flows). The pre-
conditioning matrix is constructed by applying the approach proposed in Weiss and
Smith (1995), which was implemented in the one-dimensional case in Wesseling
(2000). This approach relies on physical variables (one of which is temperature). Its
features include a specific form of writing fluxes, the computation of a dissipative
term in the course of finding the fluxes through control volume faces, and a specific
representation of matrices in the diagonalization of the inviscid flux Jacobian of the
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preconditioned system. The dissipative term in the difference scheme for flux
computation is written in a compact form.

1.2 Free Convective Flows

The equations of continuity and momentum variation, which describe flows of
viscous incompressible fluids, form a mixed elliptic–parabolic system of equations
for velocity and pressure. In this case, the continuity equation includes only the
velocity components. Therefore, there is no direct connection with pressure, which
is performed via density in the case of compressible fluids (Wesseling 2000). The
methods for solving the Navier–Stokes equations for viscous incompressible fluids
are classified in pressure-based and pressure–velocity coupling methods.

To simulate flows of viscous compressible fluids in a wide range of Mach
numbers in the presence of low-velocity flow subregions (stagnation and flow
attachment regions, and recirculation zones), the full Navier–Stokes equations are
used. The numerical solution of the Navier–Stokes equations at low Mach numbers
runs into computational difficulties that result in slow convergence and reduced
accuracy of the numerical solution.

To overcome the computational difficulties arising during the simulation of
low-speed flows, preconditioning methods are widely used. These methods equalize
the orders of the Jacobian eigenvalues in the original equations for all M\1 (Choi
and Merkle 1993; Volpe 1993; Weiss and Smith 1995; Turkel et al. 1997; Turkel
1987, 1993). Preconditioning modifies the terms with the time derivative in the
momentum equations. When the flow reaches the steady state, the solution to the
modified (preconditioned) system coincides with the solution to the original gas
dynamics equations. A method that eliminates stiffness of the preconditioned
Navier–Stokes equations in the computations on elongated cells in the boundary
layer was proposed in Buelow et al. (1994). A review and comparative analysis of
various approaches to the preconditioning of the gas dynamics equations can be
found in Turkel et al. (1997), Volkov (2009), and Turkel (1993).

For the simulation of unsteady flows, the dual time-stepping method is used
(Rogers and Kwak 1990; Jameson 1991). At each integration step with respect to
the physical time, additional iterations on the pseudo-time are used. The integration
with respect to the physical time (outer iterations) and pseudo-time (inner iterations)
is performed using different schemes (e.g., implicit and explicit ones). To improve
the convergence of the inner iterations, various approaches may be used (e.g., the
multigrid method or residual smoothing) (Venkateswaran and Merkle 1995;
Rumsey et al. 1996; Zhang et al. 2004). In Bijl et al. (2002), the dual time-stepping
method is modified to enable the use of multistep difference schemes with respect to
the physical time. The solution of various complex problems is described in Tang
et al. (2003), and a comparison of various approaches can be found in Jameson
(2009).
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The analysis of stability shows that the integration step with respect to the
pseudo-time is 2/3 of the physical time step (Zhao 2004), which results in the slow
convergence in the case of constraints on the physical time step (e.g., when explicit
difference schemes are used). To remove the constraints on the time step, implicit
schemes both with respect to physical time and pseudo-time are used (fully implicit
dual time-stepping schemes) (Luo et al. 2001; Zhao et al. 2002).

The preconditioning method for the Navier–Stokes equations and an approach to
the computation of free convective flows of a viscous compressible fluid in the
framework of the dual time-stepping procedure are developed. To construct the
preconditioning matrix, the approach proposed in Weiss and Smith (1995) is used.
It is based on the use of physical variables (one of these variables is the
temperature).

1.3 Multigrid Method

Fluid flows are described by boundary value problems for nonlinear partial dif-
ferential equations, the Euler equations for inviscid fluids, and the Navier–Stokes
equations for viscous fluids. The complexity of solving the Navier–Stokes equa-
tions is due to a small parameter (Reynolds number) multiplying the higher order
derivative (stiffness), on the one hand, and due to inconsistency between the
right-hand part of the differential equation and the boundary conditions in the
vicinity of the solid flow boundaries (boundary layer), on the other hand.

The Euler or Navier–Stokes equations discretization produces a system of dif-
ference equations with a large sparse matrix, which can be solved by various
methods. If the discretization is performed on an unstructured mesh, the coefficient
matrix is asymmetric and not diagonally dominant. In this case, the classical iter-
ative methods are not effective or slowly convergent (Fedorenko 1961; Brandt
1984; Wesseling 1992). The difficulties in the numerical solution of the Euler and
Navier–Stokes equations that result in slow convergence are illustrated in Fig. 1

E, NS

E, NS E, NS

E, NSNSNS NS

NS

Slow convergence

 Directional
 decoupling

Discrete stiffness Numerical problems

   Propagative
      disparity

Cell stretching     Flow alignment Turbulence model

Fig. 1 Sources of slow convergence of the iterative process
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from Pierce et al. (1997) (the symbols E and NS correspond to the Euler and
Navier–Stokes equations, respectively). In the case of the Euler equations, the
discrete stiffness is a consequence of the use of the scalar time step. The major
source of difficulties in solving the Navier–Stokes equations is the use of meshes
with elongated and skewed cells in the boundary layer. More difficulties arise when
turbulent flows are simulated. To improve the convergence, a matrix time step and
directed mesh coarsening are used (Volkov 2009, 2010).

In multigrid techniques, the conventional iterative procedure is combined with a
correction of the solution on a sequence of coarse meshes (Volkov et al. 2016). One
iteration step of the multigrid method (multigrid cycle) includes the following
stages: pre-smoothing, calculation of the residual on the current mesh level,
restriction and correction of the residual on the coarse mesh, prolongation and
interpolation of the error to the fine mesh, correction of the solution on the fine
mesh using the coarse mesh correction, and post-smoothing for suppressing the
high-frequency error components that occur upon the interpolation to the fine mesh.

The simplest implementation of the classical multigrid techniques is the cascade
method or correction scheme, which is used to solve linear systems of difference
equations. It consists of an interpolation procedure (correction on a coarse mesh)
with the subsequent iterative smoothing.

Nonlinear equations can be solved using the linear multigrid method in a
combination with Newton’s linearization. To solve the equations linearized by
Newton’s method, either the number of multigrid iterations is adapted for each
iteration of Newton’s method (in this case, a mechanism for controlling the con-
vergence rate of Newton’s method is needed) or the number of multigrid iterations
at each step of Newton’s method is fixed (Newton’s method is simplified to make
its convergence rate linear). The difficulties of this approach are due to the necessity
of choosing a proper initial approximation (Mavriplis 2002).

In practice, nonlinear problems are solved using the nonlinear multigrid or the
full approximation scheme. The advantages of the full approximation scheme over
Newton’s linearization are that there is no need for matching the internal and
external iterations, and the linearization is performed within the cycle on the coarse
mesh. The full approximation equation is solved on the coarse mesh, and the error
and residual (which are smooth functions in distinction from the solution) are
transferred to the finer mesh. Smoothing is performed in the fine mesh iterations
using the Jacobi and Newton methods. The nonlinear multigrid techniques require
the residual to be recalculated at each iteration step, but they avoid the calculation
and storage of the Jacobian in Newton’s method and the difficulties due to the
choice of the initial solution in Newton’s method (Brandt 1977).

The implementation of the multigrid method is reduced to specifying the number
of smoothing iteration steps for each mesh level, the number of recursive calls of
the method on each mesh level, the number of iteration steps on the coarsest mesh,
and the number of the mesh level at which the multigrid cycle starts. At c ¼ 1, one
iteration of the method gives a V-cycle, and at c ¼ 2, it gives a W-cycle. The
difference equations on the coarsest mesh level are solved using direct or iterative
solution methods. In the general case, the number of smoothing iterations and the
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number of recursive calls of the multigrid method may depend on the mesh level
(F-cycle).

The efficiency of multigrid techniques increases if they are used in the form of
the full multigrid method (FMG). Smoothing on the fine mesh and correction on the
coarse mesh levels are accompanied by nested iterations. The full multigrid method
is more efficient than the simple multigrid method due to the combined use of the
solution obtained on the coarse mesh levels as an initial solution for solving the
problem on the fine mesh. The full multigrid method is used for solving both linear
and nonlinear problems (based on the full approximation scheme).

Modern numerical methods use multilevel multigrid techniques with the explicit
(geometric approach, GMG) and implicit (algebraic approach, AMG) construction
of the mesh sequence (Brandt 1977; Trottenberg et al. 2001). By using several
discretization levels, the multigrid method makes it possible to resolve conflicts
between high-frequency (fine mesh discretization) and low-frequency (coarse mesh
discretization) components of the solution. They achieve high efficiency by
reducing the amount of computations needed to obtain a numerical solution
(Trottenberg et al. 2001; Wesseling and Oosterlee 2001).

Commercial CFD software includes both implementations of geometric and
algebraic multigrid techniques. To construct the sequence of meshes, the geometric
approach uses the agglomeration method. However, its implementation ignores the
problem nature, which results in difficulties related to the convergence of the
numerical solution in the boundary layer when meshes with elongated and skewed
cells are used. The algebraic approach uses the piecewise constant interpolation
within the Galerkin approach to construct discrete operators on the coarse mesh
levels.

The multigrid method only establishes the structure of the computational algo-
rithm, but its efficiency depends on the adaptation of its components to the problem
in question. The geometric and algebraic multigrid techniques implemented within
the finite volume approach to the discretization of the Euler and Navier–Stokes
equations on unstructured meshes are compared.

2 Governing Equations

The calculations are based on the compressible flow CFD code designed with air as
the working fluid. The perfect gas law is used to link the density, pressure, and
temperature.

2.1 Cartesian Coordinates

In Cartesian coordinates ðx; y; zÞ, the unsteady viscous compressible flow is
described by the equation
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@Q
@t

þ @Fx

@x
þ @Fy

@y
þ @Fz

@z
¼ 0: ð1Þ

Equation (1) is supplemented with the ideal gas equation of state

p ¼ ðc� 1Þq e� 1
2

v2x þ v2y þ v2z
� �� �

:

The vector of conservative variables Q and the flux vectors Fx, Fy, and Fz have the
form

Q ¼

q

qvx
qvy
qvz
qe

0BBBBBB@

1CCCCCCA;

Fx ¼

q vx
qvxvx þ p� sxx
qvxvy � sxy
qvxvz � sxz

ðqeþ pÞvx � vxsxx � vysxy � vzsxz þ qx

0BBBBBB@

1CCCCCCA;

Fy ¼

qvy
qvyvx � syx

qvyvy þ p� syy
qvyvz � syz

ðqeþ pÞvy � vxsyx � vysyy � vzsyz þ qy

0BBBBBB@

1CCCCCCA;

Fz ¼

qvz
qvzvx � szx
qvzvy � szy

qvzvz þ p� szz
ðqeþ pÞvz � vxszx � vyszy � vzszz þ qz

0BBBBBB@

1CCCCCCA:

The components of the viscous stress tensor and the heat flux components are given
by

sij ¼ l
@vi
@xj

þ @vj
@xi

� 2
3
@vk
@xk

dij

� �
; qi ¼ �k

@T
@xi

:
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Here, t is time; q is the density; vx, vy, and vz are the velocity components in the x, y,
and z directions; p is the pressure; e is the total energy per unit mass; T is the
temperature; and c is the ratio of specific heat capacities.

The molecular viscosity, l, is a function of temperature. It is modeled with
Sutherland’s law

l
l�

¼ T
T�

� �3=2T� þ S0
T þ S0

;

where l� and T� are a reference viscosity and temperature, and S0 is a constant
determined experimentally, so that l� ¼ 1:7894� 10�5 kg/(m s), T� ¼ 273:11 K,
and S0 ¼ 110:56 K for air.

The thermal conductivity, k, is linked to the specific heat capacity at constant
pressure, cp, and the Prandtl number, Pr, so that k ¼ cpl=Pr, and Pr ¼ 0:7 for air.

2.2 Boundary Conditions

To obtain a well-posed problem, appropriate boundary conditions must be imposed
on the boundary of computational domain.

Boundary conditions used in calculations include inviscid wall (slip and
no-penetration boundary conditions), viscous wall (no-slip and no-penetration
boundary conditions), free stream, inflow, outflow, periodic, and centreline
boundary conditions.

No parameters are required for inviscid wall (the appropriate solid wall boundary
condition is zero velocity normal to the wall). For the viscous wall, three velocity
components (two in 2D case) or the rotation speed for an annular model can be
specified if the wall is moving. A constant wall temperature may be applied or the
wall can be adiabatic.

For a free stream boundary, the density, pressure, Mach number, and angle of
attack and yaw angle must be specified.

To define the inflow boundary conditions, for 2D calculations, one needs to
provide a total pressure, a total temperature, and an inflow angle. In 3D cases, 1D
profiles of these parameters can be specified, and both the tangential and radial flow
angles are required.

For the outflow boundary, a static pressure and reverse flow temperature are
required. If the reverse flow temperature is set at zero (advised if unknown), the
reverse flow temperature would be taken identical to the temperature of the flow
going out of the boundary.

Periodic boundary conditions are specified in circumferential directions, and
symmetric boundary conditions are specified on the centreline.
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3 Low Mach Preconditioning

Preconditioning based on the use of physical variables is used to speed up the
convergence of time marching to a steady state and to improve the accuracy of the
steady-state solution.

3.1 Low Mach Flows

Consider the linearized Euler equations

@U
@t

þA
@U
@x

¼ 0;

where A ¼ @F=@U is the Jacobian. The eigenvalues of the Jacobian are k1 ¼ u,
k2 ¼ u� c, and k3 ¼ uþ c. The condition number of the matrix A has the form

k Að Þ ¼ q Að Þ q A�1� 	
;

where q is the spectral radius. For k � 1, the matrix A is ill-conditioned, which
causes difficulties in solving the corresponding system of difference equations.

Assuming for the sake of simplicity that u[ 0, the condition number is repre-
sented as

k Að Þ ¼ ðuþ cÞmax
1
u
;

1
ju� cj


 �
¼ max 1þ 1

M
;
Mþ 1
jM � 1j


 �
:

The Jacobian is ill-conditioned at the sonic point (as M ! 1) and in low Mach
number flows (as M ! 0).

The computational difficulties near the sonic point can be overcome by adding
dissipative terms (Harten 1983).

For the explicit Euler scheme, the stability condition has the form
Dt6Dx=ðuþ cÞ. In subsonic flows, the physical time step is of the order of the
characteristic timescale Ds ¼ Dx=u. Comparing the numerical and physical time
steps gives

Dt
Ds

6 M
1þM

:

At low Mach numbers, the numerical time step is less than the physical one and the
governing equations are stiff.
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3.2 Finite Volume Method

In conservative variables, the equation describing an unsteady viscous compressible
flow is written as

@U
@t

þr � ½FðUÞþGðU;rUÞ� ¼ 0; ð2Þ

where U is the vector of conservative variables, FðUÞ is the vector of inviscid
fluxes, and GðU;rUÞ is the vector of viscous fluxes. For simplicity, the source
term in Eq. (2) is omitted.

Integrating Eq. (2) over the control volume V with boundary @V , whose ori-
entation is specified by the outer unit normal n, and applying the Gauss theorem
yield

@

@t

Z
V

U dXþ
Z
@V

FðUÞ � n dSþ
Z
@V

GðUÞ � n dS ¼ 0: ð3Þ

The Navier–Stokes equations written in the form of (3) are spatially discretized
using the vertex-centered finite volume method on an unstructured mesh. The
explicit Euler method or the explicit two-step Runge–Kutta method is used for time
integration. Inviscid fluxes are discretized by applying the Roe scheme, while
viscous fluxes are discretized with the help of a second-order accurate centered
scheme. Some details of the implementation of the finite volume method are dis-
cussed in Volkov (2009, 2011).

3.3 Preconditioning Matrix

At low Mach numbers, the flow is described by an equation written in physical
variables. The new set of physical variables is defined as

Q ¼

p
vx
vy
vz
T

0BBBB@
1CCCCA:

For incompressible flows, the velocity and temperature gradients are required for
computing viscous flows, and the pressure gradient is needed for the solution
interpretation. In the computations, the pressure excess p� p� is used, which is
taken into account when the density is found from the equation of state (in the basic
equations, the pressure is under the integral sign).
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The equations describing the flow at low Mach numbers are written in physical
variables

C
@

@t

Z
Vi

Q dV þ
Z
@Vi

F dS ¼ 0: ð4Þ

The preconditioning matrix is represented as

C ¼

H 0 0 0 qT
Hvx q 0 0 qTvx
Hvy 0 q 0 qTvy
Hvz 0 0 q qTvz

HH � 1 qvx qvy qvz qTHþ qcp

0BBBB@
1CCCCA;

where H ¼ cpT þ jvj2=2, and cp is the specific heat capacity at constant pressure.
The density derivatives with respect to pressure at constant temperature and with
respect to temperature at constant pressure are determined by the relations

qp ¼
@q
@p

����
T
; qT ¼ @q

@T

����
p
:

The parameter H is given by

H ¼ 1
U2

r
� qT
qcp

� �
;

where Ur is the propagation velocity of pressure perturbations.
For an ideal gas, qp ¼ 1=ðRTÞ ¼ c=c2, where c is the speed of sound, while, for

constant density flows, qp ¼ 0, which leads to pressure perturbations propagating at
an infinite speed in an incompressible fluid. To eliminate the singularity, qp is
assumed to be inversely proportional to the local velocity squared (the propagation
speed of pressure perturbations is equal to the local velocity). As a result, the
eigenvalues of the Jacobian become of the same order, and the Euler and Navier–
Stokes equations at low Mach numbers are no longer stiff.

For an ideal gas, the parameter Ur is defined as

Ur ¼
ec; if jvj\ec;
jvj; if ec\jvj\c;
c; if jvj[ c:

8<:
The preconditioning mechanism is used when the local velocity of the flow is less
than the speed of sound (then Ur ¼ u). In a supersonic flow region, preconditioning
is not used ðUr ¼ cÞ and preconditioned system (4) passes into system (3) for
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compressible gas flows. For u � c (for example, at stagnation points), Ur is
bounded by a certain value.

For incompressible and variable density fluids (for example, when the
Boussinesq approximation is used for free convective flows), the parameter Ur is
specified as

Ur ¼ eUmax; if jvj\eUmax;
jvj; if jvj[ eUmax;



where Umax is the maximum flow velocity.

To represent viscous fluxes correctly, it is necessary that the propagation speed
of acoustic perturbations associated with the eigenvalues of the modified system of
equations be no less than the propagation speed of viscous perturbations (Weiss and
Smith 1995). A switch is introduced in control volumes where the velocity is so low
that the eigenvalues of the preconditioned system become less than the propagation
speed of viscous perturbations (for example, in boundary and mixing layers, where
viscous effects are dominant). The parameter Ur is replaced by

U�
r ¼ max Ur;

l
qDx


 �
:

The eigenvalues of the Jacobian of the preconditioned system are found by solving
the characteristic equation A� kCj j ¼ 0, where A ¼ @Fx=@Q. Hence

k1;2;3 ¼ vx; k4;5 ¼ v0x 	 c0;

where

v0x ¼ vxð1� aÞ; c0 ¼ a2v2x þU2
r

� 	1=2
:

The parameter a is given by the relation

a ¼ 1
2

1� bU2
r

� 	
; b ¼ qp þ

qT
qcp

:

In supersonic flows, Ur ¼ c and a ¼ 0, and the eigenvalues are of the same order
and equal to the eigenvalues of the original system (k1;2;3 ¼ vx, k4;5 ¼ vx 	 c). At
low Mach numbers ðjvxj � cÞ, a ! 1=2 as Ur ! 0, and the eigenvalues have the
same order and tend to the value

v0x 	 c0 ¼ 1
2
vxð1	

ffiffiffi
5

p
Þ:
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In the case of incompressible flows, b ¼ 0 and a ¼ 1=2 (there is no dependence on
Ur), the eigenvalues are also of the same order, and the stiffness of the system is
eliminated as M ! 0.

3.4 Discretization of Preconditioning Equations

A finite volume discretization of Eq. (4) yields

C
dQi

dt
þ 1

Vi

XNi

j

Fij þGij
� 	

Sij ¼ 0: ð5Þ

The inviscid fluxes on a control volume face are determined using the relation

Fiþ 1=2 ¼ 1
2

FR þFLð Þ � 1
2
jAjiþ 1=2DU:

The viscous fluxes Gij are computed in the same way as without preconditioning
(Volkov 2009). The second order in space is achieved by interpolating the gradients
to a control volume edge.

The shortcomings of the numerical algorithms as M ! 0 are eliminated by
preconditioning the dissipative term of the difference scheme (Turkel et al. 1993).
The dissipative term is represented as

jAjDU ¼ CC�1 @Fx

@U
DU ¼ C C�1 @Fx

@Q

� �
DQ ¼ C ACj jDQ;

where AC ¼ C�1ð@Fx=@QÞ. The eigenvalues k4 and k5 are corrected near the sonic
point (Harten 1983). In contrast to the Roe scheme, the arithmetic means of
parameter values are used to compute the eigenvalues and coefficients of the
matrices AC and C.

Diagonalizing the Jacobian matrix AC ¼ MCKCM�1
C of the preconditioned sys-

tem, the difference scheme is written in the form

Fiþ 1=2 ¼ 1
2

FR þFLð Þ � 1
2
CMCjKCjM�1

C DQ:

For explicit difference schemes, the dissipative term simplifies to
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ACj jDQ ¼ MC KCj jM�1
C DQ

¼

c�DpþM�ðqU2
r Dvx � avxDpÞ

c�Dvx þM� avxDvx þDp=qð Þ
jk1jDvy
jk1jDvz

c�DpþM�ðqU2
r Dvx � avxDpÞþ jk1jðqcpDT � DpÞ� �

=ðqcpÞ

0BBBB@
1CCCCA;

where

M� ¼ 1
2c0

jk5j � jk4jð Þ; c� ¼ 1
2

jk5j þ jk4jð Þ:

Here, Dp, Dvx, Dvy, Dvz, and DT denote the jumps in pressure, velocities, and
temperature on the control volume edge, respectively. The eigenvalues of the
Jacobian are given by k1 ¼ vx, k4 ¼ u0 � c0, and k5 ¼ u0 þ c0.

The order of accuracy in space is increased by applying an approach based on
linear distributions of the parameters over a control volume. The variables at the
center of the control volume Qi are interpolated to an edge

Q0
L ¼ QL þðrQÞL DrLj j; Q0

R ¼ QR þðrQÞR DrRj j;

where rQ is the gradient at the control volume center, and DrL and DrR are the
vectors directed from the centers of neighboring control volumes L and R to the
midpoint of the separating edge.

3.5 Time-Marching Scheme

Equation (5) is written in semi-discrete form

dQi

dt
¼ �C�1R: ð6Þ

Discretizing the residual yields

R ¼ 1
Vi

XNi

j

FijSij:

The time differencing of Eq. (6) is based on the explicit Euler method.
Specifically, at the time level nþ 1, the variables are determined using the relations
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Qnþ 1
i ¼ Qn

i þDtC�1ðQn
i ÞRðQnÞ:

At use of the explicit two-step Runge–Kutta method for a discretization of
Eq. (6) in time variables on a layer nþ 1 in time are from relations

Q�
i ¼ Qn

i þDtC�1ðQn
i ÞRðQnÞ;

Qnþ 1
i ¼ Qn

i þDtC�1ðQ�
i ÞRðQ�Þ:

When steady-state problems are solved by applying time-marching scheme, the
time derivative in Eq. (6) vanishes as t ! 1. Accordingly, the solution of Eq. (6)
is regarded as the solution to the original system of equations. The time step is
chosen as based on the highest propagation velocity of pseudo-pressure perturba-
tions or viscous perturbations and is calculated using the formula

Dt ¼ min CFL
Dx

ju0j þ c0
; r

qDx2

l


 �
;

where CFL is the Courant number, r is a parameter bounding the time step in the
case of viscous problems, and Dx is the shortest distance from the control volume
center to the face.

3.6 Numerical Examples

A series of CFD simulations in a wide range of Mach numbers were used to analyze
the convergence rate and accuracy of steady-state solutions of the original and
preconditioned gas dynamics equations. These equations were integrated until a
steady-state solution was reached. As a convergence criterion, the residual norm is
used

L2ðUÞ ¼
XN
i¼1

Unþ 1
i � Un

i

� 	2" #1=2
:

The numerical solution was said to converge if L2 6 e, where e is a small prescribed
quantity (e
 10�16 was used in the computations).

3.6.1 Nozzle Flow

Consider the inviscid compressible gas flow in a channel with a variable
cross-sectional area. The nozzle profile is described by the relation
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y ¼ 1þ x2

p

� �1=2

;

where x 2 ½�0:3; 1�.
The flow regime in the nozzle is determined by the relation between the total

pressure p1 and the outlet pressure p2 (Dp ¼ p1 � p2 was specified in the compu-
tations). In version 1 (the pressure drop is less than a critical value), the flow has a
shock wave sitting at the outlet. In version 2 (the pressure drop is greater than the
critical value), the gas accelerates from subsonic inlet conditions to a speed in the
critical cross section that depends on the specified pressure drop and then decel-
erates. The computations were performed on a mesh of 100 cells at CFL ¼ 0:95.

In version 1, the total pressure (p1 ¼ 106 Pa) and the total temperature
(T1 ¼ 300 K) in the inlet section are specified, while the static pressure
(p2 ¼ 8� 105 Pa) is fixed on the outlet section. The flow at the inlet of the com-
putational domain is subsonic. In the converging section of the nozzle, the gas
accelerates, reaches the speed of sound in the critical cross section, and moves
further at a supersonic speed. In the expanding section of the nozzle, there develops
a normal shock wave, behind which the flow becomes subsonic. With the given
parameters, M[ 0:4 in the entire computational domain, so the solutions of the
original and preconditioned equations coincide.

In version 2, the gas accelerates in the subsonic section and decelerates in
the supersonic one. Figures 1, 2, 3, 4, and 5 show the convergence rates of the
time-marching procedure in the form of the residual norm as a function of the
number of time steps for the original and preconditioned equations. Lines 1 and 2
depict the residuals caused by discretizing the momentum and pressure equations,
respectively.

At Dp ¼ 1600 Pa, the Mach number in the critical cross section is approximately
M ¼ 0:3. The convergence of the numerical solution is shown in Fig. 2. The flow
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Fig. 2 Convergence rate of the solutions of the original (a) and preconditioned (b) equations at
Dp ¼ 1600 Pa
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Fig. 3 Convergence rate of the solutions of the original (a) and preconditioned (b) equations at
Dp ¼ 175 Pa
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Fig. 4 Convergence rate of the solutions of the original (a) and preconditioned (b) equations at
Dp ¼ 1:8 Pa

0 2 4 6 8 10
-16

-12

-8

-4

0

4 L

n  10. 3

1

2

2Fig. 5 Convergence rate of
the solutions of the original
(a) and preconditioned
(b) equations at Dp ¼ 0:02 Pa

100 K. Volkov



velocity remains sufficiently high in the entire computational domain, so the
solutions based on two numerical procedures nearly coincide. The residual patterns
are also similar in both cases. However, the solution of the original equations
exhibits a lower residual (Fig. 2a) than that of the preconditioned equations
(Fig. 2b). The solution produced by time marching reaches a steady state after
about 9� 103 time steps in the case of the original equations and after 8� 103 time
steps in the case of preconditioning.

When the pressure drop is reduced to Dp ¼ 175 Pa, the Mach number in the
critical cross section becomes M ¼ 0:1. The convergence of the numerical solution
is shown in Fig. 3. The solutions of the original and preconditioned Euler equations
are now different. Due to the developed preconditioning approach, the prescribed
residual level is achieved after about 7� 103 time steps (Fig. 3b). For the original
equations, the convergence rate of the time-marching procedure is rather slow, and
the prescribed residual level is not achieved after 104 time steps (Fig. 3a).

As the pressure drops further to Dp ¼ 1:8 Pa, the Mach number in the critical
cross section becomes M ¼ 0:01. The convergence of the numerical solution is
shown in Fig. 4. The Mach number distributions along the nozzle axis differ sub-
stantially in the case of the original and preconditioned equations (the distributions
of flow characteristics are not shown). Due to the preconditioning procedure, the
convergence pattern becomes nearly independent of the pressure drop (Fig. 4b),
while the convergence of the solution to the original equations degrades (Fig. 4a).

When the pressure drop is reduced to Dp ¼ 0:02 Pa, the Mach number in the
critical cross section is M ¼ 0:001. The solution of the original equations becomes
divergent. The convergence of the solution of the preconditioned equations is
illustrated in Fig. 5. The prescribed residual is achieved after 4:8� 103 time steps.

The variation in the residual shown in Fig. 5 is similar to the convergence
patterns presented in Figs. 3 and 4, which suggests that the time-marching proce-
dure depends weakly on the Mach number in the computational domain. Relying on
the developed approach, the characteristics of the nozzle flow from essentially
subsonic to supersonic velocities are computed.

3.6.2 Flow Through a Channel with a Bump

Consider the flow through a plane channel with a bump. The length to height ratio
in the channel is L=H ¼ 4, and the maximum height of the bump (which is a
circular arc) is 0:1H (the maximum bump is 10% of the channel width). The
computations were performed on a mesh of 120� 20 cells (Fig. 6) with 60 nodes
placed on the bump surface.

Flows through a channel with a bump were computed, for example, in Choi and
Merkle (1985), Eidelman et al. (1984). Specifically, the implicit Euler time dif-
ferencing and the Beam–Warming scheme for discretizing inviscid fluxes were used
in Choi and Merkle (1985). The computations in Eidelman et al. (1984) were based
on Godunov method and were performed in a wide range of Mach numbers.
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The velocity (U ¼ 3:47 m/s), pressure (p ¼ 105 Pa), and temperature
(T ¼ 300 K) were set in the inlet section of the channel, while free outflow
boundary conditions were specified in the outlet section. The inlet boundary con-
ditions corresponded to M ¼ 0:01. A steady-state solution of the problem was
obtained by taking 5000 time steps of the time-marching procedure.

Figure 7 displays contours of the velocity magnitude. In contrast to the solution
of the original equations, a velocity distribution symmetric to the vertical axis is
obtained in the case of preconditioning.

The convergence rate of the time-marching procedure is shown in Fig. 8. The
original equations were solved in conservative variables, while the preconditioned
equations were computed in physical variables. Lines 1 and 2 depict the residuals
(in physical variables) caused by discretizing the momentum equation, while line 3
shows the residual caused by discretizing the pressure equation. In the case of
preconditioning, the prescribed residual is obtained after about 3500 iteration steps.
For the original equations, the residuals with respect to velocity and pressure are

Fig. 6 Mesh
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Fig. 7 Contours of the velocity magnitude in the case of the original (a) and preconditioned
(b) equations
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two orders of higher magnitude, and the convergence rate nearly ceases to vary after
4000 time steps.

To test the performance and accuracy of the numerical method on a wide range
of Mach numbers, the computations were performed in subsonic, transonic, and
supersonic regimes. More specifically, the flow was computed in a channel with a
10% bump (as in the underlying version) on a mesh of 144� 32 cells at M ¼ 0:5
(subsonic) and M ¼ 0:675 (transonic) and in a channel with a 4% bump on a mesh
of 220� 60 cells at M ¼ 1:65 (supersonic).

For subsonic and supersonic regimes, Fig. 9 shows contours of the velocity
magnitude at various inlet Mach numbers. For relatively low inlet Mach numbers,
the flow is nearly symmetric to the vertical axis (Fig. 9a). The weak asymmetry of
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Fig. 8 Convergence rate of the solutions of the original (a) and preconditioned (b) equations
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Fig. 9 Contours of the velocity magnitude at M ¼ 0:5 (a) and M ¼ 1:65 (b)
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the flow is associated with the leading and trailing edges of the bump (a horseshoe
vortex of weak intensity develops behind the bump). To eliminate these short-
comings, the flow characteristics near the corner points are computed by interpo-
lating the flow parameters from the interior nodes of the computational domain
(Eidelman et al. 1984). At high inlet Mach numbers, shock waves develop and
interact in the flow (Fig. 9b). The shock angle and the level lines agree well with
the numerical data presented in Eidelman et al. (1984).

Figure 10 presents the Mach number distributions on the upper (line 1) and
lower (line 2) walls of the channel in various flow regimes. These distributions
agree well with numerical data from Eidelman et al. (1984) (as in the case of
velocity magnitude level lines, weak differences are observed on the lower wall of
the channel near the corner points).
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Fig. 10 Mach number distribution along the upper (line 1) and lower (line 2) channel walls at
M ¼ 0:5 (a), M ¼ 0:765 (b), and M ¼ 0:1:65 (c)
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4 Computation of Free Convective Flows

The specific features of the free convective flows simulation of viscous com-
pressible fluids based on the full Navier–Stokes equations are considered.

4.1 Finite Volume Method

In terms of conservative variables, the equation describing the unsteady flow of
viscous compressible fluid is

@U
@t

þr � F ¼ H; ð7Þ

where U, F, and H form the vector of conservative variables, the vector of fluxes,
and the source term, respectively. The source term H takes into account mass
forces. It has the form

H ¼ 0; qgx; qgy; qgz; 0
� 	0

;

where g ¼ fgx; gy; gzg is the acceleration due to gravity.
By integrating Eq. (7) with respect to the control volume V with the boundary

@V whose orientation is specified by the outward unit normal n and using the Gauss
theorem yield

@

@t

Z
V

U dV þ
Z
@V

F � n dS ¼
Z
V

H dV : ð8Þ

The Navier–Stokes equations of form (8) are discretized using the finite volume
method on an unstructured mesh (the control volume is centered with respect to the
mesh node). For time discretization, explicit and implicit difference schemes are
used. The inviscid fluxes are discretized using Roe scheme, and the viscous fluxes
are discretized using a centered scheme of the second-order accuracy. Details of the
finite volume method are discussed in Volkov (2009).

4.2 Preconditioning Method

For the simulation of low-speed inviscid flows, the physical variables, Q, rather
than the conservative variable, U, are used. The choice of the primitive variables
ensures the accurate computation of velocity gradients as viscous fluxes are dis-
cretized and of the pressure gradient as convective fluxes are discretized.
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The equations describing the flow of viscous compressible fluid at low Mach
numbers are written in terms of the physical variables as

C
@

@t

Z
V

Q dV þ
Z
@V

F dS ¼ 0: ð9Þ

The preconditioning matrix has the form

C ¼

H 0 0 0 qT
Hvx q 0 0 qTvx
Hvy 0 q 0 qTvy
Hvz 0 0 q qTvz

HH � d qvx qvy qvz qTHþ qcp

0BBBB@
1CCCCA;

where H ¼ cpT þ jvj2=2, cp is the specific heat capacity at constant pressure, and
d ¼ 0 for the perfect gas and d ¼ 1 for the inviscid fluid. The derivative of density
with respect to pressure at constant temperature and the derivative of density with
respect to temperature at constant pressure are found by

qp ¼
@q
@p

����
T
; qT ¼ @q

@T

����
p
:

Parameter H is given by the formula

H ¼ 1
U2

r
� qT
qcp

� �
;

where Ur is the velocity of pressure perturbation propagation. The parameter Ur is
chosen so as to make the eigenvalues of the Jacobian the same order of magnitude
as the convective and diffusive scales (Weiss and Smith 1995). Hence,
qp ¼ 1=RT ¼ c=c2 for the perfect gas, and qp ¼ 0 for flows with a constant
density.

4.3 Dual Time-Stepping Scheme

In the unsteady flows of viscous compressible fluids computations, the time
derivative in Eq. (9) does not tend to zero as t ! 1. For this reason, a term with
the derivative with respect to the pseudo-time is added to Eq. (8) (the dual time
stepping scheme). Equation (9) takes the form
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@

@t

Z
V

U dV þC
@

@s

Z
V

Q dV þ
Z
@V

F dS ¼
Z
V

H dV ; ð10Þ

where t is the physical time and s is the pseudo-time. The solution to Eq. (10) is a
solution to the original system of Eq. (8) if the term with the derivative with respect
to the pseudo-time tends to zero at each physical time step. To execute one physical
time step, several pseudo-time steps are executed until the solution stops to change
(until a given residual level is reached).

4.3.1 Explicit Scheme

Discretization of the physical time derivatives in Eq. (10) with the first or second
order of accuracy and the derivatives with respect to pseudo-time with the first order
of accuracy, for the control volume i, yield (to simplify the notation, the index i is
missed)

a0Uk � a1Un þ a2Un�1

Dt
þCn Q

k � Qk�1

Ds
¼ RðQk�1Þ: ð11Þ

Here, a0 ¼ a1 ¼ 1=2 and a2 ¼ 0 for the first-order scheme, and a0 ¼ 3=2, a1 ¼ 2,
and a2 ¼ 1=2 for the second-order scheme. The residual is found by the formula

R ¼ � 1
V

XNi

j¼1

FjSj � H

" #
:

Here, Cn is the preconditioning matrix calculated in the control volume i on the time
layer n. The index n refers to the physical time layer, and k is the internal index of
pseudo-time iterations.

Rearranging the terms in Eq. (11) gives

Cþ a0
Ds
Dt

@U
@Q

� �n

ðQk � Qk�1Þ ¼ Ds RðQk�1Þ � 1
Dt

ða0Uk�1 � a1U
n þ a2U

n�1Þ
� �

;

where Uk�1 ¼ ð@U=@QÞnQk�1. At the pseudo-time iteration k, the variables are
found by

Qk ¼ Qk�1 þDsK�1 RðQk�1Þþ 1
Dt

ða0Uk�1 � a1U
n þ a2U

n�1Þ
� �

:

Multigrid and Preconditioning Techniques in CFD Applications 107



The matrix K�1 is given by

K�1 ¼ Cþm
@U
@Q

� �n

;

where m ¼ a0Ds=Dt.
If the second-order Runge–Kutta scheme is used for discretization with respect

to pseudo-time, the inner loop is written as

Q� ¼ Qk�1 þDsK�1 RðQk�1Þ � 1
Dt

ða0Uk�1 � a1U
n þ a2U

n�1Þ
� �

;

Qk ¼ Qk�1 þDsK�1 RðQ�Þ � 1
Dt

ða0U� � a1U
n þ a2U

n�1Þ
� �

:

The structure of the matrix K does not change in this case.
At the pseudo-time iteration k � 1, the solution at the current time layer

ðQk�1 ¼ QnÞ is used as the initial approximation. The inner loop on iterations k is
executed, and the solution Qk is found. The inner iterations at each physical time
layer ensure that the derivative with respect to the pseudo-time tends to zero. In the
inner iteration loop, the vectors Qn�1 and Qn are assumed to be constant, and the
vector Qk is computed based on the solution Uk obtained at the iteration k.
The iterative process is terminated when a predefined number of iterations is
reached or the convergence criterion (the minimum norm of the residual does not
exceed the predefined error) is fulfilled. At the next time layer nþ 1, the solution at
iteration kðQnþ 1 ¼ QkÞ is used as the solution.

The step Dt with respect to the physical time is chosen based on the accuracy
requirements, and the pseudo-time step Ds is determined by the Courant–
Friedrichs–Lewy (CFL) condition.

4.3.2 Implicit Scheme

The use of the first-order implicit Euler scheme for the discretization of Eq. (7)
yields the equation

Unþ 1
i � Un

i

Dt
¼ RðUnþ 1Þ: ð12Þ

The index n refers to the time layer. The implementation of this approach requires
the computation of the derivative @R=@U in terms of the known values of the
solution vector.
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The differential term with respect to pseudo-time is added to the left-hand side of
Eq. (7)

C
@U
@s

¼ R�ðUÞ; ð13Þ

where

R�ðUÞ ¼ RðUÞ � @U
@t

:

The first-order implicit Euler scheme is used for the discretization with respect to
the pseudo-time, while the implicit three-layer scheme BSD-2 is used for the dis-
cretization with respect to the physical time. Dropping the index nþ 1, which refers
to the time layer, gives

C
Umþ 1 � Um

Ds
¼ Rmþ 1ðQÞ � 1:5Qmþ 1 � 2Qn þ 0:5Qn�1

Dt
: ð14Þ

The index n refers to the physical time (outer iterations), and m corresponds to the
pseudo-time layer (inner iterations).

The expansion of the residual at the node i of the layer mþ 1 into Taylor series
with respect to the pseudo-time in a neighborhood of the solution at iteration m is

Rmþ 1 ¼ Rm þ @R
@U

DU; ð15Þ

where DU ¼ Umþ 1 � Um. Taking into account the linearization of residual (15),
Eq. (14) can be written as

C
Ds

þ I
Dt

� �
þ @Rm

@U

� �
DUm ¼ Rm � 1:5Qm � 2Qn þ 0:5Qn�1

Dt
:

The system of difference equations is solved using the GMRES method. At m ¼ 1,
the solution to this problem yields the vector Unþ 1 (in this case, R� ! 0). At
Ds ¼ 1, the steady-state solution to the problem is obtained in one step.

The iterative process with respect to pseudo-time is terminated when a prede-
fined number of iterations is reached or the convergence criterion is fulfilled. When
the convergence with respect to the inner steps is reached, the transition to the next
step with respect to the physical time is made (Qn�1 ¼ Qn, Qn ¼ Qm).
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4.3.3 Residual Smoothing

To increase the convergence rate with respect to pseudo-time, residual smoothing is
used (Zhao et al. 2002). The residual at the mesh node (at the center of the control
volume) is replaced with the smoothed or weighted average of the residuals in the
adjacent mesh nodes. To increase the local pseudo-time step, the average residual is
computed implicitly.

At the node k of the unstructured mesh, the average residual is found by solving
the equation (Zhao et al. 2002)

Rk ¼ Rk þ er2Rk; ð16Þ

where R is the initial residual and R is the smoothed residual. The smoothing
parameter is found by the formula (Zhao et al. 2002)

e ¼ max
1
4

CFL
CFL�

� �2

�1

" #
; 0

( )
;

where CFL� is the maximum Courant number of the basic scheme. Equation (16) is
solved using the iterative Jacobi method

R
ðmÞ
k ¼ Rð0Þ

k þ e
XNk

i¼1

R
ðmÞ
i � R

ðmÞ
k

h i
:

Rearranging the terms yields

R
ðmÞ
k ¼ Rð0Þ

k þ e
XNk

k¼1

R
ðm�1;mÞ
i

" #
1þ eNkð Þ�1;

where Nk is the number of nodes adjacent to the node k.

4.4 Numerical Examples

The capabilities of the preconditioning method are demonstrated by computation of
the free convective flow in the gap between the coaxial cylinders. In the compu-
tational algorithm, the mesh was stored using information about the connections
between the control volumes (the connectivity matrix). To simplify the code par-
allelization, explicit difference schemes were used. The computations were per-
formed on a general purpose graphics processing unit (Emelyanov et al. 2015).

In the computations of free convective flows in the incompressible fluid model,
the Boussinesq approximation is widely used (in this case, the dynamic and heat
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problems turn out to be interconnected). In the Boussinesq approximation, the
linear dependence of the density on temperature q ðTÞ ¼ q0 1� b ðT � T0Þ½ � is
used, where b is the coefficient of volumetric expansion, and q0 is the density at a
reference temperature T0. The Boussinesq approximation adequately describes the
flow under mass forces when the difference of temperatures of the cold and hot
walls does not exceed 30° (Gray and Giorgini 1976).

In the general case, free convective flows are modeled using the Navier–Stokes
equation (7) with the source term in the momentum equation, which takes into
account the action of potential mass forces. Free convective flows have low
velocities due to which they can be computed using preconditioning methods
(Volkov 2009).

In Weiss and Smith (1995), Fu et al. (2009), free convective flows are simulated
based on the full Navier–Stokes equations. In Weiss and Smith (1995), the pre-
conditioning method is used to simulate free convection between concentric circles
(the Rayleigh number is 4:7� 104, and the ratio of the diameters of the outer and
inner cylinders is 2.6). The results are compared with the results of physical and
numerical experiments presented in Kuehn and Goldstein (1976, 1978) (the
Rayleigh number varies in the range 2:11� 104 through 9:76� 105, and the
computations are performed in the Boussinesq approximation). The unsteady flow
pattern occurs at Rayleigh numbers greater than 105. Three-dimensional compu-
tations within the Boussinesq approximation were performed in Desai and Vafai
(1994). A comparison of various turbulence models can be found in Char and Hsu
(1998). The presence of side walls results in the decrease of the heat transfer
coefficient, which mainly is manifested at large Rayleigh numbers.

Consider natural convection in a horizontal annulus (Weiss and Smith 1995).
The computational domain is depicted in Fig. 11. The diameters of the inner and
outer cylinders are di ¼ 3:56 cm and do ¼ 9:25 cm, and their length is
l ¼ 20:32 cm.

TiTo

ri

ro

g

(a) (b)

Fig. 11 Computational domain (a) and mesh (b)
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The flow structure depends on the ratio of the diameters of the outer and inner
cylinders ðdo=di ¼ 2:6Þ and on the Rayleigh number

RaL ¼ gbðTi � ToÞL3
ma

;

where L ¼ ro � ri. In CFD computations, the Rayleigh number varied in the range
between 102 and 105. In the basic example used in comparison with the experi-
mental data presented in Kuehn and Goldstein (1976, 1978), it was
RaL ¼ 4:7� 104 (the temperature difference was DT ¼ 26:3 K, and the
temperatures of the inner and outer cylinders were 321.38 and 295.08 K). The
computation results were processed in terms of the dimensionless temperature and
dimensionless radius

u ¼ T � To
Ti � To

; g ¼ r � ri
ro � ri

:

The computations were performed on a mesh consisting of 980 cells condensing
near the boundaries of the inner and outer cylinders to match the boundary layer.
The mesh in a half of the computational domain is shown in Fig. 11b (the mesh is
stored in an unstructured form).

In the computations without preconditioning, the stagnation of the iterative
process is observed, i.e., the residual remains almost the same as the number of
iteration steps increases, which is clearly seen in Fig. 12a. The use of precondi-
tioning considerably speeds up the convergence rate, and the residual decreases by
six orders of magnitude in 104 iteration steps as is shown in Fig. 12b. Lines 1
correspond to pressure residual, lines 2 correspond to velocity residual, and lines 3
correspond to temperature residual.

The temperature contours, the flow direction, and the current lines in the middle
plane between two horizontal cylinders are shown in Figs. 13, 14, 15, and 16 for
various Rayleigh numbers.
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Fig. 12 Convergence of
the iterative process based on
the Roe scheme (a) and with
the use of the preconditioning
option (b)
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At Ra ¼ 102, the heat exchange is due to thermal conduction, and the temper-
ature contours are concentric circles (Fig. 13). The increase in the Rayleigh number
to 103 results in the increasing role of the convective heat transfer, and the tem-
perature contours take a slightly elongated shape in the vertical direction instead of
concentric circles (Fig. 14). The further increase in the Rayleigh number to 104

makes the convective transfer the major factor in determining the flow and heat
exchange pattern (Fig. 15). The increase in the Rayleigh number also changes the
position of the recirculation zones as a result of which their centers move upward in
the vertical direction. At Ra ¼ 105 (Fig. 16), the depth of the boundary layer on the
cylinder surface increases, and the temperature contours become more elongated in
the vertical direction.

The velocity vector field and the temperature level lines in the basic computation
example (at Ra ¼ 4:7� 104) are shown in Fig. 17.

At Ra ¼ 4:7� 104, the distributions of the dimensionless temperature as a
function of the dimensionless radius in the symmetry planes arranged at the angles
of 0°, 90°, and 180° to the vertical plane are shown in Fig. 18 for the numerical and
physical experiments described in Weiss and Smith (1995), Kuehn and Goldstein
(1976). A good agreement of the computational and experimental data in various
planes is observed.

Fig. 13 Temperature contours (a), vector field (b), and streamlines (c) at Ra ¼ 102

Fig. 14 Temperature contours (a), vector field (b), and streamlines (c) at Ra ¼ 103
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Fig. 15 Temperature contours (a), vector field (b), and streamlines (c) at Ra ¼ 104

Fig. 16 Temperature contours (a), vector field (b), and streamlines (c) at Ra ¼ 105
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Fig. 17 Vector field (left)
and temperature contours
(right)
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The temperature decreases in the domain between the walls of the outer and the
inner cylinders, which corresponds to the difference of the fixed temperatures of
the two cylinder surfaces. The warm air rises upward and moves from the wall of
the inner cylinder to the outer one and sinks to the lower part of the annulus upon
cooling. The air recirculates inside the annulus due to natural convection. The
greatest speed is observed near the cylinder walls in the upper part.

The distributions of temperature in the gap between the cylinders in the
horizontal plane are shown in Fig. 19 at various Rayleigh numbers. At Ra ¼ 102

(line 1), the temperature in the gap between the cylinders changes almost linearly
(the heat transfer is mainly due to thermal conduction). The increase in the Rayleigh
number up to 105 (line 4) results in a large temperature gradient on the outer
cylinder surface.

The local Nusselt numbers on the inner and outer cylinder surfaces are found by
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Fig. 19 Distributions of
temperature at Ra ¼ 102 (1),
103 (2), 104 (3), and 105 (4)
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Nui ¼ ri ln
ro
ri

� �
@T
@r

����
r¼ri

; Nuo ¼ ro ln
ro
ri

� �
@T
@r

����
r¼ro

:

The average Nusselt number (denoted by angle brackets) is the arithmetic mean of
the Nusselt numbers corresponding to the inner and outer cylinders.

The distributions of the local Nusselt numbers over the inner and outer cylinder
surfaces are shown in Fig. 20 for various Rayleigh numbers. In the horizontal
plane, the Nusselt number has the minimum on the inner cylinder surface, and it has
the maximum on the outer cylinder surface. It is remarkable that at Ra ¼ 105, the
Nusselt number varies non-monotonically on the surface of the inner cylinder. The
local maximum of the Nusselt number is in the planes tilted 220° and 320° with
respect to the vertical, and the local minimum of the Nusselt number is on the outer
cylinder surface in the plane tilted 270° with respect to the vertical.

The variation of the average Nusselt number in time is illustrated in Fig. 21. The
dashed lines correspond to the inner cylinder surface, and the solid lines correspond
to the outer cylinder surface. The increase in the Nusselt number results in the
decrease of the time needed to achieve a steady-state solution.

Figures 22 and 23 illustrate the comparison of the computed distributions of the
Nusselt number with the data of physical experiments presented in Kuehn and
Goldstein (1976). There is a good agreement between the numerical and experi-
mental data both in respect to the local (the local Nusselt number) and the integral
(average Nusselt number) heat exchange characteristics.

The experimental and numerical results presented in Kuehn and Goldstein
(1976, 1978) were analyzed using the equivalent thermal conductivity method,
which is defined as the ratio of the measured heat transfer in the annulus to the heat
transfer due exclusively to the convective heat exchange. For the conditions of the
problem at Ra ¼ 4:7� 104, the equivalent thermal conductivity is 2.58 W/m
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Fig. 20 Distributions of the local Nusselt number over the surface of the inner (a) and outer
(b) cylinders at Ra ¼ 102 (1), 103 (2), 104 (3), and 105 (4)
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(for the unit length of the cylinder) (Kuehn and Goldstein 1976). The numerically
obtained thermal conductivity is 2.54 W/m, which gives the error of 1.6% com-
pared with the physical experiment.

5 Geometric and Algebraic Multigrid Techniques

The construction of prolongation and interpolation operators, as well as mesh levels
of various resolutions, is discussed.

5.1 Geometric Methods

Geometric multigrid (GMG) methods are the classical multigrid techniques pro-
posed in Fedorenko (1961). The system of difference equations is solved on a
sequence of meshes of different resolution (Fig. 24a). The method used to construct
the sequence of meshes and its adaptation to the problem (inviscid or viscous,
laminar or turbulent) predetermines to a large extent the success of the application
of the multigrid approach (Wesseling and Oosterlee 2001; Brannick et al. 2006).
A proper choice of the prolongation and restriction operators makes it possible to
smooth the high-frequency modes of the solution error when going to a coarser
mesh level (Fig. 24b).
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Fig. 24 Geometric multigrid technique
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5.1.1 Full Approximation Scheme

Consider the system of difference equations

NðQÞ ¼ f ; ð17Þ

where N is a discrete operator and Q is the vector of conservative variables. The
vector f is composed of the coefficients that depend on discretization and of the
known values of the solution vector specified by the boundary conditions.

The iterative procedure for solving the system of Eq. (17) is written as

Qnþ 1 ¼ Qn þ J�1½f � NðQnÞ� ðn ¼ 1; 2; . . .Þ;

where J is the Jacobian and R ¼ f � NðQnÞ is the residual. The superscript
n indicates the iteration number.

The multigrid technology designed for solving systems of difference Eq. (17) is
based on computations on a sequence of nested meshes h1 � � � � � hM , which
generate a sequence of finite-dimensional spaces Vh1 � � � � � VhM , and on the
sequence of operator equations

NkðQkÞ ¼ f k; Qk 2 Vhk ðk ¼ 1; . . .;MÞ;

where M is the number of mesh levels. The coarse mesh solution is used to correct
the solution on the fine mesh.

In discrete form on the fine mesh

NhðbQhÞ ¼ f h; ð18Þ

where bQh is the exact solution to the discrete system. By using Qh as an initial
approximation and determining the solution error by Eh ¼ bQh � Qh, Eq. (18) is
rewritten in the form

Nh Qh þEh
� 	 ¼ f h: ð19Þ

Subtract NhðQhÞ from both parts of Eq. (19) to obtain

Nh Qh þEh
� 	� NhðQhÞ ¼ f h � NhðQhÞ ¼ RhðQhÞ:

The residual and the solution are restricted to the coarse mesh

NHðEHÞ ¼ IHh R
hðQhÞ;

NH IHh Q
h þEH

� 	� NHðIHh QhÞ ¼ IHh f h � NhðQhÞ� �
:
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Here, IHh and IhH are the restriction operators from the fine mesh to the coarse one
ðH ! hÞ and the prolongation operator from the coarse mesh to the fine one
ðh ! HÞ. In particular, QH ¼ IHh R

h and Qh ¼ IhHR
H .

On the coarse mesh

f H ¼ IHh f h � NhðQhÞ� �þNHðIHh QhÞ:

To solve the system of equations NHðQHÞ ¼ f H on the coarse mesh, nc smoothing
iterations are performed.

The correction made when going from the fine mesh to the coarse one is

TH
h ¼ NHðIHh QhÞ � IHh N

hðQhÞ:

The coarse mesh equation is corrected in order to make the coarse mesh solution
coincide with the fine mesh solution.

5.1.2 Prolongation and Restriction Operators

At the step of prolongation from the coarse mesh to the fine one, the linear inter-
polation is used to reconstruct the solution

DQh
i ¼ DQH

j þ xhi � xHj
� �

� r DQH
� 	

j for 8 i 2 Kj; ð20Þ

where DQ is the correction of the solution. Indices h and H are related to fine and
coarse meshes.

At the step of restriction from the fine mesh to the coarse one, the mean value
residual is calculated

RH
j ¼

X
i2Kj

Vh
i R

h
i =
X
i2Kj

Vh
i : ð21Þ

The averaging over volume assumes that it holds that

VH
j ¼

X
i2Kj

Vh
i :

Near the boundary of the computation domain (near a wall), it can happen that

VH
j [

X
i2Kj

Vh
i :

Condition (21) is replaced with the modified relation
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RH
j ¼

X
i2Kj

Vh
i R

h
i =max VH

j ;
X
i2Kj

Vh
i

 !
: ð22Þ

The summation in (22) is over all nodes i of the mesh Xh, which, being joined, form
the control volume Vi constructed near the node j 2 XH . The set of nodes has the
form Kj ¼ i 2 Xh : [Vh

i ¼ VH
i

� �
, and

P
i2Kj

Vh
i ¼ VH

j .

5.1.3 Smoothing Procedure

The smoothing method that damps the high-frequency error modes seems to be the
component of the multigrid method that most strongly depends on the type of the
problem to be solved. Linear iterative methods (the Jacobi and the Gauss–Seidel
method, incomplete factorization method) (Trottenberg et al. 2001) and the mul-
tistep Runge–Kutta methods (Jameson 1983) are conventional smoothing methods.

When steady flows are simulated using the time relaxation method, the multigrid
method is used to speed up the convergence in the integration with respect to the
pseudo-time; as the smoothing procedure, Runge–Kutta schemes are widely used
(Jameson 1983). Rather than solve the nonlinear Eq. (17), the ordinary differential
equation is solved

dQ
dt

¼ NðQÞ � f :

The multistage Runge–Kutta method has the form

QðkÞ ¼ Qð0Þ � cksN½Qðk�1Þ� þ cksf ðk ¼ 1; . . .; pÞ:

Here, Qn ¼ Qð0Þ and Qnþ 1 ¼ QðpÞ, and s is the time integration step. The coeffi-
cients of the difference scheme, ck , are chosen so as to ensure the effective
smoothing rather than from the accuracy and stability consideration of the
numerical solution (Jameson 1995).

5.1.4 Multigrid Cycle

The implementation of the multigrid method is reduced to the execution of the
following sequence of steps.

1. Using the smoothing method, l1 approximations of the solution on the mesh
h are made (pre-smoothing)
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bQh ¼ Qh þðJhÞ�1½f h � NhðQhÞ�:

For simplicity, the superscript n indicating the iteration number is missed.

2. The residual Rh ¼ f h � NhðQhÞ 2 Vh is projected onto the space VH , therefore
RH ¼ IHh R

h.
3. The coarse mesh solution NHðQHÞ ¼ NHðIHh QhÞþRH is found. To this end, c

recursive calls and nc iterations on the coarsest mesh are made for smoothing.
4. The error EH ¼ QH � IHh Q

h is interpolated to the fine mesh, and the solution on
this mesh is corrected

bQh ¼ Qh þ IhH QH � IHh Q
h

� 	
:

5. To suppress the interpolation error, l2 approximations of the solution on the fine
mesh are made (post-smoothing).

The iterations begin from the highest resolution mesh (level 1).

5.1.5 Sequence of Meshes

The sequence of nested meshes is constructed using the edge collapsing algorithm
(Crumpton et al. 1997; Muller and Giles 1998). Figure 25 illustrates the edge
collapsing procedure. Each edge is assigned its length, which is multiplied by the
edge growth factor when going to the next mesh level (e.g., the growth factor can
be equal to two). In the boundary layer, cells are collapsed in the direction of the
shortest edge only if only its length is not less than a threshold, which enables
preserving the mesh topology in the near wall domain. A constraint on the edge
lengths is checked. The list of cells is composed, the maximum acceptable angle
between two edges (e.g. 135°) is fixed, and the geometric criterion is checked (cells
including a collapsing edge are examined).

The mesh construction procedure is recursive, and it can be implemented rela-
tively easily. The list of all mesh cells is created and sorted by their size. As cells
are collapsed, they are removed from this list. The algorithm stops when the cell list
becomes empty. When the coarse mesh is constructed, it is checked that its volume
is positive (the maximum angle between its edges) and that the edge length doubles

i j
    Edge
collapsing

Fig. 25 Edge collapsing in
the direction of the shortest
edge

122 K. Volkov



when going from the finer mesh to the coarser one. The mesh coarsening method is
implemented in a special program module that is called by the preprocessor when
the computation model is prepared (Volkov 2009).

To construct a mesh suitable for simulating viscous flows in the boundary layer,
when cells flattened cells stretched along the wall are used, the directional mesh
coarsening in the direction of the shortest cell edge is used (Muller and Giles 1998).
The modified approach preserves the part of the mesh near the wall (e.g., near the
airfoil). The loss of mesh regularity away from the airfoil (in the inviscid part of the
flow) relatively weakly affects the quality of the numerical solution. The proposed
approach reduces the degree of cell elongation of the coarse mesh in the boundary
layer, which improves the convergence rate (Mavriplis 2002).

5.2 Algebraic Methods

The implementation of the algebraic multigrid method does not require information
about the problem geometry. It uses only the structure of the coefficient matrix of
the system of difference equations (Fig. 26). The implementation of the algebraic
multigrid method consists of the mesh (matrix) formation phase on different levels
and the solution phase (Cleary et al. 2000).

5.2.1 Basic Ideas

Consider the system of difference equations

Initial system of equations
A u = f

1

Sequence of mesh
levels (matrices)

Fig. 26 Algebraic multigrid
technique
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Ahu
h ¼ f h or

X
j2Xh

ahiju
h
j ¼ f hi ði 2 XhÞ: ð23Þ

The matrix A of size n� n in (23) consists of the coefficients aij ði; j ¼ 1; . . .; nÞ,
determined by discretization. The vector u of length n consists of the unknown node
values of the function to be found. The vector f of length n is composed of the
coefficients obtained in the course of discretization and of the given values of the
solution vector specified by the boundary conditions. The values of the unknown
function at the nodes of the mesh X ¼ f1; 2; . . .; ng are denoted by uiði ¼ 1; . . .; nÞ.

In contrast to the geometric method in which the set of nodes Xh is the highest
resolution mesh, in the multigrid algebraic method Xh ¼ f1; 2; . . .; ng is treated as
the set of indices of unknowns. The set XH has a lower number of elements, and it
corresponds to the coarse mesh.

To transfer the solution from the coarse mesh to the fine one, the interpolation
operator IhH is used, and the operator of restriction to the coarse mesh level IHh is
found from the condition obtained using the Galerkin method

AH ¼ IHh AhI
h
H ; where IHh ¼ ðIhHÞT:

The fine mesh solution is found from the equation

uhnew ¼ uhold þ IhHe
H : ð24Þ

With regard to (24), the correction of the solution on the coarse mesh eH is found by
solving the system of equations

AHe
H ¼ rH or

X
j2XH

aHij e
H
j ¼ rHi ði 2 XHÞ;

where rH ¼ IHh ðrholdÞ and rhold ¼ f h � Ahuhold. The error of the numerical solution
eh ¼ uh� � uh (the asterisk marks the exact solution) is found using the coarse mesh
correction operator

ehnew ¼ Kh;He
h
old; where Kh;H ¼ Ih � IhHA

�1
H IHh Ah; ð25Þ

where Ih is the identity operator.
The solution is smoothed using the operator Sh. In the smoothing phase (the

smoothed solution is marked by an overline)

uh ! uh; where uh ¼ Shu
h þðIh � ShÞA�1

h f h:

Smoothing the solution error yields eh ! eh, where eh ¼ Sheh.
If l1 and l2 iterations are used for the pre- and post-smoothing, the correction

operator is written as
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ehnew ¼ Mh;He
h
old; where Mh;Hðl1; l2Þ ¼ Sl2h Kh;HS

l1
h :

In the classical approach, the variables on the coarse mesh level are constructed
as a subset of variables on the fine mesh (Ruge and Stuben 1987; Stuben 2001a, b).
The set of fine mesh variables is split into two disjoint subsets Xh ¼ Ch [ Fh, where
Ch is the set of coarse mesh variables, and Fh is the set of fine mesh variables. The
solution error eh ¼ IhHe

H is interpolated by the rule

ehi ¼ ðIhHeHÞi ¼
eHi ; if i 2 Ch;P
k2Ph

i

wh
ike

H
k ; if i 2 Fh;

8<: ð26Þ

where Ph
i � Ch is the set of variables involved in the interpolation. When the

solution is interpolated from the coarse mesh to the fine mesh, the solution error ehi
is set to eHi if i is a C-variable, and it is set equal to a weighted sum of variables
from the set Ph

i if i belongs to the subset F. The set Ph
i is a small subset of the set of

C-variables that are close to the variable i, which guarantees that the matrix AH is
sparse. On the other hand, the set Ph

i contains a sufficiently large number of vari-
ables to which i is strongly coupled.

The convergence of the multigrid method depends on the variation of the norm
of the solution error

eh
�� ��

Ah
¼ Aheh; eh
� 	1=2

:

Using the variational principle and l pre-smoothing iterations (Stuben 2001a, b)

Kh;HS
l
he

h
�� ��

Ah
¼ min

eH
Slhe

h � IhHe
H

�� ��
Ah
: ð27Þ

The procedure described by (27) can be recursively extended to any number of
mesh levels. The convergence rate depends on the choice of the relaxation proce-
dure and interpolation operator.

5.2.2 Implementation Steps

The set of coarse mesh variables is split into the subsets of C-variables and
F-variables. The mesh level Xk ðk ¼ 1; 2; . . .;M � 1Þ is assigned the subsets Ck and
Fk . Each mesh level is also assigned the mesh operators A1, A2, …, AM (where
A1 ¼ A), and also the interpolation operators Pk ¼ Ikkþ 1 and the restriction opera-
tors Rk ¼ Ikþ 1

k , where k ¼ 1; 2; . . .;M � 1. The restriction is the transposed inter-

polation operator Rk ¼ ðPkÞT. To construct the matrix of the system on the coarse
mesh level, the Galerkin product is calculated, RkAkPk. The error on each mesh
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level is smoothed using the smoothing operator Sk ðk ¼ 1; 2; . . .;M � 1Þ. The
coarsening procedure is repeated until the size of the system becomes sufficiently
low for the system of difference equations to be solved by a direct method (e.g., by
the Gauss elimination method).

The subsets Ck and Fk, as well as the interpolation, restriction, and smoothing
operators, are constructed in the setup phase.

Upon the execution of the setup phase, the solution to the original equation is
found by recursively applying the multigrid procedure. The number of smoothing
iterations and the number of recursive calls of the method on each mesh level are
specified. The sensitivity of the solution phase to the choice of the smoothing
procedure is typically relatively low, and classical iterative methods are usually
used.

5.2.3 Construction of Mesh Levels

By taking into account strong couplings between variables in the interpolation
procedure, the convergence can be accelerated, while weak couplings have a
negative effect on the convergence rate thus increasing the computational com-
plexity. The diversity of available approaches is due to the search of a compromise
between the overall effectiveness of the algorithm and its computational
complexity.

In many cases, the vector and matrix terminology is replaced by the terms related
to fictitious meshes. The nodes of these meshes are interpreted as the nodes of a
directed graph related to the given matrix. The mesh node i 2 Xh (associated with
the variable uhi ) is connected to the variable j 2 Xh if ahij 6¼ 0. The set of variables
adjacent to the variable i has the form

Nh
i ¼ j 2 Xh : j 6¼ i; ahij 6¼ 0

n o
ði 2 XhÞ:

In the mesh terminology, the equation Ahuh ¼ f h is a fictitious mesh equation on the
fine mesh Xh and is a fictitious mesh equation AHuH ¼ f H on the coarse mesh
XH � Xh.

To choose the matrix coefficients that are used for constructing the coarse mesh
level, the concepts of strong influence of a variable and strong coupling between
variables are introduced (Stuben 2001a, b). The variable i strongly depends on the
variable j, and the variable j strongly affects the variable i if the magnitude of the
matrix element aij is greater than all the off-diagonal coefficients in the matrix
(standard coarsening)

�aij > hmax
k 6¼i

�aikf g: ð28Þ
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The parameter 0\ h6 1 in (28) controls the number of strong couplings between
variables (typically, h ¼ 0:25). The set Si is the set of all variables j that are strongly
coupled with the variable i (the set of variables that strongly affect the variable i)

Si ¼ j : j 6¼ i;�aij > hmax
k 6¼i

�aikð Þ

 �

:

The available theoretical approaches are applied to solving scalar second-order
elliptic partial differential equations whose discretization yields a system of dif-
ference equations with an M-matrix (in this case, the convergence rate of the
method is independent of the problem size). If there are both negative and positive
off-diagonal elements, the following definitions are used:

a�ij ¼
aij; if aij\0;
0; if aij > 0;



aþ
ij ¼ 0; if aij 6 0;

aij; if aij [ 0:



In this case, two disjoint subsets of variables are

N�
i ¼ fj 2 Ni : a

h
ij\0g; N þ

i ¼ fj 2 Ni : a
h
ij [ 0g:

In practice, C=F splitting is constructed in such a way that the set of C-variables
is approximately the maximally independent set (within the set C, the variables
have no strong couplings between themselves), and the F-variables are surrounded
by interpolatory C-variables (Yang 2006).

5.2.4 Interpolation

For simplicity, the superscript h is missed, and the relation (26) is replaced by

ei ¼
X
k2Pi

wikek ði 2 FÞ: ð29Þ

After several relaxation steps, the scaled residual of the solution becomes much
less than the solution error jrij � aiijeij. The local approximation of an alge-
braically smooth error such that Se ¼ e and jrij � aiijeij is

ei ¼ � 1
aii

X
j2Ni

aijej ði 2 XÞ: ð30Þ

In the implementation of the method, one must construct a proper C=F splitting and
determine the set of interpolatory variables Pi � Cði 2 FÞ and weighting coeffi-
cients wik such that relation (29) gives an acceptable approximation for any alge-
braically smooth error.
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The exact interpolation procedure is given by formula (30) in which Pi ¼ Ni and
wik ¼ �aik=aii. This approach requires that a C=F splitting be constructed such
that, for each variable i 2 F, all the variables adjacent to i are contained in the set
C and result in the construction of a direct method for solving the system of
difference equations (Stuben 2001a, b). However, the direct methods are compu-
tationally inefficient. To design an efficient computation procedure, small subsets Pi

are needed (as small as possible) to obtain a sparse Galerkin operator and achieve a
high convergence rate.

In the case of direct interpolation Pi Ni, and the interpolation operator is
constructed based on relation (30) given the subset of variables that are not involved
in the interpolation (the part of the sum corresponding to the algebraically smooth
error for which j 2 NinPi).

For M-matrices, the interpolation procedure is constructed based on the fact that
the algebraically smooth solution error changes slowly in the direction of the
strongest coupling between variables. For any variable i that is strongly coupled
with variables in the set Pi, the best approximation for the algebraically smooth
error satisfies the equation

X
k2Pi

aik

 !�1X
k2Pi

aikek ¼
X
j2Ni

aij

 !�1X
j2Ni

aijej ði 2 XÞ:

Substitution into Eq. (30) results in the interpolation procedure (29) with positive
weighting coefficients (Stuben 2001a, b)

wik ¼ �ai
aik
aii

; where ai ¼
P

j2Ni
aijP

l2Pi
ail

ði 2 F; l 2 PiÞ: ð31Þ

In practice, relation (31) implies that, for the constructed splitting C=F, each
variable i 2 F has a fairly large number of variables in the subset C with which it is
strongly coupled and which are used as the interpolatory variables Pi.

For matrices of general form, the coefficients aþ
ij and a�ij and the subsets N

þ
i and

N�
i are used, while positive coefficients are added to the coefficients on the principal

diagonal. The interpolation procedure is given by the formula

eaiiei þ ai
X
k2Pi

a�ikek ¼ 0; ð32Þ

where

eaii ¼ aii þ
X
j2Ni

aþ
ij ; ai ¼

P
j2Ni

a�ijP
k2Pi

a�ik
:
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This approach yields the positive weighting coefficients

wik ¼ �ai
a�ikeaii ði 2 F; k 2 PiÞ:

In the general case, taking into account positive couplings in the construction of
the interpolation procedure turns out to be more important than the account for
negative couplings (Stuben 2001a, b) (for positive couplings, the solution error
varies most slowly). For a variable i 2 F that has both negative and positive cou-
plings, it is assumed that N�

i 6¼ ; and N þ
i 6¼ ;, while the C=F splitting is such that

at least one coupling of any sign belongs to the subset C. Two sets of interpolatory
variables such that ; ¼ P�

i C \N�
i and ; ¼ Pþ

i C \N þ
i are chosen.

For each variable i 2 F, a set of interpolatory variables Pi ¼ Ni is specified,
which gives

aiiei þ
X
j2Ni

aijej ¼ 0:

Using Pi ¼ P�
i [Pþ

i gives

aiiei þ ai
X
k2Pi

a�ikek þ bi
X
k2Pi

aþ
ik ek ¼ 0: ð33Þ

The error is found from the equation

ei ¼
X
k2Pi

wikek;

where

ai ¼
P

j2Ni
a�ijP

k2Pi
a�ik

; bi ¼
P

j2Ni
aþ
ijP

k2Pi
aþ
ik

:

The weighting coefficients are found from the formulas

wik ¼ �aiaik=aii
�biaik=aii

for k 2 P�
i ;

for k 2 Pþ
i :
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In this case wik [ 0, if k 2 P�
i and wik\0 if k 2 Pþ

i . If N þ
i ¼ ; or N�

i ¼ ;, then
the specifications are changed by setting Pþ

i ¼ ;, bi ¼ 0 and P�
i ¼ ;, ai ¼ ;. If

there are positive elements, they are added to the diagonal elements.
To improve the interpolation procedure, it is assumed that there is a C=F

splitting such that, for each variable i 2 F, the set of interpolatory variables
Pi Ni \C is given. Rather than directly approximate the noninterpolatory part of
the equation for the variable in (30), the solution errors ej for all variables j 62 Pi

that are strongly coupled with the variable i in equation j are removed. The standard
interpolation procedure results in expanding the set of interpolatory variables (the
sparseness of the Galerkin operator is decreased).

5.2.5 Smoothing

The application of the general smoothing procedure gives

enþ 1 ¼ Sen or unþ 1 ¼ Sun þ I � Sð ÞA�1f ; ð34Þ

where en ¼ un � u is the error. The matrix S ¼ I � Q�1A, where Q is the lower
triangular part of the matrix A, is chosen as the smoothing operator. The iterative
scheme used as the smoothing procedure is written as

unþ 1 ¼ un þQ�1 f � Aunð Þ: ð35Þ

The Gauss–Seidel method is widely used as the smoothing procedure.

5.3 Efficiency Indicators

The main factors characterizing the efficiency of a multigrid procedure imple-
mentation are the convergence factor and the complexity factor.

The convergence rate is the decrease of the residual norm in two adjacent cycles
q ¼ rkþ 1

�� ��= rk
�� ��. The convergence factor is obtained by averaging the conver-

gence rate over all multigrid cycles (after the prescribed residual level has been
reached) or over a given number of cycles if the prescribed residual level cannot be
achieved. The asymptotic convergence factor is computed relative to the residual
norm at the first multigrid cycle.

The complexity factor is defined as the number of operations executed at one
iteration step and the required memory at this step. The operator complexity is
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defined as the ratio of the total number of nonzero elements in the matrices Ak on all
mesh levels k ¼ 1; 2; . . .;M to the number of nonzero elements in the matrix A1

corresponding to the finest mesh. It shows the number of operations per a multigrid
cycle in one step of the solution. As the operator complexity decreases, the com-
putation time decreases as well.

The operator complexity is an indicator of the amount of memory needed for the
implementation of the multigrid method

CO ¼
X
k

jAðkÞj
jAð1Þj ;

where jAðkÞj is the number of nonzero coefficients at the level k.
The mesh complexity factor shows how quickly the mesh is coarsened

CG ¼
X
k

nk
n1

;

where nk is the number of variables (mesh points or graph nodes) at the level k.
The cycle complexity is characterized by the parameter

CC ¼
X
k

jAðkÞj
jAð1Þj lkc

k;

where lk ¼ l1 þ l2. The parameter c corresponds to the type of the multigrid cycle
(c ¼ 1 for V-cycle and c ¼ 2 for W-cycle). A combination of the convergence and
complexity factors of a multigrid cycle gives an estimate of the amount of com-
putational work per unit of error CW ¼ �CC=log q.

5.4 Comparative Characteristics

The standard multigrid techniques are used to solve the Euler and Navier–Stokes
equations with different degrees of success. The main factors that complicate the
application of these techniques are the nonlinearity of equations and their mixed
type (the standard multigrid techniques are developed for elliptic equations). Other
difficulties arise in the solution of singularly perturbed problems (Trottenberg et al.
2001).

The geometric multigrid techniques seem to be more appropriate for solving
nonlinear problems because the nonlinearities of the given equation are transferred
down the mesh hierarchy (from finer to coarser meshes).

The algebraic multigrid techniques are used in the domains where the geometric
methods are impractical or run into severe difficulties (Trottenberg et al. 2001) (e.g.,
the solution of a system of difference equations obtained by the discretization of
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partial differential equations with discontinuous coefficients). They need consider-
able time for the setup phase. For this reason, they are not used for solving small
size and medium size systems of equations or in the case of low-order
discretization.

While the successful application of geometric methods considerably depends on
the smoothing procedure, the algebraic methods typically employ a simple relax-
ation procedure (the Jacobi or Gauss–Seidel methods) and an operator-dependent
interpolation that gives a good representation of the norm of the solution error
(Wesseling 1992; Wesseling and Oosterlee 2001) (local adaptation of interpolation
to the properties of the relaxation procedure).

The improvement of individual components of a multigrid method applied to
solving nonlinear equations (e.g., the Euler or Navier–Stokes equations) weakly
affects the convergence rate (especially when high-order difference schemes, which
are not compact, are used). To improve the convergence of a multigrid procedure,
the Jacobian must be discretized more accurately (Mavriplis 2002) (the Jacobian is
typically discretized using low-order schemes, which results in the degradation of
convergence).

5.5 Numerical Examples

Consider the inviscid and viscous flow around the NACA0012 airfoil at M1 ¼ 0:5
and at different attack angles (a ¼ 0� and a ¼ 1:25�). The Euler and Navier–Stokes
equations are discretized using structured and unstructured meshes. The multigrid
procedure is implemented within the V-cycle (l1 ¼ 2 and l2 ¼ 1). The three-stage
(RK3) and five-stage (RK5) Runge–Kutta method is used for smoothing.

5.5.1 Geometric Method

Computations for a ¼ 1:25� are performed on a structured mesh (version 1) con-
taining 20,800 nodes (320� 64 mesh of type O) and on an unstructured mesh
consisting of triangular cells (version 2) containing 5766 nodes. In version 1, the
outflow boundary of the computation domain is at the distance of 20L from the
trailing edge of the airfoil. In the case of version 2, it is at the distance of 30L from
the trailing edge, where L is the airfoil chord. The finest mesh cells satisfy the
conditions ðDy=DxÞmin ¼ 0:45, ðDy=DxÞmax ¼ 20, and ðDy=LÞ ¼ 8� 10�4. While
the free stream conditions are set on the inflow boundaries, those of the outflow are
set on the outlet boundaries.

Five mesh levels are used in CFD computations. The meshes are constructed by
collapsing mesh edges in all directions. The meshes of levels 1, 2, and 3 constructed
using the edge collapsing algorithm are shown in Fig. 27 (version 1) and Fig. 28
(version 2). The number of nodes in the meshes of each level is shown in Table 1
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Fig. 27 Sequence of structured meshes (version 1)

Fig. 28 Sequence of unstructured meshes (version 2)
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(for versions 1 and 2). As the mesh is coarsened, the leading edge of the airfoil
undergoes certain changes. It becomes sharper, which introduces errors in the
coarse mesh solution but does not affect the solution obtained by the multigrid
technique. The procedure used to construct the nested meshes preserves the mesh
topology inside the computation domain. In version 2, the maximum ratio of the
cell edges is 1 for the first level mesh, 0.37 for the second level mesh, 0.44 for the
third level mesh, 0.57 for the fourth level mesh, and 0.71 for the fifth level mesh.

The distributions of the pressure coefficient on the airfoil surface are shown in
Fig. 29. They look almost the same both on the structured and unstructured meshes.
The solution has a big jump on the upper surface of the airfoil (at x=L
 0:68) and a
weak jump on its lower surface (at x=L
 0:32). For the given parameters of the
problem, the integration of pressure over the airfoil surface yields the coefficients of
drag and lift force (Cx ¼ 0:0227 and Cy ¼ 0:3527) that are in good agreement with
the data presented in AGARD Report (1986).

Table 1 The number of mesh nodes at each level

Variant Level 1 Level 2 Level 3 Level 4 Level 5

1 20,800 9496 3767 1825 603

2 5766 2180 893 403 214

0 0.5 1
-1.2

-0.4

0.4

1.2
-Cp

x/L

Fig. 29 Comparison of the
distributions of pressure
coefficient over the airfoil
surface on structured (solid
line) and unstructured
(symbols □) meshes

Table 2 Convergence of the iterative process

Variant Convergence 100 ! 10�4 Convergence 100 ! 10�10

Number of cycles Time (s) Number of cycles Time (s)

1 180 1072 485 2560

2 267 269 876 833
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The data for the convergence of the iterative process in the initial stage of the
residual variation (from 100 to 10�4) and in the entire range of its variation are
presented (from 100 to 10�10) in Table 2 (the residual norm is normalized to the
norm of the initial residual). The number of iterations for the preliminary and final
smoothing is assumed to be equal to one. On the coarsest mesh, five iterations are
made.

The history of convergence on the structured and unstructured meshes is illus-
trated in Fig. 30. On the structured mesh (version 1), the method converges in 485
multigrid cycles, and on the unstructured mesh (version 2), it converges in 876
multigrid cycles.

The solution of the viscous problem is performed at Re ¼ 500 (the Reynolds
number is calculated based on the airfoil chord). Calculations are based on
Reynolds-averaged Navier–Stokes equations and equations of Spalart–Allmaras
turbulence model (Volkov 2008). The simulation gives the distribution of pressure
over the airfoil surface that agrees with the data in AGARD Report (1986) and only
weakly differs from the solution shown in Fig. 29. The drag and lift force coeffi-
cients are Cx ¼ 0:0225 and Cy ¼ 0:3536 (the relative difference in the solutions to
the inviscid and viscous problems is 0.88% for the drag coefficient and 0.26% for

R

n
0 120 24060 180

0

-4

-8

-2

-6

-10

-12

1

2

Fig. 30 Variation of residual
depending on the number of
multigrid cycles on structured
(line 1) and unstructured (line
2) meshes

Table 3 The convergence factor in the solution of the Euler equations

Mesh Number of levels CGv CGc qða ¼ 0�Þ qða ¼ 1:25�Þ
RK3 RK5 RK3 RK5

2607 2 1.58 1.34 0.24 0.18 0.28 0.18

5258 3 1.64 1.36 0.34 0.24 0.25 0.17

10,273 4 1.67 1.36 0.25 0.24 0.24 0.17

20,621 5 1.64 1.36 0.34 0.21 0.23 0.21
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the lifting force coefficient). To achieve the prescribed level of relative residual
ðR
 10�5Þ, 158 multigrid cycles are needed.

5.5.2 Algebraic Method

The C=F splitting is constructed using the standard coarsening method. For
interpolation, the standard interpolation method is used, and smoothing is per-
formed by the Gauss–Seidel method.

The convergence factor of the multigrid procedure is presented in Table 3. The
quality of mesh coarsening is characterized by such parameters as the total number
of mesh cells and the number of mesh nodes in the meshes of different resolution
(the parameters CGc and CGv). The coarsest mesh contains less than 500 unknowns.
The dependence of the convergence rate on the mesh resolution is relatively weak.

The simulation of the viscous airfoil flow is performed for Re ¼ 500. The mesh
is refined in the vicinity of the airfoil surface. The maximum ratio of the mesh cell
sizes is 500. The scheme RK5 is used as the smoothing method. The convergence
factor of the multigrid procedure is presented in Table 4. The convergence rate at
the attack angle a ¼ 0� is higher than that of a ¼ 1:25�.

The use of the algebraic multigrid gives the convergence factor of 0.55 for the
Euler equations and 0.81 for the Navier–Stokes equations. For the geometric
multigrid technique, the asymptotic convergence factor is 0.8 for the Euler equa-
tions and 0.91 for the Navier–Stokes equations.

In the majority of implementations, the parameter h ¼ 0:25 is used, and the
number of mesh levels is assigned the maximum possible value (Ruge and Stuben
1987). In practice, the coefficient h is varied in a wide range (from 0.2 through 0.4).
The value h ¼ 0:25 corresponds to the interpolation by four points on the fine mesh
(in the geometric method, this value corresponds to doubling the mesh step when
going from a finer to a coarser mesh). The variation of h in the range from 0.2
through 0.4 gives the maximum increase in the computation time by 7.5% on the
structured mesh. For the unstructured meshes, the optimal value is 0.0625. The
choice of the optimal number of internal iterations reduces the computation time by
10% depending on the boundary conditions.

Table 4 The convergence factor in the solution of the Navier–Stokes equations

Mesh Number of levels CGv CGc qða ¼ 0�Þ qða ¼ 1:25�Þ
8872 2 1.64 1.37 0.37 0.21

18,416 3 1.88 1.44 0.37 0.57

36,388 4 1.67 1.37 0.35 0.45
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6 Conclusion

A numerical method was developed for computing steady-state inviscid and viscous
compressible flows in a wide range of Mach numbers. Preconditioning is switched
on depending on the local Mach number or the local pressure field. The numerical
results obtained in the benchmark problems suggest that the numerical method
developed has a sufficient accuracy for resolving characteristic features of incom-
pressible and compressed flows. At low Mach numbers, the CPU time required for
solving the preconditioned equations is 15% longer (due to an increase in the
number of arithmetic operations) than in the case of the original equations.

The dual time-stepping method is used to compute free convective flows. The
proposed numerical method has sufficient accuracy to solve characteristic features
of free convective flows. Preconditioning eliminates the dependence of the con-
vergence rate on the Mach number. At low Mach numbers, the solution of pre-
conditioned equations increases the computation time 10–15% (due to the growing
number of arithmetic operations) compared with the case when no preconditioning
is used, and the original equations are solved.

The results obtained show that the geometric multigrid is more efficient than the
algebraic multigrid, even though they require more effort for the modification of the
software code, including the modification of the data structure (arrays for each mesh
level must be organized and the procedure for the construction of the sequence of
meshes must be implemented). The geometric multigrid has a higher convergence
rate and does not strongly depend on the method parameters. The algebraic
multigrid efficiency considerably depends on the input parameters. The geometric
method takes about 20% of the computation time needed to solve the same problem
by the algebraic method (the time needed to construct the meshes is not taken into
account). The algebraic method is sensitive to the mesh variation and resolution on
the coarsest level. The proper choice of the algebraic multigrid method parameters
can reduce the total computation time by 15–40%.

Nomenclature

Latin Symbols

c Speed of sound
e Specific total energy
f Function
m Mass
n Number of iterations
p Pressure
q Heat flux
r Radius
t Time
vx; vy; vz Velocity components
v Velocity vector
x; y; z Cartesian coordinates
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C Constant
Cf Friction coefficient
Cp Pressure coefficient
F Flux
H Source term
L Total pressure losses
M Mach number
Nu Nusselt number
Pr Prandtl number
Q Conservative variables
R Residual
Ra Rayleigh number
Re Reynolds number
T Temperature
U Symmetrized variables
V Primitive variables
W Characteristic variables

Greek Symbols

c Ratio of specific heat capacities
k Thermal conductivity
l Dynamic viscosity
m Kinematic viscosity
q Density
x Rotation speed

Subscripts

i; j; k Tensor indices
n Normal
w Wall
s Tangential
0 Total
� Reference
1 Free stream

Superscripts

n Time layer
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Abbreviations

1D One-dimensional
2D Two-dimensional
3D Three-dimensional
CDS Central difference scheme
CFD Computational fluid dynamics
CFL Courant–Friedrichs–Lewy
MG Multigrid
MUSCL Monotonic upwind scheme for conservative laws
RK Runge–Kutta
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Appendix: Physical and Conservative Variables

In integral form, the system of gas dynamics equations describing unsteady viscous
compressible gas flows has the form

@

@t

Z
Vi

U dV þ
Z
@Vi

FþGð Þ dS ¼ 0:

In physical variables, it becomes

@U
@Q

@

@t

Z
Vi

Q dV þ
Z
@Vi

FþGð ÞdS ¼ 0:

The vectors of physical and conservative variables are given by

Q ¼

p
vx
vy
vz
T

0BBBB@
1CCCCA; U ¼

q
qvx
qvy
qvz
qe

0BBBB@
1CCCCA:

The transition between the conservative and physical variables is based on the
matrix
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@U
@Q

¼

qp 0 0 0 qT
qpvx q 0 0 qTvx
qpvy 0 q 0 qTvy
qpvz 0 0 q qTvz
qpH � 1 qvx qvy qvz qTHþ qcp

0BBBB@
1CCCCA:

Preconditioning Matrix

Multiplication of the equation written in physical variables by a matrix K yields the
following equation in nonconservative form:

K
@U
@Q

� �
@

@t

Z
Vi

Q dV þK
Z
@Vi

F dS ¼ 0:

The matrix K is chosen so as to simplify the product

K
@U
@Q

¼

qp 0 0 0 qT
0 q 0 0 0
0 0 q 0 0
0 0 0 q 0
�1 0 0 0 qcp

0BBBB@
1CCCCA:

It has the form

K ¼

1 0 0 0 0
�vx 1 0 0 0
�vy 0 1 0 0
�vz 0 0 1 0
�ðH � jvj2Þ �vx �vy �vz 1

0BBBB@
1CCCCA:

The inverse matrix of K is written as

K�1 ¼ R1;R2;R3;R4;R5f g:
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The columns of K�1 have the form

R1 ¼

U2
r ½bðH � jvj2Þþ 1�=a

�vx=e

�vy=e

�vz=e

ðmþ 1ÞU2
r þðH � jvj2Þ½ðmþ 1ÞbU2

r � a�
n o

=ðcpaeÞ

0BBBBBBB@

1CCCCCCCA;

R2 ¼

bU2
r vx=a

1=e

0

0

ðmþ 1ÞbU2
r � a

� �
vx=ðcpaeÞ

0BBBBBB@

1CCCCCCA;

R3 ¼

bU2
r vy=a

0

1=e

0

ðmþ 1ÞbU2
r � a

� �
vy=ðcpaeÞ

0BBBBBB@

1CCCCCCA;

R4 ¼

bU2
r vz=a

0

0

1=e

ðmþ 1ÞbU2
r � a

� �
vz=ðcpaeÞ

0BBBBBB@

1CCCCCCA;

R5 ¼

�bU2
r =a

0

0

0

� ðmþ 1ÞbU2
r � a

� �
=ðcpaeÞ

0BBBBBB@

1CCCCCCA:
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Here, a ¼ 1þm bU2
r , b ¼ qT=ðqcpÞ, e ¼ ðmþ 1Þq, and v is the velocity vector.

The modified matrix eC ¼ Kð@U=@QÞ for the system of nonconservative equa-
tions is given by

eC ¼

H 0 0 0 qT
0 q 0 0 0
0 0 q 0 0
0 0 0 q 0
�1 0 0 0 qcp

0BBBB@
1CCCCA:

Multiplication of the equation by the matrix K�1, the conservative precondi-
tioned equation is

C
@

@t

Z
Vi

Q dV þ
Z
@Vi

F dS ¼ 0;

where C ¼ K�1eC. The inverse of the matrix C has the form

C�1 ¼

abþU2
r avx avy avz �a

�vx=q 1=q 0 0 0
�vy=q 0 1=q 0 0
�vz=q 0 0 1=q 0
½bða� 1ÞþU2

r �=ðqcpÞ evx evy evz �e

0BBBB@
1CCCCA;

where a ¼ qTU
2
r =ðqcpÞ, b ¼ H � jvj2, and e ¼ ða� 1Þ=ðqcpÞ.

The eigenvalues of the Jacobian of the preconditioned system are found by
solving the characteristic equation

C�1A� k I
�� �� ¼ A� kCj j ¼ 0;

where A ¼ @Fx=@Q. The flux Jacobian in physical variables has the form

A ¼

qpvx q 0 0 qTvx
qpv

2
x þ 1 2qvx 0 0 qTv

2
x

qpvxvy qvy qvx 0 qTvxvy
qpvxvz qvz 0 qvx qTvxvz
qpHvx qðHþ v2xÞ qvxvy qvxvz ðqTHþ qcpÞvx

0BBBB@
1CCCCA:
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Rearranging the determinant gives

qpvx � kH q 0 0 qTðvx � kÞ
1 qðvx � kÞ 0 0 0
1 0 qðvx � kÞ 0 0
1 0 0 qðvx � kÞ 0
k qvxðvx � kÞ qvyðvx � kÞ qvzðvx � kÞ qcpðvx � kÞ

����������

����������
¼ 0:

The characteristic equation becomes

vx � kð Þ3½qcp � v2xðqT þ qqpcpÞþ kvxð2qT þ qqpcp þHqcpÞ � k2ðqT þHqcpÞ�
¼ 0:

Here, k1;2;3 ¼ vx. The roots k4;5 are found by solving the quadratic equation

k2 � vxð1þ bU2
r Þk� U2

r ð1� b v2xÞ ¼ 0;

where b ¼ qp þ qT=ðqcpÞ. For the ideal gas model, b ¼ 1=ðcRTÞ ¼ 1=c2. Solving
the quadratic equation yields

k4;5 ¼ v0x 	 c0;

where

v0x ¼ vxð1� aÞ; c0 ¼ a2v2x þU2
r

� 	1=2
:

The parameter a is given by the relation

a ¼ 1
2

1� bU2
r

� 	
:

Eigenvalues and Eigenvectors

The right eigenvectors of the matrix AC are determined by the relation ACri ¼ kiri,
which gives

A� kiCð Þri ¼ 0:

Substitution and simple transformations give
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qpvx � kH q 0 0 qTðvx � kÞ
1 qðvx � kÞ 0 0 0
0 0 qðvx � kÞ 0 0
0 0 0 qðvx � kÞ 0
k qvxðvx � kÞ qvyðvx � kÞ qvzðvx � kÞ qcpðvx � kÞ

0BBBB@
1CCCCA

r1
r2
r3
r4
r5

0BBBB@
1CCCCA

¼ 0:

At k ¼ vx, the equation becomes

qpvx � vxH q 0 0 0
1 0 0 0 0
0 0 0 0 0
0 0 0 0 0
k 0 0 0 0

0BBBB@
1CCCCA

r1
r2
r3
r4
r5

0BBBB@
1CCCCA ¼ 0:

Here, r1 ¼ 0, r2 ¼ 0, while the components r3, r4, and r5 are chosen to be linearly
independent

r1 ¼

0
0
0
0
1

0BBBB@
1CCCCA0; r2 ¼

0
0
0
1
0

0BBBB@
1CCCCA; r3 ¼

0
0
1
0
0

0BBBB@
1CCCCA:

For the components of the right eigenvectors r4 and r5 with eigenvalues
k4 ¼ v0x � c0, k5 ¼ v0x þ c0

r2 ¼ r1
qðk� vxÞ ; r3 ¼ 0; r4 ¼ 0; r5 ¼ r1

qcp
:

Since k ¼ u0 � c0, then k� u ¼ �ðauþ c0Þ and r1 ¼ auþ c0. The eigenvector
corresponding to the eigenvalue k4 is given by

r4 ¼

auþ c0

�1=q
0
0

ðauþ c0Þ=ðqcpÞ

0BBBB@
1CCCCA:

For the eigenvalue k5 ¼ u0 þ c0, k� u ¼ �ðau� c0Þ. Setting r1 ¼ au� c0 yields
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r5 ¼

au� c0

�1=q
0
0

ðau� c0Þ=ðqcpÞ

0BBBB@
1CCCCA:

The right eigenvector matrix is written as

MC ¼

0 0 0 ðauþ c0Þ ðau� c0Þ
0 0 0 �1=q �1=q
0 0 1 0 0
0 1 0 0 0
1 0 0 ðauþ c0Þ=ðqcpÞ ðau� c0Þ=ðqcpÞ

0BBBB@
1CCCCA:

The left eigenvector matrix (the inverse of MC) has the form

M�1
C ¼

�1=ðqcpÞ 0 0 0 1
0 0 0 1 0
0 0 1 0 0
1=ð2c0Þ qðau� c0Þ=ð2c0Þ 0 0 0
�1=ð2c0Þ �qðauþ c0Þ=ð2c0Þ 0 0 0

0BBBB@
1CCCCA:

The eigenvalue matrix K is given by

K ¼

vx 0 0 0 0
0 vx 0 0 0
0 0 vx 0 0
0 0 0 u� ðauþ c0Þ 0
0 0 0 0 u� ðau� c0Þ

0BBBB@
1CCCCA:

The matrix AC ¼ C�1A is written as

AC ¼

vxbU2
r qU2

r 0 0 0
1=q vx 0 0 0
0 0 vx 0 0
0 0 0 vx 0
�2avx=ðqcpÞ U2

r =cp 0 0 vx

0BBBB@
1CCCCA:
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Runge–Kutta Scheme

In the general case, the explicit Runge–Kutta scheme is written as

Qð0Þ
i ¼ Qn

i ;

QðkÞ
i ¼ Qð0Þ

i � akDtCRi½Qðk�1Þ�;
Qnþ 1

i ¼ QðmÞ
i :

Here, ak ¼ 1=ðm� kþ 1Þ, k ¼ 1; 2; . . .;m. The indexes n and m denote the time
layer and the order of the Runge–Kutta scheme, respectively. R denotes the residual
due to the discretization of inviscid and viscous fluxes.
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Numerical Simulation and Experimental
Validation of the Role of Delta Wing
Privileged Apex

Iddir Boumrar and Zied Driss

1 Introduction

The designers of the modern aircraft fighters have recently, given unprecedented
interest for maneuverability, supersonic cruising, short takeoff, and the landing
executions. In particular, supermaneuverability requires significant improvements
of the aerodynamic characteristics of the wings at high angles of attack, which
initially resulted in seeking geometries of optimal wings allowing and preserving a
good dynamics of the turbulent flow at the suction face and eliminating each
involved structure in the increase of the aerodynamic drag.

The behavior of the vortex occurring at the delta wing suction face at various
incidences has been the subject of research since the beginning of the 50s. The
research study developed by Parker (1976) is notable because it contains the
complete list of the references and a discussion of the unstable flow for angles of
attack going up to 20°.

Many investigators studied the air flow around delta wing models in wind tunnel
at subsonic velocities with adapted volatile additives, which gave satisfaction. By
employing air, we can reach high Reynolds numbers. For the delta wing model with
sharp leading edges, we used Reynolds numbers varying from a few thousands until
one or two millions. In a steady flow, when the delta wing incidence increases until
a range between 30° and 40°, the exact value depends on the wing aspect ratio and
other geometrical parameters; an instability of vortex known under the name of
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“the bursting or vortex breakdown” appears at the wing trailing edge and progresses
gradually ahead until the wing apex. On the delta wing model, this phenomenon
was first observed by Lambourne and Bryer (1962). A study of Hawk et al. (1990)
identified “a local angle of movements” around 45° from which the vortex bursting
occurs. Ekaterinaris and Schiff (1990) showed that instability can be envisaged
successfully (at a = 32° on a delta wing with a sweep angle u = 75°) by an exact
numerical resolution of the Navier–Stokes equations. These authors also mentioned
two classes of vortex bursting known as the “bursting in bubble” and the “bursting
in spiral”. The behavior of the bursting is known to play a crucial role in the case of
unstable movements. The first “generations” of planes, with delta wings, in the
United States: the F-102, B-58, and the experimental bomber Xb-70 were not
planned to fly at high angles of attack, they nevertheless drew all benefit from the
increase of lift due to the apex vortex. Stability in pitching of the supersonic
conveyor Concorde incited the first investigations on instabilities. These studies
took place in the United Kingdom and were characterized by the work of
Lambourne et al. (1964), which studied the consequences of the fast changes of the
incidence angle i, like the oscillating data brought back later in detail by Woodgate
and Halliday (1971). Laidlaw and Halfman (1956) have measured the pressures on
oscillating models of delta wings with sweep angles u = 60° and 75°, but the
amplitudes were small, and then the effect of the vortex was negligible; their
objective was to evaluate the linear theory for the wings. However, it has reached
incidences close to 90°, HARV used strongly beveled leading edges, and fighters in
their preliminary design stage relied on the vortex mode coming from their leading
edges (Cummings et al. 1990).

The theories published by Lowson (1963) and Randall (1966) were compared
with experimental data. Lowson’s analysis was particularly judged to be a rigorous
attempt to adapt the work of Brown and Michael (1955) for oscillating movements.
Nevertheless, these authors agree with the conclusions of Parker (1976) admitting
that the errors between the experimental and theoretical results are significant
adding that the comparisons have only a partial success.

It is not easy to quote all the contributions of those who have explored, through
photographic and video techniques, the time dependent of the vortex movements.
The principal contributions are given below, as simple lists. The order is not sig-
nificant and it should be noted that some of the quoted articles also included data of
forces or aerodynamic pressures. For example, Wang et al. (2003) have undertaken
experiments in a water tunnel with 0.4 m of width, 0.4 m of depth, and 6.0 m of
length. The experimental model is a delta wing of sweep angle u = 65°; the wing
leading edges are beveled. In order to facilitate the experimental observations, the
suction face of the delta wing was also divided into five parts along the line of the
chord, with radial lines resulting from the apex of the wing with a spacing of 10°.
The jet is located at the center of the trailing edge with a rectangular exit nozzle of
2.4 cm � 0.3 cm. The variations of the jet orientation have been achieved by
installing various jet openings in the trailing edge of the model. The experiments
were considered at Reynolds numbers based on the chord of the wing of about
9.54 � 103. A dye was injected through 1-mm-diameter openings placed at the
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vicinity of the model apex to visualize the vortex bursting. An apparatus was used
to record the flow models; the experiments were undertaken in a range of angles of
attack i = 25°–40° with a step of 5°. The exact position of vortex bursting is located
at approximately 3–5 mm at the apex. In these experiments, the jet velocity
changed from 0 to 10 m/s, and the jet angle from 0° to 60° toward the left side of
the model. The motionless photographs show the hysteresis of the wake profiles and
the vortex positions, with discussions of the flow details. Lang (2004) designed
hypersonic vehicles using the delta wings configuration; ELAC was conceived as a
system of transport for future orbital missions. Its first stage is carrying a body, and
its second stage is to remain at an orbital altitude of approximately 30 km at M = 7.
Initially, a combination of the oil flow and a vapor screen was applied to obtain
visualizations of vortices at the top of the wing. The visualization of flow and PIV
measurements are taken in the transonic wind tunnel with a 40 � 40-cm2-sized test
section. It is a wind tunnel with intermittent operation, which allows periods of
approximately 3 s with Mach numbers of M = 0.2–4. The flow visualization at a
relative length of chord x/l = 30% was carried out on a 1:100 scale model. The flow
qualitative research at control faces of the ELAC and PIV measurements was
carried out on a 1:240 scale model of a delta wing with sweep angle u = 75°, with
rounded leading edges to reduce the heat flow at the conditions of hypersonic flight.
The Reynolds numbers are about Re = 3.7 � 106, with Mach numbers M = 2.0 to
M = 2.5. The experimental techniques applied were also used for the numerical
simulation results validation. Many values on the position of the vortex core and its
bursting are given.

Brodetsky et al. (2001) developed experiments in a supersonic wind tunnel
where a maximum Mach number of 6 was reached. The tests were carried out on
three delta wing models with respective sweep angles u = 68°, 73°, and 78° and
chords 383, 439, and 526 mm, at Mach numbers M = 2–4 and the angles of attack
varying from a = 0° to 22°. The testing methods included the measurement of the
static pressure on the model face and the flow visualization by the laser sheet
technique. Photographs of the laser sheet and oil flow show the evolution of the
swirling structure at a fixed angle of attack a. Also, the shock wave positions, size,
and the position of primary and secondary vortex were obtained. Some new flow
modes around delta wing were identified, and several visualizations were examined.
Tests were carried out by Konrath et al. (2008) in a transonic wind tunnel; the test
section has a size of 1 m � 1 m and communicates with a room, in which the total
pressure can be placed in one range from 30,000 to 150,000 Pa. The test section
was perforated, to give access for small indicators installed on top and on the lower
wall behind which cameras, and PSP light sources were placed. The delta wing of
sweep angle u = 65° provided by NASA was equipped with beveled and rounded
leading edges. First, the PSP method was applied to capture the pressure distri-
butions on the wing suction face; second, the PIV method was used in perpen-
dicular plans to the axis of the model at the positions of chord x/lo = 0.35–0.9 for
selected angles of attack.

Gursul et al. (2007) studied the concepts of vortex control, which depends on the
control of the turbulent flow above the delta wing and enjoys various advantages,
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such as the lift improvement, drag reduction, and noise attenuation due to the
interaction vortex/wing. The control methods include one or more of the following
phenomena: the flow separation around the wing, its reattachment on the wing
faces, and the vortex bursting. The flow reattachment on the wing faces moves with
the increase of the angle of attack and reaches the wing center line at a particular
incidence. In these conditions, this particular incidence decreases with the increase
of the apex wing. On thicker wings, the vortex bursting appears at very small
incidences. The vortex control methods have become increasingly new and diverse.
It is useful to consider the physics of the dominant bursting mechanisms which
determine the flow control methods.

The state of the art on the various control solutions suggested in the literature
was investigated, in order to determine an adequate solution to the aeronautical
problems. In order to achieve the objectives previously mentioned, passive (which
do not require an external contribution of energy: like the optimization of the wing
form) or active (requiring an external contribution of energy: aspiration and
blowing of the boundary layer) solutions can be considered. However, most authors
did not take into account the interaction of the wing with the wind tunnel walls. The
experimental solutions brought by the authors, in particular the blowing and the
aspiration of the boundary layer, are the most encouraging solutions of rupture.
They made it possible to delay the apex vortex bursting by delaying the layers
separation or aspiring it. Nonetheless, they took into account the induced experi-
mental error and the negative effect which these active systems may have on
aerodynamics lift and drag. However, no study reported the drag reduction or lift
increase of the delta wing through using the concept of privileged angles, on the
delta wing geometry, and therefore a great deal of complementary work is still
necessary.

Beyond the visualizations and phenomenological analyses existing in the liter-
ature, the study suggested here aimed to be a work of quantification, through the
parietal pressure distribution. The principal objective was to dissociate the wings
with privileged apex from the wings with non-privileged apex and consequently
enable us to choose the delta wings.

A series of pressure taps were placed under the principal apex vortex in order to
determine the longitudinal distribution of the defect pressure coefficient −Cp;
finally, the obtained experimental results were confronted. For the three studied
delta wings having the following apex angles (b = 75°, 80°, and 85°), the results
relating the various aerodynamic coefficients show that the wing with privileged
apex angle b = 80° has the advantage of presenting the greatest depression values,
while the two other delta wings with non-privileged apex angles (b = 75° and 85°)
presented lower depression values.

From these results, it can be concluded that it is preferable to use delta wings
with privileged apex angle, which allows us better aerodynamic performances.
Comparisons between planes provided with delta wings would prove that the wings
with privileged apex have advantages related to the stability of the aircrafts and
their fuel consumption.
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2 Concept of Privileged Angles

Studies in some interesting fields of science, nature, medicine (physiology, anat-
omy), architecture, physics, and mechanics are more interested in the phe-
nomenological analyses and tend to generalize the existence of privileged angles. In
the aerodynamics field, studies based on many visualizations in wind and hydro-
dynamic tunnels, of flow around bodies of revolutionized and simple delta wings,
show that the angle formed by the apex vortex is affected by the wing apex angle
value.

The criterion of privileged angle was highlighted, at the atom microscopic scale,
and was found by Leray et al. (1972) to exist at a macroscopic scale in the case of
Helium II supra fluid flow between the helicoids swirls and their axis. These
privileged angles are given by the same following relation (Leray et al. 1985):

cos bl;m ¼ mffiffiffiffiffiffiffiffiffiffiffiffiffiffi
lðlþ 1Þp ; ð1Þ

where l and m are integer and with −l < m < l.
In Fig. 1, b is the apex angle, a1 is the angle between the principal vortices,

while a2 is the angle between the secondary vortices.
The above relation (1) enables us to calculate the two main families of privileged

angles:

– For m = l, we obtain the first family of privileged angles;
– For (m = 2, l � 2), we obtain the second family of privileged angles.

α1

α2

y 

x

Fig. 1 Vortical system on
the upper face of
non-privileged delta wing
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3 Numerical Method

3.1 Boundary Conditions

A three-dimensional flow simulation around the combinations delta wings–fuselage
was carried out using the code Fluent 6.1.22 software (2001). The best way of
modeling the test conditions in the wind tunnel was to create a square area around
the three-dimensional delta wing with a 300 mm of length and a 300 mm of height.
For the rectangular sides of left and right of the field, the flow admission was given
by “Velocity Inlet” and the type of “Exit” was adopted. The four other sides were
considered as walls conditions in the section of the wind tunnel. Calculations were
carried out for the flow nominal velocity V0 = 20 m/s.

3.2 Mathematical Formulation

The Spalart–Allmaras turbulence model with one equation was used during sim-
ulations. The solution variables of the instantaneous Navier–Stokes equations were
decomposed into the mean and fluctuating components (for the velocity:
ui ¼ �ui þ u0i). Substituting their expressions in the instantaneous continuity and
momentum equations, and taking a time average, yields they can be written in
Cartesian tensor form as
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It is worth noting, now, that some additional terms that represent the effects of
turbulence appear. These Reynolds stresses, −q u0iu

0
j, must be modeled in order to

close Eq. (3). A common method employs the Boussinesq hypothesis to relate the
Reynolds stresses to the mean velocity gradients:
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dij ð4Þ

The Boussinesq hypothesis is used in the Spalart–Allmaras model. The advan-
tage of this approach is the relatively low computational cost associated with the
computation of the turbulent viscosity lt. In the case of Spalart–Allmaras model,

156 I. Boumrar and Z. Driss



only one additional transport equation (representing turbulent viscosity) is solved.
Note that since the turbulence kinetic energy k is not calculated in the Spalart–
Allmaras model, the last term in Eq. (4) is ignored when estimating the Reynolds
stresses.

3.3 Grid

The type of grid element employed, schematized on Fig. 2, is triangular. Besides,
an unstructured grid was applied. The majority of the significant properties of the
flow to be reproduced are in the proximity of the wing surface. Consequently, the

Fig. 2 Meshed geometry example (wing and delta wing–fuselage combination)
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meshed field of calculation was refined close to the suction face and the wing faces.
However, it was maintained gross in the rest areas of the field to decrease the
calculation time.

4 Numerical Results

4.1 Defect Pressure Coefficient −Cp Contours

Figures 3, 4, and 5 present the distribution of the defect pressure coefficient −Cp
contours obtained with the numerical simulation, at the suction face of the various
studied delta wings. The vortex structure developing at the suction face of the delta
wings was reproduced compared to the visualizations results of Benkir (1990).

In Fig. 4, we remark that the angle between the apex vortices direction is very
affected by the presence of the fuselage diameter d = 20 mm. This fact is valuable
for the delta wing with apex angles b = 75°, 80°, and 85°. The value of −Cp is
important for the case of wing without fuselage for all the studied apex.

In Fig. 5, we see that the apex vortices move toward the delta wing leading
edges and an interaction zone between the delta wing and the fuselage appeared at
the junction point for the two considered fuselages of diameters d = 20 mm and
d = 30 mm.

4.2 Transverse Evolution of Defect Pressure
Coefficient −Cp

Figures 6 and 7 show that according to the four cross sections considered at the top
of the delta wings, we note that the apex vortex position is detected by the maxi-
mum value of −Cp. The maximum value of −Cp decreases when a cylindrical
fuselage of diameter d is introduced.

4.3 Role of the Privileged Apex Angle b = 80°

The longitudinal evolution of the defect pressure coefficient −Cp which is shown in
Fig. 8 proves clearly that there is an effect of the privileged angle apex b = 80° and
the value of the most significant −Cp is reached around r/lo = 0.3 for the Reynolds
number 1.23 � 10+5. Through the longitudinal evolution of the defect pressure
coefficient −Cp, under the principal apex vortex, we can easily notice the maximum

158 I. Boumrar and Z. Driss



(a) Apex 75β . 

(b) Apex 80β . 

(c) Apex

°=

°=

°= 85β . 

Fig. 3 Contours of −Cp at
the suction face of delta wings
without fuselage at
V0 = 20.3 m/s and an
incidence angle i = 15°
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(a) Apex 75β . 

(b) Apex 80β . 

(c) Apex

°=

°=

°= 85β . 

Fig. 4 Contours of −Cp at
the suction face of the
combinations delta wings–
fuselage with a diameter
d = 20 mm at V0 = 20.3 m/s
and an incidence angle
i = 15°
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(a) Apex 75β . 

(b) Apex 80β . 

(c) Apex

°=

°=

°= 85β . 

Fig. 5 Contours of −Cp at
the suction face of the
combinations delta wings–
fuselage with a diameter
d = 30 mm at V0 = 20.3 m/s
and an incidence angle
i = 15°
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(a) Wing with apex angle β=75°. 

(b) Wing with apex angle β=80°. 

(c) Wing with angle of apex β=85°. 

Fig. 6 Transverse evolution of numerical −Cp at the suction face of the delta wings without
fuselage at V0 = 20.3 m/s and incidence i = 15°
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(a) Wing with apex angle β=75°. 

(b) Wing with apex angle β=80°. 

(c) Wing with angle of apex β=85°. 

Fig. 7 Transverse evolution of numerical −Cp at the suction face of the combinations delta
wings–fuselage d = 30 mm at V0 = 20.3 m/s and an incidence angle i = 15°
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numerical values of −Cp for the wing with privileged angle apex b ¼ 80�. This fact
is valuable for the wings without fuselage or for the combinations delta wing–
fuselage (Fig. 8).

Fig. 8 Longitudinal evolution of the numerical defect pressure coefficient −Cp under the
principal apex vortex of delta wings without fuselage and combinations delta wing–fuselage at
V0 = 20.3 m/s and an incidence angle i = 15°
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4.4 Fuselage Diameter Effects

Figure 9 shows the effect of the fuselage diameter on the longitudinal evolution of
the numerical −Cp under the apex vortex at V0 = 20.3 m/s and an incidence angle
i = 15°. According to these results, it can be noted that for x/lo < 0.6 corresponding
to the vicinity immediate of the delta wing apex, the maximum values of −Cp are
obtained with the wing without fuselage. Then, the values corresponding to the
combination delta wings–fuselage appear with diameter d = 20 mm and lastly
those corresponding to the combination with d = 30 mm. Beyond x/lo = 0.60, i.e.,
when we move toward the wing trailing edge, the same order is preserved with a
tendency of confusion of the considered curves (Fig. 9).

According to these results, we can deduce that we have the same evolution of the
numerical results concerning the role of privileged apex angle b = 80° (Fig. 8) for
the wings without fuselage and for the combinations delta wing–fuselage. The
effect of the diameter presence is the same concerning the three studied apex cases
(Fig. 9).

5 Comparison with Experimental Results

The current way used to ensure the quality of the numerical simulations is the
calculation of the aerodynamic characteristics such as pressure distribution and
forces, and compares them with the experimental results obtained in the wind
tunnel.

The numerical and the experimental results are confronted in the same graphs
(Figs. 10 and 11) for better elucidating the difference. According to these figures, it
was noted that for the wings without fuselage, the defect pressure coefficient read
on the experimental and numerical curves are in good agreement, and the difference
between these two last curves is due to the resolution of the Navier–Stokes equa-
tions with simplifying assumptions. For the case of the combination delta wing–
fuselage, the difference between the experimental and the numerical curves
increases as we approach the wing apex.

For the combinations wing–fuselage (Fig. 11), the two curves converge when
we move away from the apex of the wing. In fact, the difference between the two
curves is more significant at the vicinity of the apex and becomes negligible when
we approach the trailing edge of the wing.
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Fig. 9 Fuselage diameter effect on the longitudinal evolution of the numerical −Cp under the
apex vortex at V0 = 20.3 m/s and an incidence angle i = 15°
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Fig. 10 Comparison between the numerical and experimental values of −Cp, under the principal
apex vortex, for the delta wings without fuselage at V0 = 20.3 m/s and an incidence angle i = 15°
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Fig. 11 Comparison between the numerical and experimental values of −Cp, under the principal
apex vortex, for the various combinations delta wing–fuselage with diameter d = 20 mm at
V0 = 20.3 m/s and an incidence angle i = 15°
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6 Conclusions

The discussions of the various experimental and numerical results were achieved by
taking into account the geometrical and kinematics parameters, and we can, thus,
conclude that

(1) the increase of the incidence always generates an increase in the coefficient of
depression −Cp, for all the studied wings as long as the incidence of the wing is
lower than the critical incidence (incidence of vortex bursting).

(2) at the high attack angles (i > 25°), the flow at the extrados of the delta wings
without fuselage was mainly asymmetrical, and the part close to the apex shows
high values of −Cp. The effects of the Reynolds number on the flow around the
delta wings without fuselage are not significant. The vortex breakdown inci-
dence of the apex vortex is reached at lower incidences for the wings with apex
angles b = 80° and 85° (ivb = 22°–25°), compared to the wing with angle apex
b = 75° (ivb = 30°). This fact is valid for the all used velocities flow.

(3) the depression values corresponding to the delta wings with privileged apex
angles are more significant than those obtained for the wings with
non-privileged apex angles b = 75° and 85°, which enables us to reach one of
the objectives fixed at the beginning of our work consisting on studying the role
of the privileged angle on flow around delta wings.

A systematic experimental study was carried out for three configurations of delta
wing–fuselage at various attack angles and flow velocities. We observe, on the
combinations delta wing–fuselage, the effects of the privileged angle b = 80° until
the attack angle i = 22°–25°, where the apex vortex breakdown takes place,
downstream from r/lo = 0.6; a slight change of flow was recorded through the
aerodynamic characteristics evolution.

At high attack angles (i > 25°), the flow around the combinations delta wing–
fuselage was mainly asymmetrical, and the fuselage induces the asymmetry of
vortex or its bursting or both. The effects of the Reynolds number on the flow
around the combination delta wing–fuselage are insignificant.

Comparing the numerical and experimental results, we have noticed a better
reproduction of the apex vortices at the suction face of the studied delta wings and a
very good agreement between these results for the studied wings and combination
delta wings–fuselage.

Simulation of airflow around the delta wing and around the various studied
combinations enabled us to well understand the physical phenomenon through the
obtained contours of defect pressure coefficient and velocity.

In addition, by analyzing the flow around the various combinations, it has been
noted that the role of the privileged angle apex b ¼ 80� appears for the delta wings
without fuselage and with fuselage of diameters d = 20 mm and d = 30 mm.

So far, the obtained numerical results have evolved in the good direction: no
contradictions were remarked between the achieved simulations and the measure-
ments really undertaken in the wind tunnel.
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Nomenclature
Cp Pressure coefficient
g Acceleration of gravity
i Angle of attack (AOA°): incidence (°)
icr Critical incidence (°)
ivb Vortex breakdown incidence (°)
k Kinetic energy
lo Wing chord (m)
L Wing span (m)
Oxyz Cartesian coordinates axis
Ox Median axis on the wing surface
Oy Transverse axis on the wing surface
Oz Vertical axis
r Polar coordinate of the pressure taps (m),
S Wing surface (m2),
ui Velocity component (m/s), (i = 1, 2, 3),
�ui Mean velocity component,
u0i Fluctuating velocity component,
V0 Wind tunnel velocity (m/s).

Greek Letters
q Air density (kg/m3),
qH Oil density (kg/m3),
a1 Angle between the principal vortices directions (°),
a2 Angle between the secondary vortices directions (°),
b Apex angle (°),
dij Index of Kronecker,
lt Turbulent viscosity (Ns/m2),

k ¼ L2
S ¼ 4tg b

2

	 

Aspect ratio,

h Polar coordinate of the pressure taps (°),
u Sweep angle (°).
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Numerical Simulation of the Overlap
Effect on the Turbulent Flow Around
a Savonius Wind Rotor

Sobhi Frikha, Zied Driss, Hedi Kchaou and Mohamed Salah Abid

1 Introduction

Renewable energies are clean and inexhaustible and therefore environmentally
friendly. They are provided by the sun, the wind, the waves, or the heat of the
earth’s core. A variety of methods are used to convert these renewable resources
into electricity. Wind power is one of the fastest growing renewable energy tech-
nologies, and wind turbines have been developed to generate electricity from the
kinetic power of the wind. Wind turbines can rotate around either a horizontal or a
vertical axis. Savonius wind turbines are a type of vertical-axis wind turbine that
operates due to drag forces on their buckets. The Savonius wind rotor has the
advantage of being compact, economic, and aesthetic. In addition, it has good
starting characteristics, operates at relatively low operating speeds, and can receive
wind from any direction. For several years, many studies have significantly
improved the performance of Savonius rotors. Aldos (1984), for instance, studied
the Savonius rotor power increase by allowing the rotor blades to swing back when
on the upwind side. He reported a power augmentation of the order of 11.25% with
the increase in Cp from 0.015 to 0.17. Ushiyama and Nagai (1988) tested several
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parameters of the Savonius rotor including the gap ratio, the aspect ratio, the
number of cylindrical buckets, the number of stages, the end plate effects, the
overlap ratio, and the bucket design. The highest efficiency of all the tested con-
figurations was 24% for a two-stage, two-bucket rotor. Grinspan et al. (2001)
developed a new blade shape with a twist for the Savonius rotor. They obtained a
maximum power coefficient of 0.5 with this model. Shikha et al. (2003) used a
convergent nozzle at the front of the Savonius rotor. The nozzle increases the power
at lower wind speeds and prevents the negative torque. Menet and Bourabaa (2004)
tested different configurations of the Savonius rotor and found that the best value of
the static torque coefficient is obtained for an incidence angle equal to h = 45° and a
relative overlap equal to e/d = 0.24. They compared their numerical results with
those obtained by Blackwell et al. (1978), and a good agreement was obtained.
Saha and Rajkumar (2005) compared the performance of a bladed metallic
Savonius rotor to a conventional semicircular blade with no twists. The twist
produced good starting torque and larger rotational speeds, and gives an efficiency
of 0.14. The best torque was obtained with twisted blades by an angle a = 12.5°.
Kamoji et al. (2009) investigated the performance of modified forms of conven-
tional rotors with and without central shaft between the end plates. Khan et al.
(2009) tested different blade profiles of a Savonius rotor both in tunnel and natural
wind conditions, and they varied the overlap. The highest Cp of 0.375 was obtained
for a blade profile of S-section Savonius rotor at an optimum overlap ratio of 30%.
Driss and Abid (2012) conducted a computational fluid dynamic study to present
the local characteristics of the turbulent flow around a Savonius wind rotor. They
compared their numerical results with experimental results, and a good agreement
was obtained. Driss et al. (2015) compared different rotor designs characterized by
the bucket angles equal to w = 60°, w = 75°, w = 90°, and w = 130°. It has been
noted that the depression zones increased with the bucket arc angle increase. The
acceleration zone, where the maximum velocity values are recorded, is formed on
the convex surface of the rotor bucket and gets greater on the bucket arc. The wakes
characteristics of the maximum turbulent values are more developed with the
increase in the bucket arc angle. Akwa et al. (2012) studied the influence of the
buckets overlap ratio of a Savonius wind rotor on the averaged moment and power
coefficients by changing the rotor geometry. They noticed that the maximum device
performance occurs for buckets overlap ratios with values close to 0.15. Rogowski
and Maroński (2015) studied the aerodynamic efficiency of the Savonius rotor using
computational methods of fluid dynamics. The study has demonstrated that the CFD
methods confirm the experimental results and can be used to optimize the Savonius
rotor buckets shape. Sharma and Gupta (2013) have studied the performance of a
three-bucket Savonius rotor by the CFD software Fluent 6. The flow behavior
around the rotor was also analyzed with the help of pressure, velocity, and vorticity
contours, for different overlap ratios. Choudhury and Saraf (2014) have analyzed
the flow characteristics of two-bladed Savonius rotor with 2D and 3D analyses
using CFD ANSYS Fluent software. They also studied the static pressure, the
velocity, the vorticity, and the turbulent kinetic energy. According to their results,
the drag and the torque coefficients are maximum, respectively, at 0° and 30° rotor
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blade angles, and the vorticity and the turbulent kinetic energy show the maximum
value at 30° rotor blade angle. The above results on Savonius rotors give different
optimum geometries. However, a paucity has been noted in the study of the
aerodynamic characteristics of the Savonius rotor. In this chapter, we are interested
in studying the flow around a Savonius wind rotor. Thus, numerical simulations of
the turbulent flow have been developed using a CFD code, and the effect of the
overlap on the aerodynamic characteristics of the flow has been investigated.

2 Geometric Parameters and Boundary Conditions

The examined Savonius rotor consists of two half-cylinder buckets of diameter
d = 0.1 m (Fig. 1). The shaft diameter is equal to e′ = 10 mm. In this work, we
have studied different overlap values equal to (e-e′)/d = 0, (e-e′)/d = 0.1, (e-e′)/
d = 0.24, and (e-e′)/d = 0.3. For the boundary conditions, we took a value of
V = 9.95 m s−1 for the inlet velocity. For the pressure outlet, a value of
p = 101,325 Pa was considered (Fig. 2).

3 Numerical Results

3.1 Velocity Field

Figure 3 presents the distribution of the velocity field in the computational domain
with a zoom around the Savonius wind rotor for different overlap values.
A similarity in the distribution of the velocity field seems to be clear enough from
these results. In fact, at the entry of the computational domain, the flow appears
uniform and the velocity is equal to V = 9.95 m s−1. Upstream of the Savonius
rotor, there is a flow deceleration at both concave and convex surfaces of the rotor.
However, at the external attack zone, there is an increase in the velocity values.

Fig. 1 Savonius rotor
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This increase generates an acceleration zone of the velocity. Behind the rotor, there
is a rapid deceleration in the velocity field and the formation of two recirculation
zones downstream of the two buckets. These zones extend to the limits of the
computational domain. By comparing these results together, the internal overlap is
observed to have a direct effect on the velocity fields distribution. Indeed, in the
case of a nonzero overlap ((e-e′)/d 6¼ 0), the flow strikes the concave surface of the
upper rotor and seeps through the gap with a quite high velocity in the lower attack
zone of the upper bucket of the Savonius rotor. Then, the flow continues along the
concave surface of the lower bucket of the rotor. The reduction of the overlap
causes an increase in the velocity value. When the overlap is null, which corre-
sponds to an overlap equal to (e-e′)/d = 0, the flow is stopped at the rotor axis. The
fluids particles change their direction and seep through the upper attack zone of the
upper bucket. Globally, the maximum value of the velocity was noticed to decrease
while increasing the overlap. For the different overlap values equal to (e-e′)/d = 0,
(e-e′)/d = 0.1, (e-e′)/d = 0.24, and (e-e′)/d = 0.3, the maximum values of the
velocity are equal, respectively, to V = 16.7 m s−1(Fig. 3a), to V = 15.5 m s−1

(Fig. 3b), to V = 14.9 m s−1 (Fig. 3c), and to V = 14.7 m s−1 (Fig. 3d).

3.2 Mean Velocities

Figure 4 presents the distribution of the mean velocity in the computational domain
with a zoom around the Savonius wind rotor for different overlap values. According
to these results, the mean velocity is noted to be equal to 9.95 m s−1 at the entry of
the computational domain. At the two buckets, the mean velocity decreases and
reaches zero. Furthermore, an occurrence of breakpoints was observed on the
convex surface of the lower bucket and the concave surface of the upper bucket.
However, at the external attack zone of the two buckets, there is a rapid increase in

Fig. 2 Boundary conditions
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the mean velocity values. From both sides, there is a wake characteristic of the
maximum values of the mean velocity, which extends to the limits of the com-
putational domain. Behind the rotor, there is a rapid decrease in the mean velocity
values. By comparing these results together, the internal overlap is noted to have a

(a) (e-e’)/d=0

(b) (e-e’)/d=0.1

(c) (e-e’)/d=0.24

(d) (e-e’)/d=0.3 

Fig. 3 Distribution of the velocity field
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direct effect on the mean velocity. Indeed, there is a rapid increase in the mean
velocity in the internal attack zone in the case of a nonzero overlap ((e-e′)/d 6¼ 0).
This fact is caused by the infiltration of the air stream between the two buckets.
Indeed, it has been noted that the maximum value of the mean velocity decreases
when the overlap increases. As an illustration, it is remarked that, for the different
values of the overlap equal to (e-e′)/d = 0, (e-e′)/d = 0.1, (e-e′)/d = 0.24, and (e-e′)/
d = 0.3, the mean velocity values are equal, respectively, to V = 14.9 m s−1

(Fig. 4a), to V = 14.5 m s−1 (Fig. 4b), to V = 14.2 m s−1 (Fig. 4c), and to
V = 13.9 m s−1 (Fig. 4d).

3.3 Static Pressure

Figure 5 presents the distribution of the static pressure in the computational domain
with a zoom around the Savonius wind rotor for different overlap values. From this
figure, there seems to be a compression zone that appears upstream of the Savonius
wind rotor and which is accentuated at the concave surface of the upper bucket and
the convex surface of the lower bucket of the Savonius wind rotor. At the concave
surface of the lower bucket, there is a rapid decrease in the static pressure values.
However, a depression occurs at the convex surface of the upper bucket. The most
important depression zones appear at the two attack zones of the upper bucket of
the Savonius rotor. This depression zone extends downstream of the rotor up to the
limits of the computational domain. By comparing these results together, it can be
observed that the maximum value of the static pressure is obtained for an overlap
equal to (e-e′)/d = 0.24. For the different values of the overlap equal to (e-e′)/d = 0,
(e-e′)/d = 0.1, (e-e′)/d = 0.24, and (e-e′)/d = 0.3, the maximum values of the static
pressure are equal, respectively, to p = 20.5 Pa (Fig. 5a), to p = 33.4 Pa (Fig. 5b),
to p = 145 Pa (Fig. 5c), and to p = 97.9 Pa (Fig. 5d).

3.4 Dynamic Pressure

Figure 6 presents the distribution of the dynamic pressure in the computational
domain with a zoom around the Savonius wind rotor for different overlap values.
According to these results, it is worth noting that the dynamic pressure is quite low
at the entry of the computational domain. At the two buckets, the value decreases
and reaches zero. Furthermore, the occurrence of breakpoints has been remarked on
the convex surface of the lower bucket and the concave surface of the upper bucket.
However, at the external attack zones of the two buckets, there is a rapid increase in
the dynamic pressure values. From these two zones, a wake characteristic of the
maximum values of the dynamic pressure is developed and extends to the limits of
the computational domain. Behind the rotor, there is a rapid decrease in the
dynamic pressure. Comparing these results together, the internal overlap is
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observed to have a direct effect on the dynamic pressure. In fact, in the internal
attack zone and in the case of nonzero overlap ((e-e′)/d 6¼ 0), there is a rapid
increase in the dynamic pressure values. In addition, the maximum value of the
dynamic pressure was noted to decrease when the overlap increases. Indeed, for the

(a) (e-e’)/d=0

(b) (e-e’)/d=0.1

(c) (e-e’)/d=0.24

(d) (e-e’)/d=0.3

Fig. 4 Distribution of the mean velocity
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different values of the overlap equal to (e-e′)/d = 0, (e-e′)/d = 0.1, (e-e′)/d = 0.24,
and (e-e′)/d = 0.3, the maximum values of the dynamic pressure are equal,
respectively, to p = 155 Pa (Fig. 6a), to p = 145 Pa (Fig. 6b), to p = 134 Pa
(Fig. 6c), and to p = 130 Pa (Fig. 6d).

(a) (e-e’)/d=0

(b) (e-e’)/d=0.1

(c) (e-e’)/d=0.24

(d) (e-e’)/d=0.3

Fig. 5 Static power distribution
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(a) (e-e’)/d=0

(b) (e-e’)/d=0.1

(c) (e-e’)/d=0.24

(d) (e-e’)/d=0.3 

Fig. 6 Dynamic pressure distribution
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3.5 Turbulent Kinetic Energy

Figure 7 presents the distribution of the turbulent kinetic energy in the computa-
tional domain with a zoom around the Savonius wind rotor for different overlap
values. From these results, it can be noted that in the entry of the computational
domain, the turbulent kinetic energy is very low. At the rotor, there is an increase in
the turbulent kinetic energy, especially at the edges of the two buckets. Indeed, in
the upper attack zone of the concave bucket, there appears a large wake charac-
teristic of the maximum values of the turbulent kinetic energy. At the lower bucket
of the rotor Savonius, there is another wake, characteristic of the maximum values.
Behind the rotor, the turbulent kinetic energy values become very low. By com-
paring these results together, it can be observed that the turbulent kinetic energy
decreases with the overlap. Indeed, for the different values of the overlap equal to
(e-e′)/d = 0, (e-e′)/d = 0.1, (e-e′)/d = 0.24, and (e-e′)/d = 0.3, the maximum values
of the turbulent kinetic energy are equal, respectively, to k = 41.9 m2 s−2 (Fig. 7a),
to k = 31.9 m2 s−2 (Fig. 7b), to k = 26.6 m2 s−2 (Fig. 7c), and to k = 24.5 m2 s−2

(Fig. 7d).

3.6 Dissipation Rate of the Turbulent Kinetic Energy

Figure 8 presents the distribution of the dissipation rate of the turbulent kinetic
energy in the computational domain with a zoom around the Savonius wind rotor
for different overlap values. From these results, a wake characteristic of the max-
imum values has been noticed to be located on the convex surface of the lower
bucket of the Savonius rotor, and in the external attack zone of the upper bucket.
Outside, there is a very rapid decrease in the dissipation rate of the turbulent kinetic
energy. Furthermore, these results show that the overlap has a direct effect on the
distribution of the dissipation rate of the turbulent kinetic energy. Indeed, in
the case of an overlap equal to (e-e′)/d = 0.1, there is an important increase in the
dissipation rate of the turbulent kinetic energy value in the air gap between the rotor
axis and the interior attack zone of the lower bucket. For an overlap equal to
(e-e′)/d = 0.24, there is a decrease in the maximum values of the dissipation rate at
this gap. Moreover, it has been observed that the maximum values of the dissipation
rate decrease when the overlap increases. Indeed, for different values of the overlap
equal to (e-e′)/d = 0, (e-e′)/d = 0.1, (e-e′)/d = 0.242, and (e-e′)/d = 0.3, the maxi-
mum values of the dissipation rate of the turbulent kinetic energy are equal,
respectively, to e = 435,000 m2 s−3 (Fig. 8a), to e = 366,000 m2 s−3 (Fig. 8b), to
e = 347,000 m2 s−3 (Fig. 8c), and to e = 324,000 m2 s−3 (Fig. 8d).
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(a) (e-e’)/d=0

(b) (e-e’)/d=0.1

(c) (e-e’)/d=0.24

(d) (e-e’)/d=0.3 

Fig. 7 Turbulent kinetic energy distribution
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(a) (e-e’)/d=0

(b) (e-e’)/d=0.1 

(c) (e-e’)/d=0.24

(d) (e-e’)/d=0.3 

Fig. 8 Dissipation rate of the turbulent kinetic energy distribution
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3.7 Turbulent Viscosity

Figure 9 presents the distribution of the turbulent viscosity in the computational
domain with a zoom around the Savonius wind rotor for different overlap values.
Based on these results, there is a resemblance between the different results. The
turbulent viscosity has been noticed to be quite low upstream of the rotor.
The values of the turbulent viscosity increase in the two upper and lower walls of
the considered computational domain when two wake characteristics of the maxi-
mum values are developed. However, at the Savonius wind rotor, there is a rapid
decrease in the turbulent viscosity values. In both upper and lower zones of the
rotor, a wake characteristic of the low values of the turbulent viscosity is developed.
This zone extends downstream of the rotor. In this case, there is a slight increase in
the outlet section of the computational domain. Moreover, these results show that
the distribution of the turbulent viscosity is affected by the overlap. In fact, the
dissymmetry between the two wakes characteristic of the minimum values increases
when the overlap increases. Upstream of the Savonius wind rotor, the distribution
of the turbulent viscosity also depends on the value of the overlap. The highest
values of the turbulent viscosity decrease when the overlap increases. Indeed, for
the different values of the overlap equal to (e-e′)/d = 0, (e-e′)/d = 0.1, (e-e′)/
d = 0.242, and (e-e′)/d = 0.3, the maximum values of the turbulent viscosity are
equal, respectively, to lt = 0.289 kg m−1 s−1 (Fig. 9a), to lt = 0.259 kg m−1 s−1

(Fig. 9b), to lt = 0.229 kg m−1 s−1 (Fig. 9c), and to lt = 0.219 kg m−1 s−1

(Fig. 9d).

4 Comparison with Previous Results

In this section, we are interested in the study of the influence of the overlap on the
variation of the static torque coefficient CMs of the Savonius wind rotor. In Fig. 10,
the numerical results are compared with those obtained by Menet and Cottier
(2003). According to these results, the maximum value of the static torque coeffi-
cient is obtained for an overlap equal to e/d = 0.24. This value is close to the value
0.242 found by Menet and Cottier (2003). Furthermore, the profile of the static
torque presents the same evolution of the curve. The good agreement confirms the
validity of the numerical method.

5 Conclusion

The numerical simulation of the turbulent flow around a Savonius wind rotor was
investigated for different overlap values. According to the obtained results, the
overlap has a direct effect on the turbulent flow. Local characteristics such as
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velocity field, mean velocity, static pressure, dynamic pressure, and turbulent
characteristics differ from one configuration to another. The variation of the static
torque coefficient of the Savonius wind rotor was also studied, and the numerical
results were compared with those obtained in previous studies. A good agreement

(a) (e-e’)/d=0

(b) (e-e’)/d=0.1

(c) (e-e’)/d=0.24

(d) (e-e’)/d=0.3

Fig. 9 Turbulent viscosity distribution
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was obtained and confirmed the numerical method. In the future, we propose to
study other geometrical parameters to improve the axial wind rotor operating
conditions.

Nomenclature
e Turbulent kinetic energy dissipation rate, W kg−1

l Dynamic viscosity, Pa s
lt Turbulent viscosity, Pa s
q Density, kg m−3

rk Constant of the k-e turbulence model
re Constant of the k-e turbulence model
Cp Coefficient of the power, dimensionless
C1e Constant of the k-e turbulence model, dimensionless
C2e Constant of the k-e turbulence model, dimensionless
Cl Constant of the k-e turbulence model, dimensionless
Fi Force components, N
Gk Turbulence production term, kg m−1 s−3

d Rotor diameter, m
e Bucket thickness, m
k Turbulent kinetic energy, J kg−1

P Pressure, Pa
ui Velocity components, m.s−1

ui′ Fluctuating velocity components, m s−1
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Study of the Collector Diameter Effect
on the Characteristics of the Solar
Chimney Power Plant

Ahmed Ayadi, Abdallah Bouabidi, Zied Driss
and Mohamed Salah Abid

1 Introduction

Solar chimney power plant (SCPP) is a device designed for generating green
energy. The SCPP uses sunlight and the natural buoyancy of heated air to harness
energy from the sun. The air flow is driven by a pressure difference in the chimney;
then, it will rotate the turbines inside the chimney to generate electricity. An SCPP
makes significant contributions to the energy generation in countries where sunlight
is available. The SCPP optimization requires the optimization of its main compo-
nents such as the chimney, the collector, and the absorber. In the last few decades, a
great deal of research was carried out on the SCPP optimization. The number of
studies, focusing on the numerical methods to optimize the SCPP performance, is
still on the increase. The first SCPP prototype was built in Manzanares, with
194.6 m high and 122 m radius. Haaf et al. (1983) published the results of pre-
liminary tests such as energy audits, the collector efficiency values, pressure losses
due to friction, and losses in the turbine section. Bernardes et al. (2003) examined
the effect of various environmental conditions and structural dimensions of the solar
chimney outputs. The results show that the chimney’s height, the pressure drop
factor across the turbine, the diameter, and the optical properties of the collector are
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important parameters for the design of an SCPP. The production increases by
increasing the height of the chimney and the collector diameter. Koonsrisuk et al.
(2010) studied the generation of the form and the structure of the solar chimney in
the pursuit of the overall performance of the flow system. The maximum mass flow
rate and the maximum flow capacity were determined on the basis of a simple
model. They found that the maximum flow capacity depends on the length scale of
the plant. Bigger plants deliver more power per unit of domain. Zhou et al. (2009)
analyzed the maximum chimney height for convection avoiding negative buoyancy
at the chimney and the optimal chimney height for a maximum power output. They
validated their work using a theoretical model with the measurements of the pro-
totype in Manzanares. Maia et al. (2009) evaluated the influence of the geometrical
parameters and material on the behavior of the air flow inside of the solar chimney.
The analysis has proven that the geometric variables such as the diameter and the
height of the tower directly influence the solar chimney’s design. An increase in the
diameter and in the tower height produces an increase in the mass flow rate.
Ghalamchi et al. (2016) presented an experimental study on the thermal perfor-
mance of a solar chimney with different parameters. The geometrical parameters
and the absorbing material were analyzed. The results showed that aluminum is the
best material as an absorber due to its better ability in heat transfer than iron plate
because of its high thermal conductivity. Ghalamchi et al. (2013) constructed an
SCPP with 3 m collector diameter and 2 m chimney height at the University of
Tehran, Iran. In this work, they evaluated the temperature distribution and the air
velocity in different geometrical cases. Alibakhsh et al. (2014) presented
two-dimensional axisymmetric numerical simulations to analyze the effects of
geometrical parameters on a constructed SCPP. Their results demonstrated that the
chimney diameter has a greater influence than the chimney height. Hamdan (2013)
showed that the chimney height, the collector radius, the turbine head, and the solar
irradiance are essential parameters for the design of an SCPP. Gholamalizadeh and
Kim (2014) analyzed the buoyancy-driven flow field and heat transfer inside the
SCPP by simulating the greenhouse effect. Li et al. (2012) considered the heat and
flow losses effects, the temperature lapse rate inside and outside the chimney. They
have demonstrated that the foundation of the turbine in the SCPP system reduces
the power output. According to these previous research works, it is clear that the
study of the thermal systems using CFD methods has witnessed a great deal of
development. In this chapter, we were interested in the study of the collector size
effect on the performance of the SCPP system. The numerical model was validated
by the experimental data of the Kasaeian et al. (2014) prototype.

2 Geometric Modeling

Figure 1 presents the geometric modeling studied in this chapter. The setup was
built in the city of Tehran, Iran. Tehran has geographical length and width of 51.4°
and 35.7°, respectively. The chimney height and diameter are equal to H = 2 m and
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d = 0.2 m, respectively, and the collector height and diameter are h = 0.06 m and
D = 3 m, respectively. The considered system is similar to Kasaeian et al. (2014)
application. Four collector diameters equal to D = 100 cm, D = 200 cm,
D = 300 cm, and D = 400 cm have been studied in order to investigate the col-
lector diameter effect on the SCPP performance. The different cases are presented in
Fig. 2.

3 Numerical Method

A great deal of research has been numerically developed using the commercial CFD
code ANSYS Fluent. The mathematical equations governing the air flow inside the
SCPP are the continuity equation, the momentum equations, and the energy
equation (Driss et al. 2014, 2015; Frikha et al. 2015).

A standard atmospheric pressure and the temperature conditions are imposed.
The collector inlet is specified as the pressure inlet, and the chimney outlet is
specified as the pressure outlet. Constant temperatures are applied to the walls, and
the chimney wall is assumed insulated. The ambient temperature is 306 K, and the
air is an incompressible ideal gas. The collector covering is considered as a
semitransparent wall. The boundary conditions are given in Table 1.

Fig. 1 Geometrical
arrangements
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Fig. 2 Different configurations with different collector diameters

Table 1 Boundary conditions

Surface Type Value

Collector inlet Pressure inlet ΔP = 0 Pa and T = 306 K

Chimney outlet Pressure outlet ΔP = 0 Pa and T = 306 K

Chimney wall Opaque wall q = 0 W m−2

Collector Semitransparent wall q = 800 W m−2
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4 Numerical Results

The obtained results here are expected to provide information that will help
improve the overall efficiency of the SCPP.

4.1 Temperature

Figure 3 depicts the distribution of the temperature in the whole SCPP system
volume for the different considered diameters—D = 100 cm, D = 200 cm,
D = 300 cm, and D = 400 cm. According to these results, it can be noted that the
temperature distribution is similar for the different considered diameter sizes. The
maximum value location is the same for the different considered cases, and it is
located near the absorber. This might be due to the heat transfer exchange between
the absorber and the airflow inside the collector. In fact, it can be explained by the
mass conservation. However, the minimum value is located in the inlet of the

(a) D = 1 m (b) D = 2 m

(c) D = 3 m (d) D = 4 m

Fig. 3 Temperature distribution
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collector. Figure 4 shows the temperature profiles inside the collector. A difference
in the maximum value was also noted from one case to another. From these results,
the maximum temperatures inside the collector are noted to be equal to T = 307 K,
T = 313 K, T = 317 K, and T = 321 K for the collector diameters D = 100 cm,
D = 200 cm, D = 300 cm, and D = 400 cm, respectively. The comparison
between these results confirms that the collector size has a direct effect on tem-
perature. In fact, the temperature increases with the increase in the collector
diameter.

4.2 Velocity

Figure 5 presents the distribution of the magnitude velocity in the whole volume of
the SCPP system for the different considered diameter sizes—D = 100 cm,
D = 200 cm, D = 300 cm, and D = 400 cm. According to these results, the mag-
nitude velocity is noted to be similar for the different considered diameters. The
maximum value location is the same for the different considered configurations, and
it is observed to be in the chimney inlet. Along the chimney, the velocity value
decreases from the inlet to the outlet. This fact is due to the difference of pressure
which is at its maximum in this zone. Away from the chimney axis, the magnitude
velocity reaches a very weak value in the collector. These results are displayed in
Figs. 6 and 7 providing the velocity profiles inside the collector and the chimney.
The magnitude velocity maximum value, it noted to differ from one case to another.
For D = 100 cm, D = 200 cm, D = 300 cm, and D = 400 cm collector diameters,
the maximum velocities are, respectively, equal to V = 1.76 m s−1,
V = 1.93 m s−1, V = 2.12 m s−1, and V = 2.22 m s−1. The comparison between
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(a) D = 1 m (b) D = 2 m

(c) D = 3 m (d) D = 4 m

Fig. 5 Distribution of the magnitude velocity
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these results confirms that the collector size has a direct effect on the velocity
distribution inside the SCPP. In fact, the magnitude velocity increases with the
increase in the collector diameter.

4.3 Dynamic Pressure

Figure 8 depicts the dynamic pressure distribution in the whole volume of the
SCPP system for the different considered diameters—D = 100 cm, D = 200 cm,
D = 300 cm, and D = 400 cm. According to these results, the dynamic pressure
distribution conserves the same distribution for the different considered diameter
sizes. Along the collector radius, the dynamic pressure is globally uniform and
reaches a very weak value. Indeed, a compression zone is recorded at the chimney
inlet close to the axis. This fact is explained by the air velocity which reaches its
maximum in this zone. The static pressure maximum value varies from one con-
figuration to another. The comparison between these results confirms that the
diameter dimension has a direct effect on the dynamic pressure inside the SCPP. In
fact, the values of the dynamic pressure increase with the increase in the collector
diameter. For the collector diameters D = 100 cm, D = 200 cm, D = 300 cm, and
D = 400 cm, the maximum dynamic pressures are, respectively, equal to
pd = 1.74 Pa, pd = 2.09 Pa, pd = 2.52 Pa, and pd = 2.77 Pa.
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4.4 Total Pressure

Figure 9 depicts the distribution of the total pressure in the whole volume of the
SCPP system for the different considered diameters (D = 100 cm, D = 200 cm,
D = 300 cm, and D = 400 cm). From these results, the total pressure distribution is
the same for the different considered cases. The compression zone appears at the
chimney outlet defined by z = 3 m, and it extends over the chimney axis until
z = 2.5 m. However, the depression zone appears at the chimney inlet near the wall
for all the considered diameters. Beyond these areas, the values of the total pressure
vary slightly. The maximum value of the total pressure varies from one configu-
ration to another. The comparison between these results confirms that the diameter
dimension has a direct effect on the total pressure inside the SCPP. In fact, the total
pressure values increase with the increase in collector diameter. For D = 100 cm,

(a) D = 1 m (b) D = 2 m

(c) D = 3 m (d) D = 4 m

Fig. 8 Dynamic pressure distribution
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D = 200 cm, D = 300 cm, and D = 400 cm collector diameters, the maximum
velocities are, respectively, equal to p = 101325.86 Pa, p = 101326.04 Pa,
p = 101326.22 Pa, and p = 101326.34 Pa.

4.5 Turbulent Kinetic Energy

Figure 10 presents the distribution of the turbulent kinetic energy in the whole
volume of the SCPP system for the different considered diameters—D = 100 cm,
D = 200 cm, D = 300 cm, and D = 400 cm. According to these results, it has been
noted that the distribution of the turbulent kinetic energy is similar for the different
considered diameter sizes. Indeed, the wake characteristic of the maximum values
appears in the same location for the different considered cases. In fact, it has been
observed in the inlet of the chimney near to the wall. The maximum value is noted

Fig. 9 Total pressure distribution
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to differ from one case to another. The comparison between these results confirms
that the diameter size has a direct effect on the maximum value of the turbulent
kinetic energy. In these conditions, the maximum value of the turbulent kinetic
energy is equal to k = 0.217 m2 s−2, k = 0.274 m2 s−2, k = 0.328 m2 s−2, and
k = 0.361 m2 s−2 for the diameters equal to D = 100 cm, D = 200 cm,
D = 300 cm, and D = 400 cm, respectively.

4.6 Turbulent Kinetic Energy Dissipation Rate

Figure 11 shows the dissipation rate distribution of the turbulent kinetic energy in
the whole volume of the SCPP system for the different considered diameters
(D = 100 cm, D = 200 cm, D = 300 cm, and D = 400 cm). According to these
results, the dissipation rate distribution of the turbulent kinetic energy is noted to be
similar for the different considered diameter sizes. It is clear that the turbulent
kinetic energy dissipation rate is very weak all over the system expect at the

(a) D = 1 m (b) D = 2 m

(c) D = 3 m (d) D = 4 m

Fig. 10 Turbulent kinetic energy distribution
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chimney inlet near the wall. Indeed, the maximum value location is the same for the
different considered configurations. It has been noted that the maximum value
varies from one configuration to another. The comparison between these results
confirms that the diameter dimension has a direct effect on the turbulent dissipation
rate distribution. For D = 100 cm, D = 200 cm, D = 300 cm, and D = 400 cm, the
maximum value of the turbulent kinetic energy dissipation rate is e = 7.8 W kg−1,
e = 11 W kg−1, e = 14.3 W kg−1, and e = 16.5 W kg−1, respectively.

4.7 Turbulent Viscosity

Figure 12 presents the distribution of the turbulent viscosity in the whole volume of
the SCPP system for the different considered diameters (D = 100 cm, D = 200 cm,
D = 300 cm, and D = 400 cm). According to these results, the turbulent viscosity

(a) D = 1 m (b) D = 2 m

(c) D = 3 m (d) D = 4 m

Fig. 11 Turbulent dissipation rate distribution
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presents the same distribution for all the considered diameters. The turbulent vis-
cosity is very weak in the collector but reaches its maximum at the chimney. This
can be explained by the collision between the particles constituting the air volume.
However, there is a slight difference between the maximum values of the turbulent
kinetic energy for each diameter. For D = 100 cm, D = 200 cm, D = 300 cm, and
D = 400 cm, the maximum value of the turbulent viscosity is, respectively, equal to
µt = 0.00223 kg m−1 s−1, µt = 0.00295 kg m−1 s−1, µt = 0.00310 kg m−1 s−1, and
µt = 0.0032 kg.m−1 s−1. The comparison between these results confirms that the
diameter dimension has a direct effect on the turbulent viscosity. In fact, the tur-
bulent viscosity increases with the increase in the collector diameter.

(a) D = 1 m (b) D = 2 m

(c) D = 3 m (d) D = 4 m

Fig. 12 Turbulent viscosity distribution
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5 Comparison with Experimental Results

Figure 13 shows a comparison between the numerical simulations and the exper-
imental results reached by Kasaeian et al. (2014). According to this figure, a good
agreement can be observed between numerical and experimental results measured
by temperature sensors. The considered measurement line is situated at the collector
center.

6 Conclusion

The objective of this chapter was to analyze the effect of the diameter size on the
SCPP performance. To this end, a numerical simulation of the fluid flow inside an
SCPP system was investigated using the commercial software “ANSYS Fluent
17.0.” The numerical results confirm that the diameter dimensions have a direct
effect on the local characteristics. As a future perspective, we are going to design
and optimize an SCPP system for North Africa. We will investigate the effects of
various geometrical parameters such as the chimney diameter and height.
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