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Chapter 3
The Construction of Data

Abstract In this chapter, I show that data is not an objective representation of real-
ity but rather a constructed translation of observations into legible elements designed 
to support governance (be it by the state or by private actors). Both technical and 
social structures influence this translation; the technical aspects of database archi-
tecture are insufficient by themselves to define this translation regime. Such regimes 
can contain three characteristic translations: normalizing translations that separate 
the normal from the deviant, atomizing translations that separate complexity into 
individual elements, and unifying translations that group diverse characteristics into 
categories. At the same time, these data systems translate their subjects into 
“inforgs,” representations that consist of bundled information rather than actually 
existing subjects. These acts of translation, I conclude, are significant exercises in 
political power.

Whether in business, government, or higher education, pressures toward “data- 
driven” or “evidence-based” decisions are ubiquitous, promising more insight, more 
efficiency, and better outcomes than was previously possible. Implicit in this view, 
however, is a scientifically realist view of data: Data can save us because it is an 
objective representation of observed reality that can thus transcend politics to bring 
organizations to the correct decision. But if data is a social construct requiring acts 
of choice and interpretation in its creation, then it becomes political, its power 
masked behind its false realism. The structures that shape these choices are thus 
central to understanding information justice.

This chapter establishes the translation regime as a mechanism by which the 
social construction of data takes place, and suggests that translation regimes should 
be viewed as political structures rather than technical ones. Data exists because 
organizations such as universities or states have a need to make the domains in 
which they act legible. Doing so, however, requires some process that narrows the 
many possible representations of a given state of the world to a single data state. 
This process is carried out within translation regimes: systems of technical rules and 
social practices that establish a one-to-one correspondence between a given state of 
the world and a data state. The technical structures of a relational database, such as 
tables, functions, business rules, and queries, translate states of the world into data 
states based on standards established by social structures such as cultures, states, 
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and organizations. These regimes operate in a non-neutral fashion, carrying out a set 
of characteristic translations that favor certain groups over others. As such, informa-
tion systems design is a political act, among other things shaping representation, 
asserting and protecting interests, and constructing normalized and deviant identi-
ties. Because these political acts are carried out through the technical structure of 
the translation regime, they appear as technical outcomes, making it more difficult 
to challenge them.

3.1  Data as Reality Made Legible

The ubiquity of data in contemporary society hides its peculiarity. Data is a very 
specific form of information, one in which the subject is broken down atomistically, 
measured precisely (in the sense of being measured to quite specific standards that 
may or may not involve a high level of quantitative precision), and represented con-
sistently so that it can be compared to and aggregated with other cases. That this 
form of knowledge is more common in highly structured institutions and rose to 
ubiquity with the modern, bureaucratic state and the capitalist enterprise should 
surprise no one. Creating data should be regarded as a social process in which real-
ity is made legible to the authorities of an institutional structure.

Scott (1998) argues that the driving force behind the creation of data is the need 
to make the subjects governed by an institution legible.

Certain forms of knowledge and control require a narrowing of vision. The great advantage 
of such tunnel vision is that it brings into sharp focus certain limited aspects of an otherwise 
far more complex and unwieldy reality. This very simplification, in turn, makes the phe-
nomenon at the center of the field of vision more legible and hence more susceptible to 
careful measurement and calculation. Combined with similar observations, an overall, 
aggregate, synoptic view of a selective reality is achieved, making possible a high degree of 
schematic knowledge, control, and manipulation. (Scott 1998, p. 11)

Legible knowledge transforms reality into standardized, aggregated, static facts that 
are capable of consistent documentation and limited to the matters in which there is 
official interest. Such facts emerge from a process in which common representa-
tions are created into which cases are classified and which can then be aggregated 
to create new facts on which the state will rely in making decisions (1998, pp. 80–81).

The importance of legibility for governance can be seen most clearly when Scott 
contrasts legible knowledge with local knowledge. The latter, with all of the specific 
practices, details, and dynamics of reality, is impossible to use for the kind of broad 
governance characteristic of the modern state; it lacks commonality with other 
localities and is not objective to outsiders. This obstructs governance in two ways, 
first by preventing synoptic understanding by authorities and then by denying the 
governing algorithms of the bureaucracy the standardized inputs they need to pro-
duce a standardized output. “A legible, bureaucratic formula which a new official 
can quickly grasp and administer from the documents in his office” (1998, p. 45) is 
a necessity for modern governance in both the state and the enterprise.
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The need for legibility defines not only the form but also the substantive nature 
of data. It is common to regard data from a scientific realist perspective in which 
data is a technical artifact, a representation of information about some subject that 
is stored such that it can be related to other such representations. This is, for exam-
ple, the approach used in the United Kingdom’s Data Protection Act 1998. The act 
defines data as a qualified synonym for information: “Data is information which …” 
followed by a list of technical conditions relating to storage and processing; per-
sonal data is defined by the data’s relation to an individual identifiable either in the 
data itself or in relation to other data, and sensitive personal data includes informa-
tion about a specific list of personal characteristics (Information Commissioner’s 
Office n.d., pp. 19–23).

This is a quite problematic view of data, however, as it suggests that the process 
of representing reality1 is an automatic, even algorithmic process. Such a view is 
naïve, however; like virtually all technologies (Johnson 2006), data is a socio- 
technical construct in which human agency and social structure is central 
(Nissenbaum 2010, pp. 4–6) and the path from reality to data is contingent rather 
than determined (Seaver 2014). Rather than being an automatic process with a one- 
to- one relationship between reality and data, data states are underdetermined with a 
one-to-many relationship between reality and data: one state of the world can give 
rise to many possible data states, some of which are incommensurable with others. 
In order to make the world legible to human authorities and algorithmic bureaucra-
cies, one data state must be chosen to represent a state of the world from among 
many possibilities. Reality constrains those possibilities but it does not, by itself, 
fully reduce the state of the world to a single data state.

Netflix provides an exceptionally valuable case, as it explicitly attempts to datize 
a cultural product and thus makes the socio-technical nature of the company’s rec-
ommendation engine clear. Netflix’s process is at its heart a form of structuralism, 
disassembling films into their smallest component parts and reassembling the “alt-
genres” (hyperspecific categories that Netflix users see organizing films that Netflix 
recommends, such as “visually appealing intellectual action-thrillers”) that describe 
the common structures across films. Structuralism reveals the contingency of 
Netflix’s purportedly objective recommendations:

When you break an object down into its parts and put it back together again, you have not 
simply copied it — you’ve made something new. A movie’s set of microtags, no matter how 
fine-grained, is not the same thing as the movie. It is, as Barthes writes, a “directed, inter-
ested simulacrum” of the movie, a re-creation made with particular goals in mind. If you 
had different goals — different ideas about what the significant parts of movies were, differ-
ent imagined use-cases — you might decompose differently. There is more than one way to 
tear apart content. …Netflix’s altgenres are in no way the final statement on the movies. 

1 For the purpose of this paper, I take “reality” to mean the physically existing world as interpreted 
by actors within it. Here I follow Charles Sanders Peirce in his seminal essay “The Fixation of 
Belief” in which there is an underlying reality that cannot itself be perceived but that can be asymp-
totically approached through repeated observation (Peirce 1992). This leaves open an interpretive 
space but does not deprive the concept of reality of meaning, allowing it to be bracketed as a dis-
tinct but related problem from that addressed in this paper.
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They are, rather, one statement among many — a cultural production in their own right, 
influenced by local assumptions about meaning, relevance, and taste. “Reverse engineer-
ing” seems a poor name for this creative practice, because it implies a singular right 
answer — a fact of the matter that merely needs to be retrieved from the insides of the mov-
ies. We might instead, more accurately, call this work “interpretation.” (Seaver 2014)

Broadening Seaver’s analysis to data generally, each possible data state can be 
regarded as a potential interpretation of the underlying state of the world to be 
datized. The contingency of the final forms of data requires some external source of 
stability in order for data to bring legibility to the world (Mitev 2005). What is 
needed is a process of translation from reality to data that constructs a single repre-
sentation by serving as the external source of stability for representation. Such a 
process is inherently endogenous to the creation of the data as long as multiple 
interpretations are possible. In a realist view of data, all but one of these states must 
be regarded as errors or biases in the data, which can be corrected by validating the 
data against itself or the reality it purports to represent until a single data state that 
is fully consistent with reality remains. But the self-correcting process of scientific 
realism cannot do this; rules for interpretation are required in order to have data in 
the first place. All possible final data states will appear consistent with reality 
because they follow the rules of the specific interpretive process that leads to them. 
These processes have legitimized the data states resulting from them as the only 
acceptable representation of reality, all else—local knowledge in particular—being 
dismissed as anecdotal evidence.

Classifying individuals within a system of gender relations is a good paradig-
matic case that demonstrates the operation of a constructivist understanding of data 
beyond the domain of cultural production. Simply within the binary gender system 
common in western cultures, people might be represented within a data system 
either by sex or by gender. These categories are not reducible to each other; the 
existence of transgendered and intersexed people is sufficient to make sex and gen-
der incommensurable within such binary systems. Moreover, there is no inherent 
reason that a data system needs to be limited to a gender binary, even in predomi-
nantly Western contexts: Facebook recently introduction of more than 50 custom 
gender descriptions from which its members can choose (Facebook n.d.). The intel-
lectual construct “gender” is thus insufficient to determine how data systems will 
represent a specific person; the reduction of gender realities to specific categories 
cannot be an objective, value-free, observational process. In spite of this, most data 
systems rely on the same binary coding frame, one in which gender is taken to have 
a one-to-one correspondence with biological sex. The representation of individuals’ 
place in the system of gender relations is thus determined by neither reality nor by 
the technical requirements of the data system. It is a choice on the part of developers 
to reduce an exceptionally complex reality to a specific legible form.
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3.2  The Translation Regime

In order for the process of selecting a data state from among the many possible ones 
to be, in fact, legible, the process must be a rule-governed one. Creating data from 
reality is not simply an interpretation but a translation (or, more precisely, a series 
of translations) in which substantive content embedded in a set of technical rules 
determines how reality will be represented in the data system. For a relational 
database,2 those rules are largely, but not entirely, contained within the data system 
itself, expressed as technical specifications within the database. The construction of 
data in relational databases consists mainly in the design and selection of rules such 
that they implement the demands of the content sources and only secondarily, when 
the rules and content sources are insufficiently precise, in the direct interpretation of 
reality by those entering data into the data system. Collectively, one might refer to 
these structures as the translation regime for a data system.

3.2.1  The Technical Structure of the Translation Regime

The most basic technical element of the relational database translation regime is the 
structure of individual data tables. The fields selected for inclusion in an individual 
table do much more than selecting which aspects of reality will be stored (though 
they most certainly do that as well). Those fields break down that reality into com-
ponent parts. This is, of course, only a selection of the parts of the reality, and 
recombining these parts creates only an interpretation of reality rather than an 
objective and complete representation of it. A simple case is found in the fields rep-
resenting the name of a person who is represented in a table row. The STUDENT 
table uses FIRST_NAME, MIDDLE_NAME, and LAST_NAME. These fields cannot 
be recombined to generate the formal name of everyone the data purports to repre-
sent. Truncating MIDDLE_NAME to a middle initial translates a student who goes 
by “G. Gordon Liddy” into “George G. Liddy”; a student from a country where 
family names precede given names named “Mao Zedong” is translated into “Zedong 
Mao.”

A more complex example is seen in the information kept on a student’s academic 
program. This data is kept in a hierarchy of fields within STUDENT: DEGREE, 

2 In a more general theory of data, the choice of database type would itself be understood as part of 
the translation regime. Raman (2012) shows that the choice of a relational database rather than one 
based on Unstructured Information Management Architecture (UIMA) to maintain land claims in 
India prevented the storage of knowledge held in narrative form, as was common among Dalits in 
the region. Narrative knowledge would have to be translated into an atomic structure in order to be 
stored in a relational database; in this case, such knowledge was simply excluded in favor of that 
contained in state-produced documents that could be stored in a relational system. Since all of the 
data currently used by UVU is contained in relational databases, the influence of database type 
must be investigated in another context.

3.2 The Translation Regime



56

COLLEGE, DEPARTMENT, MAJOR, and CONCENTRATION. This hierarchy 
standardizes the grouping of students by program in ways that may or may not 
reflect the actual operation of the program. The Behavioral Science major includes 
concentrations such as Psychology and Family Studies with such significant overlap 
in coursework, administration, and faculty that distinguishing students by concen-
tration introduces an institutional separation of students to the data that is absent in 
reality. The major’s Anthropology concentration, however, has much less overlap 
with the other concentrations. There is, in addition, a separate Social Work major 
that has stronger connections with the Psychology and Family Studies concentra-
tions than the Anthropology concentration. The data fields, however, translate these 
varied conditions into a single, hierarchical set of student groups.

Moreover, each field in a table includes a definition restricting the type of data 
that can be entered into the field. These definitions define at the least the type of 
characters that can be put into the field and the maximum length of the field content; 
often field definitions might also include number formats, specialized formats such 
as times, or more precise tests of valid data. As such, they define what form the 
resulting data must take and proscribe the use of other forms. For a data element that 
represents a well-defined condition this is straightforward. But for conditions with 
more variability it is not at all so. Field definitions may thus permit or prohibit the 
entry of data that is valid in relation to reality but not in relation to the field defini-
tion. TAX_ID, for example, is defined as a variable character text field (to preserve 
the leading zero in some Social Security Numbers) of up to 63 characters. A more 
strictly defined field (for example, a fixed-width text field limited to nine characters) 
would prevent the entry of Federal Taxpayer Identification Numbers, which some 
students may have instead of a Social Security Number. The more flexible field defi-
nition of TAX_ID thus supports the translation of a wider range of conditions.

Commonly, some fields within a table will be indexed. Indexing a field stores 
information about the content of the field separately from the table itself, allowing 
the field to be searched rapidly. Typically, a table would index fields on which 
records would be selected, and then other data in those records could be returned 
promptly. In a small table, the difference in response time and server load between 
an indexed and non-indexed field may be minimal, but in a very large system might 
be the difference between practical and impossible searches. Indexing thus creates 
privileged translations of data, in extreme cases making fields that are conceptually 
equivalent incommensurable where one is indexed and the other is not: The indexed 
field is, effectively, the only field that can be used to represent the data in practice, 
and thus the only translation available for use. In COURSE, descriptive course 
information fields such as SUBJECT, COURSE_NUMBER, and SECTION are not 
indexed, but COURSE_REFERENCE_NUMBER is. This makes it quite practical to 
refer to courses by reference number and to identify descriptive course information 
given a reference number, but somewhat more difficult to do starting with the 
descriptive information, especially in the absence of other limits on the data needed.

Beyond the structure of individual tables, one might also look to the structures of 
a database that validate data across tables. Validation tables function in ways similar 
to field definitions. A validation table contains a list of values that are acceptable for 
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use in a field, used commonly in fields that contain categorical data with a limited 
number of possible values. The validation table for COUNTY contains a list of all 
counties in Utah, along with three residual values for all other cases. This prevents 
the entry of invalid county names. In the process, however, the validation table also 
determines the conceptual framework for the field itself. In this case, COUNTY 
becomes a characteristic held only by people from within that state. This is even 
clearer in the example of gender. The validation table for GENDER includes only 
the values “Male,” “Female,” and “Unspecified,” imposing a binary gender schema 
on the people represented in the field. The “Unspecified” value as a residual is an 
especially strong reinforcement of the gender binary in this common validation 
frame: if one is not either male or female (whether because the translation regime 
insists on correspondence between sex and gender thus denying the existence of 
transgender identities, or because the person identifies as some form of non-binary 
identity), one is not even a residual “Other.” One is presumed to, in reality, identify 
with one of the binary values and simply did not communicate that identification to 
those collecting data. These examples make clear the special importance of residual 
representation, often an afterthought, in validation tables’ role in the translation 
regime.

A more complex validation structure is a business rule. Business rules place 
conditional requirements or constraints on the data in one or more fields based on 
the content of other fields, within or across tables. A common use might be to either 
require or proscribe certain external actions, for example, preventing a contract 
from being issued before a credit check has been performed by requiring that a row 
exists for a customer’s credit check in a table of credit check data before a row can 
be created for that customer’s contract in a table of contracts. Business rules can 
also be used to validate data across fields, preventing the entry of a state other than 
Utah in STATE_ADMIT (the state in which the student resided at admission) and a 
Utah county in COUNTY_ADMIT. In much the same way as validation tables, busi-
ness rules impose a conceptual framework on the fields that they govern by limiting 
the data that can be entered to data that is consistent with the underlying concept. 
The central concept underlying a hierarchy of state and county of admission is the 
authority of a unitary state over its citizens at the local level. A business rule uphold-
ing that hierarchy would thus reinforce the structure of authority within state gov-
ernment in the United States. UVU’s lack of such a rule has led to an exceptional 
amount of inconsistent data and thus inhibits the translation of a geographic loca-
tion such as a street address into a political one such as a legislative district.

The relationships among data in different tables further shape the translation 
regime. In a relational database, data tables are structured so that tables can be 
joined to each other on common elements to allow cases in one table to be matched 
to cases in another. In the absence of appropriate commons field on which to join, 
however, data in different tables cannot be related to each other. The UVU reporting 
tables are designed expressly to facilitate this: COURSE and STUDENT_COURSE 
can be joined on the combination of COURSE_REFERENCE_NUMBER and 
TERM; STUDENT and STUDENT_COURSE can be joined on STUDENT_ID and 
TERM. Joining STUDENT to COURSE requires joining all three tables. As a result, 
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the translation of a particular characteristic of reality into an individual data field is 
also a translation of it into a context created by an extensive set of other data fields. 
A student is not simply a Botany major; joining STUDENT and STUDENT_
COURSE makes the student a female Botany major who has not taken a course in 
the major in three semesters. This translation is much more interesting to those 
responsible for increasing retention of women in STEM degree programs.

All of the structures discussed above involve primary translation: the translation 
of a state of the world into data. But translation regimes include as well secondary 
translation processes, translating not reality into data but rather existing data into 
new data. Functions are a common structure that performs secondary translation. 
Fields can be defined with functions. Functions calculate a value for a field based on 
the content of other fields rather than being populated through direct entry of data. 
The function that calculates STUDENT.INSTITUTIONAL_GPA combines 
CREDITS_ATTEMPTED and CREDITS_EARNED across all rows in STUDENT_
COURSE for a student to create a representation of that student’s academic perfor-
mance that does not exist in the absence of the function: an aggregate performance 
indicator. Functions thus widen dramatically the range of data contained in the data 
system and produced by the translation regime, illustrating the extent to which 
translation is not solely about creating equivalent representations of existing data 
but also about creating new data through the combination of existing data.

The data stored in a database is not necessarily the data that will be used in the 
final representation of reality. Data from relational databases is extracted through 
queries that specify precisely what data will be extracted, how it will be combined 
in new fields, and how it will be aggregated. A query will, at the least, specify which 
fields to retrieve for a record, and will usually specify which records to retrieve as 
well. The query thus selects, for example, whether students’ academic performance 
will be represented by INSTITUTIONAL_GPA or OVERALL_GPA. But queries can 
also use the same set of functions that are used to define fields. A particularly com-
mon translation used at UVU when extracting demographic data for survey sam-
ples3 is the creation of a binary ethnicity field. Given that minorities make up less 
than 20% of the UVU student body (Institutional Research & Information 2012a, 
p. 18), surveys are rarely large enough to provide reliable data when broken down 
by individual ethnic categories. Survey sample queries thus categorize student eth-
nicity using a function that parses PRIMARY_ETHNICITY and RACE_COUNT to 
identify students as either White or minority. This function is written into the stan-
dard queries that are used to generate samples, and often included in ad hoc queries 
for particular projects.

Queries are the final point in a relational database where translations take place. 
That does not mean, however, that the technical structures of the translation regime 
are limited to those processes that take place between data entry and data extraction. 
Applications, whether software systems or analytical processes that connect to a 

3 UVU commonly refers to the group invited to participate in the survey as a “sample” even when 
the invited group is in fact a census of a sub-population of students such as graduates in a term. I 
use “sample” in this sense here as well.
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data system, can further translate the data extracted. UVU’s “Stoplight” risk warn-
ing system translates 20 possible trigger conditions that the institution identified as 
characteristic of students at risk of failing courses into a color-coded risk rating that 
is shown to advisors and on class rosters (UVU Student Retention 2013). Stoplight 
operates as a new application built within the ODS, with a custom table carrying out 
this secondary translation and feeding data from it to advisors and instructors. UVU 
also maintains a website presenting data on mission fulfillment that is built, in part, 
on data that is extracted from the data system then aggregated and represented 
graphically using business intelligence software, translating individual data points 
into aggregated visual data. These applications are the point at which data finally 
meets a human who must act on the data, and thus mark the boundary of the techni-
cal structure of the translation regime.

3.2.2  The Social Sources of the Translation Regime

While the substantive content of the translations is inscribed in, and to an extent 
constrained by, the technical structure of the database, the bulk of the substance 
comes from sources external to the database itself. Culture, the state, the institution, 
and private sector actors all provide content for the translations that is then built into 
the technical structures.

As much as the language of conscious design and engineering permeates both 
the theory and practice of information systems, their conformity with their origin 
communities’ cultural structures suggests that sociological institutions are at least 
as important. Like many organizational forms, data systems include “not just formal 
rules, procedures, or norms, but the symbol systems, cognitive scripts, and moral 
templates that provide the ‘frames of meaning’ guiding human action” as a mutually- 
constituting element of social action (Hall and Taylor 1996): Data systems are both 
composed of and instantiate cultural institutions. Some of these are relatively 
straightforward, such as GENDER including only “Male” and “Female” as valid 
values. A binary frame of meaning shared by most people in the institution defines 
which values are built into the validation table, for the most part without a conscious 
decision to do so.

A more interesting example is STUDENT_CLASSIFICATION. This field, in a 
technical sense, divides undergraduates into four classes based on the number of 
credits completed. Ostensibly, this indicates progress toward degree. But the values 
in STUDENT_CLASSIFICATION are more than categorizations or translations of a 
number. “Freshman,” “Sophomore,” “Junior,” and “Senior” is a cultural script for 
understanding the social relations of a traditional residential institution. At an insti-
tution where many students are part-time, married, or returning adults and there is 
no campus housing, neither a 4-year academic career nor a distinct cohort are rele-
vant concepts to most students.

STUDENT_CLASSIFICATION thus operates not as a reflection of student behav-
ior or program structure but rather as a script for (mis)understanding and relating 
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students to each other and the institution. “Freshman” is a frame of meaning that 
assigns attributes to a student; the First Year Experience program acts toward such 
students as that frame says is appropriate, stressing that “College is different from 
high school,” that independence is exciting but can be overwhelming, and that par-
ticipation is a good way to make friends: messages appropriate to a traditional fresh-
man on a residential campus but not to a recently retired Marine pursuing her 
bachelor’s degree as a start to a second career. Similarly, the National Survey of 
Student Engagement samples all first-year students on the basis of institutional clas-
sification and asks a series of questions about differences between high school and 
college engagement experiences even though many freshmen at UVU are closer 
their children’s graduation from high school than their own.

Political influences operate in a much more clearly conscious fashion, usually 
being deliberately designed into the data structures. The state shapes translations 
primarily by establishing formal data standards. Data standards define substantively 
and sometimes technically the content of a data field or record. UVU’s main data 
standards, as is true for most public higher education institutions, are found in two 
sources: the federal IPEDS Glossary (National Center for Education Statistics n.d.) 
and a series of data dictionary files from USHE (Utah System of Higher Education 
2013a, b, c, d). The USHE standard for CITIZENSHIP_STATUS in the student table, 
for example, translates the many categories of rights to presence in the United States 
under US law to five categories: US citizen, US national, resident alien (which 
includes all documented immigrants entitled to stay indefinitely in the United 
States), non-resident alien, and “non-immigrant undocumented students” (Utah 
System of Higher Education 2013c). This last category is particularly interesting, as 
it marks a quite significant departure from the typical discourse of undocumented 
immigrants, translating a person’s intentions as well as their position within the 
immigration regime. The USHE data standard for GENDER became a stricter one 
with the inactivation of the “Unspecified” value in the USHE standards in 2012 
(Utah System of Higher Education 2013c, p. S-13). This prohibited missing data in 
GENDER. As a result, gender nonconformity is no longer even translated as missing 
data; all students are translated into one of the binary gender categories. With such 
cases being typical examples of how data standards translate reality, it is clear that 
they should be viewed as substantive translations, not simply as technical coding 
procedures.

The translations created by data standards can be quite complex, especially when 
multiple data standards can apply to the same set of data. STUDENT supports three 
distinct data standards for ethnicity data to support competing, and in some cases 
conflicting, data standards. The USHE standard for ETHNICITY defines an eight- 
character field in which each character position represents an ethnicity with which 
a student might identify, with multiple identifications allowed, chosen among 
Hispanic or Latino, Asian, Black or African-American, American Indian or Alaska 
Native, Native Hawaiian or Pacific Islander, White, Non Resident [sic] Alien, or 
Unspecified (Utah System of Higher Education 2013c, p. S-14). IPEDS currently 
used the Office of Management and Budget standards, in which students select all 
groups with which they identify among American Indians or Alaska Natives, Asians, 
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Blacks or African-American, Native Hawaiians or Other Pacific Islanders, or Whites 
and then identify whether or not they are Hispanic or Latino (National Center for 
Education Statistics n.d., p. R). UVU also supports older IPEDS standards that 
define students by a single ethnicity.

To do this, STUDENT includes one binary field for each possible ethnicity that 
it might report, a count of the total ethnicities selected by the student, and a primary 
ethnicity to be used with standards that do not support multiple ethnic identities. 
Reality having been translated into these data fields, a further translation of the data 
fields into the reporting identities takes place in querying and extracting data for 
reporting. This creates an extensive complex of translations that are not entirely 
consistent. The same student may be “White” in PRIMARY_ETHNICITY, multira-
cial in IPEDS_ETHNICITY, “Minority” in a query dividing students into “White” 
and “Minority,” and “Non Resident Alien” in USHE_ETHNICITY. While inconsis-
tent, none of these is fundamentally incorrect either as a translation of the ethnicity 
fields in STUDENT nor as translations of reality.

Political systems have more subtle means at their disposal to influence the trans-
lation regime as well. Especially for public institutions but, given the public mission 
of higher education generally, to some extent for all higher education institutions 
there exists a principal-agent relationship between the polity and those institutions 
similar to that between legislatures and bureaucracies. That relationship subjects the 
translation regime to many of the same oversight pressures as any regulatory regime. 
One of the most common responses to such pressure is bureaucratic anticipation: 
agencies, seeing signals from legislators about their desired outcomes, anticipate 
direction from the legislature and move to secure those outcomes without waiting 
for that direction to be made explicit (which, in many cases, never happens because 
the need for direction has been met) (Weingast and Moran 1983). This is not simply 
having the foresight to see a new formal requirement coming and implement it in 
advance; it is an act of anticipating the demands of political actors and meeting them 
as a means of satisfying those actors whether or not the demands are formalized.

Anticipation was a key factor in designing one of UVU’s signature data applica-
tions, its Student Success and Retention dashboard (Institutional Research & 
Information 2012b). The dashboard was designed to assess efforts to improve the 
first-year retention rates and graduation rates reported to IPEDS. The appropriate 
federal data standard is thus the rates for the IPEDS cohorts: first-time, full-time, 
bachelor’s degree-seeking students entering in the fall term. At the time this was 
being developed, however, the US Department of Education had begun public dis-
cussion of revised data standards to take effect in the 2014–2015 data collections, 
and constituencies and their legislators in both Utah and the federal government had 
raised significant concerns about whether higher education was meeting the needs of 
non-traditional students. Those involved in designing the dashboard recognized that 
significant political pressure was building to demand student success data for part-
time and transfer students. The dashboard as completed in 2010, well before NCES 
made decisions on the new standards, was thus based on a fall new student cohort 
with both full-time and part-time students, and designed in a way that would facili-
tate the addition of transfer students by creating a transfer student cohort. UVU was 
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able to provide part-time data to the institutional administration, the community, and 
political actors well before it faced a formal requirement to do so. Neither standard 
was implemented by NCES until 2013, taking effect with the 2014–2015 IPEDS data 
collection, well after UVU had begun tracking the success of part-time students.

The private sector, both for-profit and non-profit, is an important source of con-
tent as well. Because UVU’s data system is a customized version of a widely used 
commercial higher education data system, much of the translation regime’s content 
comes from Ellucian, the makers of Banner. When UVU adopted Banner in 2005 
and implemented the ODS in 2009, the institution started from a standard Banner 
database schema and then customized it to meet specific needs on the UVU campus 
(such as USHE reporting). This requires a notional higher education institution 
whose needs are representative of most institutions around which the out-of-the-box 
version of Banner can be designed; elements of the schema that were left unmodi-
fied thus reflect Ellucian’s conception of what the content of fields should be based 
on that notional institution. UVU’s class rosters, produced by an application within 
the Ellucian Luminis web services platform connecting to Banner data, provide 
students’ formal names even with a preferred name field available. The University 
of California, Davis, has in fact implemented an option within Banner that allows 
students to use preferred names rather than formal names on many university docu-
ments including class rosters (Easley 2014), demonstrating that the standard form 
for class rosters in Banner is not a technical or legal constraint but an assumption on 
the part of the software designers.

The non-profit sector’s contributions to the content domain of higher education 
translation regimes should not be discounted. Institutions, in a bid to increase trans-
parency (or at least the appearance thereof), are frequently participants in voluntary 
data sharing processes, each of which comes with their own data standards that may 
or may not be coordinated with others. The Voluntary System of Accountability 
(VSA) is one of the largest among public institutions, providing both input and 
outcome information with the aim of demonstrating the value of an institution’s 
programs. UVU also participates in the Consortium for Student Retention Data 
Exchange, a program that facilitates peer benchmarking of multi-year retention and 
graduation rates. In both cases, these organizations’ data standards exist alongside 
government standards. The tables supporting UVU’s retention and graduation rate 
application, described above, translate student enrollment data into both IPEDS and 
CSRDE standards.

Despite these many external pressures, institutions themselves are important 
influences on the content of the translation regime. Data standards do not always 
offer precise operational definitions and logics to determine the data value; they 
often couple conceptual definitions with a set of valid end states, leaving institutions 
considerable leeway in the translation process itself. Institutions nearly always con-
trol the technical implementation of data standards. Under different alternatives, a 
particular state of the world can be translated into different values within a data 
standard depending on how the translation is performed. UVU can thus choose 
whether to use the state from an applicant’s current or permanent addresses when 
selecting the value of STATE_ORIGIN, which USHE simply defines as “The state 
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code indicating the student’s state of origin as described at the time of their first 
application to the institution, if one is available” (Utah System of Higher Education 
2013c, p. S-11). That decision is embedded in functions and validation procedures, 
but the data standards do nothing to specify how the function should evaluate a 
student living in Twentynine Palms, California, who considers her permanent home 
to be Moab, Utah, so long as the function returns a valid value. That a function for 
doing so is provided in the base Banner package does not prevent the institution 
from changing that. The decision of how the function evaluates the primary data 
fields to create a secondary translation is a design choice rather than a predeter-
mined outcome, one made and implemented at least in part by the institution.

The institution is also the data collection point, giving it the power to choose both 
what data to collect and what interactions to translate into data. This is a powerful 
tool in shaping data: interactions and characteristics that are not turned in to data are 
not simply missing; they are untranslatable and hence illegible. This prevents them 
from being considered in decisions. The standard Banner package includes a field 
for students’ religious preferences. UVU does not collect that data from its students, 
however. Ostensibly, this is because of a concern that asking students to identify 
religious preferences would create the impression that UVU was supporting the 
dominant religion of its community, The Church of Jesus Christ of Latter Day 
Saints. This has not prevented UVU’s Institutional Research & Information office 
from including that question on its student opinion surveys, the most recent of 
which that asked the religion question found that 77.2% of students identify with 
some form of the LDS faith (Institutional Research & Information 2013, p. 45). 
That data is not included in Banner, however; more than 75% of students’ data 
records have a null value for RELIGION. As a result, the institution does not rou-
tinely consider religion in its decision-making, even though such a large number of 
students sharing a common worldview present many of the classic problems of in-
group/out-group dynamics.

Religion is, to UVU, illegible. This is not at all to say that the institution is hostile 
to either LDS Church members or non-members; its President, Matthew S. Holland, 
is the son of one of the highest authorities in the LDS Church and an active church 
leader in his own right and yet has consistently promoted religious inclusivity 
toward those outside the LDS Church as an important element of UVU’s Core 
Themes. But the decision not to collect data with which to populate RELIGION 
does leave religious preferences opaque to the institution. The institution cannot ask 
questions about the role of religion, either as a belief system or as a social institu-
tion, in the operation of educational programs. It cannot consider whether students 
who are not LDS Church members have lower retention rates, a possible sign that 
they feel excluded from the social life of the campus. It cannot consider whether 
LDS Church members are less likely to complete the FAFSA and thus to receive 
Pell Grants, a possible consequence of a strong ethos of self-sufficiency and finan-
cial conservatism within LDS theology and culture. UVU is quite effective address-
ing these questions within the limits of survey research methods, but a full canvas of 
students over time is impossible. This leaves UVU unable to “read” a characteristic 
that is central to many students’ identities.
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3.3  Characteristic Translations Within the Regime

The data translation regime is not substantively neutral; it favors certain types of 
outcomes over others. In a relational database such as that used at UVU, one can 
identify at least three characteristic types of translations in the data (as well as, of 
course, numerous translations that are relatively unique and not analyzed here). 
These characteristics translations describe how the ontological character and mean-
ing of states of the world commonly change over the course of the translation pro-
cess. The result is that translations are most often analytically incommensurable 
with the reality they purport to express: the words attached to the conditions may be 
similar, but they are embedded in an entirely new structure.

3.3.1  Normalizing Translations

One type of translation establishes certain states of the world as part of the realm of 
normally existing conditions, thus implicitly establishing all other states as devia-
tions from normalcy in some sense. Such translations typically have the effect of 
reducing the states of the world to only those within the realm of the normal data 
states. Those represented in the database are thus represented only to the extent that 
they are capable of being represented within that normal realm; to the extent that 
they deviate from the normal world as it exists within the database they cease to 
exist analytically.

The simplest normalizing translation is from relevance to existence. Data is col-
lected based on what the collectors find relevant to their interests: it may shed light 
on a question they need answered or a decision they may make, or it may be needed 
to comply with requirements of an external authority. Data is not collected, how-
ever, on matters that are not of interest to the institution, nor on matters for which 
the existence of data is counter to the institution’s interests. One common objection 
to data collection and analysis within IRI was that UVU could be forced to make the 
data or subsequent analyses of it public under Utah’s open records laws. Most fre-
quently this objection was used with projects that might collect data that subjects 
might consider sensitive but that was not protected by privacy laws, a not unreason-
able protection but nonetheless one that is driven by a specific interest on the part of 
the university. Those characteristics or states of the world were considered irrele-
vant to decisions, and thus not collected.

But when questions arise about such characteristics, irrelevance turns into non-
existence. The characteristics about which there is no data frequently function not 
as unknowns which need to be estimated or otherwise accounted for in analysis, but 
are rather ignored, treated analytically as if they do not exist or, at best, subsumed 
into platitudes about “context” that fade into the background when the data is avail-
able. This is more than just saying that nonexistent data does not exist: it is not data 
about a given characteristic that is translated into nonexistence but the characteristic 
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itself. Having determined that religion is irrelevant to decision-making and not col-
lected information about it, UVU’s students cease, analytically, to have religious 
preferences.

A similar process takes place with regard to the conditions that a characteristic 
might take on. Translation regimes transform the diversity of possible conditions of 
a characteristic into a set of acceptable data values. Those conditions that cannot be 
represented by a valid data state become represented not as themselves but as devi-
ance: the data is missing; it is given a residual category value such as “other,” “not 
applicable,” or “not available”; it is forced into one of the valid data states even if 
that does not actually represent the state of the world. So the diversity of gender 
identifications are translated into categories of normalcy that are represented by the 
values “Male” and “Female,” and invalid data that exists in a state of deviance from 
normalcy, first as “Unknown” and then, with the deprecation of that value in the 
USHE data standards, into a forced choice of a valid but untrue data state. 
Transgender identities are not simply statistically rare; they are abnormal. And as in 
the case of irrelevant characteristics of the world, deviant conditions of the world 
become analytically nonexistent, assumed to be trivial exceptions to a meaningful 
interpretation of reality.

It is important especially to understand what it means to say that states of the 
world analytically cease to exist. The qualifier is an important limitation. No one at 
UVU would deny that many students are religious; the lack of data does not pre-
clude thinking about the characteristic. In a culture where decisions are legitimated 
in part based on the ability to support them with data analysis, a characteristic that 
is not datized cannot be analyzed, and so decisions about it cannot be legitimated 
and are unlikely to be built into policy. Nor can assumptions about the characteristic 
be questioned. This is perhaps the most pernicious aspect of the translation of rele-
vance. While a characteristic for which data is unavailable may not exist analyti-
cally, it may be very prominent culturally, in many cases functioning as part of an 
ideal type representation and assumed to be true of all cases. The culture of the 
region carries with it a strong religious identity. The result is the assumption that any 
one student is a member of the LDS Church until they are known to be otherwise.

It is also important to recognize that analytical normalcy is different from social 
normalcy, by which I mean the existence of certain conditions as the normal or typi-
cal condition from which other conditions vary. Self/other distinctions are a form of 
social normalcy: whites or men represent the normal or typical, while people of 
color or women are an “other” defined in relation to the norm. The analytical nor-
malcy that I posit here includes both the typical and other categories in normalcy; 
deviance constitutes existence outside of the set of recognized categories rather that 
existence within one of the atypical categories. Analytical normalcy does not imply 
social normalcy. “White” is, analytically, merely one category of PRIMARY_
ETHNICITY, not different from other values within the translation regime despite 
being the only socially normal value. Nor, however, does analytical normalcy chal-
lenge social normalcy: the equation of “Male” with normal takes place outside of 
the translation regime, so that when the translation regime categorizes someone as 
male or female it does nothing to prevent the substitution of typical and atypical.
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The translation of irrelevance to nonexistence played a significant role in the 
creation of UVU’s “15 to Finish” program (First Year Experience and Student 
Retention 2014), which encouraged students to take 15 credits per semester in order 
to graduate in 4 years. The assumption behind the program is that students who 
attend full-time are not only more likely to graduate on time; they are more likely to 
graduate at all. One of the core messages is of the program that it is better to reduce 
or eliminate outside work in order to attend full-time, even if that requires students 
to take out loans, because they will be more likely to finish, finish faster (especially 
within the limits of Pell Grant eligibility), and spend more years earning an income 
commensurate with their completed degrees. The analysis performed in support of 
the program did indeed show that this was the case. But it did not consider whether 
this was practical for all students. UVU does not collect effective data regarding the 
family status or family income of its students; the only systematic effort at data col-
lection regarding the number of children students have or parents’ income that is 
integrated into Banner is the FAFSA, but institutional privacy protections limit the 
transfer of FAFSA data outside of the financial aid office and low rates of FAFSA 
completion make such data unrepresentative in any case. Students with high family 
incomes might find it much easier to attend school without working, while those 
with families might find it especially difficult to reduce or eliminate outside work. 
Yet neither group exists at an analytical level. The program does have a strong ethos 
that 15 credit hours may not be appropriate for all students because of their family 
status or availability of parental support. But that is not implemented formally in the 
way that, for instance, the various triggers are built into the Stoplight program. “15 
to Finish” is for all students, “with exceptions, of course.” These characteristics are 
irrelevant to the institution’s data collection efforts, become illegible because they 
are not collected, and ultimately cease to exist as part of the “normal” world in 
which administrators operate.

3.3.2  Atomizing Translations

One of the generally accepted best practices of relational database design is that 
data fields should be atomic, representing one and only one value for one and only 
one characteristic. To the extent that this is practiced (and it usually is), the result is 
that translation regimes will represent the world in atomistic terms, fragmenting 
characteristics that are defined as much by their relationship to other characteristics 
as by their specific conditions into distinct fields that are not connected to each 
other. These fields are then analyzed in isolation from each other rather than in the 
contexts that make them meaningful to the people represented in the database.

Individual identity is highly susceptible to atomization. Complex, intersectional 
identities frequently bring together different categories of identity into a coherent 
whole that does not exist within a database: “Jewyoricans” are fragmented into 
atomistic categories of religion, residence, and ethnicity without the relationships 
among them that are central to the identity of Jewish New York residents of Puerto 
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Rican descent. These categories reflect both the principle of atomicity—separate 
fields for separate characteristics—and the data standards to which the institution 
must conform. The USHE reporting standards for STUDENT maintain separate 
fields for ethnicity and state of origin (and, of course, do not collect information 
about religion) (Utah System of Higher Education 2013c). This makes representing 
complex identities that reflect not just one or another aspect of one’s identity but the 
intersection of or relationships among multiple aspects of one’s identity quite rare; 
data is often analyzed along ethnicity or gender, often sequentially but rarely both 
at once. There are people represented in UVU’s data who are Black, and people who 
are female; there are some who are both. But there are no Black women in the data.

Atomizing translations can be especially complex when trying to translate a nar-
rative into data. In such cases, it is necessary not only to separate characteristics but 
also to reduce complex conditions into nominal data states that conform to the vali-
dation rules and data standards. One might consider the case of students who trans-
fer in large numbers of credits that reflect their prior educational experiences that 
are at best tangentially related to their current educational ambitions but don’t meet 
the requirements of their current degree program. All of these characteristics are 
included in STUDENT: PREVIOUS_EDUCATION captures whether the student 
was enrolled at another university in the past, TRANSFER_CREDITS reflects the 
number of hours brought in, TOTAL_CREDITS identifies the number of credits 
earned at all institutions, and STUDENT_CLASSIFICATION performs a secondary 
translation that characterizes overall progress toward the degree. But the fields don’t 
reflect the narrative of a student entering, leaving, and returning with different edu-
cational goals and having far more credits than are actually needed to graduate 
while not being anywhere near completing the current program. A student may be 
classified as a “Senior” but have perhaps 2 or 3 years of additional coursework to 
complete in order to graduate. The narrative that provides meaning to the value in 
TOTAL_CREDITS is lost; it is reduced to a name: 142.

In most cases, atomizing translations are driven by the content domain rather 
than the technical domain; the latter merely implements atomicities that are already 
practiced in other contexts. Technical limitations do not force atomicity on those 
using extracted data. The different characteristics can be quite easily brought 
together through simple concatenations of fields or crosstabulations of extracted 
data. The IPEDS data standards in fact do exactly this. Institutions are required to 
report enrollment by ethnicity separately for men and women, allowing the federal 
government to see the intersectionality of the two conditions. UVU’s Student 
Success and Retention Dashboard allows analysis by two characteristics at once, 
making it possible to see the effects of a wide range of two-dimensional intersec-
tionalities, and with some rather awkward technical gymnastics a very narrow set 
of three- dimensional ones, on graduation and retention rates. The multi-character 
ETHNICITY field in the USHE data standards shows how a secondary translation 
of atomic data can create a field that captures the complexity of multiracial 
identities.

Narratives, too, can be stored in data systems. Banner includes a data table in 
which comments can be stored. These can provide the narratives that are stripped 
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away by atomizing translations—if users actually use them. Extracting data from 
comments is notoriously difficult, requiring complex expressions, tedious analysis, 
and careful interpretation to make them legible to the institution. Suggesting that the 
best source for a particular data point is found in COMMENT is universally reviled 
with UVU’s IRI office, but it can be, and sometimes is, done. But this is rarely the 
case, and even when it is the narrative structure of the comment is rarely used fully, 
the preference being to identify a nominal value that may be extracted from a com-
ment rather than a more structured field. To be sure, many of these cases involve a 
re-translation of atomic data. But they do show that other possibilities exist and thus 
make clear the nature of translation as a choice rather than an inherent technical 
limitation.

3.3.3  Unifying Translations

In spite of the imperative toward atomicity, there is a counter-tendency toward unity 
in translation regimes as well. The detailed and diverse conditions of reality fre-
quently exceed the capability of data systems to store them or the ability of analysts 
to manage them. A characteristic that can have thousands of potential values, espe-
cially when those values are expressed in a nominal level of measurement, does 
little to bring legibility to the state of the world. Diverse states of the world must 
often be translated into a small number of values that bring many different condi-
tions together into a common data state.

One translation process that unifies disparate conditions is grouping a large num-
ber of possible conditions into a small number of data values. This creates a unified 
group that may not, in fact, exist in reality or that is at least far more complex than 
is expressed in a single value label. The USHE ethnicity categories are an example. 
The standard defines “Asian” as “A person having origins in any of the original 
peoples of the Far East, Southeast Asian, or the Indian subcontinent including for 
example Cambodia, China, India, Japan, Korea, Malaysia, Pakistan, the Philippine 
Islands, Thailand, and Vietnam” (Utah System of Higher Education 2013c, p. S-14). 
The common label “Asian” hides a wide range of diversity within the definition; 
UVU had Asian students admitted from 27 countries other than the United States 
among its Fall 2013 students. It seems reasonable to expect that they would have 
considerable differences among them, and in many cases might find more in com-
mon with other racial groups. The borders Pakistan shares with Iran, Afghanistan, 
and Tajikistan defines Pakistanis as Asians and thus unifies them with students from 
Japan or Indonesia while separating them from citizens of the surrounding countries 
who are defined as “White,” a category that includes those “having origins in any of 
the original peoples of Europe, the Middle East, or North Africa.” Similar differ-
ences in racial identity exist between African and Black immigrants from Africa or 
the Caribbean and among immigrant groups themselves (Benson 2006), who are 
nonetheless unified into a single category of “Black or African-American.”
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Data systems may also unify characteristics temporally. Characteristics that vary 
over time become essential and fixed in data systems, stripping away the contin-
gency that is often at work in them. Again, the USHE ethnicity standards are instruc-
tive here. The USHE standards make reference consistently to the origins of the 
student, suggesting that ethnic identity is a fixed part of a person’s overall identity. 
As a result, it can be stored in the data systems and reported consistently over the 
course of a student’s academic career. But there is considerable evidence that ethnic 
identity is not essential; rather it is a characteristic that is situated in particular cir-
cumstances and can change with them, such as when the student moves from a 
public to a private space or into and out of spaces dominated by heritage identities 
(Zhang and Noels 2013). One might expect this to be especially strong among stu-
dents who identify with multiple ethnic or racial groups. This situational variability 
is not captured by the data system, however; the permanence of the data state implies 
a permanence to the state of the world it purports to represent that may be accurate 
on average but may not be so at any given moment.

3.4  Translating the Subjects of Data Systems

The technical structures of a relational database, such as tables, functions, business 
rules, and queries, translate states of the world into data states based on standards 
established by social structures such as cultures, states, and organizations. These 
regimes also translate the entities about which data is collected into “inforgs,” enti-
ties that exist solely as bundles of information. Within many of the structures that 
guide data use and data-driven decision-making inforgs behave quite differently 
than people, fundamentally changing the power dynamics of representation in deci-
sion process. I explore two structures related to representation in this section. First, 
inforgs significantly complicate the way that data-driven decision processes can be 
considered representative of students. While a less data-driven process emphasizes 
a trustee model of representation in which the decisionmaker is seen as acting in the 
best interest of the student, a data-driven process that translates students as inforgs 
requires decisionmakers to create constructs that ultimately represent themselves 
rather than students. Standard approaches to protecting student privacy are also con-
siderably more problematic in translated data processes. Approaches to privacy 
typically rely on restricting the flow of information. A traditional approach views 
this as a protection of an individual. But when the individuals exist solely as inforgs 
as in a data-driven decision process, restrictions on the flow of information destroy 
or at least degrade the inforg itself, excluding the associated person from the 
process.
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3.4.1  Inforgs in Data-Driven Decision Processes

In recent decades, higher education in the United States has seen dramatically 
increasing corporatization, bureaucratization, and rationalization of higher educa-
tion derived from the for-profit sector but increasingly common in the public and 
private non-profit sectors as well. A central feature of this has been the emergence 
of accountability regimes, in which

a politics of surveillance, control, and market management disguise[es] itself as the value- 
neutral and scientific administration of individuals and organizations (Tuchman 2009). 
Related to strategic planning, this accountability regime supposedly minimizes risks for an 
organization (or corporation) by imposing rules about how work will be done and evalu-
ated. (McMillan Cottom and Tuchman 2015, p. 8)

The scope of such regimes goes far beyond traditional notions of legal and financial 
risk, reaching into the realm of operational control through data-driven decision-
making processes. Accrediting bodies demand that mission fulfillment and student 
learning be demonstrated through “meaningful, assessable, and verifiable data—
quantitative and/or qualitative, as appropriate to its indicators of achievement” 
(Northwest Commission on Colleges and Universities 2010, Sect. 4.A.1) and that 
institutions practice “regular, systematic, participatory, self-reflective, and evidence- 
based assessment of its accomplishments” (Northwest Commission on Colleges and 
Universities 2010, Sect. 5.A.1). The results of these data-driven analyses are “used 
for improvement by informing planning, decision-making, and allocation of resources 
and capacity” (Northwest Commission on Colleges and Universities 2010, Sect. 
4.B.1). Institutions that fail to use appropriate data-driven processes to evaluate mis-
sion fulfillment and student learning risk punitive actions by accreditors. For exam-
ple, in June 2013, the Middle States Commission on Higher Education, the largest of 
the regional accrediting bodies in the US higher education system, issued warnings 
that the accreditation of ten schools was in jeopardy; nine of these institutions had 
failed to demonstrate compliance with standards relating to planning, effectiveness, 
and learning assessment (Middle States Commission on Higher Education 2014).

The reliance on data in assessment, evaluation, and planning—arguably the most 
important decision processes in a university—is a paradigmatic case of the broader 
model of data-driven decision-making. Mandated at the primary and secondary lev-
els in the United States by the now superseded No Child Left Behind Act of 2001, 
data-driven decision-making compels institutions to use data “to stimulate and 
inform continuous improvement, providing a foundation for educators to examine 
multiple sources of data and align appropriate instructional strategies with the needs 
of individual students” (Mandinach 2012, p. 72). The model is based on business 
management theories (especially those derived from manufacturing), including 
Total Quality Management and Continuous Improvement. The model organizes and 
interprets multiple types of data into information that is meaningful to the users. 
This then becomes actionable knowledge when users evaluate and synthesize the 
available information, ultimately using the information to either inform discussion 
or to choose actions. This process is cyclical and takes place within a range of vary-
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ing organizational contexts (Marsh et al. 2006). The result is held to be a more rigor-
ous and informed decision process that allows educators to teach more effectively 
and administrators to operate more efficiently and reliably (Mandinach 2012).

Unexamined in this model is the nature of the data that is driving decision-making. 
Data is, from the perspective of data-driven decisions, seen as an objective represen-
tation of a real world. This realist view is fundamentally flawed, however. In order to 
understand what a data point means, it must be understood as a representation of 
something within a nexus of problems, models, and interventions rather than as an 
abstracted object. The process of making reality legible reflects a fundamental prob-
lem: the relationship between that which is to be represented and the data state ulti-
mately representing it is one-to-many; therefore data systems must select a single 
data state from among the many possible in order to produce legible knowledge. 
Hence the second key element: that data is itself constructed by social processes. I 
have elsewhere (Johnson 2015) called this process the translation regime, which one 
might define as the set of implicit or explicit principles, norms, rules, and decision-
making procedures through which single, commensurable data states are selected to 
represent states of the world4 that provides an external source of stability for the data 
system and allows it to bring legibility to the represented conditions (Mitev 2005). 
One could look to gender as a paradigmatic case of translation, with myriad possible 
gender expressions reduced to a small number of values, most commonly “male” or 
“female,” by data standards and validation tables that reflect social norms, in particu-
lar those at work in the accountability regime of the institution.

From this perspective, data-driven decision-making takes place within an 
abstracted model world that resembles any reality external to it in one of many pos-
sible ways selected by the translation regime. In a data table, data exists in columns 
where the data has a common framework, but it also exists in rows that relate data 
points in different columns to each other through association with some sort of 
entity: data is information about some things, students and courses in the case of 
UVU’s core institutional research data systems. These things in the database can 
have no more objective existence than the characteristics that the database attributes 
to them. The translation regime does not simply translate the characteristics of 
objectively existing entities into the columns of a database; those entities that make 
up the rows are also translations, whose existence is defined strictly by the informa-
tion with which they can be associated.

These data entities are best described as what philosopher of information Luciano 
Floridi terms “inforgs”:

In many respects we are not stand-alone entities but rather interconnected informational 
organisms or inforgs, sharing with biological agents and engineered artefacts a global envi-
ronment ultimately made of information, the infosphere. This is the informational environ-
ment constituted by all informational processes, services, and entities thus including 
informational agents as well as their properties, interactions, and mutual relations. (Floridi 
2010, p. 9, emphasis in original)

4 This definition follows that of Krasner’s (1982, p. 186), used to define regimes in international 
relations.
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An inforg is characterized as an entity that is de-physicalized, typified (represented 
as an instance of a class of identical objects), perfectly clonable, and existing only 
through its interactions with other inforgs. While the extent to which this ontology, 
which Floridi calls “informational structural realism,” is an adequate description of 
being more broadly remains controversial, the sense of inforgs inhabiting an infos-
phere captures well the ontology of the model world in which a data-driven decision 
process takes place. In such a model world, data consists of signifiers of states that 
attach to inforgs. In a star schema, for instance, data is divided into fact tables that 
describe entities and dimension tables that describe conditions that those entities 
can take on. Each row in the fact table represents one entity, named by the data 
table’s primary key, and that entity has no characteristics other than the facts stored 
in the row, that can be joined to the row, or that are stored in the related dimension 
tables. These inforgs are thus the only kind of entity that can exist within a data- 
driven decision process.

3.4.2  Informational Representation

Decisions in higher education are political decisions in the most basic sense: they 
are decisions made to govern a collective entity, in this case a postsecondary educa-
tional institution. As such, those that are affected by this decision, as in all political 
decisions, have a legitimate claim that they ought to have meaningful input into it in 
some fashion. This is the origin of the problem of representation, a problem not 
challenged by the fact that the decision takes place in a bureaucratic rather than 
legislative institution. Presumably, then, decisionmakers in higher education intend 
for their decisions to represent, in some form and among other considerations, the 
students about whom they are making decisions.

One might analyze different modes of representation along two dimensions. The 
first concerns the level of participation. Participatory models involve all those who 
have a claim to input in the process of making the decision; representative models 
vest that power in a relatively small group of individuals who act for the group as a 
whole. A second dimension considers the relationship between the decisionmakers 
and the group. Promissory models view the decisionmaker as an agent who acts on 
behalf of those they represent as principals, while autonomous models allow the 
decisionmakers the freedom to act on their own. The most common models fall into 
either the autonomous/participatory or the promissory/representative quadrants. 
Direct democracy, in which all members of the polity participate directly in policy-
making, is the standard case of the former; the trustee-delegate dichotomy, in which 
representatives act respectively in the best interests of the represented or as the 
represented themselves would, is the basis of the latter.

This is not to say that the only coherent models of representation fit into one of 
these two quadrants. Frameworks of representation in the two other quadrants are 
less commonly observed but nonetheless important. In descriptive representation, 
representatives act without any moral obligation toward the positions of the repre-
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sented but “in their own backgrounds mirror some of the more frequent experiences 
and outward manifestations of belonging to the group” (Mansbridge 1999, p. 628). 
This correspondence of backgrounds acts as a mechanism to ensure correspondence 
between the interests of the representative and the represented so that a representa-
tive acting in their own self-interest is coincidentally acting in that of the represented 
as well rather than acting out of an obligation to do so. Descriptive representation is 
an important case of representation that is both autonomous and representative used 
especially to study representation in bureaucracies (see, for example, Wilkins and 
Keiser 2004). Jean-Jacques Rousseau’s On the Social Contract proposes a system in 
which citizens participate directly in government but represent not their particular 
individual wills but the “will that one has as a citizen,” which he terms “the general 
will,” thus directly participating in government but as an agent of the collective body 
of citizens that serves as principal. However, neither of these models is of practical 
value in higher education decision processes. In the case of descriptive representa-
tion, decisions are made by actors who cannot resemble the key characteristic of 
those they might be taken to represent: administrators are not students. Concepts 
related to the general will have never been shown to be sufficiently clear in any 
applied context to be of use in making a specific decision. Analysis of representation 
will thus focus on the direct and promissory models of representation.

In a personalized decision-making context, which we might define in contrast to 
a data-driven process as one in which either single or multiple decisionmakers use 
their personal judgment to make what they consider the best decision given the 
available information under some degree of uncertainty, higher education tends 
toward a trusteeship model of representation. Even at the smallest of institutions, 
direct participation in all decisions is impractical because of the number of students 
and of decisions involved in governing the institution. But there is also a strong 
strain of paternalism in decision-making at colleges and universities. Students, it is 
frequently held, cannot be counted on to do what is best for them. Consider, for 
instance, Austin Peay State University’s use of predictive analytics in student 
advising:

[Provost Tristan] Denley points to a spate of recent books by behavioral economists, all 
with a common theme: When presented with many options and little information, people 
find it difficult to make wise choices. The same goes for college students trying to construct 
a schedule, he says. They know they must take a social-science class, but they don’t know 
the implications of taking political science versus psychology versus economics. They 
choose on the basis of course descriptions or to avoid having to wake up for an 8 a.m. class 
on Monday. Every year, students in Tennessee lose their state scholarships because they fall 
a hair short of the GPA cutoff, Mr. Denley says, a financial swing that ‘massively changes 
their likelihood of graduating. (Parry 2012)

Such students would, if they chose themselves, make choices that run counter to 
their true interests (presumably, in receiving a generic college degree at minimum 
cost); decisionmakers must therefore choose not what the students would choose 
but what they should choose. Such a model of representation is defensible only to 
the extent that the decisionmakers do, in fact, have an adequate view of that 
interest.
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This model of representation breaks down when students are translated into 
inforgs. Initially, one is tempted to see the translation of students (or of anyone with 
a claim to voice in a political process) as a gain for direct participation. The promis-
sory models both break down when applied to inforgs. The trustee and delegate 
approaches both require a unifying concept that acts as the wholeness of the repre-
sented (interest or will, respectively) that guides how the agent acts on behalf of the 
principal, one that is lacking when the principal is no more than a bundle of infor-
mation: which piece of information defines that unifying concept? But while a per-
sonalized process of direct participation requires some complex structure that 
allows universal participation in the process of developing policy alternatives, man-
ages extensive deliberation among those alternatives, and aggregates preferences 
into a decision, a data-driven process can bring the participants in as inforgs and 
then aggregate their informational characteristics. The capacity for participation in 
data-driven decision-making is apparently limited only by the power to collect and 
process the information that constitutes the inforgs.

This understanding of representation assumes that inforgs have an objective or 
realist ontological status, existing in their own right rather than being constituted by 
actors outside of themselves: the data row represents a physically existing student 
as they are in the “real” world rather than existing as an inforg that has been created 
by someone other than the represented. The analysis of the data structures above 
shows that this is not the case. Inforgs are themselves social constructs, and both 
their existence and their characteristics reflect the same social pressures and struc-
tures that data fields do. As such, the idea that inforgs are capable of being indepen-
dently represented in a data-driven decision process is fundamentally unsound; 
what is represented is the constructive activity of those creating the inforgs. There is 
the appearance of direct participation, but the participants are not representations of 
students but actants created through the translation regime. What is represented is as 
much the constructors’ understanding of students that is built into the data driving 
the decision process.

Data-driven decision processes thus present a fundamental contradiction. While 
they are instituted as objective processes, it is clear that no process of representing 
students can take place within them without the process of data creation also being 
a process of imposing external values and assumptions. The inforgs are created by 
those who create the data system, and decisions about them can only be made if 
decisionmakers supply their own concepts of interests of will to guide the applica-
tion of promissory models of representation. This is, to be sure, true of personal 
decision models as well, but in those models there is a clear connection to individu-
als against which those assumptions can be checked. In a data-driven model, there 
is nothing to check against beyond the data; the students exist solely as data. The 
objectivity of the process, its supposed virtue, is thus a fiction needed to make the 
process work.
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3.4.3  Destructive Privacy Among Inforgs

Representing inforgs becomes more seriously compromised when considered in 
relation to information privacy. In the United States, students are protected first and 
foremost by federal laws including but not limited to the Federal Education Rights 
and Privacy Act (FERPA), but also by a range of state laws, institutional policies, 
and data handling standards. All of this is meant to ensure that students are able to 
maintain a sphere of personal identity and activity safe from intrusion by others, 
including others’ knowledge about the student. Most commonly this is protected by 
the twin principles of consent and anonymity: personal information may only be 
used or transferred with the consent of the subject; all other information must be 
stripped of personally identifying characteristics before use or transfer (van Wel and 
Royakkers 2004). Certainly these opt-in or opt-out procedures are the bedrock of 
most institutions’ privacy policies, with the latter likely far more common than the 
former.

Increasing pressures on personal privacy have given rise to more complex per-
spectives on privacy. It is increasingly common to interpret privacy as a property 
right in information about one’s self. Subjects hold initial ownership rights in infor-
mation about them, and can exchange that information contractually in information 
markets, receiving appropriate compensation—or they can refuse to permit the use 
of such information in the absence of sufficient compensation to encourage the 
transaction (Solove 2004, pp. 76–81). This approach makes sense, for example, of 
the willingness of so many to give access to their email to Google: in exchange for 
an outstanding product, consumers are willing to allow Google to use the informa-
tion captured to generate profit for itself. Alternatively, Helen Nissenbaum (2010) 
argues for a reliance on social context to protect privacy. As technosocial systems, 
the context of information flows is as much a defining feature of data exchange and 
use as the content of that information flow. The combination of situation, actors, 
information attributes, and practices of transmission for accepted information 
exchanges constitute an existing norm of practice that may be violated in the case of 
new uses of information, such as a data mining practice. Changes in this context that 
are not supported by its underlying norms are violations of the contextual integrity 
of the information flows, and in the absence of separate justification violate one’s 
privacy rights. More recently, the European Court of Justice has embraced a “right 
to be forgotten” under which individuals are entitled to have information about them 
essentially destroyed, in the instant case by having Google remove links to informa-
tion about them from search results (Costeja González 2014).

The common thread of each of these approaches to privacy is that they aim to 
restrict flows of information across parties, transactions, or both. This restriction is 
frequently considered the essence of data privacy. The centrality of collection (the 
flow of information from a subject to a data system) and dissemination (the flow of 
information across data systems or from a data system to subjects) in common defi-
nitions of information privacy makes restrictions on flow the sine qua non of data 
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privacy. Such a model of privacy is at least plausibly appropriate for the governance 
of subjects who are persons; preventing the transfer of information will, presum-
ably, prevent those receiving information from using it to do harm to the subjects of 
that information. This meets the fundamental criteria of a wide range of ethical 
frameworks, such as Mill’s harm principle, which permits the infringement of one’s 
liberty in order to prevent harm to others, or the more recent proposal of a Hippocratic 
Oath making “do no harm” the first principle in the use of information and com-
munication technology for development (Mill 2011, p. 17; Rodrik 2012).

Restricting the flow of information fundamentally fails, however, when the sub-
jects are constructive inforgs. The flow of information is what translates subjects (in 
this case, students) into inforgs in the first place. To restrict that flow is to change the 
inforg itself. Such restrictions might, for instance, limit the data known about an 
inforg in absolute terms as privacy restrictions prevent the transfer of certain types 
of information (when, for example, the subject opts out of sharing of internet use 
information). Or it might do so in relative terms as it prevents the transfer of infor-
mation from one source (when the subject installs a privacy plug-in in Chrome) but 
allows that same transfer from another source (when the subject doesn’t bother 
reading the 31-page terms and conditions for the latest iOS update). Since an inforg 
is nothing more than a typified and clonable bundle of information, a difference in 
the information constituting the inforg violates the principles of typification (the 
difference resulting in inforgs that are instances of two different types) and clon-
ability (the difference distinguishing two instances as different rather than as 
clones), and is thus the creation of a different inforg.

This becomes even more problematic when a subject opts out of a data system 
altogether. For a constructive inforg, a complete data opt-out is not simply a with-
holding of information; it is a complete destruction of itself as an inforg. Prohibition 
of data flows prevents the inforg from being constructed in the first place. It is per-
haps only slightly overdramatic to characterize complete restriction of the flow of 
data as information suicide for a constructive inforg, as the inforg that protects its 
privacy ceases to exist in the model world of the data-driven decision process. The 
physical entity corresponding to the inforg (in this case, the actual student) is at best 
reduced to context—that there are some students who are excluded by privacy pro-
tections. But context, again, exists only in relation to data, which is to say in relation 
to inforgs. Students who opt to protect their privacy thus exist only as others to the 
inforgs’ selves, defined not individually as entities in themselves but collectively as 
a typified characteristic of the inforgs (i.e., as a group of identical entities of which 
the inforgs are not members). Reduced to context that is meaningful only in relation 
to entities that have corresponding inforgs, those students cease to exist analytically 
and instead are subsumed as information into inforgs corresponding to other 
students.

That further complicates the problem of representation as well. Partial restric-
tions change how subjects are represented; complete prohibitions exclude subjects 
from being represented entirely. Students are faced with a difficult choice: they can 
be represented (with varying levels of adequacy given the process of constructing 
inforgs) in the data-driven decision processes that run the institution that shapes a 
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significant part of their lives both now and long into the future, or they can choose 
to minimize the extent to which that institution is allowed into the student’s sphere 
of private activity and identity. To exactly the extent that students choose one good, 
they undermine the other. In personalized decision processes, the unifying concepts 
of principal-agent representation can moderate this, with decisionmakers taking 
into account expressions of students’ best interests and wills regardless of—and 
perhaps taking into consideration—the privacy status of individual students, as 
these are not data-dependent. In data-driven decision processes, however, with those 
unifying concepts absent and decisions formally constrained by the available data, 
representation and privacy are fundamentally irreconcilable.

3.5  Conclusion

These transformations are political acts. The actors that design translation regimes 
are building structures that embed values and relationships within them that can 
advantage certain groups over others as the data rather than the actors it represents 
comes to play a defining role in decision processes. The translation regime begins 
by representing some groups and excluding other groups, representing some char-
acteristics of individuals but not other characteristics of those same individuals, and 
representing the data subjects as the data system’s designers would represent them 
rather than as the subjects would. In UVU’s data systems, non-credit students and 
non-degree seeking students do not exist under most circumstances; nearly all que-
ries are designed to filter such students out unless information about them is needed 
specifically. English as a Second Language students were until recently treated as 
non-degree seeking and thus left unrepresented in most data-driven decisions. 
Students’ ethnicity is represented but their religion, the most commonly discussed 
aspect of identity in the student interviews, is not. White students are represented as 
an ethnicity rather than seeing themselves as ordinary people (who seem to lack 
ethnicity), as one White student described himself. These translations are not neces-
sarily hostile to the students’ representation, but they do quite clearly shape it.

Just as there are many characteristic translations, there are many political acts that 
take place through them. The creation of data systems is an assertion of self- interest 
on the part of the designers; the data system embeds their interests in the decision 
process but not those who have no influence on the design processes; the latter have 
no way to make themselves and their interests legible even to institutions that might 
want to take them into account in good faith, let alone those who might deliberately 
seek to exclude them. The categorization of characteristics creates and fragments 
groups that could assert their aims to the institution: Black women are forced to 
choose to work within the defined fields of GENDER and ETHNICITY to meet their 
needs and thus to accept racial inequality within the feminist movement or gender 
inequality within Black culture rather than identifying as Black women specifically 
and pursuing an intersectional strategy (Hill Collins 2009). Defining states of the 
world as valid or invalid (e.g., transgender identities) is at the least an imposition of a 
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normalizing judgment through a means other than surveillance, one that has the same 
kind of potential to construct individuals and groups as hate speech (Butler 1997).

Similarly, data-driven decision-making becomes much more problematic when 
we recognize that data is made, not collected. As decision-making increasingly 
takes place within model worlds created by the process of collecting, managing, and 
analyzing data, it increasingly transforms people into inforgs and marginalizes con-
siderations not rooted in data as mere context.5 Data-driven decision-making is part 
of a larger ethos, one connecting managerialism, technocratic government, and neo-
liberal politics, that increasingly pervades higher education. The problems of repre-
sentation and privacy, and especially the tension between the two, stem from the 
very core of this ethos.

Much of the politics that one would typically expect as groups compete is present 
in the translation regime. The politics of the translation regime is different, however, 
in that it is hidden behind a facade of technical specifications. The translations are, 
superficially, not exercises of power but simply functions and validation tables that 
store ostensibly objective information about reality. The scientistic ontology and 
ideology (Haack 1993; Peterson 2003) embedded in information systems creates 
the appearance of an apolitical process that is not open to contestation. It thus 
becomes quite difficult to engage from a political perspective. It cannot be chal-
lenged technically, as the translation regime is internally valid and self-legitimating. 
Any test against reality will confirm the validity of the regime so long as the rules 
are complied with, because the rules include what data can be considered. Data 
from within the regime will be correct, and there is no such thing as “data” from 
outside of the regime. The translation regime creates data; all else is anecdote and 
thus illegitimate. Challenges to the politics of the translation regime must, then, 
overcome the issue of legitimacy before the regime can be questioned.

The translation regime is thus a significant and problematic form of political 
power. Integrating both the technical and the social to render its subjects legible to 
the exercise of power, the characteristic translations that it produces also exercise 
power in their own right. As such, the fact that data is constructed through transla-
tion, among other processes, presents the need for a theory of information justice. 
Such a theory must rely on neither controlling the possession of information nor its 
use. If information is simply representational, these would be adequate safeguards. 
Privacy rights could protect transfer of information, and substantive regimes similar 
to human subjects protections might prevent against harmful uses. But the construc-
tive nature of data makes these inadequate. Neither privacy use ethics addresses the 
content of information that is, within the internal framework of the translation 
regime, accurate. These approaches cannot address the questions that arise in build-

5 To be sure, one might argue that the portrayal of data-driven decision-making presented here is 
something of a straw-man argument that neglects the subtleties of and importance of context in the 
models advocated in higher education. I would argue to the contrary that those models themselves 
only pay lip service to context; the more context can be used to override data and the more that 
conflicting data points are to be considered in the decision process, the less data-driven decision-
making is distinct from personalized decision-making. If there is something distinct about data-
driven decision-making, it is that data must take priority over context.
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ing data systems in ways that their translations further rather than undermine the 
individuals represented in them. Instead, a theory of information justice should be 
oriented toward understanding data as a socio-technical system, promoting design 
practices that minimize their potential for domination and oppression.
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