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Preface

This volume contains the papers presented at SBMF 2017: the 20th Brazilian Sym-
posium on Formal Methods. The conference was held in Recife, Brazil, from
November 29 to December 1, 2017.

The Brazilian Symposium on Formal Methods (SBMF) is an event devoted to the
dissemination of the development and use of formal methods for the construction of
high-quality computational systems, aiming to promote opportunities for researchers
with an interest in formal methods to discuss the recent advances in this area. SBMF is
a consolidated scientific–technical event in the software area. Its first edition took place
in 1998, reaching the 20th edition in 2017. The proceedings of the last editions have
been published in Springer’s Lecture Notes in Computer Science series as volumes
5902 (2009), 6527 (2010), 7021 (2011), 7498 (2012), 8195 (2013), 8941 (2014), 9526
(2015), and 10090 (2016).

The conference included three invited talks, given by Ana Cavalcanti (University of
York, UK), Christoph Benzmüller (University of Luxembourg, Luxembourg; Freie
Universität Berlin, Germany; and Saarland University, Germany) and Patrícia Machado
(UFCG, Brazil). A total of 16 papers were presented at the conference and are included
in this volume. They were selected from 37 submissions that came from 16 different
countries: Australia, Belgium, Brazil, Canada, China, Colombia, France, Germany,
India, Ireland, Norway, Portugal, Spain, Sweden, the UK, and the USA. The Program
Committee comprised 46 members from the national and international community of
formal methods. Each submission was reviewed by three Program Committee mem-
bers. Submissions, reviews, deliberations, decisions, as well as the compilation of these
proceedings were all handled via EasyChair, which provided excellent support
throughout the whole process.

We are grateful to the Program Committee and to the additional reviewers for their
hard work in evaluating submissions and suggesting improvements. We are very
thankful to the general chair of SBMF 2017, Gustavo Carvalho (UFPE), and the local
organization team, who made everything possible for the conference to run smoothly,
and to CIn-UFPE for kindly hosting the event. SBMF 2017 was organized by the
Federal University of Pernambuco (UFPE), promoted by the Brazilian Computer
Society (SBC), and sponsored by the following organizations, which we thank for their
generous support: CAPES, CNPq, CIn/UFPE, FACEPE and UFPE. Finally, we would
like to thank Springer for agreeing to publish the proceedings as a volume of Lecture
Notes in Computer Science.

November 2017 Simone Cavalheiro
José Fiadeiro
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Formal Methods for Robotics: RoboChart,
RoboSim, and More

Ana Cavalcanti(B)

Department of Computer Science,
University of York, York YO105GH, UK

Ana.Cavalcanti@york.ac.uk

A report from 2014 indicates that “The UK Government has identified ‘eight
great technologies’ which will propel the UK to future growth”; one of them is
robotics and autonomous systems. Currently, robotics is at the heart of the UK
economic plans (www.tinyurl.com/mtut23s). A 13 billion pounds global market
is predicted for 2025 (www.tinyurl.com/nyf64av). A limiting factor, however,
is safety. The UK Technology Strategy Board reports that we are sitting on a
“robotics goldmine” (www.tinyurl.com/o2u2ts7), but “Regulation and certifica-
tion will also be a vital part of RAS deployment...”.

Although many factors are involved in establishing safety of a robotic sys-
tem, software poses a key challenge for design and assurance (www.tinyurl.com/
o2u2ts7). Full verification is beyond the state of the art due to the complexity
of models and properties for decision-making systems. Lack of customised tech-
niques and tools means that, in spite of the modern outlook of the applications,
the current practice of software engineering for robotics is outdated.

Main players in industry like Microsoft, Amazon, and Facebook have started
using formal methods to improve their products [13]. What is routine in many
engineering disciplines, that is, use of tools and techniques justified by mathe-
matical principles, is becoming feasible for software developers.

The practical use of formal methods in many specific areas of application is,
however, still an open challenge that is being tackled by scientists and engineers
worldwide. What we propose is to face this challenge in the exciting area of
development of controller software for mobile and autonomous robots.

The importance of Software Engineering has been recognised by the robotics
community. There is an open-access journal on the subject (Journal of Soft-
ware Engineering for Robotics - www.joser.org/). A premier conference in the
area, the IEEE/RSJ International Conference on Intelligent Robots and Systems
(IROS), has organised a Special Session on Robotics Software Engineering last
year. Several domain-specific languages are available in the literature [9], but, by
far and large, their focus is support for programming and simulation. Modern
verification techniques have not been widely explored, with a few notable excep-
tions [1,4,5,7]. Applications of general-purpose formal techniques have shown
the value that they can add to robotics. Due to lack of specialisation and diffi-
culties with automation, however, the cost involved and scalability achieved do
not indicate a clear prospect of wide practical application.

c© Springer International Publishing AG 2017
S. Cavalheiro and J. Fiadeiro (Eds.): SBMF 2017, LNCS 10623, pp. 3–6, 2017.
https://doi.org/10.1007/978-3-319-70848-5_1

www.tinyurl.com/mtut23s
www.tinyurl.com/nyf64av
www.tinyurl.com/o2u2ts7
www.tinyurl.com/o2u2ts7
www.tinyurl.com/o2u2ts7
www.joser.org/


4 A. Cavalcanti

As part of a five-year EPSRC project, called RoboCalc (www.cs.york.ac.uk/
Circus/RoboCalc), we are developing a framework for modelling and simulation
of mobile and autonomous robots. We have devised RoboChart [8], a graphical
domain-specific language from which we can generate CSP [11] mathematical
models automatically. As opposed to other languages for robotics, RoboChart
targets software design, rather than simulation. RoboChart has an associated
tool, called RoboTool, that supports graphical modelling and automatic gener-
ation of CSP scripts, and is integrated with the model checker FDR4 [6].

We are also designing RoboSim, a graphical language to describe simulations.
It makes it possible to verify a simulation with respect to a RoboChart model.
We are also extending RoboChart to deal with systems comprising a collec-
tions of robots and tackle the important area of swarm robotics. The RoboCalc
framework will ensure that models and simulations are consistent, and proper-
ties established by analysis and simulation are preserved in the robotic platform.
This will cover timed, continuous, and probabilistic properties.

RoboChart and RoboSim provide a solid foundation to deal with the engi-
neering of software for robotics. They are notations akin to those already in
widespread use, but enriched with facilities that enable use of modern verifica-
tion techniques. Further work, however, is needed to realise their full potential
to the economic benefit of industry and to encourage adoption.

Current practice in robotics is normally based on standard state machines
[2,3,10,12], without formal semantics, to specify the robot controller only. The
environment is either not explicitly considered or described in English. The state
machine that gives an abstract account of the robot controller guides the devel-
opment of a simulation, but no rigorous connection between them is established.
For implementation in a robotic platform, ad hoc adjustments are normally
required to cater for the reality gap between the simulation and actual environ-
ment. Here, different running conditions may be considered for testing. There is
no rigorous approach for the use of simulation and testing. Numerous iterations
of (re)development and testing, tool dependency, and low-level programming are
prevalent, with impact on cost, maintainability, and reliability. This is outdated
even when compared with practice in other safety-critical domains.

RoboChart and RoboSim address the issues of principled modelling, verifica-
tion, and sound simulation generation. Beyond the scope of RoboCalc, however,
are a model-based framework for sound and automated testing of robotic sys-
tems. This is essential to ensure that the simulations generated from RoboChart
models are used in an effective and cost-efficient way.

Another major hurdle for safety assurance is the highly complex environ-
ments in which critical robotic applications work; examples are autonomous
vehicles and home-assistance robots. A safety argument needs to ensure absence
of undesirable behaviour in all possible environments. Currently, however, even
characterising all valid scenarios is not feasible using existing tools.

In the agenda for future work, we ought to consider testing based on simula-
tions, with full control of the robots and their environment, and tests for use on
robots operating in the real world. We need sound test generation and execution
techniques to support systematic and automated simulation experiments.

www.cs.york.ac.uk/Circus/RoboCalc
www.cs.york.ac.uk/Circus/RoboCalc
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We will also investigate the design of a modelling language that can identify
essential properties of the environment in which a robotic system is expected to
work. It needs to support verification by simulation via automatic generation of
explicit environment specifications for use with simulators, by deployment testing
via automatic generation of test cases, and by proof of properties considering all
environments for which a robotic system is suited.

The challenges are (1) a rich semantic model to underpin sound and sys-
tematic testing techniques; (2) test generation based on timed, probabilistic,
and hybrid models for the robots and their environment; (3) tractability for a
variety of simulation tools; (4) design of a language that is accessible by practi-
tioners, supports abstraction in the modelling of environments, and has a formal
semantics; (5) techniques for model-based generation of simulation environment
definitions or programs for use with a variety of simulators; (6) techniques for
model-based generation of environment definitions for use in tests; and (7) tech-
niques for proof-based verification of properties.

Our vision is a 21st-century toolbox for robot-controller developers. In this
toolbox, a developer can find unambiguous diagrammatic notations to specify
models for the environment, the robotic platform, and the controller. For com-
monly used environments and robotic platforms, the toolbox includes a range
of ready-made models. Because these models are precise, there is no scope for
misunderstanding and, most importantly, the toolbox includes techniques for
desirable properties of the models: deadlock freedom, speed limits, and so on.

Since the technique for validation that robot controller developers favour
nowadays is simulation, in the 21st-century toolbox, there are tools for automatic
generation of these simulations. The ingenuity of the developer is now focused in
the optimisation of the simulation and of the associated deployed code. Because
the languages used for simulation and programming are high-level, the results
are tool independent, and can be deployed in a variety of robotic platforms.
Moreover, the toolbox provides techniques to generate tests automatically, for
use with the simulation and the deployed system. Test drivers support the use
of simulations described in RoboSim running on top of customised simulators,
or off-the-shelf tools like Simulink and Webots.

With the 21st-century toolbox, the costly cycles of iterations of design
and testing, with problems found very late, even just at deployment time, are
reduced. Moreover, the developer can demonstrate that the controller produced
satisfies essential properties established during modelling. Software for mobile
and autonomous robot is cheaper and more reliable.

Acknowledgements. The work mentioned is a collaboration with colleagues at the
University of York and Universidade Federal de Pernambuco: André Didier, Wei Li,
Alvaro Miyazawa, Alexandre Mota, Pedro Ribeiro, Augusto Sampaio, Jon Timmis,
and Jim Woodcock. Work on testing has been extensively discussed with Rob Hierons.
The author’s work is funded by the EPSRC grant EP/M025756/1, and INES, grants
CNPq/465614/2014-0 and FACEPE/APQ/0388-1.03/14. No new primary data was
created as part of the study reported here.
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Recent Successes with a Meta-Logical Approach
to Universal Logical Reasoning

(Extended Abstract)

Christoph Benzmüller1,2(B)

1 University of Luxembourg, Esch-sur-Alzette, Luxembourg
2 Freie Universität Berlin, Berlin, Germany

c.benzmueller@gmail.com

The quest for a most general framework supporting universal reasoning is very
prominently represented in the works of Leibniz. He envisioned a scientia gen-
eralis founded on a characteristica universalis, that is, a most universal formal
language in which all knowledge about the world and the sciences can be encoded.
A quick study of the survey literature on logical formalisms suggests that quite
the opposite to Leibniz’ dream has become reality. Instead of a characteristica
universalis, we are today facing a very rich and heterogenous zoo of different log-
ical systems, and instead of converging towards a single superior logic, this logic
zoo is further expanding, eventually even at accelerated pace. As a consequence,
the unified vision of Leibniz seems farther away than ever before. However, there
are also some promising initiatives to counteract these diverging developments.
Attempts at unifying approaches to logic include categorial logic algebraic logic
and coalgebraic logic.

My own research draws on another alternative at universal logical reasoning:
the shallow semantical embeddings (SSE) approach. This approach has a very
pragmatic motivation, foremost reuse of tools, simplicity and elegance. It utilises
classical higher-order logic [21] as a unifying meta-logic in which the syntax and
semantics of varying other logics can be explicitly modeled and flexibly combined
(cf. [3] and the references therein). Off-the-shelf higher-order interactive and
automated theorem provers [6] can then be employed to reason about and within
the shallowly embedded logics.

Respective experiments have e.g. been conducted in metaphysics. An initial
focus thereby has been on computer-supported assessments of modern variants
of the ontological argument for the existence of God, where the SSE approach has
been utilised in particular for automating variants of higher-order (multi-)modal
logics [8].

In the course of these experiments (cf. [13–18] for details), my prover LEO-II
[9] detected an previously unnoticed inconsistency in Kurt Gödel’s [25] promi-
nent variant of the ontological argument, while the slightly modified variant by
Dana Scott [31] was verified in the interactive proof assistants Isabelle/HOL [29]
and Coq [19]. Further modern variants of the argument have subsequently been
studied with the approach, and theorem provers have even contributed to the
clarification of an unsettled philosophical dispute [12].

c© Springer International Publishing AG 2017
S. Cavalheiro and J. Fiadeiro (Eds.): SBMF 2017, LNCS 10623, pp. 7–11, 2017.
https://doi.org/10.1007/978-3-319-70848-5_2
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Another, more ambitious study has focused on Ed Zalta’s Principia Logico-
Metaphysica (PLM) [37], which aims at a foundational logical theory for all of
metaphysics and the sciences. This includes mathematics, and in this sense it
is more ambitious than Russel’s Principia Mathematica. The semantical embed-
ding of PLM in HOL has been very challenging, since in addition to its size, its
foundational theory is complicated: the PLM is based on hyperintensional higher-
order modal logic S5 defined on top of a relational (as opposed to a functional)
type theory that comes with restricted comprehension principles (the use of full
comprehension in the PLM has been known to cause paradoxes and inconsisten-
cies [30]). The PLM has meanwhile been successfully encoded in Isabelle/HOL
by my student Daniel Kirchner [26]. As an unexpected highlight of this project,
Kirchner, supported by the Isabelle/HOL system, detected an previously unno-
ticed issue: a deeply rooted and known paradox is reintroduced in PLM when the
logic of complex terms is adjoined to PLM’s specially-formulated comprehension
principle for relations. Kirchner is now using the framework to support Zalta in
fixing this issue.

Other logics, for which the SSE approach applies, and which are relevant
for theoretical philosophy, include quantified conditional logics and multi-valued
logic [4,5,34].

Motivated by the successful experiments on the ontological argument, and
supported by my research group at Freie Universität (FU) Berlin, I have set-up
a worldwide new lecture course on computational metaphysics [36], which has
received FU Berlin’s central teaching award in 2015/16. Student projects origi-
nating from this course have led to impressive new contributions (cf. [1,24,26];
further papers are submitted), including Kirchner’s already mentioned embed-
ding of the PLM in HOL, a computer-assisted reconstruction of an ontological
argument by Leibniz and a verification of (main parts of) prominent textbooks
by Fitting [22] and Boolos [20]. A key factor in the successful implementation
of the course has been, that a single methodology and overall technique (the
SSE approach) was used throughout, enabling the students to quickly adopt a
wide range of different logic variants in short time within a single proof assistant
(Isabelle/HOL). The course concept seems in fact well suited to significantly
improve interdisciplinary, university level logic education.

Another interesting application area for the SSE approach is mathematics,
where e.g. the proper treatment of partiality and undefinedness in computer-
formalisations constitute unsettled challenges. Free logic [28,32] adapts classical
logic in a way particularly suited for addressing them. Free logics have interest-
ing applications, e.g. in natural language processing and as a logic of fiction. In
mathematics, free logics are particularly suited in application domains such as
category theory or projective geometry (e.g. morphism composition in category
theory is a partial operation). In a collaboration with Dana Scott, I have shown
that free logics can be elegantly embedded and automated in HOL [10]. Utilis-
ing this embedding, we have conducted an exemplary theory exploration study
in category theory [11], in the course of which theorem provers have revealed
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a previously unnoticed technical flaw (constricted inconsistency resp. missing
axioms) in a prominent category theory textbook [23].

The SSE approach is, of course, relevant also for artificial intelligence and
computer science. For example, the knowledge and belief of intelligent agents
can be modelled with epistemic and doxastic logics, which are directly amenable
to the SSE approach, since they are just particular modal logics. To demon-
strate this, prominent AI puzzles about knowledge and belief, including the well
known wise men puzzle, have been successfully automated [3,35]. Moreover, the
semantic web description logic ALC is just a reinvention of basic multi-modal
logic K and, hence, the SSE approach is immediately applicable to it. Access
control logics have applications e.g. in computer security; again the SSE app-
roach applies [2]. Further ongoing work e.g. adresses intuitionistic modal logic
[27] and predicate dynamic logic.

In summary, the SSE approach is the most widely applied universal logical
reasoning approach to date. Note, however, the difference to Leibniz’ original
idea (and to various strands of related work). Instead of a single, universal logic
formalism, the SSE approach supports many different competing object logics
from the logic zoo. No ontological commitment is thus enforced at the object
logic level (e.g. the approach well supports both classical and intuitionistic object
logics, and can even combine them [7]). The concrete selection of (a range of)
object logic candidates is typically determined by the specific requirements of
the application at hand. Only at meta-level a single, unifying logic is provided,
namely HOL (or any richer logic incorporating HOL). By unfolding the embed-
dings of the object logics, problem representations are uniformly mapped to
HOL. This way Leibniz’ vision is realised in an indirect way: universal logical
reasoning is established (only) at the meta-level in HOL.
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Abstract. The Abstract State Machine (ASM) method is a formal spec-
ification and modeling technique that allows us to specify computational
systems at the required abstraction level and facilitates formal analysis
and verification. System Theoretic Process Analysis (STPA) is a semi-
formal hazard analysis method that aims to identify safety requirements
emerging from the analysis of potential interactions among components
and inadequate control in the system’s design. In this paper, we combine
these two techniques to develop a methodology capturing both the for-
mal representation of ASM with the ability to generate safety properties
from the STPA hazard analysis. This has the advantages of verifying the
STPA requirements in a formal way, and giving insights for the improve-
ment of the ASM specification, depending on these requirements. We
illustrate our methodology by applying it to an insulin pump control
system case study, showing what safety issues it highlights.

Keywords: Abstract State Machines · System Theoretic Process
Analysis · Temporal logic · Validation · Verification

1 Introduction

Due to the increasing adoption of software in safety critical systems, together
with their potential failure, it has become imperative to develop safe and efficient
systems before deployment. We address this issue by combining a particular
formal method with the results of a particular safety analysis technique.

Within the existing variety of formal methods, the Abstract State Machine
(ASM) method can seamlessly direct the development process of computational
systems, from capturing the requirements to practical implementation [11]. Sev-
eral modeling and analysis tools have been developed for ASMs. In this paper, we
have chosen the set of interoperable tools integrated in a meta modelling frame-
work called ASMETA [9], which includes automatic tools for the editing [13],
validation [12], and verification [6] of ASM models. These tools help the modeler
to develop an appropriate model for the functional requirements.

System Theoretic Process Analysis (STPA) is a safety analysis technique
from the safety engineering domain [19]. It was developed to analyse com-
plex modern systems that involve interactions between their software, hardware,
c© Springer International Publishing AG 2017
S. Cavalheiro and J. Fiadeiro (Eds.): SBMF 2017, LNCS 10623, pp. 15–32, 2017.
https://doi.org/10.1007/978-3-319-70848-5_3
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human and environment components. This technique uses a non-linear accident
causation model for the whole system, where the failure of interaction between
the system’s components or component failures can lead to unsafe states. It has
been demonstrated that this technique is able to identify a wide range of haz-
ard causes and safety requirements in a semi-formal manner [24]. Recently, the
STPA technique has been used, in [1,3], as an integrated tool with verification
activity by supplying it with the formulated safety requirements. However, the
formalization process of safety requirements is both cumbersome and does not
accurately capture some of the temporal aspects of the requirements.

In this paper, we present a methodology for developing correct and safe
critical systems, that is based on the ASM method, the STPA technique, and
temporal logic. It starts with modelling the system in the AsmetaL (ASMETA
Language) to obtain an accurate mathematical representation. Then, using the
AsmetaV validation tool, the model validation process is applied to ensure that
it meets the functional requirements. Next the STPA technique is utilized to
elicit safety requirements. These requirements are formalized into Linear Tem-
poral Logic (LTL) that can be verified against an AsmetaL model using the
AsmetaSMV verification tool.

The methodology is illustrated through the Insulin Pump Control System
(IPCS) [23]. This system is chosen because its design provides a plausible level
of complexity for research, and its safety aspects are still under scrutiny.

The main contributions of this paper are: a systematic methodology for devel-
oping safety critical systems through combining ASM with STPA, with the target
of developing safe specifications, and adequate and concise temporal formaliza-
tions of the STPA requirements.

The rest of the paper is organized as follows: Sect. 2 is an overview of the
tools and techniques of our methodology. Section 3 presents our case study. In
Sect. 4, we describe our methodology. The application of this methodology is
explained in Sect. 5. In Sect. 6, we evaluate our methodology. Section 7 discusses
the related work. Section 8, finally, concludes the paper.

2 Background

2.1 Abstract State Machines

Abstract State Machines (ASMs), were originally introduced by Gurevich [15]
as a versatile and extended way of representing Finite State Machines, where
unstructured control states are replaced by multi-sorted first order structure
states. Using ASMs, the modeler can specify the system from a high-level of
abstraction, called a ground model, to the required detailed one [11]. ASM is
based on abstract states, to model the system’s structure, and on transition
rules, to model the system’s dynamic behavior. An ASM state is denoted by a
pair (location, location value). The location is represented by an n-ary function
name and its list of first-order terms, while the location value is a value assigned
to that location. The ASM locations or functions can be static, which never
change during any run of the machine, or dynamic, which may be changed by
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the environment or by machine updates. The dynamic functions are also dif-
ferentiated between controlled (read and write by the machine), and monitored
(read by the machine and write by the environment).

Changing an ASM state is performed by a control logic rule that has the
following format: “if Condition then Update”. This rule is invoked at the current
state to produce the subsequent state. In addition to if-then, there is a set of rule
constructors, such as par (parallel execution of the grouped rules), choose (non
deterministic selection) and switch case (extension of the control logic rule).

A set of tools have been developed around ASMs to support the ASM
method, and to help the developer in performing different analysis activities
within the same development platform. These tools are included in a meta mod-
elling framework called ASMETA (ASM mETAmodelling)1 [9]. The ASMETA
tools that have been utilized in this paper are as follows: (1) The ASMETA
Simulator (AsmetaS) tool [13], which executes ASM models that are written in
ASMETA Language (AsmetaL). (2) The ASMETA Validator (AsmetaV) tool [12]
which validates AsmetaL specifications by scenarios written in ASMETA valida-
tion language, named Avalla. Avalla expresses the execution for a scenario in an
algorithmic manner via a set of constructs: set (determine the values for moni-
tored functions), check (inspect the machine state), step (perform one transition
into another state), and step until (perform several transitions). The AmetaV tool
captures any violation of Avalla scenario by producing only success or fail valida-
tion verdicts. (3) The ASMETA SMV (AsmetaSMV) model checker tool [6] which
is for formal verification of ASMs. The inputs for this tool are the AsmetaL
model and temporal properties, which can be written in either LTL or CTL.
The AsmetaSMV translates these inputs into the NuSMV model checker. In this
paper, we will use only LTL properties. The propositional and future-time con-
nectives that are available for writing LTL properties in AsmetaL are: ! (not),
iff (‘if and only if’, Ø), and (^), or (_), implies (Ñ), x (‘next state’, ©), g
(‘globally’, l), and u(p, q) (‘until’, p U q).

2.2 System Theoretic Process Analysis

System Theoretic Process Analysis (STPA) is a hazard analysis technique that
was proposed by Leveson [17] to address safety as a control problem. It con-
siders the system’s component interaction and dynamic behavior, rather than
considering component failure only.

Typically, in this technique, the system is deemed as a safety control loop
which consists of a controller, actuator, sensor and controlled process. The con-
troller includes a model of the process it is controlling, in order to identify
the requisite control action to be issued. The actuator executes this action on
the controlled process, and the sensor returns the current status data about
the controlled process to the controller. The analysis through STPA focuses on
identifying the context and timing conditions that affect the action to make it a
hazardous action.

1 http://asmeta.sourceforge.net/.

http://asmeta.sourceforge.net/
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Implementation of this technique is outlined in five steps [18], as follows: (1)
Identify system analysis fundamentals by determining expected accidents, and
the potential hazards that can lead to these accidents. (2) Identify unsafe control
actions under different timing conditions (provided at any time, provided too
early/too late, not provided), as well as determining the controller process model
(a set of environmental and system variables) which can contribute to providing
the control action. (3) Ask an expert to determine which control action, with
which combination of values taken by the environmental and system variables,
and under which timing conditions, is a hazardous action. (4) Translate the
hazardous control actions into safety requirements. (5) Determine the potential
causes of each unsafe control action depending on the expert. In our work, we
will focus on the first four steps.

3 Case Study: The Insulin Pump Control System

The Insulin Pump Control System (IPCS) is a therapeutic system used to
improve diabetes treatment. The problem with traditional treatments is the pos-
sibility of taking an insulin overdose or insufficient dose due to focusing only on
the current glucose value and ignoring the last insulin injection time. It has been
chosen as a case study for software analysis of safety-critical systems in [23]. The
IPCS works in three different modes: automatic, manual, and switching off. In
the automatic mode, the software controller can implement one of the following
two activities at a time: running (performed every 10 min) or testing (performed
every 30 s). In addition, the software controller resets the cumulative dose to 0
every 24 h. The running activity starts with sensing the current glucose value,
then it analyses this value by comparing it with two saved values (10 and 20 min
prior) to calculate the required dose. Before delivering the dose, it does a safety
check, considering the maximum daily dose and maximum single dose. During
the delivery of the dose, the controller sends pulses equivalent to each unit of
the delivered dose. Within the running activity, the warning alarm must be run
when the received glucose value is less than the minimum safe limit, the available
insulin is less than or equal to four maximum single doses, or delivering the dose
will exceed the maximum daily dose. The testing activity involves detecting any
hardware unit failure (sensor, battery, needle, insulin reservoir) to suspend the
IPCS work and to run the failure alarm. In the manual mode, the system will
deliver the dose manually, hence the software controller will not perform safety
checking, but it will update the quantity of the available insulin and the cumu-
lative dose. The complete requirements are documented and specified in the Z
language in [22], and part of the specification is provided in [23].

4 The Proposed Methodology

Our proposed methodology is based on: AsmetaL, AsmetaV, AsmetaSMV,
STPA, and temporal logic. Using this methodology, we aim to guide the modeller
to improve the ASM model, depending on the detection of any violations to the
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functional and safety requirements via the validation and verification tools, and
to provide the verification tool with the STPA requirements in a formal way.

Figure 1 shows an overview of our methodology which includes the following
steps: (1) Modelling the system using the AsmetaL to capture the system’s
requirements. (2) Validating that the AsmetaL model satisfies the functional
requirements, which relate to the user needs about the system through using
the AsmetaV tool. This tool allows construct particular scenarios describing the
interactions between the system and its environment. The AsmetaV tool reads a
scenario written by the user in Avalla, and invokes the AsmetaS tool to simulate
this scenario and checks if the AsmetaL model satisfies this scenario or not.
In the event that any of these scenarios are not satisfied, the AsmetaL model
must be modified. (3) Eliciting safety requirements for the system via STPA.
(4) Formalizing the elicited STPA safety requirements into LTL specifications
using the formula in Sect. 5.4 that captures the four STPA timing requirements
of control actions. (5) Verifying that the AsmetaL model satisfies the formulated
STPA safety requirements. If any of these requirements are not satisfied, then a
counter example will guide the modeller to improve the AsmetaL model.
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Identify the process model

Create context table that documents the 
hazardous action with certain combinations

Get safety requirements from hazardous 
actions

Formalising the STPA Safety Requirements

Formalise the safety requirements 

Rewrite the formulated requirements into 
accepted ones by AsmetaSMV

Modelling 
the System 

Behavior via 
AsmetaL

Validating the AsmetaL 
Model

Verifying the STPA Safety Requirements

Extend the AsmetaL model with the resultant formulated 
safety requirements and verify them via AsmetaSMV

AsmetaL model 
meet safety 

requirements

Informal Requirements Interactions between System and Environment Accidents and Hazards

Identify Avalla scenarios 
and run them via AsmetaV

AsmetaL 
satisfy

scenario

4

5

31

2

No Yes

No

Property is satisfied

couter
example

A
S

M
E

T
A

 F
ram

ew
ork

S
T

PA
 S

afety A
n

alysis an
d

 F
orm

alization

Yes

Fig. 1. The proposed methodology



20 F. Al-Shareefi et al.

5 Methodology Applied to IPCS Case Study

In this section, we apply our methodology to the IPCS case study.

5.1 Modeling the System Behavior via AsmetaL

In this stage, we present an abstract model or what is called a ground model, for
the IPCS, written in AsmetaL2. The ground model is shown in Code 1. Through
this model, we want to show how AsmetaL specifies the issues that have not
been addressed by [22], such as switching between the system operation mode
(automatic, manual, or switching off) at any state by the user, and timing details
of the software controller activities: setting the cumulative dose to 0, running,
and testing, which occurring at different times: 24 h, 10 min, 30 s, respectively.
We do not discuss the following in detail: the switching off and manual operat-
ing modes, and the running activity stages, which include sensing the glucose
value, analysing it, calculating the insulin dose, checking the calculated dose and
delivering it, since they are explained in [22,23].

In the AsmetaL model, we first define several data types, followed by a num-
ber of functions, as discussed below. Finally a number of rules are defined to
show how the IPCS works. We declared the btn monitored function that rep-
resents the operation mode of the system, which can be on (automatic mode),
manual (manual mode), or off (switching off mode). The transition from any
state into another one in the model is derived by the btn function in the r main
rule. We also declared the function cS whose value represents the state of the soft-
ware controller, which can be sns (sensing the current glucose value), anlscal
(analysing the current glucose value and calculating the dose), sftck (safety
checking for the computed dose before delivering it), dlvr (delivering the dose),
or tst (testing). The value of cS function, when the system works automatically
(btn=on), determines what the software controller can perform during the run-
ning activity or can exclusively perform the testing activity. Running activity,
which is modelled by the r run rule, starts when the controller state is sns. If it is
so, then the controller gets the value from the sensor via the valS function, and
the state of the controller is set to anlscal. After calculating the dose, the value
of cS function becomes sftck. Following safety checking for the computed dose,
the cS value changes into dlvr. After delivering the dose, the running activity
is finished and the cS function turns into tst to perform the testing activity.

Performing the testing activity will be through inspecting the values for the
iA, ndl, rsv, fl functions in the r test rule. The iA function is the available insulin
value, which must not be less than the maximum single dose (mSD=4). The rsv
function records whether the reservoir has presented (prs) or not (not), and
the same role for the ndl function of the needle. The fl function shows if there
is a failure in any hardware unit, such as the sensor, pump, needle, or battery.
Showing hardware units failure in one rather than several monitored functions

2 All the rules for the refined model are available online at http://cgi.csc.liv.ac.uk/
∼hsfalsha/Insulin Pump Control System.html.

http://cgi.csc.liv.ac.uk/~hsfalsha/Insulin_Pump_Control_System.html
http://cgi.csc.liv.ac.uk/~hsfalsha/Insulin_Pump_Control_System.html
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helps to keep the model size small. If any of the monitored functions indicate a
failure, then the system must be put in a suspension state by updating the value
of the controlled function spn to true, and at the same time a command must
be given to the alarm through the alarmCommand function.

asm insulinpump
signature :

domain Seconds subsetof In t ege r
domain Dose subsetof In t ege r
domain ThirtyC subsetof In t ege r
domain TenC subsetof In t ege r
domain Insul inRange subsetof In t ege r
enum domain Cont ro l l e rS ta t e={SNS ,

ANLSCAL, SFTCK, DLVR, TST}
enum domain Button={ON, OFF, MANUAL}
enum domain Present={NOT, PRS}
monitored pas : Seconds−>Boolean
monitored valS : Dose
monitored mD: Dose
monitored f l : Boolean
monitored ndl : Present
monitored rsv : Present
monitored btn : Button
controlled cR : Dose
controlled cS : Cont ro l l e rS ta t e
controlled spn : Boolean
controlled alarmCommand : Boolean
controlled manualD : Dose
controlled iA : Insul inRange
controlled sC30 : ThirtyC
controlled mC10 :TenC
domain Seconds={30}
domain ThirtyC={1..20}
domain TenC={1..144}
domain Dose={0..35}
domain Insul inRnge ={0..100}
function mSD=4
function mDD=25

rule r manua lde l i v e r ing=
i f updateiACommand=f a l s e then
i f iA<=100 then //This must be modi f ied

i f e x i s t $md in Dose with ($md=mD and
($md>=1 and $md<=5)) then
par

manualD:=mD
updateiACommand:=true

endpar
endif

endif
e lse

par
iA:=iA−manualD
updateiACommand:= f a l s e

endpar
endif

rule r s a f e t y ch e ck=
par
cS:=DLVR
i f comD=0 then

dD:= 0
else

i f (comD+cD)>mDD then
dD:=mDD−cD

else
i f (comD+cD)<mDD then//No equa l i t y

i f (comD<=mSD) then
dD:=comD

else
dD:=mSD

endif
endif
. . . . .

rule r t e s t=
i f ( f l=true ) or ( rsv=NOT) or ( ndl=NOT)

or ( iA<mSD) then
par

spn:=true
alarmCommand:=true

endpar
endif

rule r s e n s e=
i f e x i s t $x in Dose with $x=valS then

par
cR:=valS
cS:=ANLSCAL

endpar
endif

rule r run=
switch cS
case SNS : r s e n s e [ ]
case ANLSCAL: cS:=SFTCK
case SFTCK: r s a f e t y ch e ck [ ]
case DLVR: cS:=TST

endswitch
rule r au tope ra t ing=
i f spn=f a l s e then
par
i f sC30=1 and cS!=TST then

r run [ ]
endif
i f sC30>=1 and sC30<=19
and cS=TST then
i f pas (30)=true then

par
r t e s t [ ]
sC30:=sC30+1

endpar
endif

endif
i f sC30=20 then
i f pas (30)=true then

par
cS:=SNS
sC30:=1
i f mC10=144 then

par
mC10:=1
cD:=0

endpar
else

mC10:=mC10+1
endif

. . .
endpar

rule r c e a s i n g= . . . . .
main rule r Main =
switch btn
case ON: r autope ra t ing [ ]
case MANUAL: r manua lde l i v e r ing [ ]
case OFF: r c e a s i n g [ ]

endswitch
default in i t s0 :
function sC30=1
function mC10=1
function cS=SNS
function spn=f a l s e
function iA=100
function cD=0
function updateiACommand=f a l s e

Code 1. The AsmetaL ground model for IPCS

Executing the testing and running activities are also restricted by time (30 s
and 10 min). This is carried out by guards in the r autoperating rule. As there
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is no tool to deal with time within the ASMETA framework, we treat time
in an abstract manner. To achieve this, we use the controlled function sC30
to represent the number of 30 s cycles in 10 min. The maximum value for this
function is 20. As the controller performs the running activity every 10 min and
the testing activity every 30 s (but running and testing can not take place at the
same time), one of these 20 cycles is for running and the other cycles are for
testing. During the running activity, the controller sets the cumulative dose cD
to 0 every 24 h. We use the controlled function mC10 to represent the number of
10 min cycles in 24 h (its maximum value is 144). When this function reaches 144
and the sC30 function reaches 20, then the controller will set the cumulative dose
to 0. Furthermore, we deal with increasing these functions in an abstract manner
via the boolean monitored function pas(30). This means, when the pas(30)=true,
some function should be increased, and at the same time, some activity should
be performed. For example, if sC30=20 and 30 s has passed since the last update
of sC30 to 20, then the running activity must be started by changing cS into
sns, sC30 becomes 1, and at the same time mC10 is checked. If it has reached
144, it is set to 1, otherwise it is increased to the next value. If 30 s has passed
since the last update of sC30 to a value within 1–19, then the testing activity
must be performed and sC30 is increased to the next value.

5.2 Validating the AsmetaL Model

This stage attempts to validate the AsmetaL model by running particular Avalla
scenarios, and obtaining a fail/success outcome. The scenario describes the iden-
tifiable interactions between the system and its environment to represent infor-
mal functional requirements. In the IPCS, the interactions are represented by
the current glucose value and the delivered dose. We identify 14 scenarios that
correspond to the delivered dose quantity requirements. From these scenarios,
we only discuss the scenario that has a fail verdict (see Code 2). Code 2 is the
scenario that is written in Avalla as input to the AsmetaV tool. This scenario
corresponds to the following requirements: if the cumulative dose does not exceed
the maximum daily dose, and the computed dose itself is less than or equal to
the maximum single dose, then the delivered dose is equal to the computed dose.

// s e t t i n g the i n i t i a l 250 s t a t e s
set btn :=ON;
set valS :=22;
step
check cR=22 and cS=ANLSCAL;
step unti l cS=TST;
check cD=22;
set btn :=ON;
set pas (30) :=true ;
set f l := f a l s e ;
set rsv :=PRS;
set ndl :=PRS;
step unti l sC30=20;

check spn=f a l s e ;
set btn :=ON;
step
check cS=SNS ;
set btn :=ON;
set valS :=34;
step
check cR=34 and cS=ANLSCAL;
step
check comD=3 and comD+cD<=25
and comD<=mSD;
step
check dD=comD;

Code 2. The scenario that has a fail verdict
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The scenario in Code 2 can be described as follows: the system is operating
in automatic mode, the current glucose value is 34, the previous glucose value
from 10 min earlier is 22, the cumulative dose is equal to 22, there is no suspen-
sion situation, the computed dose is 3 units, and the requirement that must be
checked is: the delivered dose should be equal to the computed dose.

The simulation of the scenario in Code 2 is illustrated in Fig. 2. In this figure,
we use the following abbreviations: vdct (verdict), succ (succeed). The comD and
dD functions represent the computed dose and the delivered dose, respectively.
The simulation shows that we obtain the succ verdict for: the first received glu-
cose value (22), the cumulative dose, no suspension, the second received glucose
value (34), the sum of the computed dose and the cumulative dose equals the
maximum daily dose (25), and the computed dose is less than the maximum
single dose (4), while a fail verdict is obtained at state 283, due to missing the
equality operator in the safety condition on the computed dose before deliv-
ering it (see r safetycheck rule in Code 1). This condition checks whether the
summation of the computed dose plus the cumulative dose is greater or less
than the maximum daily dose, but it does not checks the equality situation
((comD(3)+cD(22))=mDD(25)). Therefore, the delivered dose is not calculated
and we obtained a fail verdict. Thus, we have shown that ignoring the equality
testing in the [22] specification may lead to a serious issue in the IPCS.

state 251

btn=ON
cS=SNS
valS=22

state 252

btn=ON
cS=ANLSCAL
cR=22

.... state 258

btn=ON
cS=TST
cD=22

state 259

btn=ON
pas(30)=true
fl=false
ndl=PRS
rsv=PRS

.... state 279

btn=ON
spn=false
sC30=20

state 280

btn=ON
cS=SNS
sC30=1

state 281

btn=ON
cS=ANLSCAL
cR=34

state 282

btn=ON
comD=3

state 283
btn=ON
cD=22
dD=0

fail vdct: dD=comDsucc vdct: comD=3 and
comD+cD<=25 and comD<=mSD

succ vdct: cR=34

succ vdct: spn=falsesucc vdct: cD=22succ vdct: cR=22

Fig. 2. Simulation of the scenario shown in Code 2

5.3 Eliciting Safety Requirements via STPA

Next we employ the STPA technique for eliciting the safety requirements of the
IPCS, and it consists of the following steps:

– Indicating the main expected accidents, e.g. damage to the patient’s eyes or
kidneys if the required insulin dose is not taken.

– Identifying the possible hazards that can lead to the previous accidents, such
as the user’s unawareness of warning or failure conditions.

– Determining the actions issued by the controller that can lead to hazards in
the previous step, such as: run the alarm, update the available insulin, deliver
the dose.
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– Identifying the process model for the controller. We define this as a set of
monitored and controlled functions of the AsmetaL model. Each member of
this set consists of a function name and its values, e.g., the process model that
affects the run warning alarm action is: {btn=(on, off, manual), spn=(true,
false), cR=(�sMin, <sMin), cS=(sns, anlscal, sftck, dlvr), nP=(0, 1, 2,
3, 4), iA=(>4×mSD, �4×mSD), sCC=(>mDD, �mDD)}. Where the meaning
of cR is the current reading of glucose, sMin is the minimum safe limit (6),
mDD is the maximum daily dose, sCC is the summation of the computed and
cumulative doses, and nP is the number of pulses issued by the controller to
deliver the insulin.

– Evaluating the combination of function values for each control action under
four contexts: ‘provided’, ‘provided too early’, ‘provided too late’ and ‘not
provided’. The evaluation process is performed through asking a question to
an expert of the following form: if the controller receives a certain combination
of function values, will (provide, provide too early/too late, not provide) the
action in the next state by the controller lead to a hazard? The results of the
evaluation are documented in Table 1. This Table is only for the run warning
alarm. The no/fun answer represents no actual hazard will happen, but there
is a flaw with the system function, e.g. it is not hazardous if the alarm action
is provided earlier than realizing that the current glucose is less than the
minimum safe limit.

– Translate each combination that has a yes answer in the table into informal
safety requirements using the phrases “must” (for ‘not provided’) and “must
not” (for ‘provided’, ‘provided too early’, ‘provided too late’. According to
Table 1, we have 6 safety requirements corresponding to the 6 yes answers.

Table 1. The context table for the run alarm action with warning conditions

Process model Hazardous action?

btn spn cR cS nP iA sCC Provided Provided

too early

Provided

too late

Not

provided

on false any dlvr =0 �4mSD any no no/fun yes yes

on false any dlvr >0 and �4 �4mSD any no/fun no/fun no/fun no

on false any dlvr =0 >4mSD any no/fun no/fun no/fun no

on false any sns any any any no/fun no/fun no/fun no

on false any sftck any any �mDD no/fun no/fun no/fun no

on false any sftck any any >mDD no no/fun yes yes

on false <sMin anlscal any any any no no/fun yes yes

on false �sMin anlscal any any any no/fun no/fun no/fun no

on true any any any any any no/fun no/fun no/fun no

manual any any any any any any no/fun no/fun no/fun no

off any any any any any any no/fun no/fun no/fun no
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5.4 Formalizing the STPA Safety Requirements

Here we formalize the elicited requirements. The formalization steps are:

– Determine the combination of the function values that have yes answers
in the ‘not provided’ condition only. The purposes for this are: to ensure
that the action is provided with these combinations, and to avoid repeti-
tion, e.g. the combination that has a yes answer when the action is ‘not
provided’ is the same as that which has a yes answer when the action is ‘pro-
vided too late’. Regarding Table 1, the combinations that have been identi-
fied are: (1) btn=on, spn=false, cS=dlvr, nP=0, and iA�4mSD. (2) btn=on,
spn=false, cS=sftck, and sCC>mDD. (3) btn=on, spn=false, cS=anlscal,
and cR<sMin.

– Formulate these combinations, using the following formula:

l((comi1 _ comi2 _ ...comin) Ø l(CAi)) (1)

Where: CAi is the ith control action, comin is the nth combination that
relates to the ith action, and the formula informally means that the control
action is always provided in the next state, if and only if one of the determined
combination occurs. The Ø operator puts a strong condition on providing the
action, i.e. the action will not be provided with another combination or lat-
er/earlier than satisfying the determined combination. Furthermore, employ-
ing the Ø and _ operators helps to reduce the number of properties to be
verified (6 safety requirements are reduced to only 1).

– Rewriting the formulated requirements into ones accepted by the AsmetaSMV
tool via its propositional and future-time connectives.

5.5 Verifying the STPA Safety Requirements

This stage is intended to verify the resultant formulated requirements against
the AsmetaL model, to improve it. As we here use the AsmetaSMV tool, we
rewrite the resultant formulated requirements into other ones accepted by this
tool. We will present only the verification results from the AsmetaSMV tool, for
the properties that are not met, as follows:

– LTLSPEC g(((btn=ON and spn=false and cS=dlvr and nP=0 and
iA<=4mSD) or (btn=on and spn=false and cS=sftck and sCC>mDD)
or (btn=on and spn=false and cS=anlscal and cR<sMin)) iff
x(alarmCommand=true)). This property informally means that the warn-
ing run alarm action is always provided in the next state if and only if one of
the warning combinations occurs. The bold font for the first combination in
this property indicates that this combination is the reason for the unsatisfied
property. In Fig. 3 we show the failing trace for providing the run alarm action
when the available insulin quantity is equal or less than 4 maximum single
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doses. The new abbreviation that we use in this figure is: pR (previous glucose
reading). From state 1.1, onwards the system is operating under the automatic
mode shown by the value on. At state 1.1, there is no alarm action (alarmcom-
mand=false) and the insulin quantity is 18 (iA=18). At state 1.2 the controller
receives the current glucose value (cR=22) from the sensor (valS=22), and it
computes the dose at state 1.3 (comD=(22(cR)-14(pR))/4(mSD)). Deliver-
ing the dose starts at state 1.4, and at state 1.5 it finishes and the available
insulin becomes 16 which is equal to (4×(maxSingleDose=4)). The loop starts
at state 1.6 showing that the run alarm action is not provided (alarmCom-
mand=false), when iA=16. This happens because the initial version of the
AsmetaL model relies on the specification in [22], which does not consider
running the alarm at cautionary situations for the available insulin quantity.

– LTLSPEC g((btn=manual and iA<=100 and mD!=0) iff x (updateiACom-
mand=true)). Where the mD is the manual dose, and the property informally
means that the action of updating the available insulin according to the man-
ual dose is always provided in the next state, if and only if the system works
under the manual mode, the available insulin is less than or equal the capacity
(100 units), and there is a manual dose. In Fig. 4 we provide a failing trace for
providing the update available insulin action when the system is in manual
mode. From state 1.1 onwards, the system is in the manual mode via the value
manual. At state 1.1, the insulin quantity is 10 (iA=10), the manual dose is
6, and updating the available insulin action is not provided (updateiACom-
mand=false). At state 1.2, the action is provided and has been executed at
state 1.3 through changing the value of iA to 4. The loop starts at state 1.3
showing that insulin quantity is not updated, when the iA=4 and the mD=5.
The loop arises from a lack of a constraint, in the [22] specification, on the
available insulin before delivering the manual dose (see r manualdelivering
rule in Code 1). This constraint must check if the available insulin is equal or
greater than the maximum manual dose (5) before delivering it3.
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Fig. 3. Failing trace for the running alarm action when the available insulin is equal
to the 4 maximum single doses

3 All the modified specifications are available online at http://cgi.csc.liv.ac.uk/
∼hsfalsha/Insulin Pump Correct Version.txt.

http://cgi.csc.liv.ac.uk/~hsfalsha/Insulin_Pump_Correct_Version.txt
http://cgi.csc.liv.ac.uk/~hsfalsha/Insulin_Pump_Correct_Version.txt
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State
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Fig. 4. Failing trace for updating the available insulin action when the manual dose
is greater than the available insulin

6 Evaluation

In this section, we present two comparisons. The first is comparing results of the
development procedure for the IPCS, in [23] with ours. The second is between
the formalization process for the STPA requirements of [3] and ours.

With regard to the development methodology for IPCS, we can compare
our methodology’s results with the results in [23]. Our methodology starts with
specifying the system via AsmetaL, while [23] employs the Z language for spec-
ification. Our specification tries to represent the timing aspects for the system
via using an abstract time representation, while the [23] specification uses the
input variable clock? to obtain the current time, but it does not specify how
the implementation of RUN and TEST schemas responds to this variable. In our
methodology, we use the validation and verification tools to develop a safe sys-
tem, whereas [23] utilizes the safety arguments method for performing manual
verification. This method starts with an unsafe state, then all paths in the sys-
tem code must be proven to be contradictory to this state. This method does not
address the unsafe conditions determined by our methodology, which includes:
(1) The patient does not take the automatic dose when the sum of the computed
dose and the cumulative dose equals the maximum daily dose. (2) The system
can deliver a manual dose even if it exceeds the available insulin. (3) The system
does not give an alarm if the insulin reservoir is less than the sum of 4 maximum
single doses. We believe that these unsafe conditions are not highlighted by other
methods.

Regarding the formalization process for the STPA requirements, in [3] four
types of safety requirements have been elicited and formalized, which are:

– The control action must always be provided at the next state (without being
too early or too late) when a combination occurs. It has been formalized as:

l (Comij Ñ l (CAi)) (2)

Where: CAi is the ith control action, and Comij is the jth combination that
relates to the ith action. Such formula is formulated for each combination
presented in a line of context table with a yes answer in the ‘not provided’
column.

– The control action must always be provided no later than a certain combi-
nation occurrence. This requirement is elicited according to the combination
line with a yes answer in the ‘provided too late’ column of the context table.
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The corresponding safety property is formulated as:

l ((Comij Ñ CAi) ^ ¬(Comij U CAi)) (3)

The authors of [3] claim that this formalization of the requirement “the soft-
ware controller should always (...) not provide a control action CAi too late
while the occurrences of the critical set of combinations has become previ-
ously true in the execution path.” However, a simple semantic analysis does
not support their claim. Indeed, the right hand side of conjunction ensures
that either (1) no action occurred, or (2) an action should be occurred, such
that at some point before that a combination should not hold, which is dif-
ferent from the statement of the claim.

– The control action must always be provided not earlier than the occurrence
of a combination. This requirement is elicited according to the combination
line with a yes answer in the ‘provided too early’ column of the context table.
Regarding safety requirement is formulated as:

l ((CAi Ñ Comij) ^ ¬(CAi U Comij)) (4)

The authors of [3] claim that this formalization of the requirement “a soft-
ware controller should always (...) not provide control action CAi before the
occurrence of critical combinations set (...) still not become true in the exe-
cution path and that it well provides the CAi when the combination of (...)
holds.” Now again, a simple semantic analysis does not support their claim.
Furthermore, the left hand side of conjunction can not be ensured when the
control action emerges from more than one combination.

– The control action must always not be provided when a combination occurs.
It has been formalized in the following form:

l (Comij Ñ ¬CAi) (5)

This formalization is formulated for each combination line with a yes answer
in the ‘provided’ column of the context table.

In our approach all these requirements are captured by a single formula (1):
l((comi1 _ comi2 _ ...comin) Ø l(CAi)). In this formula, the if and only
if, always, and or operators strict providing the control action only with the
determined combination of the function values, not with another one. Fur-
thermore, the biconditional (if and only if) operator ensures that when one of
the determined combinations is satisfied then the control action is provided
in the next state (not too late), and when the control action is provided, then
one of the determined combinations must be satisfied at the previous state
(the action is not provided earlier than satisfying the combination).

7 Related Work

Here, we discuss related work that uses hazard analysis techniques, formal meth-
ods, or both for analysing safety-critical systems. In [25], an integrated approach
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for combining the results of Fault Tree Analysis (FTA) and Failure Mode and
Effects Analysis (FMEA) techniques into the requirements specification. The
FTA results are the identification of combinations of component failures, while
the FMEA identifies the failure modes and the minor errors that lead to com-
ponent failure. That paper uses statecharts to bridge the semantics gap between
the results of safety analysis and software requirements. In [21], a method for
formalizing and verifying the safety requirements elicited by the FTA technique,
is presented.

The safety analysis techniques that have been used for eliciting safety require-
ments in these papers rely mainly on component failure, and only partially
on unintended interactions between system’s components. Leveson [19] presents
the STPA technique to identify the safety requirements for inadequate control
actions that affect whole system functions and its components’ behavior. Accord-
ing to STPA, the accidents do not simply arise from sequences of component
failures, rather, they arise when the safety constraints related to the functional
interactions among system components are not enforced. In [1,3] the authors pro-
pose a software safety verification methodology based on the STPA technique to
elicit the safety requirements and verify them to identify software risks. First,
they elicit and formalize the STPA requirements (with respect to providing and
not providing actions) into LTL properties and they verify them based on an
SMV manual constructed model. Next they formalize the STPA requirements
(with respect to providing actions too early and too late), and they build a safe
behavior model of a software controller constrained by the STPA results with
UML statechart, as well as they provide an algorithm to transform the safe model
into an input model of the NuSMV model checker. However, the formalization
process does not reflect the requirements for too early/late actions. In our work,
we reformulate the four STPA requirements (‘provide’, ‘provide too early’, ‘pro-
vide too late’, and ‘not provide’) into one formula capturing these requirements,
and we exploit ASMs to model the functional behavior of the system and we do
not constrained the ASM model by STPA results. We choose ASM method as
it supports several characteristics, including: flexibility in modelling any algo-
rithm at an appropriate level of abstraction, and feasibility of being used in an
automatic and tool supported manner during the system development process.
Furthermore, ASMs have simple and well-defined formal semantics [11].

The advantages of using formal methods for developing safety-critical systems
have been shown in [14]. In [26] a Structured Object-Oriented Formal Language
(SOFL) is adopted to build a formal specification for the IPCS. That paper
shows that the SOFL provides an effective means to allow the developer to take
a gradual process to build a formal specification for the system, but it does not
show how to verify or validate the resulted specifications. In [16], timed automata
is chosen to model the railyard interlocking system, and UPPAAL model checker
is used to verify the safety properties of that system. On one hand, UPPAAL,
unlike ASM, lacks structuring mechanism to achieve abstraction [20], and on the
other hand, UPPAAL does not fully support CTL model checking [10]. In [5,8],
it is shown how the ASM method serves in supporting the design, validation,
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and verification activities within the ASMETA framework. However, in this work
the verification of safety requirements is guided only by the modeller experience,
not by a safety analysis technique. Our approach utilizes the same framework
(ASMETA) for developing systems, but we employ the STPA procedure for
deriving the safety requirements.

8 Conclusion and Future Work

In this paper, we combine the ASM method and STPA technique in a devel-
opment methodology. Our methodology shows how functional requirements val-
idation and STPA requirements verification help us to modify the ASM spec-
ification. We have demonstrated how to capture the four STPA requirements
adequately via using disjunction and if and only if operators in our formaliza-
tion for the requirements. The next step will be formalizing and generalizing the
STPA requirements in terms of Allen’s interval algebra [4].

We have shown how the timing aspects for the IPCS have been modelled in
an abstract manner. We modelled the start point of the controller activities via
using two controlled functions mC10 and sC30, and we modelled the time passing
since last activity by a boolean monitored function pas. This abstract handling
specifies when the activity starts but it ignores dealing with durative action,
while a certain activity is performed, e.g. run alarm for 10 s during running
activity. In the future, we hope to use improved abstractions to deal with timing
aspects.

In the specification analysis presented here, we did not consider the static
analysis for the completeness and consistency properties. In the future work, we
are going to address this by applying the AsmetaMA tool [7] to the specification.

To further our methodology we intend to design an algorithm to automate
the part of eliciting STPA requirements. Although an automatic tool has been
proposed to achieve this [2], it seems only to work for up to 6 variables in a
process model for the software controller. Hence, we plan to make the integration
between ASM and STPA automatic, without the need for user input.

Acknowledgments. We gratefully acknowledge Dr. Paolo Arcaini for his advice on
ASMETA framework.
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Abstract. We describe a new method of synthesizing a formal model for
real-time systems from scenarios. Scenarios, formally defined as Timed
Event Sequences, together with mode graphs are used to describe behav-
iors of real-time systems. Given a set of Timed Event Sequences and a
mode graph, our synthesis method constructs a minimal, acyclic, timed
automaton that models the specified aspects of the system. We formalize
criteria that a set of scenarios must satisfy in order to make it feasible
to generate such an automaton.

Keywords: Formal models · Scenarios · Timed automata

1 Introduction

Model-based design has been used as an effective approach to the process of
designing, analysis, and verification of complex systems. The process can greatly
benefit from building a formal model, i.e., one that is expressed in a formal
language with well-defined semantics. An important advantage of modeling is
that one obtains insight into how a physical realisation of the system would
behave in the real world.

A formal model can be used as a high-level “prototype”: it can be experi-
mented with and iteratively improved. (The cost of doing so is significantly lower
than that of experimenting with and improving a real implementation of the sys-
tem.) Depending on how the model is constructed, such experimentation usually
takes the form of either formally deriving logical conclusions, or of automatic
simulation. The overall purpose is to obtain a validated model, i.e., one whose
“behavior” does indeed comply with the desired behavior of the modeled system.
The insight mentioned in the preceding paragraph arises out of the necessity of
formulating very clear criteria for (or examples of) desirable and undesirable
behaviors.

While the use of model-based design is promising and rapidly growing, a
major problem is the lack of good formal requirements, which are the starting
point in building a model. System requirements are often incomplete, ambiguous
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or very low level. Incomplete requirements cannot be used for building realis-
tic systems, as some parameters and functionalities are missing and must be
guessed. Real-time systems, in particular, are often safety-critical systems, and
unspecified behaviors and missing cases cannot be tolerated. Ambiguous require-
ments must be made more precise before the formal model is complete (and the
act of analysing and attempting to model ambiguous requirements can be very
helpful in detecting the ambiguities). Finally, very low level requirements are
difficult to understand and reason about, so tend to be less useful for modeling
purposes. It is exactly the unavailability of satisfactory requirements specifica-
tions that makes modeling such an important step in the process of constructing
a system.

In this paper we focus on two important questions: (1) how to express require-
ments, and (2) how to obtain formal models of real-time systems from require-
ments. Our formal models will take the form of timed automata [1].

We propose a new method for synthesizing a timed automaton model of a
real-time system from scenarios. A scenario can be viewed as a description of a
set of partial behaviors of a real-time system during a time interval: it describes
not only the events that occur in the system, but also the timing relations among
the events. All behaviors “allowed” by a particular scenario must satisfy the same
time constraints.

The events in a scenario include both the system’s internal events and its
interactions with users or the environment. A set of scenarios can capture the
important aspects of the required system behaviors, and be the starting point
for constructing a formal model of the system.

We introduce Timed Event Sequences (TES)1 to describe scenarios formally,
precisely, and at a high level of abstraction. We also use mode graphs (others
have called them “mode diagrams” [8]) to specify the events that are possible at
various points in the history of the system. Our scenarios, together with mode
graphs, can be viewed as high level descriptions of real-time systems. As such,
they are easy to understand and use by practitioners who utilise scenarios to elicit
system requirements. The other alternative would be to build timed automata
directly. But people who provide information about the requirements will not
always be comfortable with timed automata: for some of them mode graphs and
scenarios might be easier to handle (this observation seems to have motivated
different work by others [8]).

Our method constructs a timed automaton from a set of TES and a mode
graph. The constructed automaton is an acyclic2 automaton with a minimum
number of locations, which captures all those behaviors of the system that are
described by the set of TES. All the possible runs of the constructed timed
automaton are possible behaviors of the system in the sense of being runs of the
mode graph. The principal value of the constructed automaton is that it caters
for the time constraints introduced in the scenarios.

1 We will use the abbreviation for both the singular and the plural form of the term.
2 The acyclicity of our automaton does not prevent it from being used as a timed

automaton with infinite runs, as will be explained in Sect. 6.
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Our goal of synthesizing timed automata with a minimal number of locations
is motivated by the fact that the “state explosion problem” has been a major
challenge in model checking concurrent systems [5].

We construct acyclic timed automata, because the conventional formalism
of timed automata does not allow inclusion of variables other than clocks. By
allowing cycles the formalism would have to be extended in order to express a
limit on the number of iterations (e.g., the number of attempts to enter a PIN).

From a bird’s eye perspective, our approach can be described as follows:

1. A mode graph M defines the universe BM of all the possible behaviors of the
system: these are, roughly, the runs of M when treated as a finite automaton.

2. A scenario A imposes timing constraints on certain kinds of concrete behav-
iors, thus defining Allowed(A) ⊂ BM: the set of those possible behaviors that
are allowed by A.

3. Two scenarios, A and B , together define the set of allowed behaviors as
Allowed(A) ∩ Allowed(B).

4. The constructed timed automaton exhibits behaviors that are allowed by all
the scenarios and are described by some of them. If the set of exhibited behav-
iors is smaller than expected, then either the constraints in some scenarios
are too strict, or certain kinds of behaviors have not yet been specified. The
activity of specifying a system must of necessity be iterative: that is why the
automaton must be constructed automatically.

2 Timed Automata

We now present a brief overview of timed automata [1].
For a set C of clock variables, the set Φ(C) includes clock constraints of the

form c ∼ a, where ∼∈ {≤,≥, <,>,=}, c ∈ C, and a is a constant in the set of
rational numbers, Q.

A timed automaton is a tuple A = 〈E,Q,Q0, Qf , C,R〉, where

– E is a finite alphabet;
– Q is the (finite) set of locations;
– Q0 ⊂ Q is the set of initial locations;
– Qf ⊆ Q is the set of final locations;
– C is a finite set of clock variables;3

– R ⊆ Q×Q×E ×2C ×2Φ(C) is the set of transitions of the form (q, q′, e, λ, φ),
where the set λ ⊆ C is the set of clocks to be reset with this transition, and
φ is a set of clock constraints over C.

A time sequence τ = τ1τ2... is an infinite sequence of (time) values τi ∈ R≥0,
satisfying two requirements:

– Monotonicity : τ increases strictly monotonically, i.e., τi < τi+1 for all i ≥ 1.
– Progress: For every t ∈ R≥0, there is some i ≥ 1 such that τi > t.

3 We will follow the usual convention and use “clocks” instead of “clock variables”.
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Fig. 1. A mode graph corresponding to the ATM

A timed word over an alphabet E is a pair (σ, τ) where σ = σ1σ2... is an infinite
word over E and τ is a time sequence.

A clock interpretation for a set C of clocks assigns a value in R≥0 to each
clock; that is, it is a mapping from C to R≥0. We say that a clock interpretation
ν for C satisfies a set of clock constraints φ over C iff every clock constraint in
φ evaluates to true after replacing each clock variable c with ν(c).

For τ ∈ R, ν + τ denotes the clock interpretation which maps every clock c
to the value ν(c) + τ . For Y ⊆ C, [Y �→ τ ]ν denotes the clock interpretation for
C which assigns τ to each c ∈ Y , and agrees with ν over the rest of the clocks.

A run ρ of A over a timed word (σ, τ) is an infinite sequence of the form

ρ : 〈q0, ν0〉 σ1−→
τ1

〈q1, ν1〉 σ2−→
τ2

〈q2, ν2〉 σ3−→
τ3

. . .

with qi ∈ Q and νi ∈ [C �→ R≥0], for all i ≥ 0, satisfying two requirements:

– q0 ∈ Q0, and ν0(c) = 0 for all clocks c ∈ C;
– for every i ≥ 1 there is a transition in R of the form (qi−1, qi, σi, λi, φi), such

that (νi−1 + τi − τi−1) satisfies φi, and νi equals [λi �→ 0](νi−1 + τi − τi−1).

3 Specifying Scenarios

We will now describe our representation of scenarios. We will use the initial
behavior of an Automatic Teller Machine (ATM) to illustrate some terms and
definitions.
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Intuitively, a scenario describes a set of partial behaviors of a system during
a time interval. We use mode graphs to describe all the possible behaviors of a
system. A mode graph (cf. [8]) is a deterministic state machine that describes
the high level behavior of a system. Modes can be viewed as visible states of
a system. A transition is triggered by an event allowable in the current mode
and brings the system to a new mode. For example, Fig. 1 shows the mode
graph that outlines the initial behavior of the ATM controller and a potential
customer (user). The transition from pin-entered to user-verified is triggered by
a correct-pin event.

Scenarios are used to put various constraints on certain behaviors of a system.
Examples of constraints include time constraints on certain events or constraints
on the number of occurences of some events, e.g., a limit on the number of times
a PIN can be re-entered.

We use Timed Event Sequences to formally represent scenarios. A Timed
Event Sequence (formally defined in Sect. 4) contains:

– The initial and the final mode of the specified scenario.
– A sequence of timed events. We assume each event occurs at some time w,

shown by the wall clock when the event occurs. An event may be augmented
with a set of time annotations that impose restrictions on relations between
the time of the event and the times of some earlier events in the scenario.

Figure 2 shows two scenarios, which specify the ATM’s initial behavior. Scenario
1 describes behaviors in which the user enters an incorrect PIN, and then the
correct PIN in the second attempt. It includes a sequence of seven timed events,
along with the initial and the final modes. Initially the mode of the system is
m0 (card-not-inserted). After inserting the card at time t0, the user enters the
PIN at time w > t0, such that the time difference between the two events, i.e.,
w − t0 is within [5, 60] seconds. Upon receiving the PIN, the ATM notifies the
user that the PIN was incorrect. The user then enters another PIN within [5, 60]
seconds since inserting the card. Once the user is verified (mode m4), the system
displays the menu within the next 5 seconds. The new mode at this point is m6

(menu-displayed). Please note that tj , where 0 ≤ j ≤ 7, is used to denote the
time of leaving mode mj (most recently).

Scenario 2 describes behaviors in which the user enters the correct PIN on
the first try. The time annotations are a subset of those in scenario 1.

It is easy to see that each of these scenarios allows an infinite number of
slightly different behaviors: a scenario directly captures the salient features of a
class of allowable behaviors.

4 A Formal Description of Mode Graphs and TES

Mode Graphs. A mode graph is a tuple M = (M,m0,mf , Σ, T ), where M is
a finite set of modes, m0 is the initial mode, mf is the final mode (which can
be identical to m0), Σ is a set of events, and T : M × Σ → M is a transition
function. The latter will be represented as a set of transitions, i.e., triples of the
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Fig. 2. Two scenarios showing two alternative sets of initial behaviors of the ATM

form (mi, e,mj), where mi and mj , are modes in M , and e is an event in Σ.
We assume events are unique in the mode graph: for an event e ∈ Σ, there is at
most one transition in T that is labelled with e.4

A run r of M is a (possibly infinite) sequence of the form r : s1
e1−→ s2

e2−→
s3

e3−→ . . . (where s1 = m0 and si ∈ M), such that for every i ≥ 1 there is a
transition in T of the form (si, ei, si+1). Any contiguous subsequence of a run is
called a partial run (so a run is also a partial run).

We define source(e) = m, if (m, e, n) ∈ T , for any mode n ∈ M .
If m and n are modes in M , then m dominates n if and only if all paths from

the initial mode to n pass through m [9]. We denote the dominance relation on
M by : m  n iff m dominates n (we also say that n is dominated by m). We
write m � n to denote that m  n and m �= n. ( is a partial order.)

We extend the definition of dominated modes to dominated events: an event
e is dominated by mode m iff m  source(e). For example, in Fig. 1, card-not-
inserted, card-inserted, pin-entered, user-verified and waiting-for-bank are all the
dominating modes of waiting-for-bank. The event display-menu is dominated by
all the modes that dominate waiting-for-bank.

Let V = {t1, t2, ..., tn} be a set of time variables, such that |V | ≥ |M |.
To each mode mi of M that appears in a scenario we assign ti ∈ V , which

is interpreted as the time of leaving mi. If there is a cycle involving mode mi,
then ti corresponds to the time of the most recent event occurrence at mi in
that scenario (since the most recent visit at m0). For example, if a scenario for
the mode graph of Fig. 1 describes an iteration between modes m2 and m3, then
t2 corresponds to the time of the most recent notification of an incorrect PIN in
the scenario.

We use Φ(V ) to denote the set of time annotations of the form w − tj ∼ a,
where w is the time currently shown by the global wall clock, tj is a time variable
in V , ∼∈ {≤,≥, <,>,=}, and a is a constant in the set of rational numbers.

Timed Event Sequences. Given a mode graph M = (M,m0,mf , Σ, T ), a
Timed Event Sequence ξ is a tuple of the form 〈minitial , Ψ,mfinal 〉, where minitial

4 This is just a convenient convention, not a real restriction.
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Fig. 3. A mode graph and a few TES

and mfinal are in M , and Ψ is a non-empty sequence of timed events of the form
(ek, φk), 1 ≤ k ≤ n, where ek ∈ Σ, and φk ∈ 2Φ(V ) is a set of time annotations
associated with ek. minitial and mfinal are the first and last modes of ξ.

We define initial mode(ξ) = minitial and final mode(ξ) = mfinal . We also
define events(ξ) to be the sequence e1e2 . . . en of events in ξ.

Compatibility with Mode Graph. A TES ξ = 〈minitial , Ψ,mfinal〉 is compat-
ible with M, if

– for events(ξ) = e1 . . . en, there exists a partial run s1
e1−→ s2 . . .

en−→ sn+1 of
M, such that s1 = minitial , sn+1 = mfinal and si ∈ M , for 1 ≤ i ≤ n;

– for a timed event (ek, φk) in Ψ and time annotation w − ta ∼ b ∈ φk, ta
corresponds to the time of the most recent event ej that occurred before ek

in ξ, such that sj = ma and ma � sk.

The second requirement means that a time annotation accompanying an event
e can refer only to the times of previous events which originated in modes that
dominate e. This fundamental dominance assumption guarantees that all time
variables are well-defined (i.e., each time variable used in a time annotation on
a transition is being defined on every path that reaches the transition).

This notion is best illustrated by an example. In the mode graph of Fig. 3,
each mode mi is associated with time ti. In scenario ξ1, the time annotation
on event h refers to the time of leaving m2, which dominates h. Hence, t2 is
well-defined regardless of the path taken from m0 to m5.

If h were annotated with a reference to t3, t3 would not be well-defined, as
m3 does not dominate h: if m5 were reached through m4, t3 would be undefined.

Observe that the TES ξ2 of Fig. 3 is not compatible with the mode graph
of Fig. 3, as the sequence abf does not correspond to a partial run of the mode
graph. The rest of the TES in Fig. 3 are compatible with the mode graph.
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Behaviors. Given a mode graph M = (M,m0,mf , Σ, T ), we define a behavior
as a finite timed word (e, w) over Σ, where e = e1e2e3...en, such that there exists
a run m0

e1−→ s2
e2−→ s3

e3−→ . . .
en−→ mf of M (in which m0 and mf occur only

once), and w = w1w2w3 . . . wn is a monotonically increasing sequence of real
numbers. Each wi represents the value of the wall clock when ei occurs. We use
BM to denote the set of all such behaviors.

A non-empty contiguous subsequence (ek...em, wk...wm) of a behavior B =
(e, w) is covered by a TES ξ iff ek...em = events(ξ).

A behavior B is relevant to TES ξ iff it includes a subsequence that is covered
by ξ. Otherwise, it is irrelevant to ξ.

All the behaviors in B1 = {(abceik , w1w2w3w4w5w6) | ∀1<i≤6 wi > wi−1}
are relevant to ξ3 of Fig. 3, as their subsequence (abce, w1w2w3w4) is covered
by ξ3. Similarly, the behaviors are relevant to ξ6 on account of the subsequence
(ab, w1w2). But the behaviors are irrelevant to ξ4, for example.

A behavior B is covered by a set of TES, Ξ, iff B can be partitioned into
a series of non-empty contiguous subsequences, such that each subsequence is
covered by a different ξ in Ξ. (Different, to avoid unwanted loops.)

All the behaviors in B2 = {(abcegj , w1w2w3w4w5w6) | ∀1<i≤6 wi > wi−1} are
covered by the set {ξ3, ξ4} of TES in Fig. 3.

We define Covered(Ξ) = {B ∈ BM | B is covered by Ξ}.
A behavior B = (e1e2 . . . en, w1w2 . . . wn) is allowed by a TES ξ iff, for every

non-empty contiguous subsequence (ek . . . em, wk . . . wm) of B that is covered by
ξ, the following holds: for every k ≤ i ≤ m, w− tj ∼ a ∈ φi in ξ evaluates to true
when w is replaced by wi and tj by the time of leaving mode mj (for the last
time before ei in this covered subsequence). The dominance assumption ensures
that the latter will be well-defined.

Notice that a behavior that is irrelevant to ξ is allowed by ξ.
All the behaviors in B3 = {(abceh, w1w2w3w4w5) | (∀1<i≤5 wi > wi−1) ∧

w2 −w1 > 1∧w5 −w3 ≤ 3} are allowed by ξ3, ξ5 and ξ6 in Fig. 3. The behaviors
in B3 are allowed also by ξ4, as they are irrelevant to ξ4.

The set of behaviors allowed by a TES ξ is denoted by Allowed(ξ)⊂BM.
With a slight abuse of notation, we define the set of behaviors allowed by Ξ

as Allowed(Ξ) =
⋂

ξ∈Ξ Allowed(ξ).

5 Synthesis of Timed Automata from Scenarios

Given a mode graph M and a set of TES, Ξ, the objective is to build a timed
automaton A, such that each behavior that is allowed and covered by Ξ corre-
sponds to a run of A, and vice versa. The automaton should contain the smallest
possible number of locations.

Observe that the constructed timed automaton cannot, in general, be
replaced by a suitably annotated mode graph. For instance, if the original mode
graph contains a cycle to allow multiple attempts to enter a PIN, just adding
time annotations would not let us express that the number of attempts must
not exceed three, and that all must take place within a given time. That would
require adding extensions to the conventional formalism of timed automata.
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Fig. 4. A timed automaton Fig. 5. A TAG synthesized from
{ξ1, ξ3, ξ4, ξ5, ξ6} of Fig. 3

As another example consider the mode graph and the set of TES Ξ1 =
{ξ1, ξ5} of Fig. 3. The goal is to construct an automaton, which captures all
and only those behaviors that are both covered and allowed by Ξ1. Anno-
tating the “relevant” parts of the mode graph with appropriate time con-
straints, and hence obtaining the automaton of Fig. 4, for instance, would cre-
ate unsatisfactory results: the automaton would also “show” the behaviors in
{(abceh,w1w2w3w4w5)| ∀1<i≤5 wi > wi−1} which are clearly not covered by Ξ1.

A requirement of the synthesis algorithm is that the overall automaton have
only one initial location and one final location. Moreover, the automaton should
be connected : each location must be reachable from the initial location and there
must be a path from each location to the final location.

We introduce five criteria that a set of TES must satisfy in order to make
generation of such an automaton feasible. A set of TES that complies with these
criteria is called complete.

Given a mode graph M = (M,m0,mf , Σ, T ), a set Ξ of TES is complete if:

1. Every ξ ∈ Ξ is compatible with M.
2. For every ξ ∈ Ξ, either initial mode(ξ) = m0 or there exist ξ1, ξ2, ..., ξj ∈ Ξ,

such that ξj = ξ and:
– initial mode(ξ1) = m0,
– initial mode(ξk) = final mode(ξk−1), for each ξk, 1 < k ≤ j.

3. For every ξ ∈ Ξ, either final mode(ξ) = mf or there exist ξ1, ξ2, ..., ξj ∈ Ξ,
such that ξ = ξ1 and:

– final mode(ξj) = mf ,
– final mode(ξk−1) = initial mode(ξk), for each ξk, 1 < k ≤ j.

4. For every ξ ∈ Ξ, initial mode(ξ) �= final mode(ξ). Moreover, there is
no sequence of TES ξ1, . . . , ξj such that ξ = ξ1, final mode(ξk−1) =
initial mode(ξk) for 1 < k ≤ j, and final mode(ξj) = initial mode(ξ).
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5. All occurrences of an event e must have (textually) identical time annotations.

Considering the mode graph of Fig. 3, the set Ξ1 = {ξ1, ξ5} is not complete. But
it can be made complete, either by removing ξ5 or by adding ξ6. The automaton
of Fig. 4 corresponds to the complete set of TES Ξ2 = {ξ1, ξ5, ξ6}.

Given a set of TES, checking that the set is complete (based on the criteria
defined above) is straightforward. In the rest of the paper, we assume that the
given set of TES is complete.

Next, we formally define the problem.
Given a mode graph M = (M,m0,mf , Σ, T ) and a complete set of TES

Ξ = {ξ1, ξ2, ..., ξn}, the goal is to construct an acyclic, minimal automaton A
such that: A has a run on behavior B iff B ∈ Allowed(Ξ) ∩ Covered(Ξ).

6 Constructing Locations and Transitions

Our synthesis method is implemented in two major steps. First, the timed events
in each ξi ∈ Ξ along with the mode graph M are used to build a graph, which
we call a time-annotated graph. The graph consists of nodes5 connected by time-
annotated transitions. Second, clocks are allocated and time annotations are
rewritten in terms of these clocks: the result is a timed automaton A.

Before describing our method, we formally define time-annotated graphs. Let
P be a set of labels, e.g., atomic propositions, etc.

A time-annotated graph (TAG) is a tuple G = 〈E,Q, q0, qf , R, L〉, where

– E is a finite alphabet;
– Q is the (finite) set of nodes;
– q0 ∈ Q is the initial node;
– qf ∈ Q is the final node;
– R ⊆ Q×Q×E × 2Φ(Q) is the set of transitions of the form (q, q′, a, φ), where

φ is a set of time annotations of the form w − s ∼ a, where s ∈ Q;
– L : Q → P is a total function that maps each node to a label.

When we construct a time-annotated graph from a set of scenarios and a mode
graph M = (M,m0,mf , Σ, T ), we will use E = Σ and P = M .

The first step of our synthesis is preceded by a preprocessing step in which
the following three tasks are performed on the set of TES Ξ:

1. For each TES ξ = 〈minitial , ψ1 . . . ψn,mfinal〉, if there is a sequence of TES
ξ1, . . . , ξj in Ξ, such that events(ξ) = events(ξ1)⊕ · · ·⊕ events(ξj) (where ⊕
concatenates sequences), then ξ is removed from Ξ.
Intuitively, if a TES ξ can be broken up into several parts, each of which is a
TES in Ξ, then ξ can be safely discarded.

2. For each TES ξ, both the first and the last element of ξ (which name the
initial and final modes) is “marked” as a Join. In the constructed graph a
Join will correspond to a node that may have several incoming transitions
and several outgoing transitions.

5 The nodes will be the locations of the synthesized automaton.
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3. For each TES ξi, if there is no TES ξk, k �= i, such that final mode(ξi) =
final mode(ξk), the final element of ξi (which names the final mode) are
marked as Fork (i.e., not a general Join: the corresponding node cannot have
more than one incoming transition).

After the preprocessing step is performed, Algorithm 1 constructs the nodes
and transitions corresponding to the first TES, ξ1, thus obtaining the initial
TAG, G1. It then repeatedly takes a partial TAG Gk (constructed so far) and
integrates a new TES ξk+1 with Gk to obtain the augmented graph Gk+1.

As the algorithm constructs the corresponding nodes and transitions of each
ξi, it also labels the nodes. A newly constructed node q is labelled with mode
mj , i.e., L(q) = mj , if there is a transition on event e from node s to q such that
L(s) = mi, and (mi, e,mj) ∈ T . Moreover, the algorithm sets the status of each
node in the constructed graph. The status of q will be set to Open (Openf ), if
mj is a Join (Fork) in ξi; otherwise it will be set to Closed .

Every time the algorithm chooses a new TES ξ, it takes one whose initial
mode is already represented by a node s whose status is not Closed . It then tries
to identify a common prefix between events(ξ) and the sequence of events in
a path beginning at s. In doing so, the algorithm avoids merging (i) a Closed
node q in the graph, where L(q) = m, with a mode m that is a Join in ξ, and
(ii) an Open node q in the graph, where L(q) = m, with mode m, if m is not a
Join in ξ. This avoids introduction of new behaviors that are not covered by Ξ.
For example, consider the set of TES {ξ1, ξ5} in Sect. 5. We already mentioned
that the automaton of Fig. 4 is not correct for this set. This is because the node
corresponding to mode m2 in the automaton is Closed , but is merged with a
Join in ξ5.

Criterion 2 on ensures that, as long as Ξ is not empty, it will always contain
at least one TES such that there is a node s in the constructed graph such that
L(s) = initial mode(ξ) and the status of s is not Closed . So the algorithm will
terminate.

Procedure rename deserves a comment. When the current node is q and a
timed event (e, φ) of some ξ is processed, we rename tj in w − tj ∼ a ∈ φ to
s, where s is the latest predecessor of q in G, such that L(s) = mj . Since ξ
is compatible with the mode graph, that predecessor must be one of the states
that were visited during the integration of ξ, hence there is no possibility of two
paths joining between s and q, hence the “latest predecessor” is well-defined.

Figure 5 shows the time-annotated graph constructed by Algorithm 1 from
the mode graph and the set {ξ1, ξ3, ξ4, ξ5, ξ6} of TES in Fig. 3. Circles in dashed
and dotted lines indicate Open and Openf nodes, respectively. Note that the
path ab corresponds to the common prefix of ξ1, ξ3 and ξ6, as mode m2 in ξ6 is
not a Join, but a Fork (task 3 of the preprocessing step).

The graph, G, built by Algorithm 1 has the following properties:

1. It is acyclic: we never introduce a transition from a node to its predecessor.
2. By construction, every scenario corresponds to a partial path in the graph,

and every path can be partitioned into partial paths that correspond to
scenarios.
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Algorithm 1. Building nodes and transitions with time annotations
Input : A mode graph M = (M, m0, mf , Σ, T ), and a complete,

non-empty set of TES Ξ = {ξ1, ..., ξn}
Output: Time-annotated graph Gn = 〈En, Qn, q0, qf , Rn, Ln〉
k := 0; E0 := ∅; Q0 := ∅; R0 := ∅; L0 := ∅;
create a new node s: Q0 := {s};
set the status of s to Open;
add label m0 to node s: L0 := {(s, m0)};
while Ξ �= ∅ do

Ek+1 := Ek; Qk+1 := Qk; Rk+1 := Rk; Lk+1 := Lk;

choose a ξ = 〈minitial , ψ . . . ψl, m
final〉 in Ξ, such that there is a node s in

Qk+1 whose status is not Closed and Lk+1(s) = minitial ;
Ξ := Ξ \ {ξ};
sc := s; // sc always indicates the current source
j := 1;
// Identify a common prefix:
while j ≤ l ∧ ψj = (e, φ) ∧ (m, e, m′) ∈ T ∧ m′ is not a Join in ξ ∧

(sc, q, e, rename(sc, ψj , Gk+1)) ∈ Rk+1 ∧ q is not Open do
sc := q;
if j = l then

set the status of q to Openf ; // status of mfinal in ξ

j := j + 1;

// Create the rest of the nodes and transitions (if any):
while j ≤ l and ψj = (e, φ), where (m, e, m′) ∈ T do

φ′ := rename(sc, ψj , Gk+1);
if j = l and there is a node q ∈ Qk+1 such that

L(q) = m′ and q is Open then
create a new transition r := (sc, q, e, φ

′); // last transition for ξi
else

create a new node q: Qk+1 := Qk+1 ∪ {q};
add label m′ to node q: Lk+1 := {(q, m′)} ∪ Lk+1;
create a new transition: r := (sc, q, e, φ

′);
if j = l then

if the status of mfinal in ξ is Fork then
set the status of q to Openf ;

else
set the status of q to Open;

else
set the status of q to Closed ;
sc := q;

Rk+1 := {r} ∪ Rk+1; Ek+1 := Ek+1 ∪ {e};
j := j + 1;

k := k + 1;

qf := f , where f is the node with no outgoing transitions; // property (6)



From Scenarios to Timed Automata 45

Procedure rename(location q, timed event (e, φ), TAG G)
φ′ := true;
foreach w − ti ∼ a ∈ φ do

φ′ := φ′ ∧ w − s ∼ a, where s is the nearest predecessor of q in G such that
L(s) = mi;

Return φ′;

3. By construction, several nodes in G might be labelled m, but only one of
them will not be Closed .

4. For every ξ added to the graph the node that corresponds to initial mode(ξ) is
already in the graph. So the partial path corresponding to ξ will be connected
to the graph at node s, i.e., every node will be reachable from the initial one.

5. The order in which the TES are selected from Ξ does not affect the shape
of the constructed graph. By property 3 at most one node with a label m is
not Closed . We connect TES only on nodes that are Open or Openf , and the
merging of prefixes does not depend on ordering.

6. There must be at least one node with no outgoing transitions, because the
graph is finite and acyclic. Each such node is labelled with mf , because the
set of TES is complete (criterion 3 on implies that a node whose label is not
mf must have outgoing transitions). But by property (3) at most one node
with label mf is not Closed . So all the TES whose final mode is mf must
join at this node. Therefore the final node is unique.

7. Property 6 and criterion 3 on imply that the final node can be reached from
all the other nodes in the graph.

8. When one considers the labels of the nodes, every run of G is also a run of
the mode graph. This is because a transition from s to q is introduced only
if there is a transition from L(s) to L(q) in the mode graph.

The TAG constructed by the algorithm might not yet be minimal: there might
exist paths ending in the same (Open) node that have common suffixes. Such
common suffixes should be merged, with appropriate attention given to the sta-
tus of nodes in order to avoid introduction of new behaviors: the process is very
similar to that of merging prefixes.

The resulting automaton (Sect. 7) will be minimal, in the sense that merging
any two nodes or transitions would create a cycle or introduce a new behavior.

7 Building the Target Timed Automaton

Algorithm 1 generates the locations and time-annotated transitions of the overall
timed automaton in the form of a TAG. The next step of our synthesis method
is to transform this TAG to the final automaton. For this, the time annotations
of the graph must be replaced by clock operations, i.e., clock resets and clock
constraints. There are three tasks: (i) determining the number of clocks required,
(ii) identifying transitions at which each clock must get reset and adding the
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Algorithm 2. Generating clock resets and constraints
Input : A time annotated graph G = 〈E, Q, q0, qf , R, L〉
Output: A timed automaton A = 〈E, Q, q0, qf , C, Θ〉
C := ∅; Θ := ∅; clock assign := ∅;
foreach transition (q1, q2, e, φ) ∈ R do

foreach time annotation w − s ∼ a ∈ φ do
if (s, ci) /∈ clock assign, for some clock ci then

create a new clock ci: C := C ∪ {ci};
clock assign := clock assign ∪ {(s, ci)};

foreach transition r = (q1, q2, e, φ) ∈ R do
λ := ∅; δ := ∅;
if (q1, ci) ∈ clock assign, for some clock ci then

λ := {ci};

foreach time annotation w − s ∼ a ∈ φ do
δ := δ ∪ {(cj ∼ a)}, where (s, cj) ∈ clock assign

resets, (iii) rewriting the time annotations of the graph as clock constraints. The
three tasks mentioned above are performed by Algorithm 2.

The dominance assumption and our construction ensure that in the con-
structed TAG every path leading to a transition r annotated with w − s ∼ a
must have previously passed through location s. Therefore, the clock assigned
to s is well defined, i.e., it will always be initialized (reset) before it is used for
the first time.

The number of clocks allocated by this algorithm may be greater than strictly
necessary. Moreover, some of the resets may be redundant. A method for com-
puting an optimal allocation of clocks, too involved to present here, is described
in another paper [13].

After the construction is completed, we identify the final location with the ini-
tial location. This allows runs to be infinite. The dominance assumption ensures
that the value of a clock from a previous iteration will not be used before it is
reset in the current iteration.

From property 2 on it follows that the set of runs of the final automaton will
correspond exactly to all those behaviours in BM that are covered by Ξ. Each
such behaviour will also be allowed by Ξ. This follows from our assumption that
all the occurrences of a particular event in the members of Ξ have exactly the
same time annotations: our construction ensures that all the supbaths in the
automaton that correspond to those partial behaviours that are relevant to a
particular scenario will have equivalent constraints.

Figure 6 shows the minimal TAG and the automaton synthesized from the
two TES in Fig. 2. Without the optimization step mentioned at the end of Sect. 6
the automaton would include two additional states and two more transitions.
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8 The Class of Synthesized Timed Automata

Each of our synthesized timed automata has the following properties:

– It has a unique initial location, q0. There is a path from q0 to every location.
– Each clock cj is always reset upon leaving a unique state sj .
– A clock constraint on a transition r that leaves a state s can refer only to a

clock that has been reset upon leaving a state that dominates s.

We call the class of such timed automata TADS . All automata in TADS share
some interesting properties. These properties allowed us to formulate a clock
allocation algorithm whose results are, for all practical purposes, optimal: the
details are discussed in another paper [13] (its theoretical underpinings are exam-
ined elsewhere [12]). The pivotal role of the dominance assumption makes the
class TADS somewhat restricted, but it can be used to model interesting prop-
erties of real-time systems, e.g., safety properties such as bounded-response and
bounded-invariance.

Fig. 6. The synthesized TAG and the automaton for the initial behavior of the ATM

For instance, Fig. 7 shows a variant of a monitor automaton [10], which checks
the property that “a is always followed by b within at most 10 time units”.
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Fig. 7. Bounded response Fig. 8. Bounded invariance Fig. 9. Periodic behavior

Figure 8 shows an automaton that checks a bounded-invariance property that “b
will never occur within 10 time units after a’s occurrence”.

Periodic behaviors can also be specified quite easily. For instance, the automa-
ton shown at the top of Fig. 9 [1] can be simulated by an automaton in TADS

(shown at the bottom of Fig. 9), by introducing a new location and a silent
transition.

9 Related Work

Synthesizing formal models of systems from scenarios has been an active area
of research in the last two decades. The research has been focused mostly on
formalizing scenarios and developing techniques for scenario-based synthesis of
formal models. For scenarios to be used in automatic synthesis methods, they
must be both expressive and formal. Choosing the right level of abstraction
for representing scenarios is a very important step in this process. Scenarios
should formally specify the high level behavior of systems, without going into
unnecessary details. The choice of formalisms for representing scenarios also has
a great impact on the synthesis method that will be used for building formal
models from them.

Recently, Event Sequence Charts (ESCs) have been proposed for expressing
scenarios of systems, and a method for synthesizing finite state machines from
ESCs has been introduced [8]. Our TES are different from ESCs: ESCs use
the notion of monitored, term and controlled variables along with modes, all
borrowed from SCR (Software Cost Reduction) [8]. The relation between various
actions in ESCs and transitions of mode diagrams are specified by numeric labels.
Our Timed Event Sequences accompanied by mode graphs provide a somewhat
higher-level representation of scenarios. Our synthesis method is also different,
in that it constructs timed automata and not finite state machines.

Various extensions of Message Sequence Charts (MSCs) with time constraints
have been proposed for describing scenarios for real-time systems [3]. Different
notations for modeling time and expressing timing requirements are used in each
of these extensions, e.g., timers with reset and time-outs, and delay intervals for
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events and activities [2]. UML features sequence diagrams: timing constraints
are included by drawing message arrows or by including timing markers [11].

Most of the work on scenario-based synthesis of formal models has been
focused on synthesizing state machine models [6,15,16]. While the resulting mod-
els are useful for reasoning about the overall behavior of systems, they are less
useful for reasoning about time and behavioral properties related to time.

To the best of our knowledge the problem of constructing timed automata
from a set of scenarios has been addressed only by Somé et al. [14]. However, it
is not very clear how clocks, clock resets, and clock constraints are generated,
and to which transitions the clock resets are assigned. Moreover, the use of con-
tradictory scenarios may cause “unwanted non-determinism” in the constructed
automata, which seems undesirable. The authors use the concept of “character-
istic conditions” for generating locations and identifying identical locations, but
the concept is not formally defined: in particular, it is not obvious whether clock
constraints are also considered as characteristic conditions. Moreover, arbitrary
variables (e.g., a variable that counts the number of attempts for entering a
PIN) are allowed in the constructed automata: this is beyond the conventional
formalism of timed automata, which can feature only clock variables [1].

By contrast, in our approach we formally define a set of criteria for a complete
set of scenarios from which a synthesis to a timed automaton is possible. We use
modes, which are formally defined, as location labels, and use these labels for
identifying identical locations. Our algorithm precisely determines the transitions
along which each clock must be reset and the transitions where clock constraints
must be added.

There has been also some work in scenario-based synthesis of parametric
timed automata [7], where scenarios with parametric timing constraints in the
form of upper and lower time bounds are considered. Allowing parametric con-
straints in scenarios makes the corresponding synthesis methods difficult to scale
up to larger problems, though there are some indications that this might not be
a problem in practice [4].

10 Conclusions

We presented a new technique for specifying the required behaviors of real-time
systems in terms of a mode graph and a set of scenarios, and of generating a
timed automaton from these scenarios.

Intuitively, scenarios put time constraints on the possible partial behaviors
of systems. We have used Timed Event Sequences to formally describe scenarios.

We have presented a synthesis method for generating a minimal, acyclic
timed automaton from a set Ξ of such scenarios, provided that Ξ satisfies our
completeness requirements (see Sect. 5). Each behavior allowed by a scenario in
Ξ can be viewed as a run of this timed automaton. Moreover, every run of the
automaton corresponds to a behavior that is both covered and allowed by the
set of scenarios (see Sect. 4).

Our algorithm for constructing a timed automaton comprises two steps. The
first step is to generate a time-annotated graph which includes the locations
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and transitions of the target timed automaton, where transitions are augmented
with time annotations from scenarios. Having constructed the skeleton of the
target timed automaton, the algorithm performs the second step: clock alloca-
tion. The time annotations are used to determine the number of clocks and their
reset locations in the target timed automaton, and then to transform the time
annotations to clock constraints. The clock allocation algorithm presented here
is not optimal: the description of a more sophisticated version is presented in
another paper [13].
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of an earlier version of the paper for detailed and helpful comments.

References

1. Alur, R., Dill, D.L.: A theory of timed automata. Theor. Comput. Sci. 126(2),
183–235 (1994)

2. Alur, R., Holzmann, G.J., Peled, D.: An analyzer for message sequence charts. In:
Margaria, T., Steffen, B. (eds.) TACAS 1996. LNCS, vol. 1055, pp. 35–48. Springer,
Heidelberg (1996). https://doi.org/10.1007/3-540-61042-1 37

3. Ben-Abdallah, H., Leue, S.: Timing constraints in message sequence chart
specifications. In: Mizuno, T., Shiratori, N., Higashino, T., Togashi, A. (eds.)
FORTE 1997. IFIP, vol. 107. Springer, Boston (1997). https://doi.org/10.1007/
978-0-387-35271-8 6

4. Cimatti, A., Palopoli, L., Ramadian, Y.: Symbolic computation of schedulability
regions using parametric timed automata. In: RTSS (2008)
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Abstract. We present an approach for the extraction of Graph Gram-
mars (GGs) from Java source code. A GG consists of an initial graph,
describing the initial state of a system, and a set of rules, modeling the
possible changes of state. We generate a GG based on execution traces
collected from annotated code, following the main ideas from an exist-
ing approach for extracting Labelled Transition Systems (LTS) based on
context information (combination of block of code, values of attributes,
and evaluated path conditions). Since GGs are data-driven, in contrast
to the action-based formalism of LTS, we have adapted the existing tech-
nique to focus on data information. The approach is partially supported
by a tool and the generated GGs can serve as input to existing analy-
sis tools. We illustrate the approach with a case study and compare the
resulting GG with a GG manually created by an expert for the same
system.

Keywords: Graph Grammars · Model extraction · Model analysis

1 Introduction

Formal behavior models are important artefacts for the development of software
systems. They not only provide a precise way of describing the expected behavior
of systems, but can also serve for several purposes, such as program documenta-
tion, understanding, and analysis. Model extraction [14] offers the possibility of
(semi-)automatically generating models from existing implementations. Hence, it
eases the burden of building models from scratch and also allows the application
of techniques of model analysis to systems already in use.

In this work, we discuss a model extraction approach to construct Graph
Grammars (GG) [19] from existing Java code. GG is a generalisation of Chomsky
grammars from strings to graphs. Graphs are a very natural means to explain
complex situations on an intuitive level and graph transformation rules may be
used to capture the dynamic aspects of systems. The basic idea is to model the
states of a system as graphs and describe the possible state changes as rules that
transform the graph describing the current state into a new graph, representing
the new state. Due to their declarative nature, GGs are well suited for the
specification of a wide variety of applications [11].
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Our approach follows the main ideas of an existing extraction approach
[10] that generates Labeled Transitions Systems (LTS) [15] from Java source
code, which is based on contexts. Contexts are identified in execution traces
and abstract a combination of control flow information and values of attributes,
thus merging static and dynamic information to create a program state. In [17],
we proposed an adaptation of the LTS extraction approach to be used for the
extraction of GG. In contrast to the action-based, operational semantics of LTS,
which is more suited for model checking [2], GG is declarative and data-driven,
which allows a different view of the system and, thus, enables the use of other
types of verification techniques, such as theorem proving [6], and tools, such as
Groove [18] and AGG [20].

In the proposed approach, the main difficulty was the large number of rules
that would be generated. To a large extent, this was due to the fact that GG
is data-driven but the extraction technique takes into account not only infor-
mation about data but also about control flow. Although the number of rules
does not affect analysis results on the extracted GG, a large set of rules may
hinder model visualization, increase the time for running analyses, and even
make the model intractable in the available tools. Thus, in this paper, we revisit
the extraction process, proposing improvements to the approach, including opti-
mization strategies that allow the merging/elimination of rules without affecting
the behavior of the extracted models, whilst reducing the number of rules. We
have (partially) implemented the approach to generate the resulting grammar
in the format used by the AGG tool. We apply the approach to a case study
and compare the resulting GG to a GG manually created by an expert for the
same application. The comparison shows that, apart from abstractions that the
expert introduces in their models, these models and the extracted GG represent
the same behavior, considering analyses carried out using tool support.

The article is organized as follows: Sect. 2 revises the main concepts of model
extraction and Graph Grammars; Sect. 3 describes the details of the approach
and the methods used for mapping traces with context information to GG
rules; Sect. 4 presents the proposed optimization strategies; in Sect. 5, we dis-
cuss related work; finally, in Sect. 6, some results, status of the work and future
work are presented.

2 Background

2.1 Model Extraction

Model extraction [14] is a reverse engineering technique used to obtain a model
from an implementation of a system. Existing model extraction approaches can
be classified according to the type of information they use. Approaches based on
static information (such as [13,14]) build models considering only information
collected directly from the source or compiled code. This information generally
includes control flow information. They provide a complete view of the system
behavior, however analyses on the model may have to deal with many false
alarms due to behaviors that seem possible statically but are actually infeasible
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when the system runs. Models constructed based on dynamic information (such
as [3,16,21]), on the other hand, consider only feasible behavior, since they are
inferred from observed execution traces. The drawback is that each trace is
collected in isolation and there is usually not enough information on how to
safely (i.e., without introducing invalid behaviours) combine these samples of
execution into one single, general model.

The approach proposed in [10] to extract Labelled Transition Systems (LTS)
[15] from code belongs to a hybrid category, where static and dynamic informa-
tion are combined [12]. This combination is obtained using the abstraction of
contexts, which includes control-flow and data information. A context represents
a specific situation during system execution, including the point of code being
executed and the current valuation of program variables (attributes). Using con-
texts, it is possible to safely merge multiple traces of execution, as each context
is unique during execution. The approach is partially supported by the LTS
Extractor (LTSE) tool, which creates a context table to store information about
all identified contexts during trace analysis, assigning an ID number to each one
of them (CID), and converts traces to context traces, which are sequences of iden-
tified contexts (CIDs) and the names of actions that happened in between them.
Action names are obtained based on the names of executed methods or from
specific annotations in the code, called user-defined actions [8], which allows a
user to represent their own types of actions, other than method-related actions.
Based on the context table and traces, the tool constructs an LTS model: each
context in the table corresponds to a state and each two consecutive contexts
in the traces represent a state transition; action names become transition labels
and transitions with no labels are silent transitions. For detailed information on
this approach, the reader is referred to [9].

2.2 Graph Grammar

Graphs are structures that consist of a set of nodes and a set of edges. Each edge
connects two nodes of the graph, one representing a source and another repre-
senting a target. Graph Grammars (GG) [11,19] is a formal, intuitive method
for modelling concurrent and distributed systems using graphs and graph trans-
formations. The basic idea is that system states are represented by graphs
and state transitions are described by transformation rules, which may cre-
ate/delete/preserve nodes and/or edges.

A Graph Rule r : L → R describes a relationship between two graphs. It
consists of: a left-hand side (LHS) L, which is a graph describing items that must
be present for this rule to be applied; a right-hand side (RHS) R, describing items
that will be present after the application of the rule; and a mapping from LHS
to RHS r, which is a (partial) graph homomorphism mapping items that will
be preserved by the application of the rule (a homomorphism between graphs
is a pair of mappings of nodes and edges that is compatible with source and
target of edges). Items that are in the LHS and are not mapped to the RHS
are deleted, whereas items that are in the RHS and are not in the image of the
mapping from the LHS are created. We assume that rules do not merge items,
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that is, r is injective. A GG is defined by an initial graph, representing the initial
state of a system, and a set of rules. Its behavior is defined by the successive
application of rules to the states of the system. The application of a rule to a
particular graph is called derivation step and is only performed if an occurrence
(image) of the LHS of the rule exists in the system graph. We use typed graphs
with attributes, i.e. graphs that may have different types of nodes and edges and
may have values of data types associated to nodes. For formal definitions, see
e.g. [19].

In this work, we propose to extract a GG from Java code. Thus, the generated
rules will have a specific format, similar to Object-Based Graph Grammars [7].
Objects are represented by attributed nodes, references to other objects are
represented by edges. Methods are modelled by messages that represent the
method’s call and return whereas the effect of the execution of the method is
described by rules. Each rule may describe a behavior of at most one object
(since objects are autonomous), and treat at most one message (representing
the execution of a call or return of a method). In this paper we use rectangles
to represent nodes and attributes are drawn inside the nodes.

An example of a GG corresponding to a Java code shown in Fig. 1 is depicted
in Fig. 2. This GG was manually created from the code. The application simulates
a traffic lights system that alternates between a green light and a red light. The
TrafficLights GG has two kinds of nodes: a system node (TL) and a message
node (representing method calls/returns and commands). The system node has
two attributes: one boolean variable (isGreen), which models whether the lights
are currently green or not, and an integer opt, that contains the result of the
read command (which is used to switch the traffic light from green to red and
vice versa, and to end the execution). In the initial state of the system (graph
Ini), there is a node TL in which the attributes are initialized and a message
node representing that the do loop of the code should be executed. Rule Read
represents the start of the do-loop, triggering the read command, that may have
three different outcomes, described by three distinct rules: ReadGreen models the
input of number 0, ReadRed the input of number 1, and ReadEnd the input of
number 2. Rules that describe the behavior for red lights are analogous to the
green lights and are thus omitted in Fig. 2. The remaining rules model how the
actual change of traffic light color occurs (according to the given code). Note
that, whenever a method is called, a corresponding message is created, and a
message to indicate the end of method execution is also created.

3 Approach

As mentioned before, we follow the same initial steps of the LTS extraction
approach [10] and then use the resulting information to generate a GG. Figure 3
presents the basic steps of our approach, where the boxes represent the different
phases and the arrows indicate the sequence of steps. The initial input is the
source code of the application, which is annotated to collect context information.
In Step 1, the instrumented code is executed to produce traces; in Step 2, the
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Fig. 1. Source code of the running example.

Fig. 2. Graph Grammar for the traffic lights system.

collected traces are fed to the LTSE tool for context identification, generating
the context table and the set of context traces; in Step 3, the context table and
traces serve as inputs to our tool, called GGExtractor, producing GG rules. The
rules are produced in the input format of the AGG tool [20], where analyses such
as conflict and dependency detection can be executed.

Next, we present each step of the approach in more detail. We will use the
traffic lights application presented in Fig. 1 to illustrate the process.

3.1 Step 1: Generating Traces

We use the TXL language [4] to instrument the code and include the neces-
sary annotations to produce context information. These annotations follow the
same rules applied in the original approach [10]. The execution of the instru-
mented code produces traces. Each trace is a sequence of annotations, where
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Fig. 3. Overview of process flow of our approach.

each annotation contains the block of code executed, identified by a type (repe-
tition, selection, method call, method body, etc.) and an ID number (can be seen
as an abstract program counter), a condition (if any) tested and its value, the
value of a set of selected program variables, and the current call stack (names
of methods still in execution). The set of variables used determines the level
of abstraction of contexts, which means that including more program variables
refines the model [10]. The call stack is mainly used to identify other actions
happening whilst a method is still running, such as in the case of a method that
calls another method. It is also important when representing concurrent systems,
especially if they implement some blocking mechanism.

3.2 Step 2: Identifying Contexts

The execution traces are then processed by the LTSE tool, creating the context
table and the context traces. The LTSE tool combines the results of the analysis
of multiple traces of a particular component into a single model, hence the model
represents a generalization of the set of observed behaviours. Figure 4 presents
part of the context table (CT) generated for our running example based on a set
of 4 traces. It contains, for each identified context: a context ID (CID), which is a
number used to identify each different context (column S); the control predicate
(condition) tested for that context (column P); the block of code ID (column
ID) executed in that context; the value of the control predicate (column V); the
values of the attributes (column A), and the state of the call stack (column CS).
For instance, context 3 is defined by a command block in which the predicate
(opt!=END) is tested, its value is true, the attribute value (isGreen) is false,
the BID is 10, and the call stack is empty. Any change in at least one of these
values causes the identification of a different context. For example, context 4
has similar information, but the value of the predicate is false at this point,
indicating that the system is running within a new context. Note that all traces
of a system always start at an initial context (INITIAL) and that, in case of
contexts related to method calls, the associated predicate is the name of the
method and its value is always set to true.

Figure 5 shows a fragment of one of the context traces produced for the traf-
fic lights application. CIDs are prefixed with a # and the sequence of contexts
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Fig. 4. Example of a context table.

Fig. 5. Example of context trace.

(from top to bottom, left to right in the figure) follows the order of the infor-
mation recorded in the original trace, transforming each annotation into the
CID assigned to the corresponding context when it was included in the CT. The
names not preceded by a # are action names. Action names representing internal
method calls are prefixed with the word call ; action names representing calls to
methods of other classes are prefixed with an identifier (e.g., c); and the exe-
cution of method bodies are described using only the method name. The suffix
enter is used to denote the action representing the beginning of the execution
of the method call/body, whereas the suffix exit represents the its termination.
This allows us to know when some other method call/body was executed while
a previous method call/execution was in process.

3.3 Step 3: Constructing the GG

Our approach proposes a mapping from the CT and set of context traces to
GG rules. This translation is automated by a tool we have developed, called
GGExtractor [17]. This process is based on the analysis of context sequences,
which is a sequence of elements (x, ..., y) from a context trace where the elements
of the sequence are either a CID or an action name. In a context sequence, the
first and the last elements are CIDs and the elements in between are action
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names. Therefore, a context sequence identifies a possible transition between
two contexts and the actions that happen in this transition. We create one
or more rules (depending on the number of actions) to describe each context
sequence. We also consider the contents of the call stack to identify pending
actions, representing actions that come from a previous transition.

Each rule is a tuple r = (Lstate, Lmsg, Rstate, Rmsg), where Lstate is the state
(context) represented in the LHS of the rule, Lmsg is the message (action name)
present in the LHS of the rule, and Rstate and Rmsg are the same elements but
for the RHS of the rule. Lmsg and Rmsg can assume the value ε, representing
an empty list of actions. We divide the analysis of this rule creation process into
the cases presented below, where c1 and c2 are CIDs representing contexts C1

and C2, respectively, a and b are action names, and cs is the call stack:

1. Sequence (c1, c2): Indicates a change of context with no action, hence, it is
mapped to a rule r = (C1, ε,C2, ε);

2. Sequence (c1,a, c2) and CS = 〈〉: Indicates a transition with an action a,
with no pending action, hence it is mapped to a rule r = (C1, ε,C2,a);

3. Sequence (c1,a, c2) and CS = 〈b〉: Indicates a transition with an action a,
with a pending action b, hence it is mapped to a rule r = (C1,b,C2,a);

4. Sequence (c1,a,b, c2) and CS = 〈〉: Indicates a transition with two actions
a and b, with no pending action, hence it is mapped to rules r1 = (C1, ε,C1,a)
and r2 = (C1,a,C2,b);

5. Sequence (c1,a,b, c2) and CS = 〈c〉: Indicates a transition with actions a
and b, and a pending action c, hence it is mapped to two rules that describe
a sequence: r1 = (C1, c,C1,a) and r2 = (C1,a,C2,b).

The idea behind this mapping is that sequences of contexts indicate changes
of state, hence they are represented, respectively, as the LHS and RHS of the
rule. A single action name between two contexts indicates an action that occurs
during the transition and, therefore, is represented as a message created by the
rule. Two consecutive actions are modelled by a rule with messages, where one
message is consumed and the next is created by the rule. Pending actions are
treated as messages created in some previous rule and consumed by the current
rule. In cases 4 and 5, intermediate rules are created in the same way as rule r1
for each pair of actions. For instance, for a sequence (c1, a, b, c, c2) with CS = 〈〉,
we would have rules r1 = (C1, ε, C1, a), r2 = (C1, a, C1, b), and r3 = (C1, b, C2, c).

Figure 6 shows two rules that illustrate the mapping with our running exam-
ple, using the CT and the trace shown in Figs. 4 and 5, respectively. In the first
case, the change from context 8 to context 9, with no messages between them
(case 1), resulted in a simple rule where the LHS represents the former context
whereas the RHS represents the latter. In the second example, we have a single
action that is placed in the form of a message in the RHS of the rule (case 2).

Note that the quality of the model heavily depends on the quality of the
traces used to build it, as it happens with any other approach based on samples
of execution. We do not use any particular technique for selecting the traces used
to build the GG. However, we usually use test cases to produce the behaviours
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Fig. 6. Examples of rules generated by our algorithm.

Fig. 7. Some generated rules

we would like to observe. Even though this may prevent the model from being
complete, it is possible to customise it for specific purposes. Moreover, a complete
model might not even be necessary, as some times only part of the code may need
to be analysed. We also currently do not have a formal proof of the correctness
of our mapping. However, based on visual inspection and analysis outcomes, the
resulting GGs we have produced represent the behaviors observed in the corre-
sponding traces and described in the code (given the level of abstraction). Our
mapping (explained earlier) considers how to translate contexts to states of the
GG, sequences of contexts to rules, and action names to messages. As GG is
data-driven, we use context information to define states and messages to rep-
resent control-flow structures, such that selection structures are represented by
multiple rules that can consume a certain message, whereas iteration structures
are defined by rules or set of rules that can be apply multiple times in a row.

For the TrafficLights code the algorithm generated 43 rules (42 actually rep-
resent behavior, as the first rule is just the initialization of variables). Some of
these rules are presented in Fig. 7. This number is relatively large, considering
the size of the code and that a manually generated GG for the same code has
only 15 rules. Therefore, we provide, in the next section, two strategies to reduce
the size of the generated set of rules.

4 Optimizing the Set of Rules

The aim of optimizing the set of rules is to obtain the smallest number of rules
while preserving the overall observable effect, in terms of the variables of the
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original program. Since in this paper we did not present the formal definitions
of GGs due to space limitations, we will only provide informal argumentation
about the preservation of observable semantics of the optimizations. But, as
another justification for the approach, at the end of this section we compare the
grammar resulting from the optimizations with the grammar that was manually
obtained for the traffic lights example, showing that they are very similar.

In order to build a more compact set of rules, we have to identify rules that
could be either removed or merged with other rules, while keeping the same
observable effect. We will provide two ways to perform this task: one based on
method calls and another based on block IDs (BIDs). These two optimizations
operate on different elements, thus they may be performed in any order (yielding
the same resulting set of rules). Both optimizations are based on the conflicts
and dependencies that exist between rules.

The notion of conflict and dependency between rules in GG is defined based
on the items that a rule deletes, preserves, and creates. In the following, we will
explain these notions in the context of rules generated from execution traces (i.e.,
this is not the general definition, but specific to our type of GG). Given two rules
r1 = (C1L,msg1L, C1R,msg1R) and r2 = (C2L,msg2L, C2R,msg2R), where
the BID of a context C is depicted by BID(C), we define

(WCR) Weak conflict relation: r1 and r2 are in weak conflict, denoted by
r1 → r2 if both have the same BID, r1 does not change this BID and r2
changes it, i.e., BID(C1L) = BID(C2L) = BID(C1R) and BID(C1R) �=
BID(C2)R;

Conflict relation: r1 and r2 are in conflict, denoted by r1 − r2 if one of the
following situations occur:
(BCR) BID conflict: both have the same BID in the LHS, and both

change it, i.e., BID(C1L) = BID(C2L) and BID(C1L) �= BID(C1R)
and BID(C2L) �= BID(C2R); or

(MCR) message conflict: both delete the same message, i.e., msg1L =
msg2L;

Dependency relation: r2 depends on r1, denoted by r1 ��� r2, if one of the
following situations occur:
(BDR) BID dependency: r1 generates the BID that r2 needs, i.e.,

BID(C1R) = BID(C2L) and BID(C1L) �= BID(C1R); or
(BNR) message dependency: r1 creates the message for r2, i.e.,

msg1R = msg2L

Note that if two rules are in weak conflict they are not necessarily mutually
exclusive, since it is possible to apply first rule r1 and then r2 (but not vice
versa). If rules are in conflict they are mutually exclusive.

The graph that has as nodes the rules and as arcs the relations defined above
is called CPA graph (CPA stands for critical pair analysis). The BID-cpa
graph contains only arcs representing the context conflicts and dependencies



62 L.M. Duarte and L. Ribeiro

Fig. 8. CPA-graph of the generated TL grammar (Color figure online)

(WCR, BCR and BDR) whereas the message-cpa graph contains only arcs
representing the message conflicts and dependencies (MCR and MDR). In a
CPA graph, we say that a rule r is a choice point iff considering dependencies
and conflicts based on the BID, there are more than one other rule that depend on
r and these rules are mutually exclusive. A rule is a merge point iff considering
dependencies based on the BID, r depends on more than one other rules.

Example 1. The CPA graph for the grammar automatically generated from the
code of Fig. 1 is shown in Fig. 8. Solid (red) arrows denote weak conflicts (edges
with no arrow tips denote conflicts) and dashed (blue) arrows denote dependen-
cies. Rule4 is a choice point and Rule8 is a merge point.

4.1 First Optimization: Merging Rules

For this optimization we will identify sequences of rules with no observable effect
and merge them into a single rule that has the effect of this sequence of execu-
tions. This is performed by the construction of the concurrent rule that sum-
marizes the sequence. This is a standard construction in the theory of graph
transformations, see e.g. [19], and it is well known that the application of the
concurrent rule has the same effect that the application of its underlying rules.
Therefore, we will identify sequences of rules that have no observable effect con-
sidering the variables of the program and the exchanged messages, such that no
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rule in these sequences is be a merge or choice point (thus, assuring that there
is only one possible sequence in which these rules are present, and thus it is safe
to substitute them by the corresponding concurrent rule).

Step 1: Select candidates for merging. A rule r is a candidate for merging
if it satisfies all of the following conditions:
(i) r does not change the value of any attribute, except the BID;
(ii) r either creates or deletes some message, or does not contain messages;
(iii) r is not a choice point;
(iv) r is not a merge point.

Step 2: Partition the set of candidate rules. Each rule is grouped with the
rule(s) that are dependent on it in the set of candidates (based on the BID).

Step 3: Construct concurrent rules. For each partition that has more than
one rule in step 2, a concurrent rule is constructed and inserted in the set of
rules, and the rules that belong to the corresponding partition are deleted
from the set of rules.

Step 2 is well defined because, by the way the rules are constructed (from an
execution of the original program), for each rule r that is in the set of candidates,
there can only be at most one rule dependent on it in the set of merge candidates.
This follows basically from to the fact that r is not a choice point (condition
(iii)), that is, either there is at most one rule that depends on r or, if there are
more, say r1 and r2, they are not mutually exclusive. In this situation, either r1
or r2, or none of them will be in the set of candidates.

Example 2. For the TL grammar, we get the following candidates for merging:

{Rule2,Rule5,Rule6,Rule7,Rule9,Rule10,Rule11,Rule12,Rule21,Rule23,
Rule26,Rule27,Rule28,Rule29,Rule30,Rule39,Rule40,Rule41,

Rule42,Rule43}

Note that Rule8 is not a candidate for merging because it does not satisfy con-
dition (iv): it depends on three different rules (merge point). Rule4 is also not a
candidate because rules that depend on it (Rule5, Rule9, Rule10 and Rule43) are
mutually exclusive (choice point).

Then we obtain the following partitions:

{[Rule2], [Rule5,Rule6,Rule7], [Rule9], [Rule10,Rule11,Rule12], [Rule21],
[Rule23], [Rule26], [Rule27], [Rule28,Rule29,Rule30], [Rule39], [Rule40,Rule41,
Rule42], [Rule43]}

Rule2 and Rule21 are alone in partitions because no rule is dependent on
them (Rule3 and Rule22, that depends on them, are not in the set of merge
candidates).

Now we build concurrent rules. For example, rules Rule5, Rule6 and Rule7
(see Fig. 9) are substituted by rule R5+R6+R7.
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Fig. 9. Concurrent rule

4.2 Second Optimization: Method Execution

For this optimization, we must build the message-cpa and the BID-cpa graphs.
The former gives us the information about which rules generate messages that
may be used by others (independent of the BID and attribute values), whereas
the later relates rules based on the execution point (considering the BID). The
aim of this optimization is to identify method executions that (a) have no observ-
able effect, and (b) occur immediately when called (in case of concurrent systems,
there may be a delay between a method call and its execution due to interleaving
of processes). For the first case, we will remove the enter/exit tags of messages
(removing also rules that create/delete these tags) and for the latter we will
remove the call tags of method calls (removing also the rules that create/delete
messages with such tags).

Step 1: Identify candidate method executions. Rules representing method
executions that have no observable effect may take the forms (i) or (ii) in
Fig. 10, where neither attributes nor the BID are changed. We construct sets
Cand(i), of rules of type (i) and Cand(ii), of (triples of) rules of type (ii) –
these sets must be disjoint, rules that appear in both should be kept only
in Cand(ii). The union of these sets is called Cand(i),(ii). Rules representing
method executions that occur immediately when called follow pattern (iii)
depicted in Fig. 10, where there must be a chain of BID-dependent rules
R6 → ... → R7, and no message m.enter is generated in the chain.

Step 2: Treat candidates with no observable effect.
1. For each method m that has some rule in the set Cand(i),(ii), let

Callm: set of all rules that are not in Cand(i),(ii) that generate m.enter,
in case m is of type (i), or call.m.enter, in case m is type (ii);

Retm: set of all rules that are not in Cand(i),(ii) that delete m.exit, in
case m is of type (i), or call.m.exit, in case m is type (ii);

2. For each rule r in Cand(i) corresponding to method m, check that no
rule that is not in Cand(i),(ii) is in conflict with r (this assures that there
is no other executions of m that may be compromised by removing the
enter/exit tags);

3. In case all rules rule in Cand(i) for a method call m pass the test, delete
them from the set of rules and update all rules in Callm, substituting
m.enter by m, and all rules in Retm, substituting m.exit by m;

4. For each triple (r1, r2, r3) in Cand(ii) corresponding to method m, check
that no rule that is not in Cand(i),(ii) is in conflict with r1 (the rule that
deletes call.m.enter);
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Fig. 10. Patterns (i) R1 (ii) R2, R3, R4 (iii) R5, R6, R7, R8

5. In case all rule triples in Cand(ii) that correspond to method calls to m
pass the test, delete them from the set of rules and update all rules in
Callm, substituting call.m.enter by m, and all rules in Retm, substituting
call.m.exit by m.

Step 3: Treat candidates that occur immediately. For each method m
that has some rule in the set Cand(iii), construct the sets:
Callm: set of all rules that are not in Cand(iii) that generate call.m.enter;
Retm: set of all rules that are not in Cand(iii) that delete call.m.exit.
Perform steps analogous to 4. and 5. below for the quadruples of Cand(iii).

The CPA graph of the resulting grammar is shown in Fig. 11 (green circles
will be discussed below). We have a total of 20 rules instead of the 42 original
rules.

Comparison. The manually generated grammar for the TL example has 15
rules (9 of which are shown in Fig. 2, the remaining 6 are analogous to the rules
that handle green lights). We consider this as the optimum number of rules
that faithfully represent the behavior of this program (since this grammar was
manually generated by an expert inspecting the code). The grammar obtained
following our algorithm has 20 rules for the same code. For a comparison with the
manually generated grammar, we included in Fig. 11 the rules of this grammar
in circles. For example, Rule4 of the generated GG corresponds to ReadGreen,
rules Rule19 and Rule37 correspond to ChangeColor (rules that are duplicated in
the generated grammar are marked with ∗). This duplication occurs because in
the generation we consider the values of attributes, for example, Rule19 changes
color when it is green. In the manually generated grammar, there is a generic
rule that changes the color, no matter the current color. There are also rules of
the generated grammar, such as the composed rule Rule10+Rule11+Rule12, that
do not appear in the original grammar but we could not remove hem because
it would change the conflict/dependencies relations and, thus, might change the
behavior of the system (without manual inspection, it is not possible to deter-
mine whether this change is acceptable or not). But note that the automatically
generated GG is quite close in the number of rules and has essentially the same
behavior as the manually created GG.
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Fig. 11. CPA graph after Otimizations (Color figure online)

Another indication of correctness of the generated GG with respect to the
original code is its similarity with the LTS generated for the same code with the
LTSE tool [9]. The GG generated by our approach has 20 rules, and the LTS
has 23 states. By comparing the CPA graph of Fig. 11 with the LTS, we have
practically identical graphs, but the LTS has some extra nodes and transitions:
one for initialization and two because actions described by rules 13 and 14 (resp.
31 and 32) could not be merged in the LTS.

5 Related Work

Considering research specifically on the extraction of GG, the approach described
in [22] uses grammar inference from traces to construct nested hierarchical call
graphs from Java bytecodes. Their goal is to check this call graph against desired
properties, representing valid call sequences. Even though we also generate a GG
based on trace information, unlike their work, we take into account more than
just sequences of method calls, defining abstract states based also on data (values
of attributes). Thus, we explore the data-driven characteristic of the formalism
to achieve a description of a system behavior.

To the best of our knowledge, the approaches closest to ours are the ones
presented in [5] and [1]. In [5], the authors propose an approach for constructing
a GG from Java programs. However, the methodology used to translate from Java
to GG is based only on the source code and on the Java grammar. Moreover,
this translation can be applied to a very limited subset of the Java language or
require some conversion between program structures (e.g., while-do structures
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are not allowed and must be replaced by calls of recursive functions). We do not
require any modification in the original code apart from the introduction of the
necessary annotations. Even though our models contain only those rules that
can be inferred from the observed traces, which means that we cannot guarantee
completeness, we only create rules that can actually occur. In [1] a technique is
presented to extract rules from the observation of the transformations from an
initial state to a final state of a system based only on traces. The goal is not to
generate a model of a Java source code, but generate a model to explain a set
of observations. Hence, they aim to create a model that could improve program
understanding considering pre- and post-conditions of method executions. All
preconditions become the LHS of a rule and the post-conditions become the
RHS. To restrict the set of objects included in each rule, they need to identify
which objects of the system are affected and/or required for a rule to be applied.
This is not the case in our approach, as we build rules for each element of the
system. Because we follow the idea of encapsulation, only the state of the object
for which we are building the rule is visible, we only include objects referenced
by this main object that are necessary to describe a state change. Moreover, we
intend to produce models that (partially) describe the behavior of the system
with the goal of applying analyses to detect real and potential problems as well
as for program understanding and documentation.

6 Conclusions and Future Work

This article proposed a way to extract a model in terms of GG from Java code.
The aim of this extraction is twofold: on the one hand, the model corresponding
to code may serve as documentation and as basis for maintenance and evolution;
on the other hand, analysis of this model may reveal properties and bugs of the
code. The main difficulty in the extraction process was the large number of rules
that were generated. To a large extent, this is due to the fact that GG is data-
driven and since our extraction technique takes also executions into account, not
only information about the application but also about control flow of executions
was considered (for example, block identifier). Thus, we proposed optimisations
for the extraction technique, leading to a considerable reduction in the number
of generated rules. We have (partially) implemented the approach to generate
the resulting grammar in the format used by the AGG tool.

As future work, we intend to evaluate the application of this technique to
more complex software, such as concurrent systems, and also to large-scale appli-
cations. Since the LTS extraction approach allows a compositional construction
of a model based on the models of each element of the system [9], we believe this
part of the approach could also be adapted for GGs. In order to complement our
work, we also plan to use the generated models to validate their corresponding
implementations. The idea is to use the GG rules to construct test cases that
could be run on the implementation to check whether those behaviors are valid.
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Abstract. Industrial applications involving formal methods are still
exceptions to the general rule. Lack of understanding, employees without
proper education, difficulty to integrate existing development cycles, no
explicit requirement from the market, etc. are explanations often heard
for not being more formal. Hence the feedback provided by industry to
academics is not as constructive as it might be.

Summarizing a 25-year return of experience in the effective applica-
tion of a formal method – namely B and Event-B – in diverse application
domains (railways, smartcard, automotive), this article makes clear why
and where formal methods have been applied, explains the added value
obtained so far, and tries to anticipate the future of these two formalisms
for safety critical systems.

Keywords: B method · Event-B · Integrated development environ-
ment · Code generation · Formal data validation

1 Introduction

Formal methods and industry are not so often associated in the same sentence as
the formers are not seen as an enabling technology but rather as difficult to apply
and linked with increased costs. In [11], the introduction of the B method and the
Event-B language into several industrial development processes was witnessed
with more or less success, even if new tools and new practices were available to
ease acceptance in industry. At that time, these two formal methods had been
backed by a number of research projects and non-trivial industrial applications.

Almost 10 years later, after several real size experiments in diverse application
domains, the situation has slightly evolved. Some standards, like the D0-178C
for aeronautics, are now accepting formal methods in their certification process
with sometimes some restrictions on the perimeter where they are applied (unit
testing replaced by unit proof for example). The newborn ISO 26262 automo-
tive functional safety standard is also recommending the use of formal methods
during development. On the opposite side, the Common Criteria 3.1 standard
(compared to its version 2.3) has decreased the need for formal methods that are
now only required at level 6+ and higher (instead of 5+ previously) while the
maximum security is reached at level 7 (EAL). However, even if the standards
have made some room for them, these methods haven’t spread much out of the
c© Springer International Publishing AG 2017
S. Cavalheiro and J. Fiadeiro (Eds.): SBMF 2017, LNCS 10623, pp. 70–87, 2017.
https://doi.org/10.1007/978-3-319-70848-5_6
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railway sphere as it might have been expected. Their usage though have slightly
evolved over the years as a reaction to industry needs in direct relation with
fierce international competition.

This article presents in a first chapter the different ways B and Event-B were
used for modeling software, systems and data, and for proving static and dynamic
properties. In a second chapter, new technology and techniques are presented.
Their tight combination is expecting to converge to a new, more automated way
of developing safety critical applications that are not restricted to the railways.

2 Modeling

2.1 B for Software

The B Method was introduced in the late 80’s to correctly design safe software.
The main idea was to avoid introducing errors by proving the software while
being built, instead of trying to find errors with testing after the software was
produced.

Promoted and supported by RATP, B and Atelier B1 have been success-
fully applied to the industry of transportation, through metros automatic pilots
installed worldwide. Paris Meteor line 14 driverless metro is the first reference
application with over 110,000 lines of B models, translated into 86 000 lines of
Ada. No bugs were detected after the proof was completed, neither at the func-
tional validation, at the integration validation, and at the on-site testing, nor
since the beginning of the metro line operation (October 1998).

For years, Alstom Transportation Systems and Siemens Transportation Sys-
tems (representing a major part of the worldwide metro market) have been the
two main actors in the development of B safety-critical software. Both compa-
nies have a product based strategy and reuse as much as possible existing B
models for future metros. As an example, the Alstom Urbalis 400 CBTC (Radio
communication based train control) equips more than 100 metros in the world,
representing 1250 Km of lines and 25 % of the CBTC market.

2.1.1 Structure and Metrics
For such applications, B modeling is used for safety critical functions for both
track-side (zone controller, interlocking) and on-board (automatic train pilot or
ATP) software. The interlocking part has to avoid having two trains on the
same track section. It computes boolean equations that represent the tracks
status as seen from diverse sensors. The automatic pilot is mainly in charge of
triggering the emergency brake in case of over-speed. It requires several functions
such as the localization (where is the train ? ) that involve several graph-based
algorithms, and the energy control which computes the braking curve of the
train, based on the geometry of the tracks (in particular the positive and negative
slopes). Data types used are: integer for the energy control, booleans for the
interlocking and tables of integer for the tracks.

A typical ATP software model is made of one top-level function executed
every cycle.
1 The tool implementing the B method.
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Fig. 1. Example of a non-deterministic post-condition of a function

The specification of this function (see Fig. 1) is non-deterministic and is
expressed as a large “variables become such as” substitution. The specification
of the function, contained in the post-condition, is sufficiently abstract and dif-
ferent from the implementation2 to avoid to prove the copy-paste from the spec-
ification to the implementation. This implementation imports 55 components.
The complete B project is made of 233 machines (50 kloc3), 46 intermediate
refinements (6 kloc) and 213 implementations (45 kloc), as well the handwritten
code for non-safety critical parts (110 kloc). It also contains 3000 definitions
reused among several components. 23,000 proof obligations are generated, 83 %
of these of proved automatically, the remaining 17 % requires interactive proof.
3000 mathematical rules were added to ease the proof process, 85 % of these are
proved automatically, the remaining 15 % requires human manual proof.

To date, the biggest B software is a XML compiler enabling the execution
of safety critical embedded applications by an interpreter. More than 300,000
lines of Ada code are generated from B models, for this SIL4 T3-compliant
(EN50128) program4. 300,000 lines do not represent the limit of the method as
no bottleneck has been met until now. So the method is likely to scale up to
larger, non-threaded software. A the other end of the scale, with platform screen
doors controllers less demanding in term of computation, smaller applications
are generated for both programmable logic controllers (PLC) and PIC32 micro-
controllers, with a maximum of 64 KB in memory per software.

2.1.2 Organization and Acceptance
Since 1998, Atelier B has been slightly improved in order to obtain proven
software more quickly:

– proof obligations (PO) contain traceability information (which parts of the
B models have been used to obtain a PO), helping to better locate modeling
errors and to improve modeling style

– a model editor allowing to navigate models (abstraction, refinement) and
operations (caller, callee)

2 Which contains the algorithm (statements, operation calls).
3 Thousands lines of code.
4 T3 means that the tool is able to generate a (faulty) binary program and as such

requires a special attention in the safety process.
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Fig. 2. Text-based model editor combining proof information with modeling

– a model editor merging model and proof (see Fig. 2) by displaying the number
of proof obligations associated to any line of a B model, its current proof status
(fully proved or not) and the body of the related proof obligations.

– a framework to automatically prove and review user added mathematical
proof rules, that generates a report for the safety case.

From a human point-of-view, usual organization requires a local guru acting
as a technical referee (usually - but not necessarily - a PhD ) and a team of soft-
ware engineers able to handle abstraction. Introductory B courses (B language,
projects with B) and close support during the first months have been enough
to set up development teams. The forthcoming MOOC on B5 and a dedicated
YouTube channel for Atelier B practitioners would speed up the learning process.

The B software development process is now well-oiled, accepted by certi-
fication bodies and several rail operators worldwide. Without being formally
developed, Atelier B 3.6 was used for METEOR in 1998 while Atelier B 4.2/4.3
is used for Alstom Urbalis 400/500 product line. Atelier B 4.2 is at the core of
the SIL4 certificate obtained for the platform screen-doors controller installed in
2017 in Stockholm (line Citybanan).

2.2 B for Systems

A broader use of B appeared in the mid ‘90s, called Event-B, to analyze, study
and specify not only software, but also systems (system is here considered in
its widest definition). It extends the usage of B to systems that might contain
software, hardware and pieces of equipment, but also to intangible objects like
process, procedure, business rule, etc. In that respect, one of the outcome of

5 https://moocs.imd.ufrn.br.

https://moocs.imd.ufrn.br
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Event-B is the proved definition of systems architecture and, more generally,
the proved development of, so called, “system studies”, which are performed
before the specification and design of the software. This enlargement allows
one to perform failure studies right from the beginning, even in a large system
development.

2.2.1 Research and Development
Several European projects were required to set-up Event-B, among them:

– MATISSE aimed at providing a first definition of the language,
– PUSSEE specifically aimed at hardware/software embedded systems,
– Rodin for the development of the eponymous platform and
– DEPLOY for its deployment in the industry.

Several system studies from diverse application domains (banking, air traffic
control, defense, satellites, etc.) were initially performed with Atelier B before
naturally moving to the Rodin platform. The modeling of the Mazurkiewicz enu-
meration algorithm ands its proof during the project RIMEL6 was the perfect
demonstration of the suitability of Event-B for small, distributed systems. In
2008, during the certification for a smart-card microcircuit, Event-B was seam-
lessly integrated to Atelier B7. The supported language slightly differs from the
one supported by Rodin but doesn’t restrict its usability regarding target appli-
cations. Several EAL5+ (CC2.3) and EAL6+ (CC3.1) certifications were per-
formed in France, Germany and Spain, and functional specification were proved
to comply with security policies.

A follow-up project, FORCOMENT [2], was initiated with STMicroelectron-
ics and aimed at providing a proven path from specification to VHDL. Spe-
cific proof obligations were added to ensure a deterministic behavior. Result-
ing VHDL was quite different from the one developed manually (similar num-
bers of gates, but architecture more easily analyzable) and went successfully
through product test benches. However the technology failed to find its audi-
ence because of:

– (the complexity of) the input formalism,
– the necessity to specify the target system several tens of times (refinements)

with different levels of detail,
– the time and the number of iterations8 to converge to a final model,
– the obligation to allocate our best practitioners to complete the duty.

6 http://rimel.loria.fr/.
7 Because of the inability, at that time, for the Rodin platform to handle a model with

17 levels of refinement.
8 Our maximum is 190 iterations and 5 major refactoring, many modifications having

a slight impact on the structure of the model.

http://rimel.loria.fr/
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Fig. 3. All the dependencies between the sub-systems of a military vehicle analyzed
with composys, and used for defining a non-trivial efficient integration testing policy.
This drawing is for illustrating the complexity of the model.

2.2.2 Flat Specification
Event-B was also used as a descriptive language for behavioral specification (flat
specification, no refinement), mainly for document generation, structural analy-
sis (dependencies among variables) and model animation with application in
the automotive (enhanced diagnosis – Peugeot), in the defense (military vehi-
cles integration testing scheduling – CNIM) and in the railways (platform screen
doors preliminary studies – RATP).

The main reason for not modeling with refinement was the complexity of
the target systems and the level of detail required to perform an analysis that
would have led to both practical and economical impossibilities (models too large
to be handled by human modelers; too much effort to complete, if reachable).
The Event-B models were sided by a dictionary containing natural language
descriptions of the variables, events and substitutions, allowing for the automatic
generation of document. Events were allocated to “sub-systems”, allowing to
analyze data-flows (see Fig. 3) between these sub-systems (where the variables
are read/modified).

A dedicated tool, Composys [10], was developed and maintained to support
this approach until 2012.

This approach was more aimed at finding ambiguities in the existing technical
documentation, and at animating the specification than at proving a correct
behavior and was finally abandoned.

2.2.3 Collection of Separate Models
Instead of developing a model of the whole signaling system , verbose, com-
plex and not containing enough details9 to ensure a definitive conclusion on the

9 This demonstration requires for example to know the algorithm used for the odome-
ter, to rediscover how the distance between signals and switches is computed based
on the minimum curve radius, tunnel width, maximum slope, minimum train braking
capability, etc.
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safety of the system, another approach was tried. The fundamental goal was to
extract the rigorous reasoning establishing that the considered system ensures
its requested properties, and to assert that this reasoning is correct and fully
expressed. At system level, this rigorous reasoning involves the properties of
different kind of subsystems (from computer subsystems to operational proce-
dures), that the formal proof shall all encompass. Event-B is used to formalize
the reasoning with a collection of separate models: each model is readable and
understandable by a non-expert and doesn’t require to dig into hundreds of
events and tens of refinement levels. This approach was used for the system for-
mal verification for the CBTC of New York subway line 7 in 2012 and Flushing in
2014 (effort divided by two due to models reuse). It is now deployed in Paris for
all the new automatic metro lines [15]. Even if based on refinement, the formal
modeling effort is now manageable (each model is one or two pages long) and
only requires engineers able to reason (not our best practitioners any more). The
Event-B language as implemented in Atelier B in 2008 is still enough to support
this modeling approach.

2.3 Formal Data Validation

The verification of a behavior, based on Event-B system specification or B soft-
ware specification, is achievable by semi-automated proof. However the verifica-
tion of static properties of parameters (that tune the system or the software)
against properties may turn out to be a nightmare in case of large data sets
(10,000+ items) and complex relationships among data, as the built-in Atelier
B prover is not able to handle them properly. In the early 2000’s data valida-
tion in the railways [8] used to be entirely human, leading to painful, error-prone,
long-term activities (usually more than six months to manually check constantly
changing10 100,000 items of data against 1,000 rules).

In 2003, this human process was made more formal while:

– formalizing data properties with the B mathematical language (set theory,
first order logic)

– generating a B machine containing the properties (the data model) and
instantiated with the data to verify,

– checking the correctness of the B machine

2.3.1 Rules
Properties, issued from international standards, national regulations, local prac-
tices, rail operator requirements, metro manufacturer constraints, are modeled
as rules (see Fig. 4). The clause WHERE allows the selection and filtering of
data11. The clause VERIFY specifies the conditions expected for all filtered
signals. In case the predicates of this clause are not verified, an error message is
displayed for each signal found.
10 CAD data is replaced by real plant data, topology is modified after in situ testing,

etc.
11 That could be stored in files like JSON, Xml, Ecxel, CSV, TXT, etc.
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Fig. 4. Example of verification rule. Signals belonging to an interlocking territory are
searched; such signals have to be linked to this interlocking. If not, an error message is
displayed for each faulty signal found.

Most of the rules fit in one page, but some rules are really large, up to
10 pages, as they embed several small steps or they contain a lot of implicit
information. To ensure compliance with safety standard, rules have to be cross-
read and tested by independent engineers. A specific testing environment has
been developed to ease to set up of testing scenarios demonstrating that a rule
triggers a KO conclusion for all error classes.

2.3.2 Deployment
The PredicateB predicate evaluator was first used for checking the correctness.
The PredicateB tool is a symbolic calculator able to manipulate B mathemat-
ical language predicates in order to animate a B formal model: constants and
variables initial values are calculated, then operations are executed depending
on enabling conditions and their substitutions. Symbolic values are scalars, sets,
functions, etc. PredicateB has limited capabilities for non-deterministic compu-
tations and was replaced by ProB [9]. The ProB model-checker embeds several
well performing heuristics for reducing search space (symmetry detection for
example), is able to better handle non-deterministic substitution and to provide
a more complete set of counter examples. It has been modified in order to pro-
duce a file containing all counter examples detected and slightly improved to
better support some B keywords.

The major outcome of this decision to introduce formalities and to automate
the verification [13] was a dramatic reduction of the validation duration from
about six months of human verification to some minutes of computation (if we
set aside the time to formalize verification rules). Since then the resulting tools
(certified as T2 and T3 compliant, EN50128 standard) have been experimented
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Table 1. Summary of the main tools used during the last 25 years for industrial
projects. B/E/D columns refer to B language (B), Event-B language (E) and formal
data validation (D) supports.

Tool B E D Usage Availability

Atelier B X X Modeling environment 100+

automatic metro lines

Free

http://www.atelier.eu/en

ProB X X Model-checker Free

https://www3.hhu.de/stups/prob

BMotionWeb X X Model animator Free

http://wiki.event-b.org/index.php/

BMotion Studio

PredicateB X Model animator Free

https://sourceforge.net/p/

rodin-b-sharp

PredicateB++ X Model animator Proprietary (ClearSy)

Rodin X Modeling environment Free

http://www.event-b.org/

DTVT X Data validation environment 20+

metro and tramway lines

Proprietary (Alstom)

Dave X Data validation environment

Singapour metro line

Proprietary (General Electrics)

Ovado X Data validation environment

Paris metro lines

Proprietary (RATP)

with success12 on several metro lines worldwide for different metro manufactur-
ers. In this context, more than 2,500 rules have been developed, cross-verified
and applied. The French Railways (SNCF) is going to deploy these tools for
the main lines to check new interlocking parameters for the 10 coming years,
requiring the development of 2,500 more rules.

From a human point-of-view, usual organization requires engineers able to
manipulate mathematical predicates and to understand railways signaling. A
technical referee provides feedback and support on how to model certain tricky
aspects like non-deterministic choices (“find a bijection such as ...”), quantified
predicates, etc. The verification process is well accepted by certification bodies
and by several rail operators worldwide, and is ready to be deployed in other
industries with safety-critical constraints.

2.4 Adoption by Industry

From our experience, industry is not particularly interested in using formal meth-
ods except if it is required by the standards (1) or by the customers (2), or if it
allows to speed up a process by an order of magnitude (3).

In our history, (1) is related to smartcard industry (Sect. 2.2.1), (2) is associ-
ated with Meteor/RATP (Sect. 2.1) and with L7/NYCT (Sect. 2.2.3), while (3)
is represented by the formal data validation (Sect. 2.3).

In any case, a formal method without a proper tool support is useless. We
have used several tools over the years (Table 1) that were applied in industrial
12 Metro line fully and positively analyzed, results validated by certification body and

independent expert.

http://www.atelier.eu/en
https://www3.hhu.de/stups/prob
http://wiki.event-b.org/index.php/BMotion_Studio
http://wiki.event-b.org/index.php/BMotion_Studio
https://sourceforge.net/p/rodin-b-sharp
https://sourceforge.net/p/rodin-b-sharp
http://www.event-b.org/
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settings. As such, formal data validation is much appreciated because as a V&V
tool, it doesn’t impact the development cycle (on the contrary of B for software
development) and the verification phase is a “push-button” activity (once the
formal data model is completed).

3 Convergence

We have seen from the previous chapter that B and Event-B have matured
over the last decade and are addressing well safety-critical industry topics13, at
system level, at software level, and at configuration level. However using a formal
method is not enough to demonstrate safety. For example, a software can’t be
SIL4-compliant by itself, even if it is developed with B. The hardware executing
it has to be considered, especially its failure modes, and a sound specification at
system level has to be elaborated accordingly. A safety demonstration requires
a lot of experience, skills, time and energy to complete successfully.

We present in this chapter several new features, linked with B, that are
directly contributing to the safety demonstration and that would ease the devel-
opment and the certification processes of safety-critical systems.

3.1 Low Cost High Integrity Platform

LCHIP14 is a new technology, combining a complete software development envi-
ronment based on the B language and a secured execution hardware platform, to
ease the development of safety critical applications. It relies on several building
blocks already used in certified railways products.

LCHIP relies on a software factory that automatically transforms function
into binary code that runs on redundant hardware. The starting point is a text-
based, B formal model that specifies the function to implement. This model may
contain static and dynamic properties that define the functional boundaries of
the target software.

This formal specification is then refined automatically into a B implementable
model. Transformation rules are applied to the specification to gradually replace
abstract variables and substitutions with concrete ones.

The implementable model is then translated using two different chains:

– Translation into C ANSI code, with the C4B Atelier B code generator
(instance I1). This C code is then compiled into HEX15 binary code with
an off-the-shelf compiler.

– Translation into MIPS Assembly then to HEX binary code, with a specific
compiler developed for this purpose (instance I2). The translation in two steps
allows to better debug the translation process as a MIPS assembly instruction
corresponds to a HEX line.

13 Even if re-targeted to address more specific issues.
14 A short form of Low Cost High Integrity Platform.
15 A file format that conveys binary information in ASCII text form. It is commonly

used for programming micro-controllers.
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Fig. 5. The safe generation and execution of a function on the double processor.

3.1.1 Safety
These two different instances I1 and I2 of the same function are then executed
in sequence, one after the other, on two PIC32 micro-controllers. Each micro-
controller hosts both I1 and I2, so at any time 4 instances of the function are
being executed on the micro-controllers. The results obtained by I1 and I2 are
first compared locally on each micro-controller then they are compared between
micro-controllers by using messages. In case of a divergent behavior (at least one
of the four instances exhibits a different behavior), the faulty micro-controller
reboots. The sequencer and the safety functions are developed once for all in
B by the IDE design team and come along as a library. This way, the safety
functions are out of reach of the developers and can’t be altered. The safety
is based on several features such as the detection of a divergent behavior, the
detection of the inability for a processor to execute an instruction properly16

and the ability to command outputs17. Memory areas (code, data for the two
instances) are also checked (no overlap, no address outside memory range).

3.1.2 Target Software
The execution platform is based on two PIC32 micro-controllers and provides
an available power of 100 MIPS. This processing power is sufficient to update
50k interlocking Boolean equations per second, compatible with light-rail signal-
ing requirements. The execution platform can be redesigned seamlessly for any
kind of mono-core processor if a higher level of performance is required. Similar
secured platforms are operating platform-screen doors in São Paulo L15 metro

16 All instructions are tested regularly against an oracle.
17 Outputs are read to check if commands are effective, a system not able to change

the state of its outputs has to shutdown.
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and in Stockholm City line. The Brazilian one has been recently certified at level
SIL3 by CERTIFER on the inopportune opening failure of the doors.

The IDE provides a restricted modeling framework for software where:

– No operating system is used
– Software behavior is cyclic (no parallelism)
– No interruption modifies the software state variables
– Supported types are Boolean and integer types (and arrays of)
– Only bounded-complexity algorithms are supported (the price to pay to keep

the refinement and proof process automatic)

The whole process, starting from the B model and finishing with the software
running on the hardware platform, is expected to be fully automatic with the
integration of the results obtained from some R&D projects18. In addition several
in-house projects have helped to optimize the automatic refinement process by
improving the refinement engine and by defining a subset of the B language,
Simple B.

3.1.3 Research and Development
LCHIP [12] is developed by the eponymous French R&D project. It is aimed
at allowing any engineer to develop a function by using its usual Domain Spe-
cific Language and to obtain this function running safely on a hardware plat-
form. With the automatic development process, the B formal method will remain
“behind the curtain” in order to avoid expert transactions.

As the safety demonstration doesn’t require any specific feature for the input
B model, it could be handwritten or the by-product of a translation process. So
several DSL are planned to be supported at once (relays schematic, grafcet)
based on an Open API (Bxml). The translation from relays schematic is being
studied for the French Railways with a strong focus on the feedback between
DSL and B: in case of unproven B proof obligations, it is mandatory to exhibit
its source in the DSL model.

The project reuses a number of building blocks such as the C4B19 C code
generator extended to support PIC memory model, and the B to Hex binary file
in-house compiler supporting PIC32.

The IDE will be based on Atelier B 5.0, providing a simplified process-
oriented GUI. A first starter kit, containing the IDE and the execution platform,
will be publicly released by the end of 2017.

3.2 Proof Support Advances

3.2.1 Proof Support in Atelier B
A formal development demands that different aspects are verified using a math-
ematical proof. To this end, Atelier B produces automatically a number of proof
18 To implement automatic refinement (ANR-RIMEL) and improve automatic proof

performances (ANR-BWARE).
19 Atelier B C code generator.
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obligations (POs). To assist the user in discharging POs, Atelier B has included
a theorem prover since its inception. This “historical” theorem prover is an infer-
ence engine and an (extensible) rule database. It has been certified in the railway
domain by expert review of both the inference engine and a core rule base. The
architecture of the theorem prover is such that it can be used interactively, or
automatically, at different force levels.

The user applies the theorem prover in batch to all the proof obligations,
and is then left with a number of open POs. The remaining POs can be clas-
sified in three categories: valid, the theorem prover being unable to find the
proof; unprovable, because the rule database is essentially incomplete; unprov-
able, because the user made a mistake in the formal development.

The top priority of the user is to ensure that there is no mistake, i.e., there
is no PO of the last category. Visually inspecting the POs is often enough to
detect most such errors, although there are also trickier mistakes that are only
uncovered in the course of an interactive proof.

The user has then to discharge the unproved POs by interactive proof, and
this is the most time-consuming task in a formal development. The prover
of Atelier-B supports a number of commands to develop interactive proofs:
hypotheses selection, case split, quantifier instantiation, equality rewriting, rule
application, etc. A proof script is successful when the proof obligation has been
shown valid. One a script is successful, it is saved in the project data base, and
can be applied to other proof obligations. Actually, a script is often successful for
more than one PO. To improve scripting capabilities and efficiency, the language
has been enriched with pattern-matching constructs that enable more general
proofs. However, we feel that the interactive proof process should be improved
so that the user would only need to address “interesting” goals and sub-goals
that require some human insight.

Since the specification language of the B method is undecidable, the user
is allowed to write new rules to be taken into account by the inference engine.
The risk of introducing inconsistencies is mitigated by two measures. The first
measure consists in the inclusion of an alternative prover, based on tableaux, that
is able to prove some of the rules automatically. The second measure applies to
those rules that could not be proved automatically. It consists in the user writing
a textual proof in natural language, that is then subject to validation by a third-
party.

In the past year, Atelier B support for PO verification has been improved
with two different tools, addressing this issue at different levels:

iapa (Interface to Automatic Proof Agents) for batch processing of POs;
drudges of the theorem prover for rapid processing of sub-goals in the

interactive prover.

They are presented in turn in the following.
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3.2.2 Iapa
The iapa extension for Atelier B gives access to a number of third-party provers
to discharge POs [5]. In iapa, POs are not translated directly to the input for-
mat of these provers; instead the translation targets the format of a program
verification platform that plays here the role of a gateway to such automatic
provers, namely Why3 [3]. Each PO thus includes a prelude where the logic of
the B expression language is formalized in Why3 [14]. The axiomatization of
the B operators in Why3 has been fine tuned based on an industrial bench-
mark, resulting in significant improvement of the automatic proving capabilities
in Atelier B on that benchmark [6].

As the proof obligations are produced automatically, they include all the
hypotheses that are in scope at the point the PO is concerned about. It is often
the case that the validity of the goal only depends on a small number of such
hypotheses. However, at times, provers are not able to identify these relevant
hypotheses and end up lost in the proof search space.

In order to address this issue, iapa includes a hypotheses selection functional-
ity, where the user can identify a subset of the hypotheses, and only this subset
is included in the proof obligation that is translated to Why3 and eventually
processed by the provers. This functionality is available both through a graph-
ical, point-and-click, interface and through a command line language. Subsets
of hypotheses can be created according to the presence of some identifier or set
of identifiers, then added to the proof obligation. Of course iapa also provides a
function to extract a set of free identifiers from the goal or from some subset of
hypotheses. These functionalities are built upon two kinds of entities that the
user can create and manipulate: contexts (subsets of hypotheses) and lexicons

Fig. 6. An annotated screenshot of iapa
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(subsets of identifiers). Full details are available in [5]; iapa is part of Atelier B
starting from version 4.5.

3.2.3 Drudges of the Interactive Prover
The motivation for this functionality was born out of the feeling of frustration
that the user of the interactive prover sometimes feels when she is faced with a
seemingly trivial sub-goal, yet single command is able to discharge it. An example
of such situation is when the current goal can be shown to be a consequence of
the hypotheses using the theory of equality and propositional reasoning, but the
terms involved are large or contain operators that get the automatic prover lost.

A general rule is that the less proficient the proof engine, the more efficient
it is. So the rationale of the drudges of the interactive prover is to use automatic
provers for simpler logics that are able to produce not only the result of the
validity check, but also information on how they have reached their conclusion,
and this information is then processed to produce guidance for the automatic
prover of Atelier B.

Candidate drudges are provers that are either proof producing, or at least
able to generate a so-called unsat core, i.e. a subset of the hypotheses that are
actually used in the proof. Such functions have been standardized through at
least two initiatives: TPTP [16] and SMT [1]. The drudges currently in the
latter category only (veriT [4] and Z3 [7]), as they implement the unsat core
functionality. Given the unsat core, a proof rule for the Atelier B prover can be
produced automatically, compiled and applied to the current goal. The drudges

Fig. 7. Interface to the drudges in the window of the interactive prover

Fig. 8. State after the successful completion of the drudges : with a single click, a new
rule has been created (right panel) and applied (left panel) automatically, discharging
the goal.
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are available as a single click on a new button in the tool bar of the interactive
prover (see Fig. 7). If the drudges are successful, the current goal is automatically
discharged and the proof rule is added to the rule base of the component (see
Fig. 8).

4 Conclusion and Perspectives

4.1 Aimed at Industry

Introducing formal methods in industry is difficult. We have experienced this
situation with B in almost all industries, with a wide range of arguments:

– “we do not want to change of development cycle”
– “we do not recruit PhD”
– “formal methods work for train in 1-D, but planes flight in 3-D”
– “trains and planes have professional drivers, but car drivers are mostly non-

professional”
– “we are not able to understand your deliverable”
– etc.

The real chance for the B-method was the very difficult development of the
automatic speed control system for rapid transit railways in Paris, SACEM, in
1977, and the decision by the RATP to promote the B-method for the develop-
ment of the first driver-less metro Meteor in 1993.

Several new usages at system-level and at configuration level have emerged
over the last decade, scaling up to industry-strength deployments and offering
new verification means with increased levels of confidence. These techniques
allow to better manage complexity when dealing with large systems. However,
since 1994, B uses have been contained to a narrow scope of industrial software
applications in the railways because of:

– the specific development cycle where unit and integration testing almost com-
pletely disappears,

– the mandatory ability to handle abstraction for efficient modeling,
– a specific code generator per target application to address hardware specifics.

The LCHIP technology, combined with improved proof performances and
provers diversity, pave the way to an easier way of developing SIL4 functions
(including both hardware and software). The platform safety being out of reach
of the software developer, the automation of the redundant binary code gen-
eration process and the certificates already obtained for products embedding
LCHIP building blocks, would enable the repetition of similar performances
without requiring highly qualified engineers. The hardware platform is generic
enough to host a large number of complexity-bounded industry applications,
with a special focus on the IoT and nuclear energy20 domains.
20 In France several nuclear plants will have to be decommissioned in the coming years,

requiring to develop supervision systems complying with current standards.
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4.2 Challenges

Safety-critical systems are certainly privileged targets when considering the
application formal methods. The risk to injure or kill people may entitle to con-
sider more easily “exotic” development, verification or validation means. With
the raise of the IoT and the “connect-anything-to-anything” paradigm, secu-
rity adds a new dimension to analyze and being able to model and prove at
the same time safety and security properties could facilitate the acceptance of
formal methods in the forthcoming standards releases.

Every industry has its own challenges. Based on our experience, our advice
is to know and understand very well a particular application domain, especially
its problems and imagine a usage of your formal method, even for a tiny/very
specific scope21. Aim for the most automated process as industry is very fond of
any “push-button” tool22 .
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Abstract. This paper describes the support for encoding C/C++ pro-
grams using the SMT theory of floating-point numbers in ESBMC: an
SMT-based context-bounded model checker that provides bit-precise ver-
ification of C and C++ programs. In particular, we exploit the availabil-
ity of two different SMT solvers (MathSAT and Z3) to discharge and
check the verification conditions produced by our encoding using the
benchmarks from the International Competition on Software Verification
(SV-COMP). The experimental results show that our encoding based on
MathSAT is able to outperform not only Z3, but also other existing
approaches that participated in the most recent edition of SV-COMP.

Keywords: Floating-point arithmetic · Satisfiability modulo theories ·
Software verification · Formal methods

1 Introduction

Over the years, computer manufacturers have experimented with different
machine representations for real numbers [1]. The two basic ways to encode
a real number are the fixed-point representation, usually found in embedded
microprocessors and microcontrollers [2], and the floating-point representation,
in particular, the IEEE floating-point standard (IEEE 754-2008), which has been
adopted by many processors [3,4].

Each encoding can represent a range of real numbers depending on the word-
length and how the bits are distributed. A fixed-point representation of a number
consists of an integer component, a fractional component and a bit for the sign,
while the floating-point representation consists of an exponent component, a
mantissa component and a bit for the sign. Numbers represented using a floating-
point encoding have a much higher dynamic range than the fixed-point one
(e.g., a float in C has 24 bits of accuracy, but can have values up to 2127),
while numbers represented using a fixed-point representation can have a greater
precision than floating-point, but less dynamic range [5]. Furthermore, the IEEE
floating-point standard contains definition that have no direct equivalent in a

c© Springer International Publishing AG 2017
S. Cavalheiro and J. Fiadeiro (Eds.): SBMF 2017, LNCS 10623, pp. 91–106, 2017.
https://doi.org/10.1007/978-3-319-70848-5_7
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1 int main ( )
2 {
3 f loat x ;
4 f loat y = x ;
5 assert ( x==y) ;
6 return 0 ;
7 }

Fig. 1. Simple floating-point program with a bug.

fixed-point encoding, e.g., two infinities (+∞ and −∞) and for signalling and
quiet NaNs (Not a Number, used to represent an undefined or unrepresentable
value), denormal numbers, rounding modes, etc.

In this paper, we present ESBMC, a bounded model checker that uses Satis-
fiability Modulo Theories (SMT) solvers to verify single- and multi-threaded
C/C++ code [6,7]. The tool is able to encode the programs using either
fixed-point arithmetics (using bitvectors) or floating-point arithmetic (using the
SMT theory of floating-point numbers [8]). Initially, ESBMC was only able to
encode float, double and long double using a fixed-point encoding (used in
a wide range of applications in the verification of digital filters [9,10] and con-
trollers [11,12]); the lack of a proper floating-point encoding, however, meant
that ESBMC was not able to find an entire class of bugs, such as the one shown
in Fig. 1.

The program shown in Fig. 1 will never fail if verified with a fixed-point
encoding. However, when using a floating-point encoding, x can be NaN and
comparing NaNs, even with themselves, is always false [3]. In this scenario, the
assertion in line 5 does not hold.

Support for verifying programs that rely on floating-point arithmetic is
an important contribution to the software verification community, as it helps
demonstrate the applicability of SMT-based verification to real-world systems.

The main original contributions of this paper are:

– We describe the verification process in ESBMC from the C program to
the SMT formula encoding, including the solvers that support floating-point
arithmetic, special cases when encoding the program, unused operators from
the SMT standard and an illustrative example (Sect. 3).

– We demonstrate that our floating-point encoding based on MathSAT is able
to outperform not only ESBMC with Z3, but also all the other approaches
that participated in the most recent round of SV-COMP [13]. In particular,
ESBMC/MathSAT is able to verify 169 benchmarks in 9977.4 s, while ESBM-
C/Z3 verifies 127 in 44992.7 s. ESBMC was the most efficient verifier for the
floating-point subcategory in SV-COMP 2017, with 308 scores, followed by
Ceagle [14] (298 scores), and CBMC [15] (264 scores) (Sect. 4).
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2 The Efficient SMT-Based Context-Bounded Model
Checker (ESBMC)

In this section, we present ESBMC, an open source, permissively licensed
(Apache 2), cross platform bounded model checker for C and C++ programs.
ESBMC was developed to perform bounded model checks on both sequential and
concurrent programs using a range of SMT solvers, and has a proven track of
bug finding in real-world applications [6,7,16]. The tool also implements a tech-
nique to prove the correctness of (some) unbounded programs: the k -induction
algorithm; this approach has been applied to a large number of benchmarks and
has produced more correct results than similar competing tools [17]. Figure 2
shows the tool architecture. Rounded white rectangles represent input and out-
put; squared gray rectangles represent the verification steps.

ESBMC has two alternative front-ends to parse the input program and gener-
ate an Abstract Syntax Tree (AST). There is the legacy CBMC-based front-end
that supports both C and C++, and a new clang-based front-end that currently
only supports C. The data types are created in the front-end when parsing the
code, setting variable types to either fixed-point or floating-point for float,
double and long double, depending on the options set by the user. Bitvector
representations of constants are also created by the frontend, according to the
fixed-point or floating-point semantics. The bitvector representation [7] of other
data types (e.g., int, char) were not changed by the work described in this
paper.

Regardless of the chosen front-end, the output is an AST that will be used
by the GOTO converter to generate a GOTO program, which has simplified
control flow and is suitable for bounded unwinding. The next step is the sym-
bolic execution, when the GOTO program is executed (unrolling loops up to the
bound k) and converted to Static Single Assignments (SSA) [18] form. During
the symbolic execution, ESBMC aggressively tries to simplify the program; it
propagates all constants and solves any assertions that can be statically deter-
mined. This is an important step for the verification; ESBMC can fully verify
programs without calling a solver, if the inputs are deterministic.

The SSA expressions are then encoded using the chosen SMT solver; ulti-
mately we are attempting to determine whether a formula, which is the disjunction

Old front-end
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Fig. 2. ESBMC architecture for floating-point verification.
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of all possible errors, can be satisfied. If the SMT formula is shown to be satisfiable,
a counterexample is presented; if the formula is found to be unsatisfiable, there are
no errors up to the unwinding bound k, and this result is presented. ESBMC sup-
ports 5 SMT solvers: Boolector (default) [19], Z3 [20], MathSAT [21], Yices [22]
and CVC4 [23]. In order to support and maintain this number of solvers, an SMT
layer was developed, in such way that the support for new solvers, or new features
like the floating-point support, only requires the implementation of the specific
API calls for each solver.

It is in this layer that most of our contribution is concentrated. We imple-
mented the new floating-point API in the SMT layer and the corresponding func-
tion calls for Z3 and MathSAT. The remaining solvers do not support floating-
point arithmetic so ESBMC aborts the verification if an user tries to use this
functionality with them.

3 Floating-Point SMT Encoding

Here we describe our main contribution, the bit-precise encoding for ANSI-C pro-
grams using the SMT theory of floating-point. The SMT theory of floating-point
covers almost all the operations performed at program level so the conversion is
one-to-one and follows the encoding as described by Cordeiro et al. [7]. Given
that, we focus on the limitations of the SMT theory of floating-point (casts to
boolean types in Sect. 3.1 and the equality operator in Sect. 3.2) and how they
were circumvented. In this section we also show operators from the SMT theory
that are not being used in our implementation in Sect. 3.3 and an illustrative
example of verification using the SMT theory of floating-point in Sect. 3.4; in this
section we show the encoding and the counterexample generated by ESBMC, and
the models generated by the solvers.

The SMT floating-point theory is an addition to the SMT standard, first
proposed in 2010 by Rümmer and Wahl [8]. The current version of the theory
largely follows the IEEE standard 754-2008 [3] and formalises the floating-point
arithmetic, positive and negative infinities and zeroes, NaNs, comparison and
arithmetic operators, and five rounding modes: round nearest with ties choosing
the even value, round nearest with ties choosing away from zero, round towards
positive infinity, round towards negative infinity and round towards zero. There
are, however, some functionalities from the IEEE standard that are not yet
supported by the SMT theory as described by Brain et al. [24].

Encoding programs using the SMT floating-point theory has several advan-
tages over a fixed-point encoding, but the main one is the correct modeling
of ANSI-C/C++ programs that use IEEE floating-point arithmetic. We cre-
ated models for most of the current C11 standard functions [25]; floating-point
exception handling, however, is not yet supported.

Currently, only two SMT solvers support the SMT floating-point theory:
Z3 [20] and MathSAT [21] and ESBMC implements the floating-point encoding
for both. In terms of the support from the solvers, Z3 implements all opera-
tors, while MathSAT implements all but two: fp.rem (remainder operator) and
fp.fma (fused multiply-add).
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Both solvers offer two (non-standard) functions to convert floating-point
numbers to and from bitvectors: fp as ieeebv and fp from ieeebv, respec-
tively. These functions can be used to circumvent any lack of operators, and
only require the user to write the missing operators.

3.1 Casts to Boolean

The SMT standard defines conversion operations to and from signed and
unsigned bitvectors, reals, integers and other floating-point types, but does not
define a conversion operation for boolean types. ESBMC, however, generates
these operations, as shown by the program in Fig. 3. The program in Fig. 3
forces ESBMC to generate two casts: one from boolean to double in line 5 and
one from double to boolean in line 8. Figure 4a and b present the SMT formula
generated by these lines, respectively. When casting from booleans to floating-
point numbers (Fig. 4a), an ite operator is used, such that the result of the
cast is 1.0 if the boolean is true; otherwise the result is 0.0. When casting from

1 int main ( ) {
2 Bool c ;
3 double b = 0 .0 f ;
4

5 b = c ;
6 assert (b != 0 .0 f ) ;
7

8 c = b ;
9 assert ( c != 0) ;

10 }

Fig. 3. Program to demonstrate the casts to and from boolean generated by ESBMC.

(assert (= (ite |main::c|
(fp #b0 #b01111111111 #x0000000000000)
(fp #b0 #b00000000000 #x0000000000000))

|main::b|))

(a) SMT generated when casting from boolean to floating-point.

(assert (= (not (fp.eq |main::b|
(fp #b0 #b00000000000 #x0000000000000)))

|main::c|))

(b) SMT generated when casting from floating-point to boolean.

Fig. 4. SMT formula generated by ESBMC to encode the casts to and from boolean
types in Fig. 3.
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floating-point numbers to booleans (Fig. 4b), we encode as a conditional assign-
ment: the result of the cast is true when the floating is not 0.0; otherwise the
result is false.

3.2 The fp.eq operator

Figure 4b also shows the second special cases when encoding ANSI-C programs.
When encoding the program, both assignments and comparison operations are
encoded using equalities. This must be changed, however, as the SMT standard
defines a custom operator for floating-point equalities, fp.eq operator:

:note
"(fp.eq x y) evaluates to true if x evaluates to -zero and y to
+zero, or vice versa. fp.eq and all the other comparison operators
evaluate to false if one of their arguments is NaN."

In this case, the operator is defined to handle the special symbols from the
IEEE floating-point standard, in particular, NaNs. It would not be correct to
use the ordinary operator equality for comparison; it should only be used for
assignments, while fp.eq is used for comparing floating-point numbers.

3.3 Unused Operators from the SMT Standard

When implementing the floating-point encoding, we did not use four operators
defined by the SMT standard: fp.max, fp.min, fp.rem and fp.isSubnormal,
instead we reimplemented them for enhanced perfomance:

1. fp.max: returns the larger of two floating-point numbers; equivalent to the
fmax, fmaxf, fmaxl functions. Our model of the functions is shown in Fig. 5.

2. fp.min: returns the smaller of two floating-point numbers; equivalent to the
fmin, fminf, fminl functions. Our model of the functions is shown in Fig. 6.

3. fp.rem: returns the floating-point remainder of the division operation x/y;
equivalent to the fmod, fmodf, fmodl functions. Our model of the functions
is shown in Fig. 7.

1 double fmax ( double x , double y ) {
2 // I f both argument are NaN, NaN i s returned
3 i f ( i snan (x ) && isnan (y ) ) return NAN;
4

5 // I f one arg i s NaN, the other i s returned
6 i f ( i snan (x ) ) return y ;
7 i f ( i snan (y ) ) return x ;
8

9 return ( x > y ? x : y ) ;
10 }

Fig. 5. Model for fmax.
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1 double fmin ( double x , double y ) {
2 // I f both argument are NaN, NaN i s returned
3 i f ( i snan (x ) && isnan (y ) ) return NAN;
4

5 // I f one arg i s NaN, the other i s returned
6 i f ( i snan (x ) | | i snan (y ) ) {
7 i f ( i snan (x ) )
8 return y ;
9 return x ;

10 }
11

12 return ( x < y ? x : y ) ;
13 }

Fig. 6. Model for fmin.

1 double fmod ( double x , double y ) {
2 // I f e i t h e r argument i s NaN, NaN i s returned
3 i f ( i snan (x ) | | i snan (y ) ) return NAN;
4

5 // I f x i s +i n f /− i n f and y i s not NaN, NaN i s returned
6 i f ( i s i n f ( x ) ) return NAN;
7

8 // I f y i s +0.0/−0.0 and x i s not NaN, NaN i s returned
9 i f ( y == 0 . 0 ) return NAN;

10

11 // I f x i s +0.0/−0.0 and y i s not zero , r e tu rn s +0.0/−0.0
12 i f ( ( x == 0 . 0 ) && (y != 0 . 0 ) )
13 return s i g n b i t ( x ) ? −0.0 : +0.0 ;
14

15 // I f y i s +i n f /− i n f and x i s f i n i t e , x i s returned .
16 i f ( i s i n f ( y ) && i s f i n i t e ( x ) ) return x ;
17

18 return x − ( y ∗ ( int ) ( x/y ) ) ;
19 }

Fig. 7. Model for fmod.

4. fp.isSubnormal: checks if a number is subnormal, i.e., a non-zero floating-
point number with magnitude less than the magnitude of that format’s small-
est normal number. A subnormal number does not use the full precision avail-
able to normal numbers of the same format [3]. We could not find any user
case for it when modelling C11 standard functions.
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3.4 Illustrative Example

As an illustrative example of the SMT encoding using the floating-point arith-
metic, Fig. 8 shows the full SMT formula generated by ESBMC1 for the program
in Fig. 1, as printed by Z3.

; declaration of x and y
(declare-fun |main::x| () (_ FloatingPoint 8 24))
(declare-fun |main::y| () (_ FloatingPoint 8 24))

; symbol created to represent a nondeteministic number
(declare-fun |nondet_symex::nondet0| () (_ FloatingPoint 8 24))

; Global guard, used for checking properties
(declare-fun |execution_statet::\\guard_exec| () Bool)

; assign the nondeterministic symbol to x
(assert (= |nondet_symex::nondet0| |main::x|))

; assign x to y
(assert (= |main::x| |main::y|))

; assert x == y
(assert (let ((a!1 (not (=> true

(=> |execution_statet::\\guard_exec|
(fp.eq |main::x| |main::y|))))))

(or a!1)))

Fig. 8. SMT formula generated by ESBMC for the program shown in Fig. 1.

The SMT formula contains all the symbol declaration (main::x and
main::y), nondeteministic symbols (nondetsymex::nondet0) and a boolean
variable (execution statet::\\guard exec), that evaluates to true if there
is a property violation in the program. The pervasive occurrence of
FloatingPoint 8 24 derives from the exponent and mantissa lengths of sin-
gle precision floats.

1 ESBMC actually generates a slightly different SMT formula, which includes all the
symbols used for the memory model. The variable names are also more elaborate
as the generated SSA has to reflect different valuations of the variable: the variable
storage in memory, the thread to which the variable is associated, the specific thread
interleaving the variable is related to, and the valuation of the variable at different
points in the program. Each valuation is represented by a symbol (@, !, & and #) and
an index. They were omitted to make the formula easier to read.
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Both SMT solvers correctly find a failure model for the program; Z3
produces:

sat
(model

(define-fun |main::x| () (_ FloatingPoint 8 24)
(_ NaN 8 24))

(define-fun |main::y| () (_ FloatingPoint 8 24)
(_ NaN 8 24))

(define-fun |nondet_symex::nondet0| () (_ FloatingPoint 8 24)
(_ NaN 8 24))

(define-fun |execution_statet::\\\\guard_exec| () Bool
true)

)

and MathSAT produces:

sat
( (|main::x| (_ NaN 8 24))

(|main::y| (_ NaN 8 24))
(|nondet_symex::nondet0| (_ NaN 8 24))
(|execution_statet::\\guard_exec| true) )

Counterexample:

State 1 file main3.c line 3 function main thread 0
main
----------------------------------------------------

main3::main::1::x=-NaN (11111111100000000000000000000001)

State 2 file main3.c line 4 function main thread 0
main
----------------------------------------------------

main3::main::2::y=-NaN (11111111100000000000000000000001)

State 3 file main3.c line 5 function main thread 0
main
----------------------------------------------------
Violated property:

file main3.c line 5 function main
assertion
(_Bool)(x == y)

VERIFICATION FAILED

Fig. 9. Counterexample generated by ESBMC when verifying the program in Fig. 1.
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This is the expected result from the verification of the program in Fig. 1; the
program violates the assertion if x (and consequently y) is NaN. This happens
because x is left uninitialized.

The model generated by both solvers is converted back to SSA by ESBMC,
that prints the assignments that lead to a property violation2. Figure 9 shows
the counterexample presented by ESBMC when verifying the program in Fig. 1,
using the floating-point arithmetic to encode the program. This is the coun-
terexample generated when verifying the program with MathSAT; the coun-
terexample generated by Z3 presents a positive NaN, but it is otherwise the same
(both solvers are correct and either a positive or a negative NaN will lead to a
property violation in the program). ESBMC also presents the IEEE bitvector
representation of the values assigned to the variables, whenever possible.

4 Experimental Evaluation

This section is split into three parts. The description of benchmarks and setup
is described in Sect. 4.1, while Sect. 4.2 describes the experimental objectives.
In Sect. 4.3, we evaluate our encoding using two state-of-the-art SMT solvers
(MathSAT and Z3) and compare our best approach to other verifiers that sup-
port floating-point arithmetic in Sect. 4.4.

4.1 Description of Benchmarks and Setup

We evaluate our approach using a set of verification tasks in the ReachSafety-
Floats sub-category of SV-COMP, which contains programs using floating-point
arithmetic [13]. As defined by the competition rules, we assume a 32-bit archi-
tecture and, for all benchmarks, we check the following property as specified by
the SV-COMP rules:

CHECK( init(main()), LTL(G, !call(__VERIFIER_error())) )

which means that from the main() function, we check the reachability of the
function VERIFIER error() through any possible program execution. If there
is a path from the program start to VERIFIER error(), the program contains
a bug.

All experiments were conducted on a computer with an Intel Core i7-2600
running at 3.40 GHz and 24 GB of RAM under Fedora 25 64-bit. For each
benchmark, we set time and memory limits of 900 s (15 min) and 16 GB respec-
tively. We provide a package with the latest version of ESBMC, all the bench-
marks and the scripts to run the experiments at http://esbmc.org/benchmarks/
pack-sbmf2017.tar.gz.

2 In comparison, no model is generated by the solver when verified using the fixed-
point arithmetic.

http://esbmc.org/benchmarks/pack-sbmf2017.tar.gz
http://esbmc.org/benchmarks/pack-sbmf2017.tar.gz
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4.2 Objectives

Using the SV-COMP floating-point benchmarks given in Sect. 4.1, our experi-
mental evaluation aims to answer two research questions:

RQ1 (performance) does our encoding generate verifications conditions that
can be checked by state-of-the-art SMT solvers in a reasonable amount of
time?

RQ2 (sanity) are the verification results sound and can their reproducibility
be confirmed outside of our verifier?

4.3 Solver Performance Comparisons

Table 1 compares the results of ESBMC using both solvers on 172 benchmarks
from SV-COMP’17, using a fixed unwind approach. Here, Correct true is the
number of correct positive results (i.e., the tool reports SAFE correctly), Correct
false is the number of correct negative results (i.e., the tool reports UNSAFE
correctly), Timeout represents the number of time-outs (i.e., the tool was aborted
after 900 s) and Total time is the total verification time, in seconds. Bold numbers
represent better results. There is no case where ESBMC reports an incorrect
result or exhausts the memory, so we are omitting them from the table.

When verifying the programs, ESBMC is able to statically verify 76 out of
the 172 benchmarks (44.18%). This is due to the fact that the these programs are
deterministic and, as described in Sect. 2, ESBMC is able to verify the program
without calling a solver.

For the programs that ESBMC requires a solver for the verification, the
verification time for both solvers is considerably longer when arrays are
present, in comparison to array-free programs. Given the set of benchmarks,
ESBMC/MathSAT is able to solve all but three (within the time limit), while
ESBMC/Z3 times-out for most array programs with an increased verification
time for the others.

ESBMC/Z3 also fails to verify the same 3 benchmarks as ESBMC/MathSAT.
The 3 programs3 were created by Delmas et al. [26] and try to calculate a sine

Table 1. Comparative results of ESBMC using MathSAT v5.3.14 and Z3 v4.5.0.

ESBMC (MathSAT v5.3.14) ESBMC (Z3 v4.5.0)

Correct true 139 111
Correct false 30 16
Timeout 3 45
Total time (s) 9977.40 44992.76

3 sin interpolated index true-unreach-call.c,
sin interpolated bigrange loose true-unreach-call.c

and sin interpolated bigrange tight true-unreach-call.c.
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over a range of nondeteministic values, using an interpolation table. These pro-
grams assume a range of nondeterministic input and contains arrays, requiring
a great deal of time to find the solution.

We provide a table that includes the number of variables, the num-
ber of clauses as well as the number of conflicts on the package pre-
viously mentioned in Sect. 4.1. However, we are unable to draw conclu-
sions based on the provided numbers since we do not identify any pattern.
For instance, one of the benchmarks that cannot be solved by MathSAT,
sin interpolated bigrange tight true-unreach-call.c generates 545667
variables and 2240257 clauses, while 794852 variables and 3263282 clauses are
generated when verifying sin interpolated negation true-unreach-call.c
and the latter can be verified in 61.3 s.

We can, however, compare these numbers, generated by both solvers. It is
clear that MathSAT is more aggressively simplifying the program before bit-
blasting. The total numbers are: Z3 generates 1.4×1010 variables and 1.4×1010

clauses in 44992.76 s (12.5 h), while MathSAT generated 1.21 × 107 variables
4.73 × 107 clauses in 9977.40 s (2.8 h). In terms of total numbers of conflicts,
MathSAT generates 1.7 × more conflicts than Z3. However, Z3 was not able
to finish the verification of 26.1% of the benchmarks, so this number is at best
an approximation of the real value (this is not true for the number of vari-
ables and clauses, since they do not change during the execution of the DPLL
algorithm [27]).

4.4 Comparison to Other Software Verifiers

ESBMC with MathSAT greatly outperforms Z3 when verifying the competition’s
benchmarks and was the solver we used for the competition. Figure 10 shows the
results of all verifiers on the ReachSafety-Floats sub-category of SV-COMP’17.

Figure 10 relates each tool score (y-axis) to the time spent during verification,
in seconds (x-axis). Note that verifiers which actually give incorrect results can
accumulate negative scores [13]. Using the fixed unwind approach, ESBMC was
able to verify all but the 3 benchmarks previously mentioned, with a final score
of 308 out of 316, in 5200 s, followed by Ceagle [14], with final score of 298 int
15000 s, and CBMC [15], with a final score of 264 in 3000 s. ESBMC also com-
peted with other approaches in the competition, ESBMC-falsi, an incremental
approach focused on finding bugs, ESBMC-incr, an incremental approach that
provides a successful answer when it unrolled all loops, and ESBMC-kind, that
tries to find bugs and prove correctness using induction [17]; these 3 approaches
use Z3 as it performs better in other categories. The results from SV-COMP’17
are on par with the results presented in Sect. 4.3, where MathSAT outperforms
Z3 when verifying programs with floating-point arithmetic.

These results allow us to answer both the research questions proposed in
Sect. 4.2. The first inquires after the performance of our solver. Under the limits
imposed by SV-COMP’17 (15 min and 16 GB of RAM), ESBMC with Math-
SAT or Z3 is able to verify 98.2% and 73.8% of the benchmarks, respectively.
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Fig. 10. Tool score versus time spent during verification over the ReachSafety-Floats
sub-category of SV-COMP’17.

The verification time is almost half of the presented in our results, due to the
fact that SV-COMP has faster processors [13].

The second research question enquiries about the soundness and reproducibil-
ity of the results. The benchmarks from SV-COMP are thoroughly tested by all
the verifiers, months before the actual competition, to ensure that all the verdicts
are correct. ESBMC was able to encode all benchmarks and no wrong result was
provided by our tool. However, SV-COMP still lacks the ability to automatically
reproduce the counterexamples produced by verifiers in the ReachSafety-Floats
sub-category, mainly because of the availability of witness checkers; these cur-
rently do not handle floating-point arithmetic [13].

5 Related Work

SMT solvers are an improving technology, being able to reason about ever grow-
ing formulas. These constant improvements feed the creation of a number of
SMT-based software verification tools to the extent that they are already being
applied in industry (e.g., Static Driver Verifier [28]). Here, we present other tools
that bridge the gap between a C/C++ program and the SMT solver.

Wang et al. [14] describe Ceagle, an automated verification tool for C pro-
grams. The tool applies 4 different approaches when verifying a program: (1) a
bounded model checker with a fixed unwind approach that uses SMT to check for
satisfiability; (2) a predicate lazy abstraction engine which verifies the program
with a predicate-based abstract model and uses CEGAR to refine spurious coun-
terexamples; (3) a structural abstraction engine which tries to reason about the
program behaviour based on the program structure; and (4) an execution engine,
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which is executed when all parameters are deterministic. The tool competed in
SV-COMP’17 and was ranked 2nd, if we consider only the ReachSafety-Floats
sub-category. Ceagle was the only tool that was able to verify the 3 programs
that ESBMC/MathSAT could not handle under the 15 min constraint; it was
able to verify each one of them in less than 10 s.

Clarke et al. [15] describe CBMC, a C/C++ SAT/SMT bounded model
checker. ESBMC originated as a fork of this tool with an improved SMT backend
and support for the verification of concurrent programs using an explicit inter-
leaving approach. CBMC uses SAT solvers as their main engine, but offers sup-
port for the generation of an SMT formula for an external SMT solver. ESBMC
supports SMT solvers directly, through their APIs, along with the option to out-
put SMT formulae. CBMC also competed in SV-COMP’17 with a fixed unwind
approach, and was ranked 3rd in the ReachSafety-Floats sub-category.

Brain et al. [29] describe 2LS, C/C++ SAT/SMT bounded model checker.
2LS is a tool developed using the CPROVER framework [15] and aims to combine
a k -induction algorithm with abstract interpretation. As CBMC, 2LS uses SAT
solvers but instead of a fixed unwind approach, 2LS uses an incremental bounded
model checking approach, where it first checks for property violations for a given
bound, then tries to generate (and refine) invariants using abstract interpretation
and then builds a proof using the k -induction algorithm. 2LS competed in SV-
COMP’17 and was ranked 4th in the ReachSafety-Floats sub-category.

Compared to these tools, ESBMC is able to verify a program either using a
fixed unwind approach (as Ceagle and CBMC) or an incremental BMC (as 2LS).
Similar to Ceagle, ESBMC directly uses the solver API to encode the SMT
formula, but ESBMC supports more SMT solvers than Ceagle (in particular,
Ceagle only supports Z3).

Regarding the SMT solvers, after MathSAT and Z3, we expect the SMT
solver CVC4 to support the floating-point theory shortly, as the code appears to
be ready and waiting to be merged on its public repository. XSAT [30] is another
solver that claims to be a “fast floating-point satisfiability solver”: up to 700x
faster than MathSAT and Z3 on the benchmarks from the International SMT
competition. We were, however, unable to find the solver online to experiment
with it.

6 Conclusions and Future Work

This paper presents a BMC approach to encoding C programs using SMT
floating-point theory, evaluates the encoding using the SMT solvers that sup-
port this theory, and compares our approach with other existing floating-point
verification tools.

The encoding was implemented in ESBMC, an SMT-based bounded model
checker for C and C++ programs. ESBMC supports most of the current C11
standard functions and part of the floating-point environment behaviour; we cur-
rently support changing rounding modes, but floating-point exception handling
is not yet supported.
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We evaluated the results using two state-of-art SMT solvers, MathSAT and
Z3, over a set of public benchmarks from the International Competition on Soft-
ware Verification (SV-COMP) and the results show that, when using MathSAT,
ESBMC is not only able to produce better results than Z3, but it is also able to
produce better results than all other verifiers in SV-COMP.

For future work, we intend to create our own floating-point backend, so we
are able to encode all the floating-point operations defined by the standard using
bitvectors; this will allow us to use all available SMT solvers that support QF BV
when verifying programs with floating-point numbers.

Regarding the benchmarks, although we have reported a favourable assess-
ment of ESBMC over a diverse set of floating-point benchmarks, this set of
benchmarks is still of limited scope and ESBMC’s performance needs to be
assessed on a larger benchmark set in future.
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Abstract. Nondeterminism is an inevitable constituent of any theory
that describes concurrency. For the validation and verification of con-
current systems, it is essential to investigate the presence or absence
of nondeterminism, just as much as deadlock or livelock. CSP is a well
established process algebra; the main tool for practical use of CSP, the
model checker FDR, checks determinism using a global analysis. We pro-
pose a local analysis, in order to improve performance and scalability.
Our strategy is to use a compositional approach where we start from
basic deterministic processes and check whether any of the composition
operators introduce nondeterminism. We present the algorithms used in
our strategy and experiments that show the efficiency of our approach.

Keywords: Model checking · FDR · Performance · Experiments

1 Introduction

Deadlock, livelock, and nondeterminism analyses are crucial in the specification
and design of concurrent systems. Nondeterminism is expected in abstract mod-
els, but may indicate problems in concrete designs. Verification techniques to
investigate the presence or absence of all these properties in a model are essen-
tial for validation and verification of concurrent systems.

Deadlock and livelock have been investigated in depth, and there are very
efficient tools available [1–5,8]. Determinism has been less studied. It is, how-
ever, specially important in notations for refinement, where nondeterminism is
used for abstraction. It is an inevitable constituent of any theory that describes
concurrency where some form of arbitration is present [9].

CSP is a well established process algebra that is accompanied by a set of
robust tools that allow its practical use both in academia and in industry. In
particular, CSP is capable of modelling both explicit and implicit nondetermin-
ism, such as the ones that can be introduced by parallelism, internal communi-
cations, or renaming. Its versatility in modelling nondeterminism together with
its tool support makes CSP ideal for the analysis of determinism.

FDR [5] is the main tool for practical use of CSP; it is a model checker
that takes as input specifications in CSPM , a machine readable version of CSP.
Other tools for CSP (or CSP dialects) like ProB [7] and PAT [11] also implement
c© Springer International Publishing AG 2017
S. Cavalheiro and J. Fiadeiro (Eds.): SBMF 2017, LNCS 10623, pp. 107–124, 2017.
https://doi.org/10.1007/978-3-319-70848-5_8
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analysis strategies for these classical properties. The approach taken by all these
tools for checking determinism is, however, based on global analysis, where the
entire model is expanded and exhaustively checked. Here, we propose a local
analysis strategy for determinism, to improve performance and scalability.

Local analysis has been adopted in verification of deadlock [1–3] and livelock
[4]. Here, we present a local strategy for the verification of determinism in models
written using a subset of CSP that includes most of its basic operators, with some
restrictions on how they can be used in compositions. As far as we know, this
is the first approach to local analysis of determinism, not only in the context of
CSP, but also of any other formal or semi-formal modelling notation (such as
UML), as well as concurrent programming languages.

Next we present CSP and how it defines determinism. In Sect. 3 we present
our strategy. Our experiments and their results are discussed in Sect. 4. Finally
we present our final remarks and future work in Sect. 5.

2 Background

We present here the background material to our work: CSP in Sect. 2.1 and its
notion of determinism in Sect. 2.2.

2.1 CSP

CSP is a process algebra that can be used to describe systems as interacting
components. These components, called processes, are independent entities that
interact among themselves and with the environment. The interactions, called
events, are atomic, instantaneous, and synchronous messages. The main CSP
constructs are presented below; further information can be found in [6,9].

CSP has two basic processes, SKIP and STOP ; the former does nothing
and terminates, and the latter deadlocks. A prefixing a → P is initially capable
of performing the event a and then behaves like the process P . Events can be
compound to communicate data. For instance, c.5 is the event that represents
the transmission of the value 5 through the channel c.

Guards and conditionals are used in processes g &P and if b then P else Q .
The former behaves as P if g is true, and as STOP otherwise. The latter behaves
as P if b is true, and as Q otherwise. Sequential composition is written as P ;Q ,
which behaves as P , until it finishes, and then behaves as Q .

The process P � Q is the external choice between P and Q , resolved in
favour of either of them when the environment agrees on their initials, the sets
of events that they initially offers. In the internal choice, P � Q , the environment
has no control over how the choice is resolved, which is nondeterministic. To make
events internal to the process P we can write P \ X , which hides the events in
the set X from the environment.

To model parallelism in CSP we have various options. The process P ||| Q is
the interleaving of P and Q ; in this composition P and Q behave independently.
Another composition is the generalised parallelism, P [[X ]]Q , in which P and Q
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synchronise on the events in the set X , but allow the events outside of X to
occur independently; if X is the empty set, the operator behaves as interleaving.

As an example, we present a specification of a railway network from [10]. It
is composed by a series of segments of tracks, with a signal between every two
adjacent segments used to control the flow of trains. The segments are organised
in overlapping pairs, as shown in Fig. 1(a), with segment pairs P1, P2 and P3.
In its initial state the railway can have a number of trains in specific segments.
A safety requirement is that no two trains should be in adjacent segments.

Fig. 1. Three overlapping pairs of segments (a), and signals of a pair of segments (b);
modified from [10].

Each pair of segments has three signals: e, which indicates a train entering
the pair; f , which indicates the train moving from the first to the second segment;
and g , which indicates the train leaving the pair. A pair of segments is modelled
as a process that can communicate three events, signal .e, signal .f , and signal .g ,
corresponding to the signals e, f , and g . A graphical representation of a pair
of segments can be seen in Fig. 1(b). To deal with all possible initial states of
a pair, three processes are defined. Pair Empty specifies a pair that is initially
empty, Pair First , a pair in which a train is initially in its first segment, and
Pair Second , a pair in which a train is initially in its second segment.

Pair Empty = signal .e → signal .f → signal .g → Pair Empty
Pair First = signal .f → signal .g → signal .e → Pair First
Pair Second = signal .g → signal .e → signal .f → Pair Second

To model a network we compose a number of instances of pairs of segments
in parallel, with each instance having its own signals defined according to its
position in the network. In Fig. 2 we present an example of a cyclic network
that has four pairs and four segments, with the last and the first segments being
adjacent to each other. Figure 2(a) gives an overview of the complete network,
in which there is initially a single train in the segment demarcated by signal.0
and signal.1. Figure 2(b) shows the four segment pairs (from Pair0 to Pair3).

The CSP processes that describe the four segment pairs are presented in
Fig. 3. Note that these processes define the initial state of each segment pair.
Therefore, although the Pair0 segment pair is formed of the two segments demar-
cated by signal .0 and signal .1, and signal .1 and signal .2, the process is written
as Pair0 = signal .1 → signal .2 → signal .0 → Pair0, because the train is in
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Fig. 2. Graphical representation of a network (a), and its pairs (b).

the first segment of this pair, and the next relevant event it must communicate
is signal .1, indicating the train moving from the first to the second segment of
Pair0. So Pair0 follows the form of Pair First , previously explained. Similarly,
Pair1 and Pair2 are modelled as Pair Empty , since the train is not in any of
their segments. Finally, Pair3 is modelled as Pair Second , as the train is in
the second segment of this pair. The composition of the pairs is made using the
generalised parallel operator, since the signals of a pair need to synchronise with
the signals of its adjacent pairs.

Pair0 = signal .1 → signal .2 → signal .0 → Pair0
Pair1 = signal .1 → signal .2 → signal .3 → Pair1
Pair2 = signal .2 → signal .3 → signal .0 → Pair2
Pair3 = signal .1 → signal .3 → signal .0 → Pair3
SyncSet1 = {signal .1, signal .2}
SyncSet2 = {signal .0, signal .2, signal .3}
SyncSet3 = {signal .0, signal .1, signal .3}
RailwayNetwork = ((Pair0[[SyncSet1]]Pair1)[[SyncSet2]]Pair2)[[SyncSet3]]Pair3

Fig. 3. CSP model of the network in Fig. 2

The process RailwayNetwork can initially communicate signal .1, and after-
wards signal .2, signal .3, signal .0, signal .1, signal .2 and so on. Each pair syn-
chronises its first two signals with the pair on its left and its last two signals
with the pair on its right, so when the network communicates signal .1, it means
that a train is, simultaneously: moving from segment 1 to segment 2 of Pair0,
entering segment 1 of Pair 1, and leaving Pair3.
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2.2 Semantic Models and Determinism

A deterministic system can be thought of as one that always produces the
same output, given a fixed input. CSP has different definitions for this property,
depending on the semantic model being used. There are three well established
semantic models for CSP: traces, failures, and failures-divergences.

In the traces model, a process P is represented by traces(P), which is the
set that contains all sequences of events that P can engage. This model does not
allow us to determine if the process is deterministic or not.

In the failures model, a process P is represented by the pair (traces(P),
failures(P)), with failures(P) being a set of pairs (s,X ), where s is a trace
of P and X is a set of events that P can refuse after performing s. This model
captures not only how a process can behave, but also how it cannot behave. The
definition of determinism in the failures model is presented below.

Definition 1 (Determinism in the failures model). Process P is determin-
istic if, ∀ tr : traces(P), a : Σ • ¬(tr 〈̂a〉 ∈ traces(P) ∧ (tr , {a}) ∈ failures(P))

This definition captures the essence of determinism: a process cannot have the
possibility of both accepting and refusing an event at any given state, which can
lead to different observable behaviours given the same input.

Example 1. The process Ex1a = Pair1 � Pair2 is deterministic, since Pair1
and Pair2 are deterministic and the intersection of their initials is empty. With-
out initial events in common, the environment has a clear choice between Pair1
and Pair2, which, with their traces and failures, do not violate Definition 1.

The process Ex1b = Pair1 � Pair3, on the other hand, is nondeterministic,
because signal .1 is in the initials of both Pair1 and Pair3, so, by perform-
ing signal .1, the environment has no control over how the external choice is
resolved, allowing Ex1b to both accept or refuse signal .2 afterwards, depending
on whether Pair1 or Pair3 is chosen; the trace 〈signal .1, signal .2〉 and the failure
(〈signal .1〉,{signal .2}), for instance, break the condition of Definition 1. �

Example 2. The composition in Ex2 = Pair1 ||| Pair2 is nondeterminitic
because we have an event, signal .3, after which Pair1 and Pair2 behave differ-
ently. In terms of Definition 1, we note that 〈signal .1, signal .2, signal .3, signal .1〉
is a trace of Ex2 and (〈signal .1, signal .2, signal .3〉,{signal .1}) is a failure
of Ex2. �

Nondeterminism can also arise from divergence, that is captured by the failures-
divergences model [6,9]. Since there are tools that verify divergence in a compo-
sitional way [4], our strategy is based on determinism in the failures model.

3 Strategy for Local Analysis of Determinism

Our analysis of a process is compositional. If the possibility of nondeterminism
is found, the analysis stops and indicates the nondeterministic component.
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Our strategy is sound for the verification of determinism, but not complete.
When nondeterminism is indicated, we may have found a source of nondeter-
minism or it may be an inconclusive result. Local approaches to the analysis
of classical concurrency properties tend to give up completeness in favour of
efficiency gains; see [1–3], for deadlock analysis, and [4], for livelock analysis.

Example 3. We consider the following processes.

Ex3a = a → b → Ex3a Ex3c = Ex3a � Ex3b
Ex3b = c → d → SKIP Ex3d = Ex3a[[{a}]]Ex3c

The process Ex3c is nondeterministic, due to its internal choice. The process
Ex3d , on the other hand, is deterministic. When analysing Ex3d , however, our
strategy indicates the nondeterminism in Ex3c and stops. �

In Sect. 3.1 we present the subset of CSP that our strategy can currently handle,
and the metadata gathered for the component processes. In Sect. 3.2, the rules
to check for determinism are presented.

3.1 Process Structure and Metadata

In our strategy we deal with two categories of processes, Basic Processes and
Composite Processes, defined in Fig. 4. Event, Condition, ProcessName, and
SetOfEvents are the syntactic categories of the possible events, logical conditions,
names of processes, and sets of events of CSP. We assume that all processes are
divergence free and do not have parameters.

Due to the nature of the set of operators that can be used to create Basic
Processes, they are deterministic by definition. A Composite Process is the result
of a composition of Basic Processes or other Composite Processes.

Fig. 4. BNF of the subset of CSP considered.

The subset of CSP that we deal with, as can be seen in Fig. 4, includes
most of the basic operators of CSP. They are, however, restricted on their use.
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Prefixing, guards, conditionals, and sequential composition can only be used in
the definition of Basic Processes, while external and internal choice, interleaving,
generalized parallel, and hiding are restricted to Composite Processes.

Each process in our strategy, upon being verified to be deterministic, is asso-
ciated with a Set of Possible Behaviours (SPB). This is a set of sets of pairs, with
each set of pairs in an SPB representing an alternative behaviour of the process,
and each pair in a set representing a parallel behaviour. The first component of
each pair in the set is a sequence that represents part of the syntactic structure
of the process, and its second component is a set, which stores data relative to
synchronisations among components of the process.

Example 4. The processes Ex3a and Ex3b, from Example 3, have the SPBs:
SPB(Ex3a) = {{(〈a, b,Ex3a〉, ∅)}}, and SPB(Ex3b) = {{(〈c, d , SKIP 〉, ∅)}}.
Each one has one set, because they do not have choices, with one pair, which
holds the structure of the process, since there is no parallelism; the second ele-
ment of the pairs is the empty set, also because we do not have any synchroni-
sations between processes. For the process Ex4 = Ex3a � Ex3b we have that
SPB(Ex4) = {{(〈a, b,Ex3a〉, ∅)}, {(〈c, d , SKIP 〉, ∅)}}, which captures its two
alternative behaviours, that depend on how the choice is resolved. �

Each element of a synchronisation set is itself a pair, with an integer value as
the first component, and a set of events as the second component; the events in
the set are the ones being synchronised. The integer values identify the sets that
match in a synchronisation.

Example 5. We consider the following processes.

Ex5a = a → STOP Ex5c = b → Ex5c
Ex5b = Ex5a[[{a}]]Ex3a Ex5d = Ex5b[[{b}]]Ex5c

With the generalised parallel operator we add the synchronisation set to all
pairs of the SPB of the composition, so, for the process Ex5b, we have that
SPB(Ex5b) = {{(〈a, STOP 〉,{(1,{a})}), (〈a, b,Ex3a〉,{(-1,{a})})}}; the module
of the integer value uniquely identifies the synchronisation and its signal is used
to differentiate between the two argument processes of the parallelism.

If Ex5b is used in a composition with generalised parallel, we add the new
synchronisation set to its pairs. For Ex5d , we have the set shown below.

SPB(Ex5d) =

⎧
⎨

⎩

⎧
⎨

⎩

(〈a, STOP 〉, {(1, {a}), (2, {b})}),
(〈a, b,Ex3a〉, {(−1, {a}), (2, {b})}),
(〈b,Ex5c〉, {(−2, {b})})

⎫
⎬

⎭

⎫
⎬

⎭

When more than one pair has a synchronisation set with the same integer, in
this case 2, only one of those pairs need to synchronise with a counterpart with
the opposite integer, in this case −2. �

Now we present the formal definition of SPB. It is important to record whether
a sequence leads to a recursion or not. To this end, we add the name of the
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process that represents the final behaviour of the sequence as its last element.
We call the set that contains these new sequences Valid Sequences (VS). With
VS it is possible to know if a Basic Process, which can only have one sequence,
is cyclic or not just by checking if the last element of its sequence is a process
name (indicating a recursion), or if it is SKIP or STOP .

Definition 2 (Valid Sequences (VS)).

VS = {a : Σ∗, b : N ∪ {SKIP , STOP} • a�〈b〉}
where N is the set that contains all the valid names of processes.

To record a trace of behaviour in a parallel process with synchronisations, we
use Synchronisation Sets, which is the set that contains integers associated with
all possible sets of events on which a process can synchronise.

Definition 3 (Syncronisation Sets (SyncSets)). SyncSets = P(Z × P(Σ))

Finally we define the eTraces (a shorthand for Enhanced Traces) of a given
process P . Its elements are pairs whose first element is a VS sequence and the
second one is a set of SyncSets.

Definition 4 (Enhanced Traces of P (eTraces(P))).

eTraces(P) =

⎧
⎪⎪⎨

⎪⎪⎩

et : VS × SyncSets | front(first(et)) ∈ traces(P) ∧⎛

⎝∃n ∈ N ∪ {SKIP , STOP} •
P/front(first(et)) ≡F n
∧
last(first(et)) = n

⎞

⎠

⎫
⎪⎪⎬

⎪⎪⎭

where P/t represents the behaviour of P after it has performed the trace t, and
≡F indicates equivalence in the failures model [9].

An element of eTraces represents a possible Basic Process. The restrictions in
Definition 4 ensure that each sequence leads the process to a recursive behav-
iour, or to SKIP or STOP . For a process P , the set SPB(P) is a subset of
P(eTraces(P)). The eTraces pairs in a set of an SPB represent Basic Processes
in parallel, and pairs in different sets represent choices.

Now we present how SPB is calculated. For the Basic Processes, we calculate
SPB as shown below; P and Q are processes, and n is a process name.

– SPB(n) = {{(〈n〉, ∅)}}
– SPB(a → P) = {setP : SPB(P) • prefixing � {a} × setP �}
– SPB(g & P) = SPB(P)
– SPB(if g then P else Q) = SPB(P)
– SPB(P ; Q) = {setP : SPB(P) ; setQ : SPB(Q) • seqComp � setP × setQ �}
– prefixing(event , eTrace) = (〈event〉�first(eTrace), ∅)
– seqComp(eTrace1, eTrace2) = if last(first(eTrace1)) = SKIP

then (front(first(eTrace1))�first(eTrace2), ∅)
else eTrace1
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For a process call, we create a sequence with the call. For a prefixing, a → P , we
apply prefixing to all pairs formed of the event a and a sequence in a set of the
SPB of P; �... � is the relational image operator. The function prefixing yields
the original sequence with the new event as its head.

We assume that the predicates in guards and conditionals are always true;
in those cases we simply keep the SPB of P . In the conditional, if the processes
P and Q are not equivalent, the strategy returns the possibility of nondeter-
minism. With this approach, we record behaviours for the processes that may
not be actually possible. The addition of behaviours, however, can only lead to
nondeterminism, never remove it. So, as already explained, it is possible that
we indicate a nondeterminism that does not exist, but a process defined to be
deterministic is guaranteed to be so.

For sequential composition we apply seqComp to all pairs of SPB(P) and
SPB(Q), using relational image. This function returns the front of the first
sequence appended with the second sequence, if the first one ends in SKIP ,
or the first sequence unmodified otherwise.

Example 6. The calculation of SPB(Ex3a) is shown below.

SPB(Ex3a) = {{(〈Ex3a〉, ∅)}}
SPB(b → Ex3a) = {{(〈b,Ex3a〉, ∅)}}
SPB(a → b → Ex3a) = {{(〈a, b,Ex3a〉, ∅)}}
SPB(Ex3a) = SPB(a → b → Ex3a)

We differentiate between the process Ex3a and its recursive call. For sequential
composition, SPB(Ex3a ;Ex3b) = SPB(Ex3a), since the sequence of Ex3a ends
in a recursion, and SPB(Ex3b ;Ex3a) = {{(〈c, d , a, b,Ex3a〉, ∅)}}, because the
sequence of Ex3b ends in SKIP . �

We now present the SPB for the Composite Processes; X is a set of events, and
i is a fresh integer, different from zero.

– SPB(P � Q) = SPB(P) ∪ SPB(Q)
– SPB(P � Q) = SPB(P)
– SPB(P ||| Q) = {setP : SPB(P) ; setQ : SPB(Q) • setP ∪ setQ}

– SPB(P [[X ]]Q) =

⎧
⎪⎪⎨

⎪⎪⎩

setP : SPB(P) ; setQ : SPB(Q)•
addSync � setP × {X } × {i} �
∪
addSync � setQ × {X } × {−i} �

⎫
⎪⎪⎬

⎪⎪⎭

– SPB(P \ X ) = {setP : SPB(P) • remove � setP × {X } �}

– addSync(eTrace,X , id) = (first(eTrace), second(eTrace) ∪ {(id ,X )})
– remove((T ,S ),X ) = (removeT (T ,X ), removeS (S ,X ))
– removeT (〈〉,X ) = 〈〉

removeT (〈a〉�t ,X ) = if a ∈ X then remove(t ,X ) else 〈a〉�remove(t ,X )
– removeS (∅,X ) = ∅

removeS ({(id , evSet)} ∪ s,X ) = {(id , evSet \ X )} ∪ removeS (s,X )
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For external choice, we get the union of the sets of the operands. For internal
choice, since the composition is only deterministic if both operands are equiv-
alent, we simply keep the SPB of one of them. For interleaving, for every pair
of sets of SPB(P) and SPB(Q), we record their union. The calculation for a
generalised parallel is similar to that of an interleaving, but we also add the
new synchronisation to the elements of the sets, using the function addSync. For
hiding we remove the elements in X from SPB(P), with the function remove.

Example 7. Considering the processes Ex7a = a → b → c → Ex7a, and
Ex7b = Ex7a[[{b}]]Ex7a, we calculate SPB(Ex7b \ {b}).

SPB(Ex7b) = {{(〈a, b, c,Ex7a〉,{(1,{b})}), (〈a, b, c,Ex7a〉,{(-1,{b})})}}
SPB(Ex7b \ {b}) = {{(〈a, c,Ex7a〉,{(1,{})}), (〈a, c,Ex7a〉,{(-1,{})})}}

�

If a synchronisation introduces deadlock or if a synchronisation channel is hidden,
there is the possibility that our strategy considers invalid behaviours of the
process. This, however, can only introduce nondeterminism, never remove it.

Example 8. We consider the following processes.

Ex8a = b → a → c → d → Ex8a Ex8b = Ex7a[[{a, b}]]Ex8a

The process Ex8b is deterministic, because it is deadlocked from the start. Our
strategy, however, predicts a nondeterministic behaviour when both Ex7a and
Ex8a offer event c to the environment, which never happens. �

Pairs of a set of a SPB are equivalent, ≡, if the front of their sequences are equal,
both either recurse or end in SKIP or STOP , and they have the same mean-
ingful synchronisations with equivalent pairs. A synchronisation is meaningful if
it involves at least one of the events in the sequence of the pair.

Definition 5 (Meaningful Synchronisations). Given a pair (Seq, SetOf
Syncs), a synchronisation set sync ∈ SetOfSyncs is meaningful if sync ∩
ran(Seq) = ∅.

Example 9. We consider the following SPBs.

SPB(Ex9a) = {{(〈a, b, c,P〉,{(1,{r})}), (〈x , y , SKIP 〉,{(-1,{r})})}}
SPB(Ex9b) = {{(〈a, b, c,P〉,{(2,{r})}), (〈x , y , SKIP 〉,{(-2,{r})})}}
SPB(Ex9c) = {{(〈a, b, c,Q〉, ∅), (〈x , y , SKIP 〉, ∅)}}

They are all equivalent, since the only difference between them is their synchro-
nisation sets, with the synchronisations of Ex9a and Ex9b not being meaningful,
as they do not affect the sequences, and Ex9c not having synchronisations. �

In the next section, we present the algorithms that use the SPB of component
processes to check determinism of a composite process.
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3.2 Composition Rules

The algorithms that verify if the compositions are deterministic return true if
the given composition is deterministic, and false otherwise. We present here
the algorithms for external choice, and parallelism. The algorithms for internal
choice and hiding can be found in the extended version of this paper1.

External Choice

The external choice, with our restrictions, can only introduce nondeterminism
if its two operands have at least one common initial event, since these are their
only points of interaction. In this scenario the composition is deterministic only
if the two processes have the same behaviour after every common initial event.
The algorithm for this operator can be seen in Fig. 5. It checks for all pairs of sets
of SPB(P) and SPB(Q) if they have sequences that start with the same event.
If they do, those sets need to be equivalent not to introduce nondeterminism.

Fig. 5. Algorithm to check if external choice introduces nondeterminism.

Internal Choice

An internal choice only results in a deterministic process if its operands have
the same behaviour. The algorithm for this operator simply checks if the SPBs
of both operands are equivalent, that is, if the SPBs have equivalent sets.

Parallelism

We deal with parallelism in two forms: interleaving and generalised parallel.
We first discuss how interleaving can introduce nondeterminism. Afterwards,
we present our considerations about generalised parallel. Finally, we show the
algorithm for the verification of parallel compositions.

Differently from external and internal choice, with interleaving, as well as
with the other parallel operators, both operands execute at the same time, so we

1 http://www.cin.ufpe.br/∼rbo2/SBMF2017.zip.

http://www.cin.ufpe.br/~rbo2/SBMF2017.zip
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must take into account all of their events, not only the initials. With interleaving,
we need to consider that when one of its operands is offering a specific event to
the environment, the other operand can be offering any of its events.

The condition for a composition using interleaving to be deterministic is that,
after each event in common to both processes, the composition needs to offer the
same events to the environment, no matter which process performs the event, so
the environment does not observe any different behaviour.

Example 10. We consider the following processes.

Ex10a = a → b → Ex10a Ex10d = Ex10a ||| Ex10b
Ex10b = a → Ex10b Ex10e = Ex10b ||| Ex10c
Ex10c = b → Ex10c Ex10f = Ex10a ||| Ex10e

The process Ex10d is nondeterministic, because after performing event a, the
environment can synchronise on either a again or on a and b, depending if a was
performed by Ex10a or Ex10b. The process Ex10e is deterministic, because the
alphabets of its components are disjoint, so there are no events in common. The
composition in Ex10f is deterministic, because, although there is an intersection
of the alphabets, events a and b are always available to the environment. �

Generalised parallel allows us to have parallelism with synchronisations. The
events that are not in the synchronisation set are analysed in a similar way
to what is done with interleaving, and the events in the synchronisation set
cannot introduce nondeterminism on their own, because each synchronised event
happens only once and both operands engage in this event.

Example 11. The process Ex11 = Ex10a[[{a}]]Ex10b, differently from Ex10d ,
is deterministic, because the event a is in the synchronisation set, so, after it
occurs, the only possibility for the parallel composition is to offer event b. �

We use the same algorithm for the two forms of parallelism discussed. It receives
the processes being composed and the synchronisation set. For interleaving, the
synchronisation set is empty. The algorithm is presented Fig. 6.

Algorithm 2 iterates over all pairs of behaviours of P and Q , evaluating all
scenarios. In each iteration, it initially defines avEvents (line 2), the set of events
that is always available to the environment, in the given pair of behaviours.

To calculate avEvents we use setOfAvailableEvents, which yields a set of
events that must belong to an Enhanced Trace that has only one event in its
sequence and is recursive. These sequences stand out because they do not lead
to a change in the state of the composition. Another requirement is that these
events need to be able to occur freely, which can be denied by synchronisations.

Example 12. We consider the following SPBs.

SPB(Ex12a) = {{(〈a, b,P〉, ∅), (〈c,Q〉, ∅), (〈d , SKIP 〉, ∅), (〈e,R〉, ∅)}}
SPB(Ex12b) = {{(〈x ,S 〉,{(1,{x})}), (〈x , y ,T 〉,{(-1,{x})}), (〈e, f ,U 〉, ∅)}}
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Fig. 6. Algorithm to check if parallelism introduces nondeterminism.

If we execute Parallelism(Ex12a, Ex12b,{e}), we have one iteration of the algo-
rithm with avEvents = {c}. The pairs with the sequences 〈a, b,P〉, 〈x , y ,T 〉,
and 〈e, f ,U 〉 are discarded for having more than one event. The pair with
〈d , SKIP 〉 is discarded for not being recursive. The pairs with sequences 〈x ,S 〉,
and 〈e,R〉 are discarded due to their synchronisations, the former with the pair
(〈x , y ,T 〉,{(-1,{x}), and the latter with the synchronisation being introduced in
this composition, through the synchronisation set {e}. �

With avEvents calculated, Algorithm 2 starts checking each pair of elements of
the behaviour of P and Q . If we have two elements with the same initial events
(line 4), then, for each operand, all the sets in its SPB need to be equivalent,
which is checked by allSetsEquiv .

Example 13. We consider the following processes.

Ex13a = Ex10a � Ex10c Ex13b = Ex13a ||| Ex10c

The composition Ex13b is nondeterministic, because, after performing b, the
environment does not know if a is still available, since b can be performed by
Ex13a or Ex9c, so it is possible to accept or refuse a, given the circumstances.
Algorithm 2 returns false because the conditional in line 4 returns true, having
allSetsEquiv(SPB(Ex13a)) = false. �

Requiring that the SPB of each process have all sets equal is, however, not
enough to ensure determinism, as we can see in the next example.

Example 14. We consider the following processes.

Ex14a = a → b → a → Ex14a Ex14b = Ex14a ||| Ex14a
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The process Ex14b is nondeterministic, because after the environment performs
the trace 〈a, b, a〉 it is possible to accept or refuse b. During the evaluation,
the conditional in line 4 returns true, allSetsEquiv(SPB(Ex14a)) = true, so
nondeterminism is not identified by Algorithm 2 at this point. �

We then have the core of Algorithm 2 (line 6). The algorithm checks, for each
event e that is in the intersection of the alphabets, if the events available to the
environment, after e in P is performed, is equal to the events available after e
in Q is performed. If they are not, then a source of nondeterminism has been
found. This verification is only carried out if e is not in the synchronisation set.

We assume that the two sequences that we are analysing at a given moment
are offering specific events, but we do not assume anything of the other sequences.
The events available to the environment after the execution of the event in each
process are given by the union of three sets: avEvents; the set of events that are
available in the process that performed the event, after its execution; and the set
that contains the event in question, that is still available in the other process.

The function nextEvents (lines 8 and 9) returns the set of events that a
process offers to the environment after one of its events, e, has occurred; in
Algorithm 2, e can be evP or evQ . First it adds the event that comes after
e, if any, to the return set. Afterwards it checks if the pair that contains e
synchronises with other pairs, and if e is present in those pairs, which leads to
a change in their states as well. If e is indeed present, then the events after it in
these events will also be included in the return set.

Example 15. For process Ex14b, we have avEvents = ∅. The conditional in
line 7 returns true for the first events in both Ex14a operands, with eventsP and
eventsQ being both the result of ∅ ∪ {b} ∪ {a}, so eventsP == eventsQ (line
10). For the first event of the first operand, a, and the second event of the second
operand, b, the conditional in line 7 returns false. For the first event of the first
operand, a, and the third event of the second operand, a, the conditional in line
7 returns true, but eventsP = ∅ ∪ {b} ∪ {a}, and eventsQ = ∅ ∪ {a} ∪ {a}, so
Algorithm 2 returns false in line 11. �

Example 16. We consider the following processes.

Ex16a = a → b → c → Ex16a Ex16d = Ex16a ||| Ex16b
Ex16b = d → e → f → Ex16b Ex16e = Ex16c[[{d}]]Ex16d
Ex16c = d → e → g → Ex16c

To check if Ex16e is deterministic we use SPB(Ex16c) = {{(〈d , e, g ,Ex16c〉,
∅)}}, and SPB(Ex16d) = {{(〈a, b, c,Ex16a〉, ∅), (〈d , e, f ,Ex16b〉, ∅)}}. There
is one set in SPB(Ex16a) and in SPB(Ex16b), so Algorithm 2 performs one
iteration, with avEvents = ∅, since there is no sequence with a freely occurring
event.

We check every pair being analysed (line 3). For the pairs (〈d , e, g ,Ex16c〉, ∅)
and (〈a, b, c,Ex16a〉, ∅), the conditional in line 4 returns false, since the head of
the sequences is different, and so does all six occurrences of the conditional in line
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7, inside the loop in line 6, because the two sequences have no event in common.
For (〈d , e, g ,Ex16c〉, ∅) and (〈d , e, f ,Ex16b〉, ∅), the conditional in line 4 also
returns false, this time because d ∈ X , but when the loop in line 6 executes for
the second event of each sequence, the conditional in line 7 returns true. In this
case we have that eventsP = ∅ ∪ {g} ∪ {e} and eventsQ = ∅ ∪ {f } ∪ {e}, so
Algorithm 2 returns false. �

Example 17. We consider the following processes.

Ex17a = Ex16a � Ex16b Ex17b = Ex17a[[{e}]]Ex16c

We have SPB(Ex17a) = {{(〈a, b, c,Ex16a〉, ∅)}, {(〈d , e, f ,Ex16b〉, ∅)}}. The
application of Algorithm 2 to Ex17b occurs similarly to that of Ex16e, but
two iterations occur. The first iteration, with the sets {(〈a, b, c,Ex16a〉, ∅)},
and {(〈d , e, g ,Ex16c〉, ∅)} occurs without problems. The second iteration, with
the sets {(〈d , e, f ,Ex16b〉, ∅)} and {(〈d , e, g ,Ex16c〉, ∅)}, however, leads the
conditional in line 4 to return true when analysing the only two pairs, because
allSetsEquiv(Ex17a) = false, leading Algorithm 2 to return false. �

The way we calculate the available events after an event occurs is the main source
of efficiency gain when we deal with parallelism. A global analysis would con-
sider all possible states of the other sequences to carry out the verification. Our
strategy, with the use of avEvents, considers only a small part of the state space.
The sequences that perform various events before a recursion, SKIP , or STOP ,
can offer different events, depending of their state, but, more importantly, can
refuse to offer them. Since we cannot rely on the events of these sequences to
ensure determinism we discard them altogether. For Ex16d , for instance, FDR4
visits 54 states, while our strategy only considers 9 states.

We have implemented all the algorithms presented in this section, plus the
algorithm to check hiding, to construct a prototype determinism checker. In the
next section, we show the results of experiments carried out using this prototype.

4 Experimental Results

We performed a number of experiments to compare FDR4 with our prototype.
The railway network described in Sect. 2.1 is our main case study. To evaluate
every algorithm, we also considered processes involving external and internal
choice, interleaving, and hiding. The prototype and the files used in the experi-
ments are available online, on the link referenced in footnote 1.

We used two models of the railway network: the original, deterministic,
model, and a modified nondeterministic model, with an error in the last two
pairs of tracks. For each model we consider three scenarios, consisting of one,
six, and eleven trains, respectively. For each scenario, eight instances are eval-
uated, with an increasing number of pairs of tracks. The instance number indi-
cates the number of pairs of tracks in it. The results of the experiments with
the railway network can be seen in Tables 1, 2, 3, 4, 5 and 6; the * indicates an
out-of-memory error.
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Table 1. Deterministic instances
with one train in the railway.

Instance FDR4 Prototype

25 0.12 s 0.35 s

50 0.22 s 0.46 s

75 0.32 s 0.50 s

100 0.37 s 0.56 s

500 2.94 s 1.38 s

1000 8.67 s 2.19 s

5000 4 m 20.06 s 20.13 s

10000 * 1 m 29.63 s

Table 2. Nondeterministic
instances with one train in the
railway.

Instance FDR4 Prototype

25 0.13 s 0.38 s

50 0.23 s 0.43 s

75 0.30 s 0.53 s

100 0.48 s 0.61 s

500 3.65 s 1.38 s

1000 12.76 s 2.21 s

5000 10 m 33.92 s 19.74 s

10000 * 1 m 26.83 s

Table 3. Deterministic instances
with six trains in the railway.

Instance FDR4 Prototype

25 0.52 s 0.35 s

50 3 m 6.67 s 0.44 s

75 * 0.50 s

100 * 0.60 s

500 * 1.37 s

1000 * 2.18 s

5000 * 19.55 s

10000 * 1 m 24.65 s

Table 4. Nondeterministic
instances with six trains in the
railway.

Instance FDR4 Prototype

25 0.17 s 0.35 s

50 2.16 s 0.45 s

75 22.56 s 0.50 s

100 2 m 11.05 s 0.55 s

500 * 1.36 s

1000 * 2.07 s

5000 * 19.88 s

10000 * 1 m24.16 s

Table 5. Deterministic instances
with eleven trains in the railway.

Instance FDR4 Prototype

25 0.18 s 0.34 s

50 * 0.43 s

75 * 0.51 s

100 * 0.58 s

500 * 1.37 s

1000 * 2.20 s

5000 * 19.97 s

10000 * 1 m 22.75 s

Table 6. Nondeterministic instances with
eleven trains in the railway.

Instance FDR4 Prototype

25 0.13 s 0.37 s

50 12.77 s 0.43 s

75 8 m 25.50 s 0.51 s

100 * 0.58 s

500 * 1.45 s

1000 * 2.13 s

5000 * 19.98 s

10000 * 1 m23.92 s
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The experiments were run in a server with an Intel Core i7-2600k, 16 GB of
RAM, 160 GB of SSD, and Ubunto 17.94 64-bit. We used FDR 4.2.0. The results
show that while for smaller examples FDR has a better performance, due to the
overhead of calculation of metadata in our approach, it struggles to analyse large
parallel systems. Our prototye was able to analyse the largest instance in less
than two minutes, a very promising result.

To analyse the impact of external choice, our experiments consist of a number
of processes in the form Basici = a.i → b.i → c.i → Basici , all composed with
this operator. Nondeterministic instances were created by modifying the last
process to Basici = a.(i − 1) → b.i → c.i → Basici . For the evaluation of the
hiding operator, we modified the instances of the external choice experiments
by hiding event b.i after each composition, with the nondeterministic instances
hiding a.i , instead of b.i , after the last composition.

The experiments with internal choice consist of compositions of processes
of the form Basici = a.0 → b.0 → c.0 → Basici , with the nondeterministic
instances having b.1, instead of b.0, in the last process. For interleaving, we
compose processes with the same structure of the processes used in the external
choice experiments, with the nondeterministic instances having their last two
processes ending with new events, ... → c.(i − 1) → d → e → f → Basic(i − 1)
and ... → c.i → d → e → g → Basici .

The results of our additional experiments are in the extended version of this
paper. With them we identified that FDR4 does not scale well, specially with
interleaving. For all problems considered, except the 10000 instance of our hiding
experiment, the prototype completed its analysis in less than two minutes. It is
fair to remember that, while FDR4 would correctly identify processes like Ex3d
as deterministic, our prototype would indicate the possibility of nondeterminism.

5 Conclusion

In this paper we propose a local analysis for the verification of determinism,
considering a subset of CSP. We analyse each composition that is part of the
process being verified, gathering metadata about them. With the metadata we
gather, we are able to guarantee determinism by only checking conditions on the
argument processes of the composition. We performed some experiments and the
results show that our approach scales better than that of FDR4, the main tool
for verification of CSP models, specially when dealing with interleaving.

Local analysis has been used for the verification of properties of concurrency.
For livelock, a compositional strategy that handles a subset of CSP similar to
our own is presented in [4]. For deadlock, there are works aimed at CSP that
involve adherence to deadlock-free patters [2,3], with a focus on the analysis of
cyclic networks of processes. Recent improvements on local deadlock analysis for
CSP are reported in [1], but this work also presents an incomplete strategy. As
already mentioned, we are not aware of any other approach to compositional
analysis of determinism, so our work is an original contribution in this direction.
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The composition of techniques that verify deadlock, livelock, and determin-
ism locally is possible. By identifying a subset of CSP shared by all of them, an
integrated approach to analyse all the three classical properties is viable.

Our strategy can be improved. We will widen the considered subset of CSP,
removing some of the restrictions, to allow non-tail recursion and parameters. We
will also prove the correctness of the algorithms and perform more case studies.
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Abstract. This paper presents optimization through counterexamples
(OptCE), which is a verification tool developed for optimizing target
functions. In particular, OptCE employs bounded model checking tech-
niques based on boolean satisfiability and satisfiability modulo theo-
ries, which are able to obtain global minima of convex and non-convex
functions. OptCE is implemented in C/C++, performs all optimization
steps automatically, and iteratively analyzes counterexamples, in order
to inductively achieve global optimization based on a verification ora-
cle. Experimental results show that OptCE can effectively find optimal
solutions for all evaluated benchmarks, while traditional techniques are
usually trapped by local minima.

1 Introduction

Optimization is a tool employed in several research fields, such as biology (e.g.,
biomolecular modeling energy functions) [1], computer science (e.g., complexity
reduction) [2], engineering (e.g., filter design for digital signal processing) [3], and
business (e.g., profit increase) [4], with the goal of obtaining maximum system
performance. Although there are several available optimization techniques (e.g.,
simulated annealing [5], particle swarm [6], and genetic algorithms [7]), their
main difficulty lies on locating the global minima of functions. As a consequence,
they often present suboptimal solutions, i.e., they are trapped by local minima,
which commonly lead to low performance [8].

The present work introduces a tool based on the counterexample-guided
inductive optimization (CEGIO) algorithms proposed by Araújo et al. [9,10],
which is named as Optimization through Counter-Examples (OptCE). Indeed,
OptCE is a tool instantiation of the approach developed by Araújo et al.
[9], which now presents further evaluation regarding other function classes
(broader applicability) and verifiers. OptCE is inspired by syntax-guided syn-
thesis (SyGuS) and performs inductive generalization based on counterexam-
ples provided by a verification oracle [11]. In particular, OptCE employs non-
deterministic representation of decision variables and then iteratively constrains
c© Springer International Publishing AG 2017
S. Cavalheiro and J. Fiadeiro (Eds.): SBMF 2017, LNCS 10623, pp. 125–141, 2017.
https://doi.org/10.1007/978-3-319-70848-5_9
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the state-space search based on counterexamples produced by boolean satisfia-
bility (SAT) or satisfiability modulo theories (SMT) solvers via inductive gen-
eralization, i.e., OptCE exploits the counterexample provided by the solver to
achieve complete global optimization [3] about an objective function.

The mentioned techniques (CEGIO) do employ model checking based verifi-
cation procedures to guide the global convergence and extract information from
counterexamples. Unlike meta-heuristic optimization techniques (e.g., genetic
algorithms and simulated annealing), CEGIO always finds the global minima
for all evaluated benchmarks, which is also true for the benchmarks evaluated
by Araújo et al. [9,10]. In addition, OptCE requires only one file with the spec-
ification and constraints for a given objective function.

Although the resulting optimization times associated to the approach
employed here are often higher than what is obtained with other traditional
techniques [10], the present inductive optimization technique based on the coun-
terexamples guarantees global coverage and is capable of handling convex and
non-convex functions, since it performs inductive generalization based on the
counterexamples provided by a verification oracle [12]. Our main novel contri-
butions are:

– Development of the first CEGIO-based tool that is able to perform global
optimization of several function classes (e.g., convex, discontinuous, nonlinear,
and non-convex);

– Extensive experimental evaluation of the CEGIO algorithms;
– Comparison regarding optimization performances provided by different veri-

fiers (CBMC [13] and ESBMC [14]) and SAT/SMT solvers (MathSAT [15],
Z3 [16], Boolector [17], and MiniSAT [18]).

Our experiments are based on a set of publicly available benchmarks and all
related tools, scripts, benchmarks, and results can be obtained online through
this link http://esbmc.org/benchmarks/optce.zip.

2 Inductive Optimization Based on Counterexamples

OptCE is an optimization tool based on CEGIO, which processes a function
through three basic steps: modeling, specification, and verification. In order to
illustrate the OptCE’s optimization process, we consider the adjiman test objec-
tive function in Eq. (1) and its minimization process.

f(x1, x2) = cos(x1)sin(x2) − x1

x2
2 + 1

. (1)

In particular, the adjiman function is a non-convex, non-separable, and dif-
ferentiable function; it is defined on 2-dimensional space [19].

(i) Modeling. In the modeling step, the optimization problem is defined for
a cost function (e.g., Eq. (1)) and then its constraints are introduced, in

http://esbmc.org/benchmarks/optce.zip
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order to avoid the state-space explosion in model checking [20]. Regard-
ing the Eq. (1), the optimization problem with its associated restrictions is
described in Eq. (2).

min f(x1, x2)
s.t. −1 ≤ x1 ≤ 2

−1 ≤ x2 ≤ 1.
(2)

In particular, the optimization problems are modeled through the CEGIO
approach and using ANSI-C code, with the directive ASSUME, which repre-
sents the associated constraints and search space. The use of such directive
(e.g., __ESBMC_assume()) is illustrated in the code fragment as shown in
Fig. 1.

(ii) Specification. This step consists in describing system behavior and proper-
ties to be checked, which results in a file according to the method proposed
by Araújo et al. [9,10]. Indeed, the property specification is stated with
ASSERT directives, which are used to check satisfiability and to control
the verification procedure, i.e., to search for violations of a given prop-
erty, which, in the present case, consists of finding a function value that
is smaller than the previous one. In summary, they represent calls to spe-
cific functions provided by the verification engine and also entry points
for the proposed optimization. The mentioned resulting file contains the
modeling and properties to be checked, as shown in Fig. 1 for the func-
tion adjiman. In this example, ESBMC is used as verification engine, where
__ESBMC_assume() restricts the state-space, according to the performed
modeling, and __ESBMC_assert() checks properties.

(iii) Verification. Finally, the C code generated in step 2 is checked by the
underlying verifier, which can return “verification successful” or “verification
failed”. When “verification successful” is obtained, it means that the code
is correct and no property has been violated; otherwise, “verification failed”
indicates that the verification engine has found a violation, i.e., a value
smaller than the previous one, for a particular target function. It is worth
noticing that when a violation is found, the associated counterexample,
which is usually provided by such tools, already indicates a smaller value. As
a consequence, this new limit can then be used for updating the respective
variable (i.e., f_i in the example shown in Fig. 1), which might iteratively
lead to a minimum.

Araújo et al. [10] proposed three algorithms for the specification stage, which
are suitable for different situations: the Generalized Algorithm (CEGIO-G), the
Simplified Algorithm (CEGIO-S), and the Fast Algorithm (CEGIO-F). Figure 1
shows the specification for the function adjiman in CEGIO-G format, which can
also be applied to any function class (i.e., convex and non-convex ones). CEGIO-
S is suitable for functions about which we have some prior knowledge (e.g., semi-
and positive-definite functions) and uses that to generate several properties in
the specification step, which will be checked by the underlying verifier, with
potentially increased chance of violation and reduced optimization times. Finally,
CEGIO-F can be applied to convex functions and uses their properties to restrict
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Fig. 1. C code after the specification step for the function adjiman.

the associated state-space, according to the results presented by Araújo et al.
[10], which show considerable improvement regarding optimization times. Each
algorithm follows a fixed structure, which changes regarding only variable values.

3 OptCE: A Counterexample-Guided Inductive
Optimization Solver

OptCE can be regarded as a front-end for model checkers that process C pro-
grams through CEGIO, where decision variables, which are in charge of gener-
ating the smallest value of a function, are checked. Such a tool can be called
from a shell, via command line, and is able to optimize convex and non-convex
functions, where users only need to describe, in a file, the specification and con-
straints regarding them, through a few code lines. In summary, OptCE is based
on the CEGIO technique, which allows the discovery of global minima, while
other techniques are usually trapped by local ones.

3.1 OptCE Architecture

As shown in Fig. 2, users need to provide an input .func file (cf. Sect. 3.2) con-
taining a function’s specification and constraints: this is the modeling phase.
Indeed, such a task reveals that some knowledge about the target problem is
necessary, in order to provide a correct basis.

The first step is the specification, which receives an input file and the desired
settings for optimization, such as verifier, solver, algorithm type, and precision. In
Fig. 2, α represents the number of decimal places of a solution, which is indicated
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Fig. 2. An overview of the proposed OptCE architecture.

by the user. Based on the provided inputs, OptCE generates a specification file
in ANSI-C (cf. Fig. 1), named as min_<function>.c.

During the first execution of Step 1, ρ, which is used to establish the solution
accuracy throughout the optimization process, is initialized with zero, which
indicates an optimization with integer precision solutions only (i.e., no decimal
digits are considered). In addition, an arbitrary minimum candidate is also con-
sidered, which is actually the algorithm’s initialization value and can be provided
by the user with the flag --start-value; otherwise, it is randomly generated,
which is performed during the specification step.

During Step 2, the verification task occurs, i.e., the ANSI-C file with a func-
tion’s specification is checked by a verification engine, whose main output is a log
file with the respective verification result. If “verification failed” is obtained, that
means the underlying verification engine detected a property violation through
the inserted assertions and consequently generated a counterexample. In the
CEGIO context, a property violation indicates that the minimum candidate is
not the global minimum for that value of ρ and then the tool flow proceeds to
Step 3.

In Step 3, a .log file with the respective counterexample is used to obtain new
decision variables, which provide a new global minimum candidate lower than
the previous one, i.e., the initialization value or the minimum candidate of the
last OptCE iteration. Then, the new minimum candidate value is obtained (i.e.,
extracted and computed from the counterexample), and used to perform Step
1 again, starting a new iteration and generating a new specification file. Such a
procedure is iteratively performed until the verification step (Step 2) returns a
.log file with “verification successful”, which means that there are no decision
variables capable of finding a minimum value smaller than the current one,
considering the current value of the precision variable (ρ). When the verification
result is “verification successful”, OptCE proceeds to Step 4.

In Step 4, ρ is increased by one, i.e., the precision associated to the optimal
solution is increased by one decimal place, which is followed by a check that
evaluates whether it is smaller than or equal to the desired accuracy (indicated
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by the user). If ρ is larger than α (the condition ρ ≤ α is false), OptCE has found
the solution (global minimum), considering the desired precision; otherwise, the
OptCE’s general flow (Steps 1–3) is repeated with the updated precision ρ, i.e.,
the algorithm returns to Step 1 and generates a new specification file.

3.2 Input File for OptCE

The present input file consists of two parts: function specification and associated
constraints, which are separated by a character “#” isolated in a row. At the top
of an input file, a function must be described with an ANSI-C variable assignment
ending with “;” and using variable fobj that represents the objective function
(see Fig. 3). We summarize the OptCE input language in Fig. 3.

Fig. 3. OptCE input program language.

Equation 3 presents the format adopted for constraint matrices, where the
associated number of lines indicates the amount of decision variables and columns
1 and 2 represent the lower and upper bounds, respectively.

⎡
⎢⎢⎣

x11 x12

x21 x22

. . .
xn1 xn2

⎤
⎥⎥⎦ (3)

The constraints of the considered optimization problem (Eq. (2)) can be rep-
resented by A = [ −1 2 ;−1 1] and an input file containing the entire optimization
problem (related to Eq. (2)) is illustrated in Fig. 4.

Fig. 4. Input file for function adjiman.
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3.3 OptCE Features

The current OptCE version allows us to define different configurations regarding
the optimization process (i.e., optimization algorithm and verification engine),
which is used to reduce optimization times. Thus, users have to add suitable flags
during a call via command-line. The following configurations are supported:

– BMC configuration: chooses between model checkers CBMC (--cbmc) and
ESBMC (--esbmc);

– Solver configuration: chooses between solvers Boolector (--boolector),
Z3 (--z3), MathSAT (--mathsat), and MiniSAT (--minisat);

– Algorithm configuration: chooses between the proposed algorithms, where
the flag --generalized implements the CEGIO-G algorithm (cf. Sect. 2),
which is used when there is no prior knowledge about the objective function,
the flag --positive implements the CEGIO-S algorithm (cf. Sect. 2), which
is used when a function is semi- and positive-definite, and the flag --convex
implements the CEGIO-F algorithm (cf. Sect. 2), which is used for convex
functions.

– Initialization: assigns an initial minimum candidate value (--start-value
=value), which is random by default;

– Insert library: users can include their own library containing implementa-
tions of operators and functions used in the objective function’s description
(--library=name-library);

– Timeout: configures the time limit, in seconds (--timeout=value).
– Precision: sets the desired precision, i.e., the number of decimal places of a

solution (--precision=value).

3.4 Optimizing via OptCE

The user must create a description input file to find the global minimum of a
function using the OptCE tool, as explained in Subsect. 3.2. Figure 5 shows all
possible OptCE calls with input file and set of properties. Here, we employ the
function adjiman to illustrate the use of OptCE, considering the input file shown
in Fig. 4.

Fig. 5. OptCE configuration options.

Currently, OptCE supports two verifiers: CBMC [13] and ESBMC [21]. Opti-
mization employing CBMC as model checker (-cbmc) uses MiniSAT as default
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solver, while ESBMC (--esbmc) uses MathSAT. In our evaluation, we also tried
to use the SMT solvers available in CBMC, but it failed to check all benchmarks
reported in Table 1 due to problems in the SMT back-end. Regarding ESBMC,
the user can choose between solvers Z3 (--z3) or Boolector (--boolector);
however, we did not further evaluate other SMT solvers (e.g., CVC4 and Yices).
Indeed, verification times vary according to the selected verifier and solver and,
as already mentioned, the user has the possibility to choose different configu-
rations. If a given user is unsure about which verifier and solver to select, then
a default choice would be to employ ESBMC with MathSAT or CBMC with
MiniSAT, given that they normally present the shortest execution times; how-
ever, our experimental evaluation does not conclusively show that they are the
best possible configurations (given the small benchmark set). As future work,
we intend to automatically select the verifier and solver pair, using machine
learning techniques that take into account objective functions, with a large set
of benchmarks. Indeed, such an approach is similar to the work done by Hutter
et al. [22], who apply a parameter optimization tool to improve SAT solvers
for large, real-world bounded model-checking instances, via automatic tuning of
decision procedures.

Another important parameter is the algorithm type, which can be --convex,
for convex functions, --positive, for semi- and definite-positive functions, and
--generalized, for functions about which we do not have any prior knowl-
edge. Since Eq. (1) is not convex and it is not possible to ensure that it is non-
negative, the suggested setup uses flag --generalized (./optCE adjiman.func
--generalized).

Following the execution flow illustrated in Fig. 5, the flag --start-value
is used to specify the proposed algorithm’s initialization (./optCE<name>
.func --start-value=20) and, when it is not adopted, such a value is assigned in
a random way. We noticed that variations regarding initialization values do not sig-
nificantly influence convergence times, since OptCE evaluates only the integer part
of the solutions, at the beginning of the optimization tasks. In addition, checking
with integer values is fast, it is normal to get “verification failed” in the first round,
and a “verification failed” result is generally faster than a “verification successful”
one, as also experimentally observed by Araújo et al. [9,10].

If the input function consists of arithmetic operators, then it is not mandatory
to use the flag --library; however, when mathematical functions are present, it
is necessary to implement them in ANSI-C. Such implementations considerably
influence the verification results and the simpler they are, i.e., the smaller their
number of operations and loops is, the easier it is for the proposed approach to
conclude the verification tasks. In the case of the adjiman function, which uses
mathematical functions such as sin() and cos(), the library math2.h was created,
with our own implementation, which was included using the flag --library
(./optCE adjiman.func --library=math2.h). This library contains an improved
implementation of the original math.h, which includes pre- and post-conditions
to ensure that a (given) predicate holds before and after the execution of a
(given) math function, respectively.
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Our mathematical functions in math2.h have the same name of the corre-
sponding elements in the ANSI-C library, except that we appended the character
2 (e.g., cos2(), sin2(), abs2()).

The --timeout flag is used to interrupt optimization processes, if they reach
the indicated time limit (./optCE<name_function>.func --timeout=3600).
Finally, the user has the option to define the OptCE’s solution accuracy, i.e., the
--precision flag indicates the number of decimal places of a solution. When a
reference value is not provided, OptCE finds a global minimum with 3 decimal
places, by default.

4 Experimental Evaluation

This section reports the performed experiments configuration and execution,
along with an analysis of the results obtained with OptCE.

4.1 Experimental Objectives

Our experiments have been carried out seeking answers to the following questions:

RQ1 (correctness) Is OptCE able to find the global minima of functions?
RQ2 (sanity check) Does the settings choice between BMC tools and solvers

influence optimization results?
RQ3 (performance) What are the advantages and disadvantages of OptCE, in

comparison with traditional optimization techniques?

4.2 Description of the Benchmarks

In order to evaluate the proposed tool and answer those research questions pre-
sented in Sect. 4.1, a benchmark suite with 10 convex and nonconvex functions
was created, with functions related to optimization problems extracted from the
available literature [19]. They have different characteristics: continuous, differ-
entiable, separable, non-separable, scalable, non-scalable, uni-modal, and multi-
modal, including sine, cosine, polynomials, floor, sum, and square root. The cho-
sen benchmarks are shown in Table 1, as follows: benchmark name, optimization
domain, and global minimum.

All functions were used to evaluate the flag --generalized, which imple-
ments the CEGIO-G algorithm (cf. Sect. 2). In order to evaluate the flag
--positive, which implements the CEGIO-S algorithm (cf. Sect. 2), semi-
definite positive functions Booth, Himmelblau, and Leon were used. Lastly, func-
tions Zettl, Rotated Ellipse, and Sum Square were used to evaluate the flag
--convex, which implements the CEGIO-F algorithm (cf. Sect. 2).

The results of the proposed approach were compared with the ones presented
by other techniques (i.e., genetic algorithm, particle swarm, pattern search, sim-
ulated annealing, and nonlinear programming), where all benchmarks were exe-
cuted with the MATLAB’s optimization toolbox (2016b) [23].
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Table 1. Benchmark suite.

# Benchmark Domain Global minimum

1 Alpine 1 −10 ≤ xi ≤ 10 f(0, 0) = 0

2 Cosine −1 ≤ xi ≤ 1 f(0, 0) = −0.2

3 Styblinski Tang −5 ≤ xi ≤ 5 f(2.903, 2.903) = −78.332

4 Zirilli −10 ≤ xi ≤ 10 f(1.046, 0) ≈ −0.3523

5 Booth −10 ≤ xi ≤ 10 f(1, 3) = 0

6 Himmeblau −5 ≤ xi ≤ 5 f(3, 2) = 0

7 Leon −2 ≤ xi ≤ 2 f(1, 1) = 0

8 Zettl −5 ≤ xi ≤ 10 f(0.029, 0) = −0.0037

9 Sum Square −10 ≤ xi ≤ 10 f(0, 0) = 0

10 Rotated Ellipse −500 ≤ xi ≤ 500 f(0, 0) = 0

Similarly to the experiments performed by Araújo et al. [9,10], the elapsed
times presented in the following tables are related to the average CPU time mea-
sured with the times system call (POSIX system) of 20 consecutive executions
for each benchmark, where the measurement unit is always in seconds. Finally,
our experiments were set for obtaining the global minima with 3 decimal places
and were conducted on an otherwise idle computer equipped with Intel Core
i7-4790 CPU 3.60GHz, 16GB of RAM, and Linux OS Ubuntu 14.10.

4.3 Experimental Results

The experimental results are presented in four tables. Tables 2, 3, and 4 refer
to the benchmarks with the flags --generalized, --positive, and --convex,
respectively. Table 5 refers to a comparison between OptCE v1.0 and other tra-
ditional techniques. Each column of Table 2 is described as follows: column 1 is
related to functions of the reference benchmark suite, columns 2, 3 and 4 are
related to the ESBMC v3.1.0 configuration with MathSAT v.5.3.13, Z3 v4.5.0,
and Boolector v2.2.0 solvers, respectively, and column 5 is related to the CBMC
v4.5 configuration with MiniSat v2.2.0.

The overall minimum was found in all benchmarks, considering all combi-
nations between BMC tools and solvers. As presented by Araújo et al. [10],
those algorithms ensure the global minimum, considering the desired accuracy,
which was described in previous section; their proofs of convergence are pro-
vided in [10], which confirm the experimental results. The optimization times
varied significantly in Table 2, which makes it difficult to reason about the best
configuration; however, according to Fig. 6, the total optimization time with the
configuration ESBMC + MathSAT (the best one) was 2.8 times faster than the
one presented by CBMC + MiniSAT, while the configuration ESBMC + Z3
presented the longest execution time, being 40 times longer than the best case.
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Table 2. Execution times for the generic algorithm (CEGIO-G [10]), in seconds.

# ESBMC CBMC
MathSAT Z3 Boolector MiniSAT

1 1068 105192 3387 5344
2 4130 80481 5003 8509
3 443 37778 2027 2438
4 468 387 190 1143
5 7 1244 4016 2
6 12 14205 6217 4
7 5 2443 212 2
8 13 753 389 9
9 18 4171 4438 13

10 3 72 39 2

Fig. 6. Histogram of the total optimization time for the adopted benchmark suite, in
logarithmic scale.

Another interesting observation regarding Table 2 is that although CBMC +
MiniSAT provided the second best performance, considering the entire bench-
mark suite, such a configuration was the best in 60% of the benchmarks, i.e., a
few cases required long run times, but they were exceedingly time consuming.
Benchmarks #1−4 are non-convex and presented long times when searching for
the global minima, considering all possible settings. Benchmarks #5−7 are semi-
and positive-definite functions, while #8− 10 are convex ones. Regarding them,
OptCE was able to find solutions using the algorithms CEGIO-S and CEGIO-F,
by providing, respectively, the flags --positive and --convex.

Nonetheless, in order to evaluate the implementation of CEGIO-G, all bench-
marks were optimized with the flag --generalized. The experiments were
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repeated for different combinations of model checkers and SAT/SMT solvers,
i.e., ESBMC was combined with three solvers (MathSAT, Z3, and Boolector) and
CBMC with MiniSAT only. Particularly, the combinations ESBMC + MathSAT
and CBMC + MiniSAT presented results significantly better than the ones pro-
vided by other configurations of OptCE, given that Boolector does not support
floating-point arithmetic [17]. In particular, MathSAT (the one that obtained the
best results) supports both fixed- and floating-point arithmetic and, surprisingly,
the performance for floating-point optimization is significantly better if compared
to the fixed-point one. As a consequence, when using the flag --generalized, the
configurations ESBMC + MathSAT and CBMC + MiniSAT are recommended.

Table 3 presents the results for the flag --positive, which is suitable for
semi- and positive-definite functions. As a consequence, we used only benchmarks
#5−7, in this experiment. Those functions make use of modules with high even
powers, i.e., by mathematical inspection we can ensure that such functions can
not reach one global negative minimum. Table 3 compares the use of the flags
--generalized and --positive, for this class of problems. One may notice that
the implementation of the CEGIO-S algorithm with the flag --positive does
indeed work, since optimization times were significantly reduced, if compared
to the flag --generalized, in all possible configurations. This happens because
the solution search space is reduced, by ignoring the negative part.

Table 3. Execution times for the positive algorithm (CEGIO-S [10]), in seconds.

# --positive --generalized
ESBMC CBMC ESBMC CBMC
MathSAT Z3 Boolector MiniSAT MathSAT Z3 Boolector MiniSAT

5 3 <1 1 3 7 1244 4016 2
6 4 1 1 2 12 14205 6217 4
7 3 <1 1 2 5 2443 212 2

The CEGIO-F algorithm implementation is assigned with the flag --convex.
In order to evaluate its performance, benchmarks #8 − 10 were used, because
they are convex functions, and their results are presented in Table 4. The opti-
mization times using a specific algorithm for this function class were consider-
ably lower than the times presented by the generalized algorithm. That happens
because, in this algorithm and with each performed check, the search space is
reduced according to the found global minimum candidate, which then decreases
verification and, consequently, optimization times.

The best results using the proposed tool, for each benchmark, are presented
in Table 5, along with results for other techniques. The configuration column
shows the combinations regarding algorithm types (by the initials of flags “G”
for --generalized, “P” for --positive, and “C” for --convex), BMC tools, and
solvers. The comparison is performed with traditional optimization techniques:
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Table 4. Execution times for the convex algorithm (CEGIO-F [10]), in seconds.

# --convex --generalized
ESBMC CBMC ESBMC CBMC
MathSAT Z3 Boolector MiniSAT MathSAT Z3 Boolector MiniSAT

8 15 6 21 5 13 753 389 9
9 14 3 19 5 18 4171 4438 13
10 3 1 2 2 3 72 39 2

genetic algorithm (GA), particle swarm (ParSwarm), pattern search (PatSearch),
simulated annealing (SA), and nonlinear programming (NLP). All evaluated
benchmarks were executed 1000 times with the traditional techniques, using
MATLAB, and 20 times with CEGIO, using OptCE. The number of repetitions
was selected to ensure the convergence of hit rate for all algorithms.

Table 5. Experimental results for traditional techniques and the best proposed CEGIO
algorithms, in seconds.

# OptCE GA ParSwarm PatSearch SA NLP

Configuration R% T R% T R% T R% T R% T R% T

1 G + ESBMC + MathSAT 100 1068 29.1 1 22.2 3 16 4 0.4 1 4.8 9

2 G + ESBMC + MathSAT 100 4130 100 9 9.8 1 96.7 3 88.5 2 28.4 2

3 G + ESBMC + MathSAT 100 443 68.1 9 47.8 1 51.8 3 99.5 1 35.8 2

4 G + ESBMC + Boolector 100 190 95.7 9 53.9 1 98.8 3 74.4 1 62.5 2

5 P + ESBMC + Z3 100 < 1 100 10 100 2 100 6 93.5 1 100 2

6 P + ESBMC + Z3 100 1 42.4 9 43.9 1 26 3 21 1 35 2

7 P + ESBMC + Z3 100 < 1 84.4 1 80.3 2 1 7 24.3 1 100 4

8 C + CBMC + MiniSAT 100 5 100 9 48.1 1 99.8 4 26.4 1 100 3

9 C + ESBMC + Z3 100 3 100 9 71.5 1 100 4 96.9 1 100 2

10 C + ESBMC + Z3 100 1 100 9 100 2 100 7 99.8 1 100 2

OptCE’s hit rate is 100% for this benchmark suite, considering the domain
established in Table 1, for each benchmark. The present experiments show that
OptCE generally takes longer than other techniques, in order to locate the global
minima; however, its hit rate is always higher. In particular, the time results with
the flags --positive (CEGIO-S) and --convex (CEGIO-F) are similar to what
is provided by the other techniques, but with superior hit rates. The chosen
traditional optimization techniques, in many cases, failed to obtain solutions
for the adopted benchmarks, considering the established precision of 3 decimal
places. That happened because they are sensitive to non-convexity and, in many
cases, they get trapped by local minima, which resulted in sub-optimal solutions.
If only benchmarks 8, 9, and 10, in Table 1, are evaluated, which are convex
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functions, the rate obtained by existing methods is 100%, since those functions
do not have local minima that can compromise their results.

In summary, the proposed technique can be used in any optimization prob-
lem, but there are always restrictions regarding the time and number of variables.
Usually, cost functions in practical problems are distance or power functions,
i.e., they are semi- and positive-definite. Therefore, as OptCE has the CEGIO-S
algorithm implemented in its structure, which is specific to this function class,
it implies that OptCE is able to solve those particular optimization problems.

OptCE presents good performance with non-convex functions, if compared
to the traditional techniques, because the global minima are found in all bench-
marks. Traditional techniques, in turn, are lost at local minimum and return
sub-optimal solutions, which then reduces their hit rate.

The performance of OptCE using specific flags for convex and positive-
definite functions proved to be competitive, once the obtained execution times
were very close to the ones from other techniques, given that global minima were
found in all cases. Depending on the problem type, the number of solution deci-
mal places might be lower than the amount used in this experimental evaluation.
For those cases, execution times regarding the location of optimal solutions are
reduced, once there are fewer decimal places to check, which then implies fewer
verifications and fewer states to be considered.

5 Related Work

Since the earliest research with SMT application to solve optimization problems,
which was presented by Nieuwenhuis and Oliveras [24], several satisfiability-
theory based tools have emerged, with the purpose of solving optimization prob-
lems. Conversely, various SAT/SMT specialized solvers have been developed,
which employ optimization techniques in their engines to improve solving per-
formance (e.g., ABsolver [25], and CalCs [26]). Shoukry et al. [27] proposed
the Satisfiability Modulo Convex (SMC) Optimization [28] to solve satisfiability
problems over SMC formulas, which generalizes several formulas over Boolean
and nonlinear real arithmetic.

Recently, νZ [29] extended the SMT solver Z3 [16] for linear optimization
problems and Li et al. proposed the SYMBA algorithm [30], which is an SMT-
based symbolic optimization algorithm that uses linear real arithmetic theory
and SMT solvers, as black boxes. Similarly, OptiMathSat presented by Sebastiani
and Trentin [31] is also an optimization tool that extends MathSAT5 SMT solver
to allow solving linear functions in the boolean, rational, and integer domains,
or a combination of them. Although the OptCE tool presented in this study is
based on satisfiability theories, it does not employ SAT/SMT solvers directly,
in contrast to other techniques [29–31]. OptCE incorporates the model checking
approach and employs SAT- and SMT-based model checkers to model, specify,
and verify ANSI-C representations of optimization problems by exploiting the
counterexample provided by them.

Model-checking has already been employed to model and solve optimization
problems, in some previous studies. Trindade et al. [32,33] used the ESBMC
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tool to solve optimization problems over booleans decision variables related to
hardware/software partition, in embedded systems. Araújo et al. [9,10] proposed
the CEGIO algorithms to globally optimize non-convex functions on the rational
domain, with adjustable precision.

Most previous studies related to SMT-based optimization can only solve
linear problems over integer, rational, and Boolean domains, in specific cases.
Indeed, only a few studies [27] are able to solve non-linear problems, but they
are also constrained to convex functions. In contrast, this paper proposes a new
tool that implements the CEGIO algorithms [9,10] and is able to globally mini-
mize a wide variety of functions: linear or non-linear, convex or non-convex, and
continuous or discontinuous.

6 Conclusion

OptCE is a novel optimization tool that models a wide range of constrained
optimization problems (convex, nonlinear, and nonconvex) as a model checking
problem and inductively analyzes counterexamples, in order to achieve global
optimization of functions, by employing SAT- or SMT-based verification. In par-
ticular, this tool is based on a class of optimization algorithms, named CEGIO,
and it is able to ensure the global optimal convergence with a given preci-
sion. OptCE supports the following features: three different CEGIO algorithms
(CEGIO-G, CEGIO-S, and CEGIO-F), two state-of-art BMC tools (CBMC and
ESBMC), and four SAT/SMT solvers (MiniSAT, Boolector, Z3, and MathSAT).

Our experiments showed that OptCE achieved 100% of hit rate, being able
to ensure the global optimization. In contrast, other traditional techniques (GA,
PatSearch, ParSwarm, NLP, and SA) employed for comparison were usually
trapped by local minima. In addition, the experimental results indicated that
the most flexible CEGIO algorithm (CEGIO-G), which is suitable for every func-
tion class supported by OptCE, presented times significantly longer than the
others from the CEGIO algorithms and traditional techniques, despite ensuring
the global optimization. Nonetheless, the other two CEGIO algorithms (CEGIO-
S and CEGIO-F), which are suitable for nonnegative and convex optimization
problems, respectively, were able to solve global optimization problems with
times similar to the ones provided by the traditional techniques, but with supe-
rior hit rate.

OptCE is available for free download (Linux x86 version)1, including docu-
mentation, benchmarks, results, publications, and source code. Although the
OptCE’s time performance is slow, it has been and will be continuously
improved, given that verifiers and SAT/SMT solvers evolve, even with the inclu-
sion of new and adaptive techniques, such as machine learning [22]. Future
work includes parallelization and state space partitioning, thus linearly reduc-
ing checking times. We also intend to enhance our model-checking procedure
for reducing the verification time by means of automatic invariant genera-
tion [34,35].
1 Available at http://esbmc.org/benchmarks/optce.zip.

http://esbmc.org/benchmarks/optce.zip
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Abstract. A crucial goal in computer security is to protect sensitive
information from unwanted disclosure. However, some leakage is often
unavoidable, be it by design of the system or by technological limitations.
The field of Quantitative Information Flow (QIF) is concerned with the
quantification, and limitation, of information leakage in systems.

The QIF framework models systems as information-theoretic chan-
nels taking (secret) inputs and producing (observable) outputs, thereby
increasing the adversary’s knowledge about the secret value, as measured
by some information metric.

In this paper we use probabilistic model checking to obtain channels
modeling two popular anonymity protocols, the Dining Cryptographers
(a.k.a. DC-Nets) and Crowds, in two versions each. We then derive the
systems’ capacities w.r.t. the g-leakage framework, which are robust upper
bounds on information leakage that hold irrespectively of the probability
distribution on secret values, or of the interests and goals of the adversary.
To the best of our knowledge, this is the most general QIF analyses of such
protocols.

Keywords: Quantitative Information Flow · Formal methods · Model
checking · Dining Cryptographers · Crowds · g-leakage

1 Introduction

Protecting sensitive information is a crucial goal of computational security, and
the more dependent human affairs are on computational systems, the more press-
ing becomes the matter. Ideally, we would like to prevent all leakage of sensitive
information, but this might not be achievable in practice. For example, a pass-
word checker on an ATM will always leak some information—either by accepting
the user’s input (which completely reveals the password value), or by rejecting
it (which rules out one possible value).

Nevertheless we use ATMs regularly, and many other systems suffering from
similar issues. We are comfortable in doing so not because they do not leak
c© Springer International Publishing AG 2017
S. Cavalheiro and J. Fiadeiro (Eds.): SBMF 2017, LNCS 10623, pp. 142–158, 2017.
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sensitive information, but because we consider the amount of information they
leak to be “acceptable”. In fact, most systems, either by technical limitation or
by design, leak some information, and developing ways to measure how much
information is leaked is essential in order to analyze the security of such systems.
However, quantifying leakage or guaranteeing that it is limited is a difficult task.

Quantitative Information Flow (QIF) is the branch of security that studies
the amount of information leaked by a system. It has seen growing interest over
the past decade, including foundational works [4,8,11,15,22,27,35], verification
of information flow properties [6,10,13,14,16,24,36], detection of real system
vulnerabilities [20,23], and, of course, methods to reduce information leakage.

In QIF, security systems are modeled as information-theoretical channels,
from which various properties of interest can be deduced. One crucial, and in
general non-trivial task, however, is to compute the channel corresponding to the
behavior of a given computational system—even for small but intricate protocols.

In this paper we describe a general procedure to derive such channels using
probabilistic model checking. Using this procedure we model the Dining Cryp-
tographers (a.k.a. DC-Nets) [12], and Crowds [33], two well-known anonymity
protocols, in two variations each: (i) the standard DC-Nets, in which nodes are
organized in a ring; (ii) a version of DC-Nets in which nodes are all connected to
each other; (iii) the standard Crowds protocols; and (iv) a version of Crowds in
which nodes are organized in a grid and each node can only communicate with its
immediate neighbors. We then analyze them using the state of art in QIF met-
rics: the g-vulnerability framework [5]. More precisely, we derive g-capacities [3]
of such channels, which are robust upper bounds on the information leakage they
may present in any possible context of execution. This means that the bounds
computed hold irrespectively of the probability distribution on secret values, or
of the interests and goals of an adversary. To the best of our knowledge, this is
the most general information-flow analyses of such protocols.

The main contributions of this paper are:

1. Allowing anonymity protocols to be expressed in a precise modeling language
which closely reflects their implementation.

2. A direct computation of the relevant channels.
3. The first characterization of the g-capacities of the Dining Cryptographers

and the Crowds anonymity protocols, which are state-of-the-art robust mea-
sures of information flow.

4. A detailed comparison of the superiority of one variant of each protocol over
the other in terms of information leakage guarantees.

Future work could lead to a general purpose tool support to allow the com-
putation of critical information flow properties.

This remaining of this paper is organized as follows. Section 2 reviews nec-
essary background on QIF and on probabilistic model checking, including the
PRISM tool. Section 3 describes the Dining Cryptographers and the Crowds
anonymity protocols, in two variations each. Section 4 describes the general pro-
cedure using probabilistic model checking to derive channels from protocols, and
presents the channels produced for the protocols we study. Section 5 analyzes the
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channels obtained the in light of QIF metrics. Finally, Sect. 6 discusses related
work, and Sect. 7 discusses future work, and concludes.

2 Preliminaries

In this section we review basic concepts from quantitative information flow, and
from probabilistic model checking.

2.1 Quantitative Information Flow

Secrets and Vulnerability. A secret is some piece of sensitive information the
defender wants to protect, such as a user’s password, social security number, or
current location. The attacker usually only has some partial knowledge about
the value of a secret, represented as a probability distribution on secrets called
a prior. We denote by X the set of possible secrets, and we typically use π to
denote a prior belonging to the set DX of probability distributions over X .

The vulnerability of a secret is a measure of the utility of the attacker’s knowl-
edge about the secret. Several notions of vulnerability (or their dual concept,
entropy) have been proposed in the literature, including Shannon entropy [34],
guessing entropy [25], and Bayes vulnerability/risk [11,35].

Recently, the g-vulnerability framework [5] has been proposed, consisting of a
family of vulnerability measures that capture various adversarial models. It has
been shown that these functions coincide with the set of continuous and convex
functions on DX , and are, in a precise sense, the most general information mea-
sures w.r.t. a set of basic axioms.1 In this paper we shall adopt g-vulnerabilities
as our measures of information.

The operational scenario captured by g-vulnerabilities is parameterized by
a set W of guesses (possibly infinite) that the attacker can take w.r.t. a secret,
and a gain function g : W × X → R. The gain g(w, x) expresses the attacker’s
benefit for making guess w when the actual secret is x. Given a distribution π,
(prior) g-vulnerability measures the attacker’s success as the expected gain of
an optimal guess, being defined as

Vg [π] def= max
w∈W

∑

x∈X
π(x)g(w, x).

Channels, Posterior Vulnerability, and Leakage. Systems can be modeled
as information theoretic channels. A channel matrix, or simply a channel, C :
X × Y → R is a function in which X is a set of input values, Y is a set of
output values, and C(x, y) represents the conditional probability of the channel
producing output y ∈ Y when input x ∈ X is provided. Every channel C satisfies
0 ≤ C(x, y) ≤ 1 for all x ∈ X and y ∈ Y, and

∑
y∈Y C(x, y) = 1 for all x ∈ X .

1 More precisely, if posterior vulnerability is defined as the expectation of the vulnera-
bility of posterior distributions, the measure respects the data-processing inequality
and yields non-negative leakage iff vulnerability is convex.
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A distribution π ∈ DX and a channel C with inputs X and outputs Y
induce a joint distribution p(x, y) = π(x)C(x, y) on X × Y, producing joint
random variables X,Y with marginal probabilities p(x) =

∑
y p(x, y) and p(y) =∑

x p(x, y), and conditional probabilities p(x|y) = p(x,y)/p(y) if p(y) �= 0. For a
given y (s.t. p(y) �= 0), the conditional probabilities p(x|y) for each x ∈ X form
the posterior distribution pX|y.2

A channel C in which X is a set of secret values and Y is a set of observable
values produced by a system can be used to model computations on secrets.
Assuming the attacker has prior knowledge π about the secret value, knows how
a channel C works, and can observe the channel’s outputs, the effect of the
channel is to update the attacker’s knowledge from a prior π to a collection of
posteriors pX|y, each occurring with probability p(y).3

Example 1. Given X = {x1, x2, x3} and Y = {y1, y2, y3, y4}, and the channel
matrix C below, the (uniform) prior π = (1/3, 1/3, 1/3) combined with C leads to
the joint matrix J as follows.

C y1 y2 y3 y4
x1 1 0 0 0
x2 0 1/2 1/4 1/4
x3

1/2 1/3 1/6 0

π−→
J y1 y2 y3 y4
x1

1/3 0 0 0
x2 0 1/6 1/12 1/12
x3

1/6 1/9 1/18 0

Summing the columns of J gives the marginal distribution pY =
(1/2, 5/18, 5/36, 1/12), and normalizing gives the posterior distributions pX|y1 =
(2/3, 0, 1/3), pX|y2 = (0, 3/5, 2/5), pX|y3 = (0, 3/5, 2/5), and pX|y4 = (0, 1, 0). ��

The posterior vulnerability is the vulnerability of the secret after the attacker
observed the output of the channel. Formally, given a g-vulnerability Vg, the
posterior g-vulnerability w.r.t. a prior π and a channel C is defined as

Vg[π,C] def=
∑

y∈Y
p(y)Vg(p(X|y)

=
∑

y∈Y
max
w∈W

∑

x∈X
π(x)C(x, y)g(w, x).

The information leakage of a channel C under a prior π is a compari-
son between the vulnerability of the secret before the system was run—called
prior vulnerability—and the posterior vulnerability of the secret. Leakage, then,
reflects by how much the observation of the system’s outputs increases the utility
of the attacker’s knowledge about the secret. It can be defined either

multiplicatively: Lg[π,C] =
Vg[π,C]
Vg[π]

,

2 To avoid ambiguity, we may write probabilities with subscripts, e.g., pXY or pY .
3 This collection of posterior distributions is, in fact, a distribution on (posterior)

distributions, and is called a hyper-distribution on secrets [27].
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which measures the relative increase in the adversary’s information about the
secret; or

additively: L+
g [π,C] = Vg[π,C] − Vg[π],

which measures the absolute increase in the adversary’s information.
Multiplicative and additive versions of leakage provide complimentary infor-

mation about the behavior of a channel. Depending on the system itself, on the
nature of the secret inputs, and even on the interests of the adversary, one def-
inition of leakage may be more suitable than the other to express information
leakage on a certain scenario, but in general a proper assessment of leakage may
have to take both versions into consideration [3].

Capacities. Although both multiplicative and additive g-leakages represent
useful quantities, to properly compute them one needs to know not only the
channel C representing the system, but also the prior π and the gain-function
g, and both can vary depending on the adversary’s knowledge and interests.
For robustness, we can consider capacities, which are leakage measures that
universally quantify over the prior π, over the gain function g, or over both,
making the measurements less dependent on the particular context in which the
system will run.

Quantifying over the prior π acknowledges that, in many situations, it is
unknown and the assumption that it is uniform is not reasonable. Quantifying
over the gain function g acknowledges that we might not know the value to the
adversary of different sorts of partial information about the secret, neither now
nor even in the future. Combining all ways of quantifying over π and g (one,
other, or both), and the two versions of leakage (multiplicative and additive),
we arrive at a total of six types of capacities, which are depicted in Table 1.

Table 1. Types of capacities.

Types of capacities Multiplicative leakage Additive leakage

For all π, fixed g Lg[∀, C] = max
π

Lg[π, C] L+
g [∀, C] = max

π
L+

g [π, C]

Fixed π, for all g L∀[π, C] = max
g

Lg[π, C] L+
∀ [π, C] = max

g
L+

g [π, C]

For all π, for all g L∀[∀, C] = max
π,g

Lg[π, C] L+
∀ [∀, C] = max

π,g
L+

g [π, C]

Although finding a way to compute the capacities Lg[∀, C] and L+
∀ [∀, C] is

still an open problem, there are known algorithms for computing the other four
capacities [3]. More precisely, L∀[π,C], L∀[∀, C], and L+

∀ [π,C] can be computed
in time linear on the size of the channel C. L+

g [∀, C], however, is NP-hard. We
will use these capacities to compare our protocols in Sect. 5.

Capacities are upper bounds on the information leakage of a protocol over a
variety of combinations of adversarial prior knowledge about the secret (captured
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by different priors), and of adversarial intentions and interests (captured by
different gain functions). For this reason, they are particularly useful bounds on
the leakage of channels that will execute in possibly unknown contexts.

2.2 Probabilistic Model Checking

Here we briefly review key concepts from probabilistic model checking, and some
of the basic features of the model checker we use, PRISM [1]. Our formalism
and notation are similar to that used by C. Baier and J.-P. Katoen [7], and
D. Parker [31].

Discrete Time Markov Chains. Probabilistic model checking works by mod-
eling the system of interest as a probabilistic automaton. All protocols in this
paper are modeled as discrete-time Markov chains (DTMC).

A discrete-time Markov chain M is a tuple M = (S, P, i, AP,L) such that S
is a (finite and nonempty) set of states, P : S × S → [0, 1] is the probabilistic
transition function, i ∈ S is the initial state, AP is the set of atomic propositions,
and L : S → 2AP is a labeling function. We also require that, for all s ∈ S,∑

s′∈S P (s, s′) = 1.
A path ω in a DTMC is a infinite sequence of states s0s1... such that, for

all k ≥ 0, P (sk, sk+1) > 0. Any execution of a DTMC corresponds to a path.
Therefore, in order to reason about probabilities over executions of a DTMC,
we must first associate a probability to each path. For each s ∈ S, we define
Paths to be the set of all paths that start on s. A probability distribution Probs

over Paths is defined as follows. Let ωf = s s1 ... sn be any finite path starting
in s, and Cyl(ωf ) be the set of (infinite) paths that have ωf as a prefix. Let
Σs be the smallest σ-algebra on Paths that contains Cyl(ωf ) for all ωf starting
in s. We define Probs as the unique probability distribution on Σs such that
Probs(Cyl(ωf )) = P (s, s1)...P (sn−1, sn) for all finite paths ωf starting in s.

PCTL [18]. The temporal logic used by PRISM to verify properties of DTMCs
is the PCTL (Probabilistic Computational Tree Logic), whose syntax is given by:

φ ::= true | a | φ1 ∧ φ2 | ¬φ | P��p(ψ)

ψ ::= Xφ | φ1U≤kφ2 | φ1Uφ2

Here φ represents state formulas and ψ path formulas, a is an atomic proposition,
p ∈ [0, 1], and �� is a symbol to represent either ≤, <,> or ≥. The semantics of
the probabilistic path operators P�� p is s |= P�� p(ψ) ⇔ Probs({ω ∈ Paths|ω |=
ψ}) �� p, for all s ∈ S. The operators next (X ), bounded until (U≤k) and until
(U) are defined as usual.

Intuitively, P��p(ψ) is satisfied by a state s if the probability of taking a path
starting at s which satisfies ψ is in the interval determined by �� p. This operator
allows PRISM to calculate probabilities of certain event occurring, a feature that
is extremely useful in calculating channels, as we discuss in Sect. 4.
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3 The Dining Cryptographers and the Crowds
Anonymity Protocols

In this section we describe two well-known anonymity protocols from the liter-
ature, and their variations, the leakage analyses of which we performed.

3.1 The Dining Cryptographers Protocol

The Dining Cryptographers (DC) anonymity protocol was proposed by David
Chaum [12]. It is usually described within the following setting. Three cryptog-
raphers are invited by the NSA (The U.S. National Security Agency) to have
dinner at a restaurant. Along with the invitation, one of them might have been
secretly told by the NSA to pay the bill. Otherwise, the NSA itself would pay.
The cryptographers wish to know whether one of them was asked to pay the bill
(as opposed to the NSA paying the bill), without revealing, however, which one
of them is the payer. In order to do so, they execute the following protocol.

Sitting in a round table, each cryptographer flips a coin, and shares the result
with the cryptographer to their right. In this way each cryptographer sees the
results of only two of the coins: the one he himself flipped, and the one flipped
by the cryptographer sitting to his left. Each cryptographer then makes a public
announcement. If he is not paying the bill, he announces 0 if the results of the
two coins he sees are the same (i.e., both heads or both tails), and announces 1
if they are different. However, if the cryptographer is the payer, he announces 1
if the results of the two coins coincide, and announces 0 otherwise.

The cryptographers now can learn whether the NSA is paying: if the sum
of all three announcements (modulo 2) equals 0, the NSA is paying. If the sum
equals 1, then one of them is paying. This can be easily seen from the fact that
the announcement of each cryptographer not paying the bill is the number of
heads he has seen (modulo 2). If no one is paying, then the final result is equal to
twice the number of coins that landed heads up to modulo 2, which is certainly
0. If one of them is paying, however, the final result will be 1.

If the coins are fair, the identity of the cryptographer who pays the bill is
totally preserved, both in relation to the other two cryptographers and to any
external observer. If the coins are biased, however, the announcements made by
the cryptographers might make one of them more likely to be the payer than
the others. For example, if the coin tosses are very likely to yield tails, and only
one cryptographer announces 1, then he is probably paying the bill.

We are specially interested in scenarios with a biased coin, for some informa-
tion is leaked by the protocol. We can use QIF to precisely quantify this leakage
and we can determine by how much the attacker can improve his guessing strat-
egy. In this paper we study two different generalizations of the DC protocol,
which expand the number of cryptographers involved.

The Cycle-DC Variation. Our first variation of the DC protocol is akin to
the original, but the number of cryptographers can be any integer greater than 2.
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Similarly to the original protocol, the cryptographers are arranged in a circu-
lar table, each tosses a coin and shares the result to the cryptographer at his
right. The announcements are made in the same manner as before. Also in this
scenario, one of the cryptographers is the payer if, and only if, the sum of the
announcements (modulo 2) equals 1.

The Complete-DC Variation. In our second variation of the DC protocol,
all pairs of cryptographers share a coin toss result (i.e., they form a clique). If
there are N cryptographers, each one has access to N −1 coin-toss results. After
all the coin tosses are made, each cryptographer computes the number of heads
he has seen (modulo 2). If he is not paying for the bill, this is the number that
he announces. If he is paying, however, he inverts the announcement. Since each
heads is counted twice, we also have that one of the cryptographers is paying if,
and only if, the sum of the announcements (modulo 2) equals 1.

3.2 The Crowds Protocol

The Crowds protocol was first devised to protect anonymity on web transactions.
Suppose there is a group of users who wish to make requests to a server, without
revealing their identities to that server.

The users agree to cooperate on the protocol, and take the following steps.
(1) If a user wants to send a request (we call such user an initiator), he chooses
at random a user in the group (including himself), and forwards the request to
this user. (2) If a user receives a request, he forwards it to a random user with
probability pf , and forwards it directly to the server with probability 1 − pf .
The second step is repeated until the request reaches the server.

The protocol protects the initiator’s identity because, after being forwarded
for the first time, the request has an equal probability of landing at any user of
the system. Therefore, the server does not acquire any information by observing
which user sent the request to him at the end of the process.

The analysis of the protocol becomes more interesting when there are some
corrupt users in the group. These corrupt users are in collusion with the server,
and reveal to it the identity of any regular user that sent them a request—in this
case, we say that the regular user in question was detected. Because the initiator
must be in any path of the message on its way to the server, whenever a user
is detected, he is the most likely to be the initiator. As expected, the level of
anonymity provided by the protocol in this scenario depends on the number of
users, on the number of corrupt users, and on the probability pf .

In this paper we consider two variants of the Crowds protocol.

The (original) Crowds Variation. In this variation, each user can commu-
nicate with any other user (they form a clique), and there is no restriction on
who can forward a message to whom.
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The Grid-Crowds Variation. A common variation of this protocol occurs
when a user is able to forward a request only to a subset of the remaining
users. One particular instance of this scenario is when users are placed on a
grid, as illustrated in Fig. 1. Edges represent users who can communicate, and
we consider the edges going off the grid to connect users at opposite sides, e.g.,
user 1 is connected to users 2, 3, 4 and 7. We consider that every user can also
communicate directly with the server.

Fig. 1. 3×3 instance
of grid-Crowds.

Other than this limitation, the protocol works as the
original: upon receiving a request, each user forwards to a
user with whom he can communicate (including himself)
with probability pf , or sends it directly to the server with
probability 1−pf . In this scenario, even if there are no
corrupt users, the server can infer some information about
the originator of the request. For example, if the server
receives a request from user 2 in Fig. 1, there is a greater
chance that it was originated by user 1 than by user 6.

On this grid variation, the information leakage of the
protocol depends not only on the number of corrupt users
and on pf , but also on where the corrupt users are located in the grid. One of our
goals is to study the effects these topological variations have on QIF measures.

4 Deriving the Channels Corresponding
to the Protocols

In this section we show how to use the PRISM model checker [1] to derive the
channels representing the behavior of the protocols we analyze.

The general procedure to compute the channel corresponding to a protocol
is the following. (1) We identify the sets X and Y representing, respectively, the
secret and observable values of the protocol. (2) We implement the protocol in
PRISM, creating variables that can uniquely identify each element on the sets
X and Y. A variable that signals the end of the protocol’s execution is used.
(3) We set the variables accordingly for each value x ∈ X , and use PRISM to
calculate the conditional probability p(y | x) for each y ∈ Y.

The third step can easily be accomplished by observing the first step, with
the aid of an operator present in PRISM. Given a model, it is possible to verify
the probability of taking a path from the initial state that respects a property
pathprop with the operator P =? [pathprop]. If the second step is correctly
observed, there is, for any y ∈ Y, a way to make pathprop equivalent to the
path formula Fy, where F is the finally operator. This path formula holds if and
only if the system’s output equals y. By setting the variables of the system to
make the secret value x ∈ X for all x, we can use this operator to systematically
calculate p(y|x) for every pair x, y, which defines our channel.

Next we illustrate how our general procedure can be applied to derive the
channels corresponding to all variations of the protocols we consider.
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4.1 Modeling the Dining Cryptographers

We now discuss how to derive the channel for both variations of the DC protocol:
cycle-DC, and complete-DC. The first task is to characterize X and Y, and to
devise a suitable representation of them to implement in our code.

Let N denote the number of cryptographers in an instance of the Dining
Cryptographers protocol. In both variations of the protocol, the secret value is
the identity of who pays the bill. We have, then, X = {c1, c2, ..., cN , n} where each
ci represents the case in which cryptographer ci is the payer, and n represents
in which the case the NSA pays.

The observable values of the protocol, in both variations, are the public
announcements made by all cryptographers. We can represent these announce-
ments by a string of N bits, where the value of the bit at position i corresponds
to the announcement of the cryptographer ci. To illustrate, consider a protocol
with four cryptographers. If c1 and c2 announced 1, and c3 and c4 announced
0, this would be represented by the string 1100. Hence, we can represent all
possible outputs by taking Y = {0, 1}N .

Having established X and Y, as well as how to translate their elements into
variables in the code, we can write the protocol in PRISM language. Our imple-
mentation is available online [2]. Table 2 depicts the channels (omitting the NSA
output) computed by PRISM for cycle- and complete-DC, with the probability
of heads equal to 0.7.

Table 2. Channels for both variations of the Dining Cryptographers protocol, with the
probability of heads equal to 0.7

4.2 Modeling Crowds

We now discuss how to derive the channel for both variations of the Crowds
protocol: original Crowds, and grid-Crowds. The first step is to identify what
the sets X and Y shall represent, and to find a suitable implementation of them.
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In both variations of the protocol, the secret value is the identity of the
initiator of the request. There is no need to represent corrupt users, as we assume
they do not initiate requests. Therefore, we can represent the secret values set
of Crowds with N honest users by X = {u1, u2, ..., uN}.

The observable values are different in the two variations. In original Crowds,
the server does not gain any information by identifying the user who forwarded
the request to him, therefore we must have one output value di representing the
scenario in which each honest user ui was detected by a corrupt one, and another
case s representing the scenario where the server receives the request. Therefore,
we have Y = {d1, ..., dN , s}. In grid-Crowds, however, the identity of a user that
forwards a request to the server is relevant. We need, therefore, to break the
output s into multiple ones, indicating which user forwarded the request to the
server. Thus, in this second variation, we must have Y = {d1, ..., dN , s1, ..., sN}.

Having determined X and Y, it is possible to implement the protocols in the
PRISM language. Our implementation of all protocols are available online [2].

5 QIF Analyses of the Protocols

We now analyze the information-leakage of the channels corresponding to the
protocols. Recall that the smaller the capacity of a channel (c.f.r. Sect. 2.1),
the less information an adversary will obtain about the secret by observing the
output of that channel, and the safer, hence, the channel is considered.

5.1 Analyses of the Dining Cryptographers

We implemented both variations of the Dining cryptographers for 5, 6, 7, 8, and
9 cryptographers. Our results suggest the complete-DC variation is safer than
the cycle-DC variation, yielding smaller values for all capacities measured.

Results for Multiplicative Capacities. It has been proven [3] that the mul-
tiplicative capacity L∀[π,C] (which quantifies over all gain-functions g for a fixed
prior π) collapses into the multiplicative capacity L∀[∀, C] (which quantifies over
all priors and gain-functions) when the prior π has full-support. Since we con-
sider any cryptographer can be the payer, the prior has full support, and we can
focus only on the latter capacity, which can be computed as follows.

Theorem 1 ([9]). Given channelC:X×Y→R,L∀[∀, C]= log
∑

y∈Y max
x∈X

C(x, y).

Figure 2 shows the values of this capacity for both variants of the DC protocol,
and varying values of the probability p of heads. Note that the graph of capacity
must be symmetric w.r.t. p = 0.5, for a coin with probability of heads 1−p is
nothing more than a coin with probability of tails p.

Note also that in all instances of both variations, the minimum capacity is 1,
and occurs at p = 0.5. This reflects the fact that, if the coins are fair, the only
information leaked is whether the NSA is paying the bill. When p = 1, however,
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Fig. 2. Capacities for both variations of the Dining Cryptographers, and different prob-
abilities of heads. The x-axis, for the value of probability, is not in scale.

all coin tosses yield heads, and any observer can deduce with certainty who is
paying the bill from the announcements of the cryptographers. In this case the
capacity reaches its maximum, being log(n + 1) for n cryptographers, for the
outputs of the protocol always reveal the payer’s identity.

It is clear from the graph that the complete variation leaks less than the
cycle one. Also, while the capacity of the cycle variation increases rapidly even
when p approaches 0.5, the complete variation is less susceptible to these small
changes, maintaining information leakage close to 0.

Results for Additive Capacity. The additive capacity L+
∀ [π,C] (quantifying

over all gain functions g, for a given prior π) can be computed by L+
∀ [π,C] =∑

x,y π(x)|C(x, y) − ∑
x′ π(x′)C(x′, y)| [3]. Note that, unlike its multiplicative

counterpart, this capacity actually depends on the prior π.
Figure 2 shows the values for this capacity for an uniform prior πu, and

varying probabilities p of heads. The graphs confirm that the minimum and
maximum values of information leakages occur, respectively, for p = 0.5 and
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p = 1. We can see that complete-DC is always more secure than cycle-DC, and
its capacity keeps almost unaltered until p deviates substantially from 0.5.

5.2 Analyses of Crowds

We implemented both variants of the Crowds protocol for 9 users, and from 1
up to 3 corrupted users.

In particular, in grid-Crowds, we need to consider another variable: the posi-
tion of the corrupt users makes a great difference in the channels’ capacities.
Figure 3 shows all possible positions for three corrupt users on a 3× 3 grid,
up to symmetry. (Recall that the edges going off the grid connect at opposite
sides—e.g., user 1 can communicate with user 3 and with user 7.) If, for instance,
the corrupt users are 1, 2 and 3, each honest user would be connected to only
one corrupt user. If the corrupt were 1, 5 and 9, however, each honest user would
be connected to two corrupt ones. Therefore, the chance that the initiator will
forward a message directly to a corrupt user is 20% on the first scenario, and
40% on the second one (please recall that the initiator may send the message
to itself). Thus, it is natural to expect that the capacities for the former will be
smaller than for the latter.

Fig. 3. All positions (up to symmetry) for three corrupted users (colored in dark) on
a 3 × 3 grid.

Results for Multiplicative Capacities. We compute L∀[∀, C] using Theo-
rem 1. Figure 4 shows the corresponding values for 9 users, both in original DC
and in grid-DC. Note that the probability pf of forwarding does not influence
multiplicative capacity in the original DC, which confirms a known result from
the literature [17]. However, we can see that it does for the grid variation. To
understand this, notice that even if the originator does not forward the message
to a corrupt user at first, his immediate neighbors are more likely to receive the
message than the users he cannot communicate with. For example, if user 8 is
detected in the 3 × 3 grid, it is more probable that the originator was user 7
than user 4. Therefore, as the expected number of interactions between users
decreases with pf , the more likely it is that a message is detected by a corrupt
user or forwarded to the server near its originator.

As we can verify, the capacities of the channels on the grid variation varies
considerably according to the position of the corrupt users. The results also reit-
erate our intuition that, for the 3× 3 grid with three corrupt users, the protocol
where 1, 2 and 3 are the corrupt users would be the safer one.
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Fig. 4. Capacities for both variations of Crowds, and varying number of corrupt users.
The brackets in the captions indicate positions of corrupt users.

It is also interesting to notice that some choice of corrupt users in grid-DC
actually yield smaller capacities than the original variation. For 9 users with 3
corrupt ones, for instance, the odds of the initiator being detected are 33%. As
we have seen, when the corrupt users are 1, 2 and 3 in the 3× 3 grid, this chance
is 20%, and our data suggest that this difference is sufficient to compensate the
extra leakage usually caused by the grid structure.

Results for Additive Capacity. To calculate this capacity, we again use the
equation on Sect. 5.1 and consider a uniform prior πu. The results are shown
on Fig. 4. We can verify that the additive capacities for the original Crowds
protocol also do not vary with pf . Also, they behave quite differently from their
multiplicative counterparts. For example, consider again the protocol with 3
corrupt users in positions 1, 2 and 3 in the 3× 3 grid. The multiplicative capacity
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of this scenario is always smaller that of the regular protocol, but this is not true
at all for the additive capacity.

6 Related Work

In this paper we have explored the use of model checking to compute bounds on
quantitative information flow. Our approach is to express protocols as transition
systems and then to use probabilistic model checking to compute a channel
abstraction. The benefits of this approach are that protocols can be expressed
in a direct way, and their abstraction as a channel can be easily computed.
By computing the whole channel, rather than say a specific leakage or capacity
measure, we make it available for use with any appropriate gain function.

Other work on computing information flow [28] gives a semantics of pro-
grams as hidden Markov models, of which channels are a special case. This
allows hyper-distributions—a compact form of posterior joint distributions—to
be computed directly. With this generality the monadic features of functional
programming languages can be exploited to compute leakage w.r.t. arbitrary
gain functions [29].

Other approaches to computing information flow typically use alternative
measures. For example, McCamant and Ernst [26] provide estimates for the
quantity of bits flowing from input to output (of programs) using network flow
capacity. Novakovic [30] uses a model based on mutual information (Shannon)
and min-entropy; the starting point for the analysis is a program expressed in
a probabilistic imperative language, with an interpretation based on DTMCs.
High Order Logic theorem provers were used by Hölz and Nipkow [21] to study
properties of the Crowds protocol and its behavior regarding Shannon entropy,
and by Helali et al. [19] to derive general results regarding min-entropy and belief
min-entropy. Finally, Phan et al. [32] use reliability analysis to quantify leaks,
also based on Shannon- and min-entropy.

7 Conclusions and Future Work

In this work we presented a systematic way of deriving channels representing
the behavior of security protocols, and used these channels to derive robust
information-flow guarantees about these protocols. More precisely, we provided
the first analyses of additive and multiplicative g-capacities of two versions of
the Dining Cryptographers and the Crowds anonymity protocols. The bounds
provided hold irrespectively of the probability distribution on secret values, or of
the interests and goals of an adversary, constituting, to the best of our knowledge,
the most general information-flow analyses of such protocols ever performed.

Future work could lead to a general purpose tool support to allow the com-
putation of critical information flow properties. Moreover, we want to explore
algorithms for computing capacities for systems whose possible contexts of exe-
cution are limited in a more restricted set of priors and gain-functions.
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Acknowledgments. Arthur Américo, Artur Vaz, Mário S. Alvim, and Sérgio V. A.
Campos were supported by CNPq, CAPES, and FAPEMIG.

References

1. PRISM: A Probabilistic Symbolic Model Checker. www.prismmodelchecker.org/
2. http://homepages.dcc.ufmg.br/∼arturvaz/sbmf/
3. Alvim, M.S., Chatzikokolakis, K., McIver, A., Morgan, C., Palamidessi, C., Smith,

G.: Additive and multiplicative notions of leakage, and their capacities. In: Pro-
ceedings of CSF, pp. 308–322. IEEE (2014)

4. Alvim, M.S., Chatzikokolakis, K., McIver, A., Morgan, C., Palamidessi, C., Smith,
G.: Axioms for information leakage. In: Proceedings of CSF, pp. 77–92 (2016)

5. Alvim, M.S., Chatzikokolakis, K., Palamidessi, C., Smith, G.: Measuring informa-
tion leakage using generalized gain functions. In: Proceedings of CSF, pp. 265–279
(2012)

6. Andrés, M.E., Palamidessi, C., Rossum, P., Smith, G.: Computing the leakage of
information-hiding systems. In: Esparza, J., Majumdar, R. (eds.) TACAS 2010.
LNCS, vol. 6015, pp. 373–389. Springer, Heidelberg (2010). https://doi.org/10.
1007/978-3-642-12002-2 32

7. Baier, C., Katoen, J.-P.: Principles of Model Checking. The MIT Press (2008)
8. Boreale, M., Pampaloni, F.: Quantitative information flow under generic leakage

functions and adaptive adversaries. Logical Methods Comput. Sci. 11(4:5), 1–31
(2015)

9. Braun, C., Chatzikokolakis, K., Palamidessi, C.: Quantitative notions of leakage
for one-try attacks. Electron. Theoret. Comput. Sci. 249, 75–91 (2009)

10. Chatzikokolakis, K., Chothia, T., Guha, A.: Statistical measurement of infor-
mation leakage. In: Esparza, J., Majumdar, R. (eds.) TACAS 2010. LNCS,
vol. 6015, pp. 390–404. Springer, Heidelberg (2010). https://doi.org/10.1007/
978-3-642-12002-2 33

11. Chatzikokolakis, K., Palamidessi, C., Panangaden, P.: On the Bayes risk in
information-hiding protocols. J. Comp. Security 16(5), 531–571 (2008)

12. Chaum, D.: The dining cryptographers problem: Unconditional sender and recipi-
ent untraceability. J. Cryptology 1(1), 65–75 (1988)

13. Chothia, T., Kawamoto, Y., Novakovic, C.: LeakWatch: estimating information
leakage from Java Programs. In: Kuty�lowski, M., Vaidya, J. (eds.) ESORICS 2014.
LNCS, vol. 8713, pp. 219–236. Springer, Cham (2014). https://doi.org/10.1007/
978-3-319-11212-1 13

14. Chothia, T., Kawamoto, Y., Novakovic, C., Parker, D.: Probabilistic point-to-point
information leakage. In: Proceedings of CSF, pp. 193–205. IEEE Computer Society
(2013)

15. Clark, D., Hunt, S., Malacaria, P.: Quantitative information flow, relations and
polymorphic types. J. Logic Comput. 18(2), 181–199 (2005)

16. Clark, D., Hunt, S., Malacaria, P.: A static analysis for quantifying information
flow in a simple imperative language. J. Comp. Security 15(3), 321–371 (2007)

17. Espinoza, B., Smith, G.: Min-entropy as a resource. Inf. Comp. 226, 57–75 (2013)
18. Hansson, H., Jonsson, B.: A logic for reasoning about time and reliability. Formal

Aspects Comput. 6(5), 512–535 (1994)

www.prismmodelchecker.org/
http://homepages.dcc.ufmg.br/~arturvaz/sbmf/
https://doi.org/10.1007/978-3-642-12002-2_32
https://doi.org/10.1007/978-3-642-12002-2_32
https://doi.org/10.1007/978-3-642-12002-2_33
https://doi.org/10.1007/978-3-642-12002-2_33
https://doi.org/10.1007/978-3-319-11212-1_13
https://doi.org/10.1007/978-3-319-11212-1_13
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Abstract. Software Product Lines (SPLs) are families of systems that
share a high number of common assets while differing in others. In
component-based systems, components themselves can be SPLs, i.e.,
each component can be seen as a family of variations, with different
interfaces and functionalities, typically parameterized by a set of features
and a feature model that specifies the valid combinations of features.
This paper explores how to safely replace such families of components
with more refined ones. We propose a notion of refinement for Interface
Featured Timed Automata (IFTA), a formalism to model families of
timed automata with support for multi-action transitions. We separate
the notion of IFTA refinement into behavioral and variability refinement,
i.e., the refinement of the underlying timed automata and feature model.
Furthermore, we define behavioral refinement for the semantic level, i.e.,
transition systems, as an alternating simulation between systems, and
lift this definition to IFTA refinement. We illustrate this notion with
examples throughout the text and show that refinement is a pre-order
and compositional.

Keywords: Software product lines · Refinement · Timed automata

1 Introduction

A Software Product Line (SPL) is a set of software systems that share a high
number of features while differing in others, where concrete configurations are
derived from a core of common assets in a prescribed way. A feature is referred
as a characteristic of the system visible to the user. A concrete configuration of
the SPL results in a particular product and is given by a selection of features.
The set of all valid feature selections, i.e., the products that can be derived from
the SPL, is determined by a feature model.

As in the development of any complex system, common and variable assets of
an SPL, such as software components, can be designed and developed by different
engineers agreeing on a common specification of what their interfaces should be.
In this sense, being able to reason about how standalone components, and in this
case families of components, implemented separately satisfy a given specification
becomes crucial. In this paper, we propose a notion of refinement for real timed
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software product lines that are modeled as Interface Featured Timed Automata
(IFTA), a formalism to model families of timed automata. We introduced IFTA
in [7] as an extension to Featured Timed Automata, in turn introduced by Cordy
et al. [8], which incorporates interfaces in order to reason about variability during
composition and prepare the way to reason about refinement. Figure 1 shows an
example of an IFTA representing a family of coffee machines (left), and its cor-
responding projections into its concrete products (right), a coffee machine that
serves coffee and cappuccino (top right) and a coffee machines that serves only
coffee (bottom right), both represented as Timed Automata (TA). Projections
are obtained by selecting a valid feature selection. The necessary background on
(Interface Featured) Timed Automata is introduced in Sect. 2. Briefly, an IFTA
is a TA with: logic guards over transitions, restricting the set of products where
the transitions are present; a logic guard associated to the automaton represent-
ing the feature model; interface actions representing communication points with
other automata; and inferred logic guards associated to interfaces, indicating the
set of products where the interface action was designed to be present in.

Fig. 1. Example of an IFTA representing a family of coffee machines (left), and its two
projections into concrete products, represented as Timed Automata (right).

Refinement allows us to compare two models of the same system presented
at different levels of abstraction. The most abstract one is referred to as the
specification, while the most detailed one is referred to as an implementation
of the system. If an implementation refines the specification, it agrees with the
requirements of the specification in the sense that one may replace the imple-
mentation in any context where the specification is used, and still obtain an
equivalent system. However, since we are dealing with families of components,
we need to reason about how a set of implementations refine a set of specifica-
tions. Figure 2 exemplifies this problem. The figure shows two composed systems
(top): one (top left), composed by an IFTA C, representing a context (here left
undefined), and an IFTA CM corresponding to the coffee machine in Fig. 1; and
the other (top right), which is a refinement of the system on the left, is com-
posed by the same context C, and a new family of coffee machines CM’ (defined
in Fig. 4). Because refinement is compositional (up to some pre-conditions), as
will be discussed in Sect. 3, it suffices to verify if CM’ refines CM (in addition to
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such pre-conditions). However, both IFTA, CM and CM’, are actually families
of components which model different concrete automata, as depicted in Fig. 2
(bottom). Thus, we need to consider if each of the new automaton CM’i, for
i = 1, . . . , 4 refines an automaton CMj , for j = 1, 2.

In order to simplify this reasoning and allow greater flexibility we separate
the notion of refinement into variability refinement – which deals with feature
model refinement, i.e., when is a set of features considered a refinement of another
one; and behavioral refinement – which captures timed automata refinement,
i.e., when a specific system refines another one. Refinement of timed automata
is defined in terms of refinement of timed transition systems, their semantic
representation.

Fig. 2. Example scenario when reasoning about refinement of families of components.
A system composed by two IFTA, C and CM (left), is refined by a more detailed system
composed by the same IFTA C and a new IFTA CM’ (right).

There are not many publications in the literature that explore the notion of a
refinement relation between two feature models. In [10] the authors reason about
four kinds of relations between feature models. However, we believe neither of
these aligns with the notion of refinement. Intuitively, a feature model refines
another one if it preserves its variability, i.e., allows the same set of products,
and such that new variability can only be defined in terms of new features.

There exist various notions of automata refinement in the literature, differing
on requirements made over the set of actions of the systems being compared,
properties inherent to the models used to specify the systems, and properties
that the relation should preserve, among others. Commonly, when dealing with
closed systems, i.e., systems that do not interact with the environment through
inputs or outputs, refinement is defined as a simulation relation [4]. The advan-
tage is that it preserves all safety properties from the specification. However,
when dealing with open systems, as in our case, simulation is a too strict rela-
tion, since it requires the implementation to have the same or less inputs than
the specification. On the one hand, this means that a refinement can not incor-
porate new behavior in terms of new inputs, which would not be a problem since
it would imply no behavioral changes in the resulting system, provided that we
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can guarantee that the new inputs are not used. On the other hand, it allows
the refinement to have less inputs than the specification. But, in the case of
reactive systems, we can not replace a system for another that reacts to less
inputs than the original one. This would limit the behavior of the system, since
there will be output actions that are now not capture by the system, but are
left unattended. Then, when dealing with open systems it is common to define
refinement in terms of an alternating simulation relation [1–3,9], in which the
implementation must simulate all input behavior of the specification, while the
latter must simulate all output behavior from the implementation. For exam-
ple, de Alfaro et al. [2] introduce Interface Automata, without time, and define
the notion of refinement in terms of alternating simulation, extended to support
internal steps, i.e., internal actions from both automata which are independent
from each other. In [9] David et al. provide a complete specification theory for
Timed I/O Automata where they define refinement, logical conjunction, struc-
tural composition, and a quotient operator. However, their theory is based on
input enabled automata.

Our notion of refinement can be seen as an adaptation of [2] for families of
timed systems with support for multi-action transitions. We as well define refine-
ment as an alternating simulation, however, we relax some of the requirements
as discussed in Sect. 3.2. We show that refinement is a pre-order and congruent
with respect to IFTA operations, meaning refinement is compositional.

The rest of this document is structured as follows. Section 2 presents the
required theory to understand IFTA. Section 3 proposes a refinement relation
for IFTA. Finally, Sect. 4 concludes and hints on future work.

2 Interface Featured Timed Automata

Interface Featured Timed Automata is a mechanism introduced in [7] to enrich
Featured Timed Automata (FTA) [8] with (1) interfaces that restrict the way
multiple automata interact, and (2) transitions labelled with multiple actions
that simplify the design of synchronous coordination. Interfaces are input-output
synchronisation actions that can be linked to interfaces of other automata when
composing automata in parallel.

First, we recall some basic notions of timed automata and variability, and the
definition of IFTA. Then, we deconstruct IFTA into another formalisms, namely,
Interface Transition Systems (ITS), and Interface Featured Transition Systems
(IFTS), upon which we base the definition of refinement proposed here. Finally,
we explain IFTA operations and their properties.

2.1 IFTA Preliminaries

Informally, an IFTA is an automaton whose edges are enriched with clocks,
clock constraints (CC), feature expressions (FE), and multiple synchronisation
actions. A clock c ∈ C is a logical entity that captures the (continuous and
dense) time that has passed since it was last reset. When a timed automaton
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evolves over time, all clocks are incremented simultaneously. A clock constraint
is a logic condition over the value of a clock. A feature expression (FE) is a
logical constraint over a set of features F . Each feature denotes a unit of vari-
ability; by selecting a desired combination of features one can map an IFTA into
an (Interface) Timed Automaton. The synchronization actions can be input or
output actions, and represent the interface of the automaton, i.e., the actions
through which an automaton can communicate with other automata. Each syn-
chronization action has associated an inferred feature expression that expresses
the valid set of products in which such action was designed to be present. Finally,
an IFTA has a special feature expression representing its feature model, which
imposes restrictions over possible combinations of features.

For example, consider the IFTA CM from Fig. 1 (left). It has two locations,
�0 and �1, with a clock c and two features cf and mk , standing for the support for
brewing coffee and for including milk in the coffee. There are two input actions,
coffee?, and cappuccino?, and one output action, serve!, standing, respectively,
for the selection of coffee, cappuccino, and the action of serving the beverage. Ini-
tially the automaton is in location �0, indicated by a double-edge node (following
Uppaal1 real time model checker notation), and it can evolve either by waiting
for time to pass (incrementing the clock c) or by taking one of its two transitions
to �1. The top transition, for example, is labelled by the action coffee? and is
only active when the feature cf is present. Taking this transition triggers the
reset of the clock c back to 0, evolving to the state �1. Here it can again wait for
the time to pass, but for at most 5 time units, determined by the invariant c ≤ 5
in �1. The synchronization actions are lifted to the interface of the automaton,
depicted with and associated to the corresponding inferred feature expression.
Finally, the lower expression fm = cf defines the feature model, i.e., how the
features relate to each other. We model this as restrictions, thus, in this case cf
is a mandatory feature, however nothing is expressed about mk , meaning it can
either be present or absent.

Formally, clock constraints, feature expressions, and IFTA can be defined as
follows.

Definition 1 (Clock Constraints (CC), valuation, and satisfaction). A
clock constraint over a set of clocks C, written g ∈ CC(C) is defined by

g ::= c < n | c ≤ n | c = n | c > n | c ≥ n | g ∧ g | � (clock constraint)

where c ∈ C, and n ∈ N.
A clock valuation η for a set of clocks C is a function η : C → R≥0 that

assigns each clock c ∈ C to its current value η(c). We use RC to refer to the set
of all clock valuations over a set of clocks C. Let η0(c) = 0 for all c ∈ C be the
initial clock valuation that sets to 0 all clocks in C. We use η + d, d ∈ R≥0, to
denote the clock assignment that maps all c ∈ C to η(c) + d, and let [r �→ 0]η,
r ⊆ C, be the clock assignment that maps all clocks in r to 0 and agrees with η
for all other clocks in C \ r.

1 http://www.uppaal.org.

http://www.uppaal.org
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The satisfaction of a clock constraint g by a clock valuation η, written η |= g,
is defined as follows

η |= � always
η |= c � n if η(c) � n
η |= g1 ∧ g2 if η |= g1 ∧ η |= g2

(clock satisfaction)

where � ∈ {<,≤,=, >,≥}.
Definition 2 (Feature Expressions (FE), satisfaction, and semantics).
A feature expression ϕ over a set of features F , written ϕ ∈ FE(F ), is defined by

ϕ ::= f | ϕ ∧ ϕ | ϕ ∨ ϕ | ¬ϕ | � (feature expression)

where f ∈ F is a feature. The other logical connectives can be encoded as usual:
⊥ = ¬�; ϕ1 → ϕ2 = ¬ϕ1 ∨ ϕ2; and ϕ1 ↔ ϕ2 = (ϕ1 → ϕ2) ∧ (ϕ2 → ϕ1).

Given a feature selection FS ⊆ F over a set of features F , and a feature
expression ϕ ∈ FE(F ), FS satisfies ϕ, noted FS |= ϕ, if

FS |= � always
FS |= f ⇔ f ∈ FS
FS |= ϕ1 ∧ ϕ2 ⇔ FS |= ϕ1 and FS |= ϕ2

FS |= ϕ1 ∨ ϕ2 ⇔ FS |= ϕ1 or FS |= ϕ2

FS |= ¬ϕ ⇔ FS �|= ϕ

(FE satisfaction)

The semantics of a feature expression ϕ with respect to a set of features F ,
denoted �ϕ�F , is the set of valid feature selections over F that satisfy ϕ, formally,

�ϕ�F = {FS ⊆ F | FS |= ϕ} (FE semantics)

Definition 3 (Interface Featured Timed Automata). An IFTA is a tuple
A = (L, l0, A,C,E, Inv , F, fm, γ) where L is a finite set of locations, l0 is the
initial location, A = I �O �H is a finite set of actions, where I is a set of input
ports, O is a set of output ports, and H is a set of hidden (internal) actions,
C is a finite set of clocks, E ⊆ L × CC(C) × 2A × 2C × L is the set of edges,
Inv : L → CC(C) is the invariant, a total function that assigns clock constraints
to locations, F is a finite set of features, fm ∈ FE (F ) is a feature model defined
as a Boolean formula over features in F , and γ : E → FE (F ) is a total function
that assigns feature expressions to edges.

Notation: When not clear from the context, we will use LA, l0A , AA, . . . to refer
to the elements of an IFTA A, and when using automata names with subscripts
such as A1,A2, . . . , we will simply use L1, L2, l01 , l02 , . . . . For simplicity, some-
times we write l

g,ω,r−−−−→A l′ instead of (l, g, ω, r, l′) ∈ EA, and use l
g,ω,r−−−→

ϕ
A l′ to

express that (l, g, ω, r, l′) ∈ EA and γA(l, g, ω, r, l′) = ϕ.
The interface of an IFTA A is the set PA = IA � OA of all input and output

ports of A. Given a port p ∈ PA we write p? and p! to denote that p is an input
or output port, respectively, and write p instead of {p} when clear from context.



A Refinement Relation for Families of Timed Automata 167

Notice that at this point, the definition of IFTA only incorporates the notion
of feature expressions associated to transitions through function γ, but does
not incorporate the notion of feature expressions associated to interfaces. Before
doing this, we define the notion of feature expression of an action. Given an
IFTA A, it is possible to infer for each action a ∈ AA a feature expression
based on the feature expressions of the edges in which a appears. Intuitively,
this feature expression determines the set of products requiring a. The formal
definition follows.

Definition 4 (Feature Expression of an Action). Given an IFTA A, the
inferred feature expression of any action a is the disjunction of the feature expres-
sions of all of its associated edges, defined as

̂ΓA(a) =
∨

{γA(l
g,ω,r−−−−→A l′) | a ∈ ω} (FE of an action)

Now we can associate feature expressions to the actions of an IFTA. In order
to do this, we incorporate a new function Γ to the definition of an IFTA A, and
we say that A is grounded. Thus, given an IFTA A we can construct a grounded
A = (LA, l0A , AA, CA, EA, InvA, FA, fmA, γA, Γ ), where Γ : AA → FE (FA) is
a total function that assigns a feature expression to each action of A, and is
constructed based on ̂ΓA. By doing this association only once, we are fixing the
feature expressions associated to each action, such that it represents the set of
products where each action was originally design to be present in.

The need for this function and for fixing it instead of using directly ̂Γ has to
do with the way we define the composition of IFTA and the properties that we
expect from it. We discuss this in Sect. 2.3.

2.2 Semantics

The above definition of IFTA, introduced in [7], is built on top of Featured
Transition Systems [5] extended with multi-action transitions. This section dis-
cusses the decomposition of an IFTA into Interface Featured Transition Systems
(IFTS) and Interface Transition Systems (ITS). These two formalisms can be
seen as an infinite transition system semantics for IFTA, and as an IFTS with-
out variability, respectively. The notion of refinement will be presented in Sect. 3
based on the semantics of IFTA as an IFTS.

We define an ITS as a regular transition system with multi-action tran-
sitions and with an interface, i.e., we distinguish between input, output and
internal actions. An IFTS is then defined by extending ITS with variability, by
incorporating features and a feature model.

Definition 5 (Interface Transition System). An ITS is a tuple S = (St, s0,
A, T ), where St is the set of states, s0 is the initial state, A = I�O�H is the set
of actions where I, O, and H are the set of input, output, and hidden actions,
respectively, and T ⊆ St × (2A ∪ R≥0) × St is the transition relation.
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Definition 6 (Interface Featured Transition System). An IFTS is a tuple
S = (St, s0, A, T, F, fm, γ, Γ ), where St, s0, A, T are defined as in ITS, F is a
set of features, fm is the feature model, γ : T → FE (F ), is a total function
that assigns feature expressions to transitions, and Γ : A → FE(F ), is a total
function that assigns feature expressions to actions.

Notation: As before, when not clear from the context, we will use StS , s0S ,
AS , . . . to refer to the elements of an I(F)TS S.

We may now present the formal definition of semantics of a grounded IFTA
in terms of an IFTS.

Definition 7 (Semantics of an IFTA as an IFTS). The semantics of a
grounded IFTA A = (L, l0, A,C,E, Inv , F, fm, γ, Γ ) written �A�, is an IFTS
S = (St, s0, A, T, F, fm, γ′, Γ ), where St ⊆ L × RC is the set of states, s0 =
〈�0, η0〉 is the initial state, T ⊆ St × (2A ∪ R≥0) × St is the transition relation,
and γ′ : T → FE (F ) is the total function that assigns feature expressions to
transitions in T , both defined as follows.

〈�, η〉 d−→
�

〈�, η + d〉 if η |= Inv(�) and (η + d) |= Inv(�), (1)

for d ∈ R≥0

〈�, η〉 ω−→
ϕ

〈�′, η′〉 if ∃ �
g,ω,r−−−→

ϕ
�′ ∈ E s.t. η |= g, (2)

η |= Inv(l), η′ = [r �→ 0]η, and η′ |= Inv(�′)

Given a feature selection FS it is possible to project an IFTS into an ITS.
Only transitions and actions satisfied by FS are preserved by the projection.

Definition 8 (IFTS Projection). The projection of an IFTS S over a set of
features FS is an ITS S ↓FS= (StS , s0S , A, T ), where A and T are defined as

T = {t ∈ TS | FS |= γS(t)}
A = {a ∈ AS | FS |= ΓS(a)}

2.3 Operations on IFTA

Two IFTA can be composed by combining their feature models and linking
interfaces, imposing new restrictions over them. The composition is built on top
of two operations: product and synchronisation. The product operation for IFTA,
unlike the classical product of timed automata, is defined over grounded IFTA
with disjoint sets of actions, clocks and features, performing their transitions in
an interleaving or synchronous-step fashion.

Definition 9 (Product of IFTA). Let A1 and A2, be two different grounded
IFTA with disjoint actions, clocks and features; then, the product of A1 and A2,
denoted A1 × A2, is

A = (L1 × L2, �01 × �02 , A, C1 ∪ C2, F1 ∪ F2, E, Inv , fm1 ∧ fm2, γ, Γ )

where A, E, Inv, γ and Γ are defined as follows
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– A = I � O � H, where I = I1 ∪ I2, O = O1 ∪ O2, and H = H1 ∪ H2.
– E and γ are defined by the rules below, for any ω1 ⊆ A1, ω2 ⊆ A2.

�1
g1,ω1,r1−−−−−→

ϕ1
1 �′

1

〈�1, �2〉 g1,ω1,r1−−−−−→
ϕ1

〈�′
1, �2〉

�2
g2,ω2,r2−−−−−→

ϕ2
2 �2

′

〈�1, �2〉 g2,ω2,r2−−−−−→
ϕ2

〈�1, �′
2〉

�1
g1,ω1,r1−−−−−→

ϕ1
1 �′

1 �2
g2,ω2,r2−−−−−→

ϕ2
2 �′

2

〈�1, �2〉 g1∧g2,ω1∪ω2,r1∪r2−−−−−−−−−−−−→
ϕ1∧ϕ2

〈�′
1, �

′
2〉

– Inv(�1, �2) = Inv1(�1) ∧ Inv2(�2).
– ∀ a∈PA · Γ (a) = Γi(a) if a ∈ Ai, for i = 1, 2.

Both top transitions represent the interleaving of both automata. The bottom
transition represents the synchronous execution of transitions from A1 and A2,
for every combination of outgoing transitions from a state �1 ∈ L1 and �2 ∈ L2.

The synchronisation operation over an IFTA A connects and synchronises
two actions a and b in AA. The resulting automaton has transitions without
neither a and b, nor both a and b. The latter become internal transitions.

Definition 10 (Synchronisation). Given a grounded IFTA A = (L, �0, A,
C, F,E, Inv , fm, γ, Γ ) and two actions a, b ∈ A, the synchronisation of a and b
is given by Δa,b(A) = (L, �0, A

′, C, F,E′, Inv , fm ′, γ, Γ ) where A′, E′ and fm ′

are defined as follows

– A′ = I ′ �O′ �H ′, where I ′ = I \ {a, b}, O′ = O \ {a, b}, and H ′ = H ∪{a, b}.
– E′ = {�

g,ω,r−−−−→ �′ ∈ E | a /∈ ω and b /∈ ω} ∪
{�

g,ω\{a,b},r−−−−−−−−→ �′ | �
g,ω,r−−−−→ �′ ∈ E and a ∈ ω and b ∈ ω}

– fm ′ = fm ∧ (ΓA(a) ↔ ΓA(b)).

The resulting feature model imposes new restrictions over the set of features
based on the actions being synchronised. Intuitively, if two actions a and b are
synchronised, they depend on each other. Thus, we require that they should both
be present or both absent in any valid set of features. This is done based on Γ
which gives us the original set of products in which a and b where design to be
present in.

Together, the product and the synchronisation can be used to obtain in a
compositional way, a complex IFTA built out of primitive ones. The composition
of IFTA is made by linking ports and by combining their variability models.
Thus, we define the composition of two IFTA as their product, followed by the
explicit binding of actions through synchronization. The composition is defined
for interface actions synchronized on an input-output fashion only.

Definition 11 (Composition of IFTA). Given two grounded IFTA, A1 and
A2, with disjoint set of actions, features and clocks; and a possible empty set of
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bindings {(a1, b1), . . . , (an, bn)}, such that for each pair ai and bi, for 1 ≤ i ≤ n,
we have that

(ai, bi) ∈ I1 × O2 or (ai, bi) ∈ O1 × I2 (io-only)

then, their composition is a new grounded IFTA defined as follows

A1 �(a1,b1),...,(an,bn) A2 = Δa1,b1 . . . Δan,bn(A1 × A2)

Figure 3 exemplifies the composition of the coffee machine CM (top right)
from Fig. 1, and a new IFTA R, representing a router (top left), which receives
an input i?, and executes simultaneously one of its outputs, if they are present,
or receives i? and does nothing if neither output are present. The composition
is done by linking the ports o1! with coffee?, and o2! with cappuccino?. The
resulting IFTA combines the feature models of both IFTA, imposing additional
restrictions given by the binded ports, e.g., the binding (o1!, coffee?) imposes
that o1! will be present, if and only if, coffee? is present, which depends on the
feature expressions of each port, i.e., (fi ∧ fo1 ) ↔ cf . In the composed IFTA,
transitions with binded actions transition together, while transitions with non-
binded actions (i? and serve!) can transition independently or together.

Notice that because we define composition as the product followed by the
synchronization, the product will produce many transitions that are later cut by
the synchronization when linking actions. Then, the order in which actions are

Fig. 3. Composition of an IFTA R (top left), representing a router coordination com-
ponent, with the IFTA CM (top right), defined in Fig. 1, by binding ports (o1, coffee)
and (o2, cappuccino), yielding the IFTA at the bottom.
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linked, and therefore, the order in which transitions are cut by the synchroniza-
tion operation affects the inferred feature expression of actions. Thus, if we were
to use ̂Γ instead of Γ , synchronization would not be commutative. By fixing the
feature expression of an action before doing the product, we avoid this issue and
the synchronization remains commutative.

By allowing each IFTA to have its own feature model and taking into account
variability during composition, we can reason about how composing families of
timed automata in parallel affects the presence of interfaces and the variability
of the composed system.

Operations over IFTA satisfy the usual properties up to strong bisimulation
(∼) and are discussed in [7]. We recall them in the following theorem.

Theorem 1. Given any IFTA A1,A2 and A3, and actions a, b, c, d ∈ AA1 , such
that a, b, c, d are different actions, the following properties hold.

A1 × A2 ∼ A2 × A1 (×-commutativity)
A1 × (A2 × A3) ∼ (A1 × A2) × A3 (×-associativity)
Δa,bΔc,dA1 ∼ Δc,dΔa,bA1 (Δ-commutativity)
(Δa,bA1) × A2 ∼ Δa,b(A1 × A2) (Δ interacts well with ×)

3 Refinement

As mentioned in the introduction, there are two different aspects to be taken
into account when discussing a notion of refinement for IFTA. The first concerns
refinement of the feature model, which we call variability refinement. The second
one is refinement of timed automata obtained by projection onto a feature selec-
tion, which we call behavioural refinement. Thus, refinement of an IFTA will be
defined as a refinement of both its feature model and its projections.

3.1 Variability Refinement

Thum et al. [10] recognize four type of relations between two feature models fm1

and fm2, based on their set of products, even when their set of features, may
not coincide: fm1 refactors or is equivalent to fm2 if they model the same set
of products; fm1 specializes fm2 if the set of products of fm1 is a subset of the
products of fm2; fm1 generalizes fm2 if the set of products of fm1 is a superset
of the products of fm2; and fm1 and fm2 are arbitrarily related otherwise.

However, in order to reason about refinement of families of timed automata
we also would like to relate feature models in terms of a refinement relation.
Intuitively, a feature model fm1 refines a feature model fm2 if, when considering
the set of features of fm2, fm1 expresses exactly the same set of products as
expressed by fm2. Thus, fm1 can add new variability or details only in terms of
new features. Formally, if we consider feature models with only terminal features
[10], i.e., no abstract features, we define feature model refinement as follows.
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Definition 12 (Feature model refinement). Given two feature models
fmi ∈ FE(Fi) over a set of features Fi, i = 1, 2, fm1 refines fm2, denoted
fm1 � fm2, if and only if,

F1 ⊇ F2 (preserves features)

�fm1�
F1 |F2

= �fm2�
F2 (fm1 refines fm2)

where �fm�F |F ′ = {FS ∩ F ′ | FS ∈ �fm�F }.
For example, if we consider the coffee machines CM and CM’ from Fig. 4,

we have that �fmCM � = {{cf }, {cf ,mk}} and �fmCM ′� = {{cf }, {cf ,wt}, {cf ,
mk}, {cf ,mk ,wt}}. When we restrict fmCM ′ to only features in FCM , we have
�fmCM ′�|FCM

= {{cf }, {cf ,��wt}, {cf ,mk}, {cf ,mk ,��wt}} = �fmCM �, where ��wt
means that feature wt is removed from the set. Thus, fmCM ′ � fmCM . However,
let us assume that the feature model of CM’ is fmCM ′ = cf ∧ mk instead of
just cf , then we have �fmCM ′�|FCM ′

= {{cf ,mk}, {cf ,mk ,��wt}}. In this case
fmCM ′ �� fmCM , since it does not preserves variability by not allowing a coffee
machine that only serves coffee.

Theorem 2 (� is a partial order). For any feature model fmi, for i = 1, 2, 3,
fm1 � fm1; if fm1 � fm2 and fm2 � fm3, then fm1 � fm3; and if fm1 � fm2

and fm2 � fm1, then fm1 ≡ fm2.

Proof. Immediate by unfolding definitions and set-theoretic properties.

3.2 Behavioral Refinement

Intuitively, an automata A that refines an automata B should be able to replace
B in every environment that B appears in, yielding an equivalent system. Refine-
ment allows to check if a given implementation agrees with a specification. We
consider implementations as automata that are more detailed specifications. Our
notion of refinement is similar to the one in [2], where there is an alternating
simulation between both automata: A must simulate all input behavior of B,
while B must simulate all output behavior from A. Thus, A can allow more legal
inputs, and fewer outputs, than B.

Similarly to [9] we define refinement at the semantic level, i.e., IFTS, and
then we define refinement of IFTA in terms of IFTS refinement. However, first
we define the notion of refinement for Interface Transition Systems, separating
the notion of behavioral refinement from variability refinement.

Our notion of refinement can be seen as an extension of [2] for timed systems
and multi-action transitions. Here as well, the definition of refinement must con-
sider the fact that both automata have internal actions which are independent
from each other. Since we are dealing with timed transition systems, the def-
inition of refinement must consider that internal steps can incorporate delays.
Thus, we define a transition relation that captures all transition steps that can
be done from a state s to a state s′, by any combination of internal and delay
steps.
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Definition 13. Given an ITS S and states s, s′ ∈ StS, we write s
d=⇒S s′ if

there is a sequence of transition steps from TS, such that

∃ s
d0∪τ−−−−→S s1 . . . sn

dn∪τ−−−−→S s′ and d =
n

∑

i=0

di

where di ∈ R≥0, and τ represents any internal action. For simplicity, we write
s

ω=⇒d
S s′ if there is a sequence of transition steps from TS, such that

∃ s
d=⇒S sn

ω−−→S s′

In this context, ITS refinement is defined as follows.

Definition 14 (Refinement of ITS). Given two ITS, S and T , such that
IT ⊆ IS and OS ⊆ OT , S refines T , denoted S � T , if and only if, ∃ R ⊆
StS × StT , such that (s0, t0) ∈ R and for each (s, t) ∈ R, we have

1. s
d=⇒S s′, d ∈ R≥0 then t

d=⇒T t′ and (s′, t′) ∈ R, for some t′ ∈ StT

2. s
OIs===⇒d

S s′, d ∈ R≥0, O �= ∅ then t
OIs===⇒d

T t′ and (s′, t′) ∈ R for some t′ ∈ StT

3. t
IO==⇒d

T t′, d ∈ R≥0, I �= ∅ then s
IO==⇒d

S s′ and (s′, t′) ∈ R for some s′ ∈ StS

where Is is either ∅, or has only inputs shared by both automata, Is ⊆ IT .

Condition 1 expresses that any delay d allowed by s, possibly through internal
steps, must be a delay allowed from t, possibly through internal steps. Condition
2 expresses that any transition with output O, with a possible empty set of
inputs Is ⊆ IT that are shared by both systems, which can be taken from s
after a delay d, possibly through internal steps, must simulate a (sequence of)
transition(s) from t. In case there is a multi-action transition with outputs and
inputs, such that the inputs include new inputs in IS , is considered as new
behavior incorporated by the new inputs, and as such, it is ignored. Condition 3
expresses that any transition with inputs I, with a possible empty set of outputs
O, which can be taken from t after a delay d, possibly through internal steps,
must be simulated by a (sequence of) transition(s) from s.

In comparison with de Alfaro et al., we relax some of the requirements made
over the states being compared, s and t. In particular, when considering input
labeled transitions (Condition 3), de Alfaro et al. defines that s and t are in a
refinement relationship, only if, whenever in t is possible to receive and input,
s may receive the same input. Here, we require that whenever in t is possible
to receive an input within certain time, possibly through a sequence of internal
steps, s may receive the same input within the same time, possibly through a
series of internal steps.
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3.3 IFTA Refinement

Before considering refinement for families of timed automata, let us consider
refinement for IFTS. Informally, given two IFTS, S and T , S refines T if for
each product in S, the projection of S onto such product refines the projection
of T onto the same product. However, depending on the relation existing between
the set of products of S and T , this can lead to different notions of refinement.
Ideally, S should preserve the variability of T , i.e., S should allow exactly the
products in T , although it may also increase the set of features and allow more
products when considering the new features. Formally, the refinement of IFTS
and IFTA are defined as follows.

Definition 15 (Refinement of IFTS). Given two IFTS, S and T , S refines
T , denoted S � T , if and only if,

fmS � fmT (variability refinement)

∀ FS ∈ �fmS�FS · S ↓FS � T ↓FS (behaviour refinement)

Definition 16 (Refinement of IFTA). Given two grounded IFTA A and B,
A refines B, denoted A � B, if and only if, �A� � �B�.

Figure 4 shows an implementation of a family of coffee machines, CM’ (right),
which refines the IFTA CM (left). The new automaton introduces a new input,
water? that depends on a new feature wt which represents the support for serving
water. In addition, CM’ ensures that coffee is served faster than in CM, as
indicated by the invariant c ≤ 3 .

Fig. 4. Example of a family of coffee machines CM’ with new variability, interfaces and
time restrictions, refining the family CM introduced in Fig. 1.

Figure 5 shows a more complex example of refinement incorporating internal
actions. The IFTA on the left, P1, specifies a payment system using PayPal, and
is part of a larger system composed of various automata, which models a family
of licensing services introduced in [7]. The IFTA on the right, P2, represents a
more detailed implementation of P1. The specification requires that whenever
the user makes a payment through PayPal, the system will issue an error or
a success signal in less than ten units of time. The implementation deals with
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Fig. 5. An example of IFTA refinement with internal actions, where P2 � P1.

the actual login into PayPal and confirmation of the payment. In P2, after the
user requests to issue a payment through PayPal, the user must login within 5
units of time, or an error is issued. The log in can be successful or it can issue
an error in less than one unit of time. In case the user logs in successfully, a
confirmation of the payment must be issued in less than one unit of time after
which the system issues a signal of error or success. Both, P1 and P2, share
the same feature model. In addition, P2 guarantees that whenever a payment
is made through PayPal, the system will issue an error or success signal in less
than seven units of time, satisfying the requirements of P1. Thus, P2 � P1.

Refinement of IFTA is a pre-order and it is compositional. The latter allows
decomposition of refinement proofs, improving efficiency in refinement checking.
In order to be compositional, refinement must be congruent with respect to
IFTA operations, product and synchronization. The former is straightforward,
however stronger pre-conditions are required to ensure congruence with respect
to synchronization.

The problem arises with feature model refinement. Intuitively, by definition
of refinement, in the implementation an input can be present in more products
and an output can be present in less products, than in the specification. Thus, it
is natural that the feature expressions associated to the input and output that we
want to synchronize in the implementation differ from the feature expressions
in the specification. Thus, if an implementation refines a specification, after
synchronization, the feature model of the implementation does not necessarily
refine the feature model of the specification.

Intuitively, a possible solution is to require that an implementation can only
replace the specification if it does not add new interface bindings and maintains
all bindings already in the specification. This means that, for each valid product
in the implementation, the corresponding automata in the implementation can
be synchronized over a given set of input and outputs, if and only if, the corre-
sponding automata in the specification can be synchronized over the same inputs
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and outputs. The following theorems capture the pre-order and compositional
properties of IFTA refinement.

Theorem 3 (� is a pre-order). For any grounded IFTA A1, A2 and A3,
A1 � A1, and if A1 � A2 and A2 � A3, then A1 � A3.

Proof. A1 � A1 is trivial by definition of �. In the case of transitivity, feature
model refinement follows immediately from Theorem 2. Behavioral refinement
follows by induction on the structure of IFTA for each case of Definition 14.

Theorem 4 (� is congruent w.r.t. ×). For any grounded IFTA A1, A2,
and B, such that Ai and B have disjoint set of actions and features, i = 1, 2, if
A1 � A2, then A1 × B � A2 × B.

Proof. Feature model refinement follows by definition of semantics of a feature
expression. Behavioral refinement follows by induction on the structure of IFTA
for each case of Definition 14.

Theorem 5 (� is congruent w.r.t. Δ). For any grounded IFTA A1, A2,
and actions i, o such that (i, o) ∈ Ii ×Oi for i = 1, 2, if A1 � A2, then Δi,oA1 �
Δi,oA2, only if, fm1 → ((Γ1(i) ↔ Γ1(o)) ↔ (Γ2(i) ↔ Γ2(o))).

Proof. Feature model refinement follows by definition of semantics of a feature
expression, and by the precondition on Γi for i ∈ {1, 2}. Behavioral refinement
follows by induction on the structure of IFTA for each case of Definition 14.

To meet strict space limitations, detailed proofs of all results are omitted in
the paper, but will appear in [6].

Let us consider again the IFTA CM composed with the router R (Fig. 3).
If we want to check if we can replace CM by CM’ (Fig. 4) in the system com-
posed by CM and R, because refinement is compositional, instead of checking
CM ′ �(coffee,o1),(cappuccino,o2) R � CM �(coffee,o1),(cappuccino,o2) R it suffices to
check the following conditions:

1. fm1 → ((ΓCM ′(coffee) ↔ ΓCM ′(o1)) ↔ (ΓCM (coffee) ↔ ΓCM (o1)))
2. fm1 → ((ΓCM ′(cappuccino) ↔ ΓCM ′(o2)) ↔ (ΓCM (cappuccino) ↔ ΓCM (o2)))
3. CM’ � CM

Conditions 1 and 2 correspond to the precondition for Δ congruence. In our
example, both conditions are satisfied. However, let us assume now that we have
an IFTA CM” which differs from CM only by changing the feature expres-
sion associated to the transition labeled with cappuccino!, from cf ∧ mk to
(cf ∧ mk) ∨ instc, where instc represents the support for instant cappuccino. In
this case, when we try to replace CM by CM”, condition 2 does not hold. This
is because in CM, cappuccino appears only when cf and mk are both present,
however in CM” cappuccino can appear when cf and instc are present but not
mk . Thus, the resulting composed system with CM” and R, models a concrete
automaton that enables a synchronization between o2! and cappuccino? that was
not possible before.
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4 Conclusions

We proposed a refinement relation for families of timed automata which are
modeled as Interface Featured Timed Automata. Since each IFTA can be seen as:
(1) a feature model, which determines a set of valid feature combinations; and (2)
a set of concrete automata, where each of the concrete automata is determined by
a valid set of features; we separated the notion of IFTA refinement into variability
refinement and behavioral refinement. Furthermore, we decompose IFTA into
other formalisms on which we based such notions of refinement, namely Interface
Featured Transition System (IFTS) and Interface Transition Systems (ITS).

The refinement relation proposed here is a pre-order and congruent with
respect to IFTA product and synchronization, meaning refinement is compo-
sitional. However, in order to be congruent with respect to synchronization,
stronger conditions must be made over the synchronization actions used in the
composition. In particular, the implementation can only replace the specifica-
tion in a composed environment, if it does not add new interface connections
and maintains all connections of the specification. Although the requirement of
not allowing new connections and maintain existed ones is reasonable, it can be
too strict. For example, in alignment with the notion of ITS refinement, which
allows to incorporate new behavior through new inputs, it will be desirable to
incorporate new behavior in terms of new features, in a way that the example
of CM”, introduced in Sect. 3.3, can be considered a refinement of CM. In fact,
in [2], de Alfaro et al. only require that no new connections with the environment
are made, while some connections can be lost, however, this is not sufficient to
ensure that IFTA refinement is compositional. In this sense, as a future work we
would like to explore and formalize other notions of refinement and how these
can affect the properties that we can expect from the relation. For example, in
the case of behavioral refinement, we could have defined that A refines B, if
and only if, for every feature selection FS in fmB (instead of fmA), �A� ↓FS �
�B� ↓FS . The advantage is that we can now incorporate behavior in terms of
new features, aligning better with the notion of refinement. However, on the one
hand, this requires that fmA contains at least all feature selections allowed by
fmB, meaning fmA can not incorporate mandatory features; and on the other
hand, it can be too flexible, since we can not account for how the system will
behave for new variability.

Currently, we are working on defining a notion of refinement over IFTS that
takes advantage of the variability to perform a refinement checking on the entire
family instead of a product by product approach. In addition, previously we
developed a prototype tool2 to specify IFTA, compose them and translate them
to other formalisms, including Uppaal Timed Automata to verify properties,
and we plan to extend it to support refinement checking.

2 https://github.com/haslab/ifta.

https://github.com/haslab/ifta
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Abstract. This paper presents an approach for rapidly adjustable
embedded trace online monitoring of multi-core systems, called RETOM.
Today, most commercial multi-core SoCs provide accurate runtime infor-
mation through an embedded trace unit without affecting program exe-
cution. Available debugging solutions can use it to reconstruct the run
offline, but usually for up to a few seconds only. RETOM employs a
novel online reconstruction technique that makes the program run avail-
able outside the SoC and allows for evaluating a specification formu-
lated in the stream-based specification language TeSSLa in real time.
The necessary computing performance is provided by an FPGA-based
event processing system. In contrast to other hardware-based runtime
verification techniques, changing the specification requires no circuit syn-
thesis and thus seconds rather than minutes or hours. Therefore, iter-
ated testing and property adjustment during development and debug-
ging becomes feasible while preserving the option of arbitrarily extend-
ing observation time, which may be necessary to detect rarely occurring
errors. Experiments show the feasibility of the approach.

1 Introduction

Software for resource-constrained environments demands for an application-
specific and highly optimised implementation. Testing and debugging is chal-
lenging in this setting because of strong limitations regarding the acquisition
and analysis of execution information. On one hand, comprehensive logging out-
put provided by the software decreases the performance significantly and requires
to anticipate the information needed in the debugging and testing process. On

This work is supported in part by the European Cooperation in Science and Tech-
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the other hand, runtime information can be observed dynamically using auto-
matic code instrumentation, producing suitable program output, or standard
breakpoint-based debugging features of the processor. The latter methods, how-
ever, are highly intrusive as they modify the software temporarily for the analysis
or interrupt the execution. This is especially problematic for concurrent pro-
grams running on multi-core processors or real-time applications. Errors due to
race conditions or inappropriate timing may be introduced or hidden.

To allow for a non-intrusive observation of the program trace, many modern
microprocessors feature an embedded trace unit (ETU) [2,12,14,28]. An ETU
delivers runtime information to a debug port of the processor in a highly com-
pressed format. State-of-the-art debugging solutions, such as ARM DSTREAM
[3], allow the user to record this information for offline reconstruction and analy-
sis. The essential disadvantage of this technology is, however, that traces can be
recorded for at most a few seconds because high-performance memory with very
fast write access is required to store the delivered information. For example, the
ARM DSTREAM solution offers a trace buffer of 4 GB for a recording speed of
10 Gbit/s or more which means that the buffer can only hold data of less than
four seconds. While the majority of errors can be found immediately within
a short program trace, some of them may only be observable on long-running
executions or under specific, rarely occurring (logical or physical) conditions. It
is therefore desirable for the developer and maintainer to be able to monitor
the program execution for an arbitrary amount of time during development and
testing and even in the field after deployment.

Contribution. To overcome the limitations of current technology we propose
a novel runtime verification methodology for evaluating long-term program exe-
cutions that is suitable for development and debugging, testing, and in-field
monitoring. Based on the runtime information provided by the ETU, we per-
form a real-time reconstruction of the program trace. The latter is evaluated with
respect to a specification formulated by the user in the stream-based specification
language TeSSLa [18]. To deliver sufficient performance for online analysis, both
reconstruction and monitoring system are implemented using FPGA hardware.

FPGAs have become a very popular technology to implement digital systems.
Designing digital circuits with FPGAs typically starts from hardware descrip-
tion languages like VHDL or Verilog. Synthesis software is responsible to map
such designs to the elements available in an FPGA and then these elements
must be positioned and routed on the FPGA fabric. Even for moderately large
designs, this process can take hours. In case the design should run at high clock
speed, this time is dramatically increased. Our monitoring system is therefore
designed to not only evaluate a specific property specification. Instead, it builds
on a flexibly and quickly configurable FPGA-based event processing platform
described in [13]. We provide a tool chain for mapping TeSSLa specifications to
the platform automatically within seconds. Formulating hypotheses, adapting
property specification and checking them on the target system can be iterated
quickly without time-intensive synthesis.
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Fig. 1. General overview of the RETOM workflow cycle.

Figure 1 provides an overview of the proposed workflow based on our app-
roach to rapidly adjustable embedded trace online monitoring (RETOM). The
user, e.g. the developer, tester, or maintainer, specifies the correct behaviour of
the program under test based on program events such as a function call or vari-
able access. The program is compiled and the binary is uploaded to the processor
as usual. The property compiler automatically generates a corresponding config-
uration for the monitoring and trace reconstruction units that is then uploaded
to the platform. When running the program on the processor, the monitoring
platform reports the computed output stream to the user who can then use the
information to adjust the program or the property.

We show the feasibility of RETOM in terms of a prototype implementation
using the ARM CoreSight technology as specific but widely available variant
of an ETU. A concurrent scenario is used to demonstrate the characteristics of
parallel and time-critical applications and how corresponding runtime properties
can be specified in TeSSLa and evaluated using our monitoring system.

Related Work. This paper focuses on runtime monitoring techniques which
analyzes one particular program execution. For a general introduction into the
field of runtime verification especially in comparison with static verification tech-
niques such as model checking see [16,17]. Non-intrusive observation of pro-
gram executions is a long-standing issue [23] that becomes increasingly chal-
lenging with high circuit integration. On the other hand, integrated hardware
extensions were described, e.g., in [29] and today many standard (“commercial
off-the-shelf”) products feature advanced observation facilities [28]. Alternative
approaches that aim at more powerful and flexible evaluation were developed
based on programmable logic. Systems with on-chip programmable logic (SoPC)
allow for direct observation and property evaluation by using specifically syn-
thesised designs [26]. While this is appealing from a technical point of view,
it introduces significant additional costs per unit. In [19] the authors propose
similarly a partial reconfiguration of a (soft-core) processor. An external alter-
native based on a side channel is discussed in [22]. However, a lot of training is
required in order to identify specific system behaviour. Extending the system by
an external FPGA-based device using peripheral buses [25] seems more realistic,
although it comes with the restriction that only the external communication on
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Table 1. Comparison of hardware-supported monitoring frameworks. ETU refers to
standard processors with embedded trace unit.

Framework Non-intrusive Online Rapid adjustment Trace source

QSTL mon. [15] n/a � – n/a

P2V [19] � � – cust.

HidICE [5] � � – cust.

ptMTL mon. [24] (�) � � cust./dbg. port

BusMOP [25] � � – periph. bus

SoPC monitoring [27] – � – SoPC

ARM DSTREAM [3] � – � ETU

RETOM � � � ETU

the used bus can be observed. A custom high-bandwidth trace interface is used
in [5] to obtain trace data but the practical drawback is again, that this is not
available in any standard product.

While many of these approaches have the merit of unbounded online evalua-
tion, they are inconvenient in an iterative development or testing process because
the properties to be evaluated are synthesised directly to programmable logic
which is extremely time-consuming. The same applies to the monitor construc-
tion presented in [15]. A solution that allows for a rapidly adjustable evaluation
of past-time MTL properties is given in [24]. Compared to ETU-based solutions,
however, the used interfaces are not available on commonly available hardware
or provide less runtime information, operate at low speeds and are, like JTAG,
possibly intrusive. Table 1 provides an overview of related approaches.

This paper is organized as follows: In Sect. 2 we explain the online trace
reconstruction on the FPGA. Section 3 describes TeSSLa, the language used to
specify the monitors. How data flow graphs are constructed out of the specifi-
cation and how monitors are synthesized on the FPGA is discussed in Sect. 4.
Finally we present a case study in Sect. 5.

2 Trace Reconstruction

Figure 2 shows an overview of the RETOM setup: The cores of the multi-core
processor are communicating with periphery, such as the memory, through the
system bus. Every core is observed by its own tracer. The trace data is sent
through the trace bus to the trace port without affecting the core. The trace bus
is separated from the system bus and does not interfere with it. The trace port
of the processor is connected to the FPGA on which the trace reconstruction
and interpretation and the actual monitoring are located. The final monitoring
output is displayed and reported on a standard PC connected via USB.

In this paper we use the ARM CoresSight [2] debugging technology as a
widely available example of an ETU, which is included in every current ARM
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processor (Cortex M, R and A). In particular, we use the Program Flow Trace
(PFT) [1] to acquire trace data of the operations executed by the ARM proces-
sors.

As stated in the PFT manual [1] the “PFT identifies certain instructions
in the program, and certain events, as waypoints. A waypoint is a point where
instruction execution by the processor might involve a change in the program
flow.” With PFT we only observe as waypoints conditional and unconditional
direct branches as well as all indirect branches and all other events, e.g. interrupts
and other exceptions, that affect the program counter other than incrementing
it. In order to save bandwidth on the trace bus, the Program Flow Trace Protocol
(PFTP) does not report the current program counter address for every cycle.
Especially for direct branches, the target address is not provided but only the
information whether a (conditional) jump was executed or not. The full program
counter address is sent irregularly for synchronization (I-Sync message). In case
of an indirect branch those address bits that have changed since the last indirect
branch or the last I-Sync message are outputted.

For RETOM we employ an online (real time) trace-reconstruction method
implemented on the FPGA hardware [30,31]: From a static analysis of the binary
running on the CPU we know all the jump targets of conditional direct jumps
and can store those in a lookup table in the memory of the FPGA. Due to the
high parallelism of the FPGA, we can split the trace data stream and reconstruct
the program trace using the lookup table. The trace data stream can be split
at the synchronization points that contain the full program counter address. A
FIFO buffer stores the trace data stream until we reach the next synchroniza-
tion point. The buffer must be able to store at least the trace data between
two synchronization points. For further processing we then immediately filter
the reconstructed trace by comparing the reconstructed addresses to a list of
addresses, called tracepoints, that correspond to the input events used in the
TeSSLa specification to be evaluated. This comparison is realized by adding
an additional tracepoint flag to the lookup table. After putting the slices back

Fig. 2. Overview of the RETOM setup. Operations of the cores are traced by the ETU,
the trace is then reconstructed, filtered and monitored on the FPGA.
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together in the right order we end up with a stream of tracepoints. Every tra-
cepoint contains an ID and a timestamp. The timestamp is either assigned by
the ARM processor if cycle accurate tracing is enabled or during the reconstruc-
tion on the FPGA otherwise. Cycle accurate tracing is only available for certain
processor architectures, because it requires high bandwidth on the trace port in
order to attach timing information to every message. This trace-reconstruction
approach can also be used for execution time measurement [9,10].

Note that PFT traces logical addresses used in the CPU before the memory
management unit (MMU) translates them to physical addresses, which are used
to address certain cells in the memory. Because logical addresses are used in the
program binary and by the CPU, RETOM does not need to handle physical
addresses.

In a typical multithreaded application, we have multiple threads running on
different cores and multiple threads running on the same core using any kind
of scheduling. While we can distinguish instructions traced from the different
CPUs, we have to consider the actual thread ID in order to distinguish different
threads running on the same core. This information is provided by a so-called
context ID message [2], sent every time when the operation system changes the
context ID register of the CPU. The logical addresses for different threads might
be exactly the same, because the MMU is reconfigured in the context switch to
point to another physical memory region. If we see a context switch to another
process, we have to change the lookup table for the program flow reconstruction
information.

3 Specification of Trace Properties

In order to specify correctness properties as well as to describe the computation
of statistical and numerical metrics based on the trace data, we use TeSSLa1.
This temporal stream-based specification language is described and analyzed in
detail in [18] and was specifically designed for program traces derived from ETUs.
TeSSLa reasons over asynchronous input streams by deriving new streams from
the input streams. This key concept supports both, the computation of metrics
and specifying desired behavior of the observed program trace.

TeSSLa can be seen as an asynchronous extension of the stream based lan-
guage LOLA [8]. LOLA is based on synchronous streams, but as we want to
observe multi-core systems, we can not assume synchronization between the
streams coming in from different cores. Because of that, TeSSLa uses asynchro-
nous streams as underlaying model, similar to Signal Temporal Logic (STL) [20].
However, TeSSLa provides rich data domains that allow for formulating quanti-
tative specifications computing statistics and numerical temporal metrics. Fur-
thermore, STL lacks a clean separation of the evaluation (expressed explicitly in
terms of dependencies) and the data manipulation (expressed by each individual
operation).

1 For more information on TeSSLa see http://www.isp.uni-luebeck.de/tessla.

http://www.isp.uni-luebeck.de/tessla
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3.1 Syntax and Semantics of TeSSLa

TeSSLa supports signals and event streams, a concept which has already been
used for example for the definition of Timed Regular Expressions [4]. Let in
the following T be a suitable time domain, e.g. Q. An event stream is a partial
function η : T ⇁ D where D is a data domain. This partial function is only
allowed to be defined for finitely many timestamps in a finite interval. We call
the set of time points at which an event stream η is defined E(η). The set of all
event streams over D is denoted by ED.

In addition to the definition in terms of partial functions, an event stream
η ∈ ED can be naturally represented as a timed word with a sequence sη =
(t0, η(t0))(t1, η(t1)) · · · ∈ (E(η)×D)∞ ordered by time (ti < ti+1) and containing
all event points, i.e. {t | (t, v) occurs on sη} = E(η).

In contrast to event streams, a signal defines a value for every point in time.
It is a piece-wise constant function σ : T → D that can be represented as an
event stream of value update events and can thus only change its value a finite
number of times within a finite time interval. We denote the set of time points
at which the value of a signal changes by Δ(σ). The set of all signals over a
data domain D is denoted by SD. Section 5 provides some practical examples of
signals and event streams.

Structure of TeSSLa Specifications. The syntax of TeSSLa is inspired by
existing stream-based specification languages like LOLA [8] and the underlying
concept of functional reactive programming [11]. TeSSLa is built around the
basic concept of deriving internal or output streams by applying functions to
input streams or already derived internal streams. Because it is designed to be
readable with prior knowledge of C-style programming languages, the derived
streams are defined in an imperative manner. Consider the following example of
a TeSSLa specification where we assume two input streams, an event stream e
whose events are counted and an event stream trigg which is used as trigger.

define numberOfEvents := eventCount(e)
define triggerInLast2Sec := inPast(trigg, 2s)
define error :=

filter(e, triggerInLast2Sec && numberOfEvents < 5)
out error

It defines the signal numberOfEvents as the result of applying the function
eventCount : ED → SN to the input stream e. At every time point t ∈ T the
signal provides the number of events that occurred on e up to t. Also, the signal
triggerInLast2Sec is true as long as trigg had an event at most two seconds ago.
Further, an event occurs on the event stream error whenever an event occurs on
e while during the past two seconds an event occurred on trigg and the number of
events on e has not reached the limit of five, i.e. the event on e is not filtered out
by the filter function. For readability, type annotations can be omitted and are
inferred at compile time. The semantics of a TeSSLa specification is a mapping
from a set of input streams to a set of output streams and the keyword out
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defines error to be one of the latter. These are visible outside of the monitor
and can be used for further processing or be presented to the user.

TeSSLa does not allow for recursive definitions of streams in any way. This leads
to a large library of built in functions which incorporate specific recursive function-
ality. The big advantage of this approach is that the dependency graph of a TeSSLa
specification is a directed acyclic graph. In combination with restricting real-time
operators to refer only to the current and past events, this enables us to use more
effective algorithms for synthesizing a specification onto an FPGA which leads to
greater flexibility. The concrete process of doing so is described in Sect. 4.

By providing a set of built-in functions we can use an optimized translation
for FPGA synthesis. Consider the idea of summing up the values of the events
of an event stream. If the user would define this in a recursive fashion, the
evaluation on the FPGA would typically consist of an adder and a delay unit
storing the result of the adder such that it is used with the next input event of
the stream to be summed up. By using a specialized function called sum, just
one operation unit needs to be synthesized onto the FPGA that internally stores
the last output in a register and adds it to the next value of the event stream.

Next, a selection of important functions available in TeSSLa is provided.
An in-depth discussion of the TeSSLa design and an exhaustive list of available
functions can be found in [18].

Available Functions. There are five different types of functions in TeSSLa:
simple arithmetic functions, aggregations, stream manipulators, timing functions
and temporal property functions.

Simple arithmetic functions combine multiple input signals with an arith-
metic operation into one output signal. All operations available in common pro-
gramming languages can also be used in TeSSLa, for example a function add for
point-wise summation of the value of two signals or a function mul for multipli-
cation. More complex calculation functions in TeSSLa are aggregations. These
generally take event streams as input and produce a signal. For example the
function sum : EN → SN computes the sum of the data of all events on an event
stream and always outputs the current sum. Variants for other additive types,
like rational numbers Q or time points T, are also available; polymorphism is
resolved at compile time. The function eventCount counts the events on an event
stream that occurred until a certain point in time, ignoring the values carried
by events. Another important function in this category is mrv : ED × D → SD

that computes the most recent value of an event stream. It returns the value of
the last event that happened or the default value given as second parameter as
long as no event occurred, yet. With mrv one can transform event streams into
signals and then apply arithmetic functions on them.

Conversely, sampling functions convert signals into event streams. The func-
tion changeOf : SD → ED returns an event stream with an event at those
points in time where the value of the input signal changes. The function
sample : SD × ED → ED samples a signal clocked by an event stream and
thus returns for every input event an event containing the values of the signal
at the respective point in time.
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With stream manipulators one can split and combine streams. Typical func-
tions are filter, that works like a mask and deletes events by a certain criteria, and
merge, that combines two event streams into one. Constructs like if-then-else are
also stream manipulators essentially combining filter and merge functionality.

With timing functions one can refer to the past or future given a (real) time
offset. The functions delay and shift are delaying a signal for a certain amount of
time or shifting the values of the events of an event stream by a certain number
of events, respectively. The two functions inPast and inFuture let us describe if
an event happened on an event stream a certain amount of time in the past or
future, respectively.

Finally there is the generic monitor function. This function provides a closed
scope for specifying properties in different propositional temporal logics. For
example, LTL or SALT [7] can be used with classical (finitary) semantics or more
informative ones like LTL3 [6]. Especially for the last one, this closed scope is
needed because the LTL formula has to be processed in a complex way to build
the monitor. Hence it has to be known what exactly belongs to the formula.
The input consists of a set of boolean signals as propositions and an arbitrary
event stream as clock for stepping the monitor. The type of the output stream
depends on the output type of the used semantics.

3.2 Observation Specification

With the observation specification we can define in the TeSSLa specification
certain streams based on the tracepoints generated by the online trace recon-
struction. Such an observation can be defined on three different levels: (1) On
the level of the C code, (2) on the level of the binary and (3) on the level of
the processor. Because in the end we need to define the tracepoints for the trace
reconstruction in terms of logical addresses in the binary, we need to translate
the code level and the processor level to the binary level. On the binary level
we can simply define streams with an event each time a given logical address
is executed. On the code level we can define streams with an event each time
a function is entered or left or each time a certain line of code gets executed.
This information can be translated to the execution of logical addresses in the
binary using the debug information in the binary. On the processor level we can
for example specify streams with an event each time a floating point instruction
is executed. This could be translated to the execution of logical addresses in the
binary by simply analysing the binary for all floating point operations and listing
all their addresses. In this paper we will use the following TeSSLa functions to
define streams on the code level:

– functionCalls("〈file〉:〈function〉") creates an event each time the
function with the specified name in the given five file is entered,

– functionReturns("〈file〉:〈function〉") creates an event for leaving the
function and

– codeLine("〈file〉:〈line〉") creates an event each time the given line in the
given file is executed.
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4 Monitor Synthesis and FPGA Implementation

The observation specification is compiled into tracepoint declarations as already
sketched in the previous section. Unique IDs are assigned to every tracepoint.
The first stage of the trace evaluation is a filter that creates the logical streams
based on the tracepoint IDs attached to the events generated by the trace recon-
struction unit. As depicted in Fig. 2 on page 5 in order to monitor a certain
property the generated tracepoints for that property must be configured in the
reconstruction engine on the FPGA using the PC interface.

In our setup the FPGA fulfills three major functions. First, it realizes the
reconstruction explained in Sect. 2. Second, it implements the monitor system
that evaluates the reconstructed trace stream as described in the next sections.
Third, it provides a softcore processor as a communication interface to the host
system for configuration and monitor evaluation.

4.1 Merging Data Flow Graphs

Each TeSSLa specification (monitor) produces a new control and dataflow graph
(CDFG) that can be transformed into a datapath (DP), i.e. the hardware imple-
mentation that executes the operations given by its CDFG on the FPGA. To be
able to check all specifications in parallel one would assemble all specified mon-
itors into a directly synthesized monitor system consisting of different DPs, one
for each specification. This approach has a major drawback: As soon as only one
monitor specification changes the whole system has to be resynthesized. Long
FPGA-synthesis time, however, would render the interactive RETOM workflow
impossible in which TeSSLA specifications are adapted frequently. To overcome
this problem, we follow [13] by merging several CDFGs into one super CDFG
with reconfiguration capabilities. Now the monitoring system consists of multi-
ple instances of the same reconfigurable DP, which can implement at least all of
the previously specified monitors. This is even more flexible: It is no longer nec-
essary to know how many monitors of a certain type are required in the monitor
system as now all DPs can be reconfigured to implement the desired monitor.

Consider the two CDFGs CDFGA and CDFGB given in Fig. 3a and b. We
want to merge those CDFGs into a new CDFG that can implement both of them.
It can be seen that the CDFGs contain identical operations among each other.
These operations can be shared instead of adding every operation from both
graphs into the new one. Finding a preferably large amount of sharable opera-
tions is essential for merging two CDFGs. A higher amount of shared operations
reduces the resulting CDFG size and thereby, reduces the resulting hardware
resources required for the DP.

Therefore, we have to create a matching in which every operation of CDFGA

matches to either exactly one or no other node in CDFGB. We use a generated
compatibility graph (CG) as described in a formal way by Moreano et al. in [21].
Here, compatible matches are represented as edges between them. We search for
a preferably large fully connected subgraph in the CG, also known as a maximal
clique. This clique only contains matchings that can be applied simultaneously
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and do not conflict. The resulting merged CDFG (CDFGM) is given in Fig. 3c.
Operations that are used by both input CDFGs are filled.

4.2 Implementing Datapaths

A CDFG can be translated into a hardware description language – more precisely,
a Verilog module to implement the configurable datapath. The CDFG has to be
preprocessed, as there are some premises. In Fig. 3c it is clear, that the output
of the CDFG can only have one input, either the “less than” or the finite state
machine (FSM). Therefore, multiplexers are inserted at every operand input
that has more than one predecessor. These allow later configuration at runtime
to select the desired functionality. To further increase the degree of freedom,
constants are never hardcoded into the module. As they change most often,
they are replaced by configurable registers, so that their value can be changed
quickly during runtime. The FSM is implemented as a microprogrammable state
machine whose behavior only depends on the context of a memory. This context
can be exchanged during runtime as well and thereby, offers a huge amount of
flexibility.

The resulting DP copes without any kind of control logic. It works like a
pipeline that can accept new data at its input in every clock cycle. Hence, the
amount of time to calculate a result is constant and determined by the number
of pipeline stages in the DP. At last, a configuration interface that connects all
configurable elements is added.

4.3 Programming Monitors

After loading the monitor system onto the FPGA, the context for program-
ming one of the monitors has to be created. During the preprocessing phase for

Fig. 3. Example of two CDFGs (a, b) merged into one (c)
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Fig. 4. Overview of the ring buffer scenario. The producer and consumer threads are
distributed over two cores. On core 0 the producer and one consumer is located, on
core 1 two consumers are located. The ring buffer is located in a memory section shared
between the two cores.

generating the Verilog module, additional information about configurable oper-
ations is stored. From that information and the CDFG to program, it can be
calculated which operation is executed on which resource on the DP. Another
matching is constructed for the edges. The input CDFG does not necessarily
need to be a CDFG of the merging set. As shown in [13] disjoint problems can
be matched on already synthesized datapaths when the required resources are
available.

As each edge match automatically implies two node matches, it is sufficient
to find a complete matching for the edges. The matching is said to be complete
when every edge in the input CDFG is matched to an edge in the implemented
DP. It is automatically constrained by the node matchings. When an edge match
matches operation Ai onto resource Rj , no other operation may be matched on
this resource. If one complete matching is found, the search can be stopped, as
all complete solutions are of equivalent quality. Neither resources nor processing
time can be reduced at this point as the DPs are already synthesized.

From a complete matching the context for the elements can be extracted: a
register’s value is then determined by the constant that matches to it. Multi-
plexers use the incoming edge to determine if their control signal must be 0 or 1.
The microprogram for the FSM can be generated from the states, transitions,
and output values of the FSM that was created by the TeSSLa compiler for a
monitor function. Programming a DP with this context turns it into an active
monitor.

5 Case Study

We have implemented a multi-core program to show the feasibility and flexibility
of our RETOM approach. We used a dual-core ARM Cortex-A9 processor with a
clock frequency of 866 MHz embedded in a Zynq-7000 SoC that provides us easy
access to the processor’s trace port. The trace reconstruction and monitoring
took place on separate FPGAs with clock frequencies of about 200 MHz.

Our case study is a concurrent producer/consumer setting written in C. The
architecture can be seen in Fig. 4. The C-file core0.c runs on core 0 containing
the producer and one consumer as well as a start and stop mechanism for the
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Fig. 5. Evaluation of the TeSSLa streams on an example run.

consumers on both cores. The C-file core1.c runs on core 1 containing two iden-
tical consumer threads. We use the FreeRTOS scheduler independently on both
physical cores to run multiple threads per core. The producer writes elements
into a ring buffer and the three consumers read these elements from the buffer.
After an element is read, the read pointer (read ptr) is moved to the next ele-
ment by the consumer that reads it. Each time the producer writes an element
to the buffer it increments the write pointer (write ptr).

We introduced a bug in core1.c such that the section where the ring buffer
is read and the read pointer is moved is no longer thread exclusive. This leads
to a data race which we want to detect using RETOM.

Property (a). We want to check if the start and stop mechanism for the
consumers works. Therefore, we use TeSSLa to specify a monitor which checks
that when all consumers are stopped, the read pointer must not be changed
anymore until they are started again:

define ptrChanged := merge(codeLine("core0.c:27"),
codeLine("core1.c:27"))

define stop := functionCalls("core0.c:stopConsumers")
define start := functionCalls("core0.c:startConsumers")
define clk := merge(stop, ptrChanged, start)
define output :=

monitor("always(stop implies
(not(ptrChanged) until start))",
step := clk)

out output

The two codeLine streams reference the code line in which the read pointer
is moved on. stop and start reference a call to the respective function. All these
streams have an event whenever the piece of code referenced by them is executed.
The clock stream clk is defined to be used to step the monitor. An example run
for this property can be found in Fig. 5a. Here, the LTL3 semantics is used and
therefore the monitor outputs ? as long as the property can still be fulfilled and
violated, while ⊥ or � occurs as soon as the property is certainly violated or
fulfilled, respectively.
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Property (b). We want to check multi-processing of elements in the ring buffer:
If the consumers process more elements then the producer writes we spot a bug.
Hence, we compare the number of observed read and write accesses to the buffer:

define write := codeLine("core0.c:37")
define read0 := codeLine("core0.c:24")
define read1 := codeLine("core1.c:24")
define err := eventCount(read0) + eventCount(read1)

> eventCount(write)
out err

The input streams contain an event if an element is written or read, respec-
tively. Then err is defined by counting the number of written elements and the
number of read elements. If more elements are read from than written to the
buffer, some elements have been processed twice. The diagram in Fig. 5b shows
an example evaluation of the streams.

For both properties (a) and (b) it is necessary to observe the system for an
arbitrary amount of time because errors can occur randomly due to scheduling
and timing differences on the cores. This means that the time when the error
may occur also varies per execution. Because of that it is not feasible to just
log data and evaluate that to find a possible bug. Also, a non-intrusive observa-
tion method is crucial for this property, because intrusiveness would change the
timing of the code execution.

If we synthesize the monitors for property (a) and (b) on the FPGA, connect
the FPGA to the processor running the ring buffer example and execute the
program, we detect a violation of the property (b). The time needed to detect
this violation differs for every execution due to scheduling reasons. Property
(a) always produces ? which means that no error occurred yet. Property (b)
states that some elements in the ring buffer are processed multiple times. To
investigate this issue further we write another property to check if a data race
already happens locally on one of the cores.

Property (c). We observe the accesses to the memory and to the read pointer
to see if, after one consumer thread accessed the memory, another one accesses
the memory before the read pointer is moved. This property can be expressed
as follows in TeSSLa:

out doubleRead(
read := codeLine("core0:24"),
ptrChanged := codeLine("core0:27"))

where doubleRead is a macro defined as follows:

macro doubleRead(read, ptrChanged) := {
define clk := merge(read, ptrChanged)
monitor("always(read implies

next(not(read) until ptrChanged))",
step := clk)

}
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Fig. 6. Evaluation of the TeSSLa streams of Property (c) on an example run.

Using this macro the property can be expressed for core 1 by changing core0
to core1. All macros are fully expanded by the TeSSLa compiler before the
monitor synthesis. The diagram in Fig. 6 shows an example run.

With RETOM we can now adjust the monitor system on the FPGA to check
property (c) without the need to re-synthesize the FPGA.

As shown in Fig. 4, there is only one consumer thread on core 0, so on that
core we only check if this consumer does not read an element twice. But on core
1, we found the data race because one of the consumer threads sometimes read
the ring buffer before the other one increments the read pointer.

In the properties (a), (b) and (c) tracepoints happen rather seldomly dur-
ing the program execution with an average event rate of about 1 kHz, because
the main filtering happens already in the tracepoint matching during the trace
reconstruction. Nevertheless with the RETOM approach one can also moni-
tor high-frequency events like quantitative analysis on how many certain CPU
instructions are performed. The synthesized monitoring pipeline on the FPGA
can process a new external event with every clock cycle. With a clock frequency
of 200 MHz the monitors are capable of processing up to 200 million events per
second. For the properties described above we needed 196 lookup tables (LUTs)
and 414 flip-flops (FFs). As a comparison, the Virtex 7 xc7vx485t that we used
has 303600 LUTs and 607200 FFs available. Hence, one could synthesize on one
FPGA about 1400 monitors of the size we used in this case study, all checking
possibly different properties in parallel.

6 Conclusion

In this paper we proposed non-intrusive online monitoring for multi-core sys-
tems. Our approach RETOM utilises the embedded trace unit (ETU) of the
system under test, which allows non-intrusive observation not only for collabo-
rative software with debug statements, but for arbitrary software. With online
monitoring one can react almost immediately to events of interest without hav-
ing any limits regarding the execution length of the system under test. Using the
stream-based specification language TeSSLa we can express correctness proper-
ties as well as statistics and numeric metrics, both with support for real-time
operations. The control and data flow graph (CDFG) created from a TeSSLa
specification contains no cyclic dependencies which simplifies its realization on
FPGA hardware. By using merged CDFGs on the FPGA we can change the
currently evaluated TeSSLa specification without the need of re-synthesizing the
FPGA. This rapid adjustment is suitable for a debugging workflow where the
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user incrementally updates the specification based on the last monitoring output
in order to understand the system under test. We have shown the feasibility of
RETOM in a case study involving three properties spotting a race condition in
a multi-core system by detecting a bug due to a long time observation of the
system. With the possibility to interactively adjust the specification, one can
have iterative debugging sessions in order to find more specific causes based on
previous results. The next step to show the feasibility in a broader scale would
be an industry case study which we are planning for the future.

Acknowledgements. We thank Jannis Harder and Sebastian Hungerecker for their
work on TeSSLa, its compiler and the case study.
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Abstract. In order to handle the complexity and heterogeneity of mod-
ern instruction set architectures, analysis platforms share a common
design, the adoption of hardware-independent intermediate representa-
tions. The usage of these platforms to verify systems down to binary-level
is appealing due to the high degree of automation they provide. How-
ever, it introduces the need for trusting the correctness of the translation
from binary code to intermediate language. Achieving a high degree of
trust is challenging since this transpilation must handle (i) all the side
effects of the instructions, (ii) multiple instruction encoding (e.g. ARM
Thumb), and (iii) variable instruction length (e.g. Intel). We overcome
these problems by formally modeling one of such intermediate languages
in the interactive theorem prover HOL4 and by implementing a proof-
producing transpiler. This tool translates ARMv8 programs to the inter-
mediate language and generates a HOL4 proof that demonstrates the
correctness of the translation in the form of a simulation theorem. We
also show how the transpiler theorems can be used to transfer properties
verified on the intermediate language to the binary code.

Keywords: Binary analysis · Formal verification · Proof producing
analysis · Theorem proving

1 Introduction

Despite the existence of formally verified compilers, the verification of binary
code is a critical task to guarantee trustworthiness of critical systems. This is
particularly necessary for software mixing high-level language with assembly
(system software), using ad-hoc languages and compilers (specialized software),
in presence of instruction set extensions (like encryption and decryption), and
when the source code is not available (binary blobs). This necessity is not only
limited to the general-purpose computing scenario but also applies to connected
embedded systems, where software bugs can enable a remote attacker to tamper
with the security of automobiles, payment services, and smart IoT devices.

c© Springer International Publishing AG 2017
S. Cavalheiro and J. Fiadeiro (Eds.): SBMF 2017, LNCS 10623, pp. 197–214, 2017.
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The need of semi-automatic analysis techniques for binary code has lead to
the development of several tools [7,24,25]. To handle the complexity and hetero-
geneity of modern instruction set architectures (ISAs), all these tools followed
a common design: They have introduced a platform independent intermediate
representation that allows to implement analysis independently of (i) names and
number of registers, (ii) instruction decoding, (iii) endianness of memory access,
and (iv) instruction side-effects (like updating conditional flags or the stack
pointer). This intermediate representation is often a dialect of the Valgrind’s
IR [21]. Soundness of the transpiler (i.e. the tool translating from machine code
to intermediate language) should not be foregone: It may have to handle mul-
tiple instruction encoding (e.g. ARM Thumb), variable instruction length (e.g.
Intel), and complex side effects of instructions (e.g. ARM branch with link and
conditional executions). Clearly, a transpiler bug jeopardizes the soundness of
all analyses done on the intermediate representation.

Our strategy to handle this issue is to use formal models of the ISA and of the
intermediate language of the analyses platform, and to formally demonstrate that
the transpilation is correct. We chose ARMv8 [17] as demonstrating ISA, reusing
the model for the HOL4 theorem prover that was previously developed in [9,10].
For the target language, we implemented a deep-embedding of the Intermediate
Language of the Binary Analysis Platform [7] (BIL) in the HOL4 logic and
implemented its small-step semantics. Verification of the transpilation is done
via a HOL4 proof producing transpiler, which translates ARMv8 programs to
BIL programs, and yields the HOL4 proof that demonstrates its correctness.
The theorem establishes a simulation between the input binary program and the
generated BIL program, showing that the two programs have the same behavior.
Our contribution enables a verifier to prove properties of the generated BIL
program (i.e. by directly using the theorem prover or proof-producing analysis
techniques) and to transfer them to the original ARMv8 program using the
generated simulation theorems.

Outline. We present the state of the art and the previous works relating to
our contribution in Sect. 2. Section 3 introduces the HOL4 formal models of the
ARMv8 ISA and the BIL language. Section 4 presents the certifying transpiler.
We demonstrate that the theorems produced by the transpiler can be used to
transfer verification conditions in Sect. 5, where we test and evaluate our devel-
opment too. We give concluding remarks in Sect. 6.

2 Related Work

Recent works have shown that formal techniques are ready to achieve detailed
verification of real software, making it possible to provide low-level platforms
with unprecedented security guarantees [1,8,13]. For such system software,
limiting the verification to the source code level is undesirable. A modern
compiler (e.g. GCC) consists of several millions of lines of code, in contrast to
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micro-kernels that consist of few thousand lines of code, making it difficult to
trust the compiler output even when optimization is disabled1.

To overcome this limitation, formally verified compilers [6,14,15] and
proof/producing compilers [16] have been developed. Similarly to our work, these
compilers use detailed models of the underlying ISA to show the correctness of
their output. This usually involves a simulation theorem, which demonstrates
that the behavior of the produced binary code resembles the one specified by
the semantics of the high level language (e.g. C or ML). These theorems per-
mit properties verified at the source-level to be automatically transferred to the
binary-level. For instance, CompCert has been used in [3] to verify security of
OpenSSL HMAC by transferring functional correctness of the source code to the
produced binary.

Even if formally verified compilers obviate the need for trusting their output,
they do not fulfill all the needs of verified system software. Some of these com-
pilers target languages that are unsuitable for developing system software (e.g.
ML cannot be used to develop a microkernel due to its garbage collector). Also,
they do not support mixing the high-level language with assembly code, which
is necessary for storing and restoring the CPU context or for managing the page
table. Some of the effects of these operations can break the assumptions made
to define a precise semantics of the high level language (e.g. a memory write
can alter the page table which in turn affects the virtual memory layout). Also,
some properties (e.g. absence of side channels due to non-secure accesses to the
caches) cannot be verified at the source code level; the analysis must be aware
of the exact sequence of memory accesses performed by the software. Finally,
binary blob analysis is imperative for verifying memory safety of binary code
whose source code is not available (e.g. the power management of ARM trusted
firmware).

Unfortunately, detailed formal specifications of machine languages (e.g. the
ones used to verify compiler correctness [11]) consist of thousands of lines of
definitions. The complexity of these models makes them unusable to directly
verify any binary code that is not a toy example. Moreover, the target verification
tools, usually interactive theorem provers, provide little or no support for either
automatic reasoning or reuse of algorithms among different hardware models.
To make machine-code verification proofs reusable by different architectures,
Myreen et al. [20] developed a proof-producing decompilation procedure. Those
tools have been implemented in the HOL4 system and have been used by the
seL4 project to check that the binary code produced by the compiler is correct,
permitting to transfer properties verified at the source code level to the actual
binary code executed by the CPU [22]. The same framework has been used
to verify a bignum integer library [19]. However, the automatism provided by
this framework is still far from what is provided by today’s binary analysis
platforms (e.g. [7,24,25]). These provide tools to compute and analyze control-
flow graphs, to perform abstract interpretation and symbolic execution, to verify

1 An example of a very recent bug found in GCC: https://gcc.gnu.org/bugzilla/
show bug.cgi?id=80180.

https://gcc.gnu.org/bugzilla/show_bug.cgi?id=80180
https://gcc.gnu.org/bugzilla/show_bug.cgi?id=80180
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contracts, and to verify information flow properties [2]. On the other hand, their
usage requires to trust the used transpiler. Due to the complexity of writing
a transpiler for each architecture, recent work has been done to synthesize the
transpiler from compiler backends [12]. However, this requires to trust both: the
synthesis procedure and the compiler backend.

In this paper, we address this issue by providing sound transpilation of
ARMv8 binary code to the intermediate language of BAP. BAP is an analy-
sis platform that provides utilities to compute and analyze control-flow graphs,
to transform programs (e.g. by unrolling cycles), to verify contracts via genera-
tion of weakest preconditions and their export to SMT solvers. The platform has
also been externally extended with tools for information flow security based on
relational analysis. We developed a HOL4 formal model of the BAP intermediate
language, which can be used to provide precise semantics of programs expressed
in BIL and to verify soundness of analysis tools. This allows us to implement
a proof-producing transpiler, which can translate an ARMv8 program to a BIL
program while generating a HOL4 proof that demonstrates its correctness.

3 Formal HOL4 Models

3.1 The ARMv8 Model

In our work, we use the ARMv8 model developed by Fox [10], which is con-
structed from the pseudocode described in the ARM specification [17] and pro-
vides a detailed HOL4 formalization of the effects of the instructions, taking
into account the different execution modes, flags, and other characteristics of
the processor behavior.

The system state is modeled as a tuple s = 〈r, sr, p, c,m〉. Here, r represents
a sequence of 64-bit general purpose registers. We identify the i-th register with
r(i). The tuple sr = 〈pc, sp, lr〉 contains the special registers representing the
program counter, the stack pointer, and the link register respectively. The tuple
p representing the current processor state and contains the arithmetical flags,
the execution mode, and the interrupt disabling. The tuple c encodes the system
and coprocessor registers, it also contains the current endianness and the con-
figuration of the Memory Management Unit. The 64-bit addressable memory is
modeled as the function m : B64 → B8. Finally, the system behavior is repre-
sented by the deterministic transition relation s → s′, describing how the ARM
state s reaches the state s′ by executing a single instruction. Hereafter, we use .
to access tuple fields; for example s.sr.pc states for the program counter of the
state s.

The HOL4 model consists of hundreds of definitions and its complexity makes
it difficult to analyze large programs. To simplify the analyses, the model is
equipped with a mechanism to statically compute the effects of a single instruc-
tion via the arm step function. Let i be the binary encoding of an instruc-
tion and ad be the address where the instruction is stored, then the function
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arm step(i, ad) returns a list of step theorems [st1, . . . , stn]. Each theorem stj
has the following structure:

∀s. read32(s.m, s.sr.pc) = i ∧ s.sr.pc = ad ∧ cj(s) ⇒ s → tj(s)

where read32 is a function that reads 32 bits from the memory. Intuitively, each
step theorem describes one of the possible behaviors of the instruction and con-
sists of the guard condition cj that enables the transition and the function tj
that transforms the starting state into the next state. We use three examples to
illustrate this mechanism.

Let the instruction stored at the address 0x1000000c be the addition of the
registers x0 and x1 into the register x0 (whose encoding is 0x8b000020), the
step function produces the following step theorem:

∀s. read32(s.m, s.sr.pc) = 0x8b000020 ∧ s.sr.pc = 0x1000000c ⇒
s → (

λs′.s′ with r(0) = s′.r(0) + s′.r(1) with sr.pc = s′.sr.pc + 4
)
s

(where s′ with r(0) = v updates the register zero of the state s′ with v). In this
case, only one theorem is generated, and there is no guard condition (i.e. c1 is a
tautology).

Some ARMv8 instructions (i.e. conditional branches) can have different
behavior according to the value of some state components. In these cases, the
step function produces as many theorems as the number of possible execution
cases. For example, the output of the step function for the Signed Greater Than
(GT) branch consists of the following two theorems:

∀s. read32(s.m, s.sr.pc) = 0x54fffe8c ∧ s.sr.pc = 0x1000000c
∧ s.p.Z = 0 ∧ s.p.N = s.p.V ⇒
s → (λs′.s′ with sr.pc = s′.sr.pc − 0x30)s

∀s. read32(s.m, s.sr.pc) = 0x54fffe8c ∧ s.sr.pc = 0x1000000c
∧¬ (s.p.Z = 0 ∧ s.p.N = s.p.V) ⇒
s → (λs′.s′ with sr.pc = s′.sr.pc + 4)s

That is, if the test succeeds (i.e. c1 = s.p.Z = 0 ∧ s.p.N = s.p.V holds) then the
jump is taken (in this case jumping back in a loop to the address pc − 0x30),
otherwise (i.e. c2 = ¬(s.p.Z = 0 ∧ s.p.N = s.p.V) holds) the jump is not taken
(the program counter is updated to point to the next instruction). Notice that
for every state s the condition c1 ∨ c2 hold.

Finally, some ARMv8 instructions (i.e. memory stores) can have unsound
behavior if some conditions are not met. In these cases, the step function gener-
ates the step theorems only for the correct behaviors; for a given instruction, let
st1, . . . , stn be the generated theorems and c1, . . . , cn the corresponding guards,
the behavior of the instruction is soundly deduced by the step function for every
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state s such that
∨

j cj(s) holds and can not be deduced otherwise. For example,
the output of the step function for a memory store consists of the theorem:

∀s. read32(s.m, s.sr.pc) = 0xf90007e0 ∧ s.sr.pc = 0x1000000c
∧ aligned(s.sr.sp + 8) ⇒
s →

(
λs′.s′ with m = write64(s′.m, s′.sr.sp + 8, s′.r(0))

with sr.pc = s′.sr.pc + 4

)
s

Intuitively, the step function can predict the behavior only for states having the
target address (i.e. s.sr.sp + 8) aligned.

3.2 The BIL Model

The target of our transpilation is BIL. In this language, a statement has only
explicit state changes, i.e. there are no implicit side effects, and it can only affect
one variable.

BIL’s syntax is depicted in Table 1. A program is a list of blocks, each one
consisting of a uniquely identifying label (i.e. a string or an integer) and a list of
atomic statements. A statement can affect the state by (i) assigning the evalua-
tion of an expression to a variable, (ii) (conditionally or unconditionally) modi-
fying the control flow, (iii) halting the system in a successful state, and (iv) ter-
minating the system in a failure state if an assertion does not hold. As usual,
labels are used to refer to the specific locations in the program and can be the
target of jump statements. BIL expressions are built using constants (i.e. strings
and integers), conditionals (i.e. ifthenelse), standard binary and unary oper-
ators (ranged over by ♦b and ♦u respectively) for finite integer arithmetic,
and accessing variables of the environment (i.e. var). Additionally, two types of
expressions can operate on memories. The expression load (exp1, exp2, τreg,n)
reads n bytes from the memory exp1 starting from the address exp2. The expres-
sion store (exp1, exp2, exp3, τreg,n) returns a new memory in which all the loca-
tions have the same values as the initial memory exp1 except the addresses
exp2 + i where i ∈ [0 . . . n − 1] that contain the chunks of exp3.

Hereafter we use Δ to represent the set of all possible strings. These can be
used to identify both labels and variable names. We use τ to range over BIL
data types; let n ∈ {1, 8, 16, 32, 64}, the type for words of n-bits is denoted by
τreg,n and the type for memories addressed using n-bits is denoted by τmem,n.
We use T and V to represent the set of all BIL types and values respectively.

A program b is well-defined if it has no duplicate block labels and each block
has at least one statement. In the following we assume that all programs are
well defined. Notice that the program b is not part of the state, since it is not
allowed to be changed dynamically.

A BIL environment σ maps variable names (given as strings) to pairs of type
and value; σ : Δ → (T × V ). Types of variables are immutable and any wrongly
typed operation produces a run-time failure. The semantics of BIL expressions
is modeled by the evaluation function eval: It takes an expression α and an
environment σ and yields either a value having a type in T or ⊥. The evaluation
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Table 1. BIL’s syntax

intuitively follows the semantics of operations by recursively evaluating the sub-
expressions given as operands. The value ⊥ results when operators and types are
incompatible, thus modeling a type error, which in turn is used by the statement
semantics to cause the program counter to transition to the error state ⊥.

A BIL state γ = (σ, p) ∈ Γ is a pair of an environment σ and a program
counter p. Let L = Δ ∪ B64 be the set of all labels, a program counter p is an
element of the set Λ = (L×N)∪{⊥,�}. While executing a program, the program
counter is (l, n) ∈ L × N, where l is the label of the executing block and n is
the index for the executing statement within this block. A successfully halting
program results in the program counter being �. Failures (e.g. type mismatch
or failing assertion) terminate the program and set the program counter to ⊥.

The system behavior is modeled by the deterministic transition relation b :
γ � γ′, which describes the execution of one BIL statement. In HOL4, this
relation is modeled by the execution function exc, which defines the small step
semantics of one statement.

The execution of assign(X,α) assigns the evaluation of the expression α to
the variable X. Let v = eval (α, σ) and t be the type of v, the value of the
variable is updated in the context (σ [X ← (t, v)]) and the program counter is
incremented. The statement fails in case of a type mismatch: v = ⊥ or σ(X) =
(t′, ) ∧ t �= t′.

The statement halt sets the program counter to � and thereby terminates
execution. The statement assert (α) just increments the program counter if the
expression evaluates to true (i.e. (τreg,1, 1) = eval (α, σ)) and terminates in an
error state otherwise.

The execution of jmp (α) jumps to the beginning of the referenced block, by
setting the program counter to (eval (α, σ) , 0). If the type of α is neither string
nor integer then the statement fails. The statement cjmp (αc, α1, α2) changes
the control flow based on the condition αc. The statement fails if the type of the
condition is not τreg,1 or the the targets (i.e. eval (α1, σ) or eval (α2, σ)) are not
valid labels. Notice that the targets of the jump are evaluated using the current
context, allowing BIL to express indirect jumps that are resolved at run-time.
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4 The Transpiler

The translation procedure uses a mapping of HOL4 ARM states to BIL states.
Every ARM state field is mapped to a BIL variable or to the program counter:
For example, the variable R0 represents the register number zero, the variable
MEM represents the system memory, and the BIL program counter reflects the
ARM program counter. This mapping induces a simulation relation ∼⊆ Γ × S
that relates BIL states to ARM states.

To transform an ARM program to the corresponding BIL fragment we need
to capture all the possible effects of the program execution in terms of affected
registers, flags and memory locations. The generated BIL fragment should emu-
late the behaviour of the instructions executed on an ARM machine. This goal
is accomplished by reusing the arm step function and the following three HOL4
certifying procedures.

– A procedure to translate HOL4 word terms (i.e. those having type B64, B8, B
etc.) to BIL expressions. This procedure is used to convert the guards of the
step theorems and the expressions contained in the transformation functions.

– A procedure to translate a single instruction to the corresponding BIL frag-
ment. This procedure computes the possible effects of an instruction using the
transformation functions of the step theorems. It also symbolically executes
the resulting BIL fragment to demonstrate that it emulates the effects of the
translated instruction.

– A procedure that glues together the theorems produced for the instructions
to translate the entire ARM program.

To phrase the theorem produced by the transpiler we introduce the following
notations. An ARM program π is represented by a finite set of pairs (adj , ij),
where each pair represents that the instruction ij is located at the address adj .
The predicate stored(s, π) states that the program π is stored in the memory of
the state s (formally, stored(s, π) def= ∀(adj , ij) ∈ π. read32(s.m, adj) = ij). The
predicate start-block(p) holds if a BIL program counter p points to the first state-
ment of a block. For readability, let γ = (σ, p), we use γ �= ⊥ and start-block(γ)
to denote p �= ⊥ and start-block(p) respectively. We denote n transitions of ARM
states with →n, and n transitions of BIL states with �n. The translation pro-
cedure produces a theorem that resembles compiler correctness2:

Theorem 1. Let ad0 be the entry point of the ARM program π. For every
ARM state s and BIL state γ, if stored(s, π), s.sr.pc = ad0, and γ ∼ s, then

1. for every n > 0 if s →n s′ then
∃n′ > 0. b : γ �n′

γ′ ∧ (γ′ = ⊥ ∨ γ′ ∼ s′), and
2. for every n′ > 0 if b : γ �n′

γ′ ∧ start-block(γ′) ∧ γ′ �= ⊥ then
∃n > 0. s →n s′ ∧ γ′ ∼ s′.

2 The ARM and BIL transition systems are deterministic and live, thus the transition
relations are total functions. For this reason we omit quantifiers over the states on
the right hand side of transitions, since they always exist and are unique.
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The meaning of the transpiler theorem is depicted in Fig. 1a. Each ARM instruc-
tion is translated to a single BIL block consisting of multiple statements. Assum-
ing that the program is stored in the ARM memory, the state is configured to
start the execution from the entry point ad0 of the program, and the initial
HOL4 ARM state resembles the initial BIL states, then (1) for every state s′

reachable by the ARM model, there is an execution of the BIL program b that
results (after n′ statements) in either an error state (γ′ = ⊥) or in a state γ′

that resembles s′, and (2) for every state γ′ reachable by the BIL program after
the competition of a block (start-block(γ′)), there is an execution of the ARM
program that re-establishes the simulation relation.

Error states permit to identify if an initial configuration can cause a program
to reach a state that cannot be handled by the transpiler (e.g. self-modifying pro-
grams or programs containing instructions whose behavior can not be predicted
by the step function). It is worth noticing that these cases can not be identified
statically without knowing the program preconditions (e.g. misaligned memory
accesses can be caused by the initial content of the stack where pointers are
stored).

4.1 Translation of Expressions

In order to build the transpiler on top of the step function, the HOL4
expressions occurring in the guards and the transformation functions must be
converted to BIL expressions. For example, while translating the binary instruc-
tion 0x54fffe8c of Sect. 3.1 to a conditional jump, the expressions s.p.Z =
0 ∧ s.p.N = s.p.V and s′.sr.pc − 0x30 must be expressed in BIL to generate the
condition and the target of the jump respectively.

Let e be a HOL4 expression, the output of the transpiler is the theorem
∀σ.A(σ) ⇒ (eval (α, σ) = e), stating that, if the environment satisfies the
assumption A, then the evaluation of α is e. These assumptions usually con-
strain the values of the variables in the environment to match the free variables
of the HOL4 expressions. For instance, for the expression s.p.N = s.p.V the
transpiler generates the theorem ∀σ, s.(σ(′′N ′′) = (τ1, s.p.N) ∧ σ(′′V ′′) =
(τ1,V)) ⇒ (eval ((var ′′N ′′ = var ′′V ′′), σ) = (N = V)).

If a HOL4 operator has no direct correspondence in BIL, the transpiler uses
a set of manually verified theorems to justify the emulation of the operator via
a composition of the primitive BIL operators. This is the case for expressions
that involve conversion of words to natural numbers and arithmetic operations
with arbitrary precision. A relevant example is the computation of the carry
(overflow) flag in 64-bit additions. Following the pseudocode of the ARMv8 ref-
erence manual [17], the step theorem contains the expression [x] + [y] < 264,
where x, y ∈ B64 and [·] : B64 → N is their interpretation as natural numbers.
Both the inequality and the addition cannot be directly converted as BIL expres-
sion, because BIL can only handle numbers up to 64 bits. For the carry flag the
transpiler uses the theorem ∀n > 0. ∀x, y ∈ Bn. ([x]+ [y] < 2n) ⇔ (x � 2+ y �
2 + (x & 1) ∗ (y & 1) < 2n−1).
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4.2 Translation of Single Instructions

The transpilation of a single instruction takes three arguments: the binary code
i of the instruction, the address ad of the instruction in memory, and a HOL4
predicate qm : B64 → B. The latter argument identifies which memory addresses
should not be modified by the instruction and is used to guarantee that the
ARM program is not self-modifying. In fact, a self-modifying program cannot
be transformed to equivalent BIL programs (due to BIL following the Harvard
architecture). If an instruction modifies the program code then then the trans-
lated BIL program must terminate in an error state. The predicate qm is used
to instrument the instruction transpiler with the information about where the
program code is stored.

Fig. 1. Translating procedure

An ARM instruction is translated to a single BIL block, following the tem-
plate of Fig. 1b. Hereafter we detail its generation and the verification of its
correctness.

The transpiler uses the arm step function to compute the behavior of the
input instruction i and to generate the step theorems [st1, . . . , stn]. These are
used to demonstrate ∀s.(read32(s.m, s.sr.pc) = i ∧ s.sr.pc = ad) ⇒ s → t(s)
where t(s) = if c1(s) then t1(s) else if . . . else if cn(s) then tn(s), and cj and
tj are the guards and transformation functions of the step theorems respectively.

The behavior of the instruction can be soundly deduced by the step func-
tion only if one of the cj predicate holds (see Sect. 3.1). The transpiler sim-
plifies the disjunction of the guards demonstrating ∀s.

∨
j cj(s) = ec (where ec

is a HOL4 predicate) and translates it to a BIL expression αc (demonstrating
∀σ, s.((σ, p) ∼ s) ⇒ (eval (αc, σ) = ec)). The BIL statement assert (αc) is gen-
erated as preamble of the instruction. Intuitively, if an ARM state s does not
satisfy any guard, then any similar BIL state (σ, p) does not satisfy the assertion,
causing the BIL program to terminate in a error state. On the other hand, if the
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BIL state satisfies the assertion, then every similar ARM state satisfies at least
one of the guards, thus the instruction’s behavior can be deduced by the step
function.

The second task is to translate the effects of the instruction on every field of
the ARM state. Let f be one field of the ARM state (e.g. f = r(0) is the register
zero) and let F be the corresponding variable of BIL according to the relation ∼.
The transpiler uses HOL4 rewriting to compute the new value eF of the field (and
demonstrating ∀s.(t(s)).f = eF ). If eF = s.f then the ARM field is not affected
by the instruction and the corresponding variable F should not be modified by
the generated BIL block, otherwise the variable F must be updated accordingly.
The expression eF is translated to obtain the theorem ∀σ.eval (αF , σ) = eF
and the BIL statement assign (F, αF ) is generated. A complication raises when
there are instructions affecting several state variables, and whose resulting values
depend on each other (i.e. imagine an instruction swapping registers zero and
one, where t(s) = s with {r(0) = s.r(1) and r(1) = s.r(0)}). To handle these
cases, the translation procedure generates a statement assign (tmpF,var F ),
which backups the value of the variable F into the temporary variable tmpF .

Special care is needed for memory updates (i.e. f = m). The BIL program
should fail if it updates a memory location where qm holds. The transpiler
inspects the expression eMEM to identify the addresses that can be changed by
the instruction and extracts the corresponding set of B64 expressions e1, . . . , en
(in ARM a single instruction can store multiple registers). To ensure that this
identification is complete, the transpiler proves ∀s, a.(

∧
i a �= ei) ⇒ (eMEM (a) =

s.m(a)). The expression
∧

i ¬qm(ei) (which guarantees that no modified address
belongs to the reserved memory region) is translated to obtain the theorem
∀σ.eval (αm, σ) =

∧
i ¬qm(ei). Finally the BIL statement assert(αm) is added as

further preamble of the instruction. If the ARM instruction modifies an address
in qm, then the corresponding BIL state does not satisfy the assertion, causing
the BIL program to terminate in an error state.

Symbolic evaluation of the program counter field is used to generate state-
ments that update the control flow. If epc is syntactically equivalent to if c then
e1 else e2, then the expressions c, e1 and e2 are translated to αc, α1 and α2, and
the statement cjmp(αc, α1, α2) is appended as last statement of the BIL frag-
ment. Otherwise, epc is directly translated to α and jmp(α) is appended to the
BIL fragment. Whenever possible, e1, e2, or epc are first simplified to constants,
thus reducing the number of indirect jumps in the BIL program.

To compute the effects of the generated BIL block, the transpiler uses a small
symbolic execution engine. The transpiler uses the intermediate theorems gener-
ated during the process to discard the hypotheses of the symbolic execution and
to instantiate the expression evaluations. Finally, it establishes the instruction-
theorem.

Theorem 2. Let i be the binary encoding of the instruction, ad be its loca-
tion in memory, and qm the predicate identifying the memory region used to
store the complete program. Also, let block be the generated BIL block, n be
the corresponding number of BIL statements, and b[ad] be the BIL block of the
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BIL program b having label ad. For every ARM state s, BIL state γ, and BIL
program b if read32(s.m, s.sr.pc) = i, s.pc = ad, γ ∼ s, and b[ad] = block, then

1. if s → s′ and b : γ �n γ′ then
((γ′ = ⊥) ∨ (γ′ ∼ s′ ∧ ∀a.qm(a) ⇒ s′.m(a) = s.m(a))), and

2. for every n′ < n, if b : γ �n′
γ′′ then ¬start-block(γ′′).

The theorem shows (1) that if the complete execution of the block succeeds
then it behaves equivalently to the ARM instruction and memory in qm is not
modified, and (2) that completing the block requires exactly n steps.

4.3 Transpiling Programs

The theorems generated for every instruction are composed to verify Theorem 1.
Property (1) is verified by induction over n, using the predicate qmem(a) � a ∈
{ad | (ad, i) ∈ π}. This ensures that the ARM program is in memory after
the execution of each instruction, thus allowing to make the precondition of the
translation theorem (i.e. ∀(adj , ij) ∈ π. read32(s.m, adj) = ij) an invariant.

Property (2) is verified by induction over n′. We split the execution of n′

steps (leading from the initial state to γ′) in two parts: n′
0 < n′ steps from the

initial state to the last state γ0 satisfying start-block and n′
1 = n′ − n′

0 steps
from γ0 to γ′. By inductive hypothesis there must exists n0 such that the ARM
program reaches a state γ0 ∼ s0 in n0 steps. Since γ0 ∼ s0 then the program
counter of γ0 points to one of the blocks produced by the transpiler. If γ′ satisfies
start-block then we can use the corresponding instruction-theorem to show that
n′
1 is equal to the length of the block. This and the fact that the ARM transition

relation is total enables part (1) of the instruction-theorem, showing that the
ARM instruction behaves equivalently to the BIL block.

4.4 Support for More Architectures

In the following, we review the modifications of the certifying procedures needed
to support other common computer architectures, like MIPS, x86 and ARMv7.

The transpiler has three main dependencies: A formal model of the archi-
tecture, a function producing step theorems, and the definitions of a simulation
relation. There exist HOL4 models for x86, x64, ARMv7-M, and MIPS that are
equipped with the corresponding step function. On the other hand, the simula-
tion relation can differ for each architecture since it maps machine state fields
to BIL variables. In fact, the name, the number, and the type of registers can
be very different among unrelated architectures.

The expression translation has to handle the expressions of guard conditions
and transformation functions that are present in the step theorems. Since these
use HOL4 number and word theories, independently of the architecture, big
parts of the translation of Sect. 4.1 can be reused. There are two exceptions:
One is the possible usage different word lengths, and the other is the need of
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proving helper theorems to justify the emulation of operators that have no direct
correspondence in BIL (e.g. for the computation of carry flag in ARM).

The transpilation of single instructions of Sect. 4.2 would produce BIL blocks
with a similar structure. However, the changed simulation relation can affect the
transpilation procedure. In fact, the BIL variables that have to be temporarily
saved and the ones that must be modified can be different, matching the different
registers. On the other hand, the expressions computing the state transformation
are the result of the expression translation and do not require changes. Also, a
jump instruction must terminate the instruction block to steer the control flow
dependent on program counter changes.

The verification of Theorem 1 by the program transpilation of Sect. 4.3
involves only reasoning on BIL and the theorems generated for the individual
instructions. This reasoning can be largely reused since the structure of these
individual theorems is unchanged. Even though our proof procedure for this is
fairly general, differences in the simulation relation might require slight changes.

5 Using the Transpiler to Verify Binary Programs

The output of the transpiler can be used to verify properties of the translated
ARM program. The verification work flow consists of three tasks, (1) proving
that the BIL program does not reach error states, (2) proving that the desired
properties of the BIL program hold, and (3) using the refinement relation to
transfer these properties to the original ARM program. Here, we show that the
transpiler output fulfills this purpose for four common verification tasks: Con-
trol Flow Graph (CFG) analysis, contract-based verification, partial correctness
refinement, and verification of termination.

Program’s CFG is essential to many compiler optimizations and static analy-
sis tools. Furthermore, proving control flow integrity ensures resiliency against
return-oriented programming [23] and jump-oriented programming attacks [4].
In its simplest form, the CFG consists of a directed connected graph G, whose
node set is B64, and a root node ad0: The graph G contains (ad1, ad2) if the
program can flow from the address ad1 to the address ad2 by executing a single
instruction; The root node represents the entry point of the program.

Analyzing the CFG of a binary program requires to deal with indirect jumps.
Even if the source program avoids using function pointers, indirect jumps are
introduced by the compiler, e.g. to handle function exits and exceptions. For
instance, the ARM link register is used to track the return address of functions
and can be pushed to and popped from the stack. For this reason, the correctness
of the control flow depends on the integrity of the stack itself. Thus, verifying
the CFG (G, ad0) of a program π requires assuming a precondition P , which
constraints the content of the heap, stack and registers.

Definition (Control flow graph integrity). For every ARM state s such
that stored(s, π), s.sr.pc = ad0, and P (s), for every n, if s →n s1 and s1 → s2
then (s1.sr.pc, s2.sr.pc) ∈ G.
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It is straightforward to show that CFG integrity can be verified using the
transpiler theorem, by defining a BIL precondition P ′ that corresponds to P ,
and by proving the following verification conditions.

Condition (BIL control flow integrity). Let lbl(γ) = pc be the label of the
program counter of the state γ, which is undefined when pc =⊥. For every γ such
that P ′(γ) and for every n1 and n2, if b : γ �n1 γ1 �n2 γ2, start-block(γ1) and
start-block(γ2), and (∀n3 < n2.b : γ1 �n3 γ3 ⇒ ¬start-block(γ3)) then γ1 �= ⊥,
γ2 �= ⊥, and (lbl(γ1), lbl(γ2)) ∈ G.

Condition (Transfer of precondition). For every γ, s such that γ ∼ s, if
P (s) then P ′(γ).

Contract based verification consists in verification of Hoare triples to establish
partial correctness. Let P (s) and Q(s, s′) be two predicates, representing the
pre- and post-condition of a contract, verifying that a program π (starting from
the entry point ad0) meets the contract (P,Q) means establishing the following
property.

Definition (Contract verification). For every s such that stored(s, π),
s.sr.pc = ad0 and P (s), for every n1, if s →n1 s1 then Q(s, s1).

Let PCend be the set of exit points of the program and End(s1) be
s1.sr.pc ∈ PCend. Usually Q has the form End(s1) ⇒ Q1(s, s1), meaning that if
the program reached one of its exit points then the post-condition Q1 is satis-
fied. This property can be verified using the theorem produced by the transpiler,
by identifying a BIL contract (P ′, Q′), and by proving the following verification
conditions:

Condition (BIL contract verification). For every γ such that P ′(γ) and for
every n, if b : γ �n γ′ then γ′ �= ⊥ and Q′(γ, γ′).

Condition (Transfer of contracts). For every γ, γ′, s, s′ such that γ ∼ s
and γ′ ∼ s′, if P (s) then P ′(γ) and if Q′(γ, γ′) then Q(s, s′).

Partial correctness is proved as a refinement using an abstract specification
and reusing contract verification. With composability of specifications in mind,
we assume that the specification is phrased such that domain and codomain are
the same. Let aout = fspec(ain) be a functional specification with the signature
fspec : A → A.

Definition (Partial correctness refinement). For every s, a such that
R(s, a), forall n1 such that s →n1 s1, if End(s1) then R(s1, fspec(a)).

Notice, that the refinement relation R(s, a) implicitly contains the mapping
from a to s and an invariant to enable establishing the refinement. By using the
assumption R(s, a), we can simply derive a verification condition in the shape of
the definition for contract-based verification, which can be proved as described
before. We call this the binary correctness condition in this context, where P (s)
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resembles the invariant of the refinement relation, and Q1(s, s1) incorporates the
functional specification fspec with respect to the mapping of R.

The assertion of total correctness (or functional correctness) additionally
requires termination. Therefore, we consider the following definition, where the
precondition P should be not stronger than the precondition we used for partial
correctness (i.e. the invariant of the refinement relation).

Definition (Termination verification). For every s such that stored(s, π),
s.sr.pc = ad0 and P (s), exists an n1 such that s →n1 s1 and End(s1).

To prove this property, we use the theorem produced by the transpiler (i.e.
the second clause of Theorem 1), identify an appropriate BIL precondition P ′,
and prove the following conditions.

Condition (BIL termination verification). For every γ such that P ′(γ),
exists an n such that b : γ �n γ′ and End′(γ).

Condition (Transfer of termination conditions). For every γ, s such that
γ ∼ s, if P (s) then P ′(γ) and if End′(γ) then End(s).

5.1 Evaluation

Our contribution counts ∼4600 lines of HOL4 code: (1) ∼1000 lines for the syn-
tax and the semantics of BIL, the most of which are for the (signed an unsigned)
cast operators between bitvectors of different size; (2) ∼2000 for the expression
transpiler, a fourth of which proves the theorems handling arithmetic conver-
sions; (3) ∼1500 for the instruction transpiler, one third of which generates the
BIL fragments, and the remaining two thirds generate the proofs of correct-
ness; and (4) the remainder for merging the instruction theorems together and
generate the translation of a complete ARM program.

The whole proof-producing transpilation of an instruction takes ∼9 s on a
modern computer (Intel Core i7-6650U 2.2 GHz). We follow a backward-proof
strategy; firstly, we generate the proof goal by invoking the step function, merg-
ing its output, translating the expressions and generating the supposedly cor-
responding BIL code. This first part takes ∼1 s. The second part symbolically
evaluates the BIL statements. This takes ∼6.5 s, with each BIL statement requir-
ing between ∼0.5 s and ∼1.5 s. In the third and last part, which takes ∼2 s, we
prove that the simulation relation is established.

As described in Sect. 4.2, the translation of one instruction follows two steps:
(i) it translates the ARM instruction to a BIL block, establishing several inter-
mediate theorems (i.e. for translation of expressions), and setting up the goal
of Theorem 2, (ii) it demonstrates Theorem 2 in a backward proof, by sym-
bolically evaluating the BIL block and by using the intermediate theorems.
The usage of a backward-proof for this procedure provides a naive strategy
to speed up analyses: the user can rely on the goal produced in step (1) to
translate the ARM program to BIL without generating the corresponding certi-
fication theorem. This certificate can be generated offline later. Step (2) can be
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optimized with additional engineering effort by using a forward-proof strategy.
Furthermore, program independent helper theorems can be verified once and
reused in this process.

We experimented with the transpiler using various unmodified binary pro-
grams produced by a standard GCC, including a bignum library and an imple-
mentation of AES encryption. The three C functions internal mul, newbn, and
freebn of the bignum library consist of 38 lines of C code, which are compiled
to 141 instructions. After transpilation, we obtain 907 lines of BIL code for
these functions. The encryption function of AES consists of 131 lines of C code
(excluding the constant lookup tables used for the S-Boxes), which are compiled
to 535 instructions. With this example, we obtain 3920 lines of BIL code. We
observe that the average binary instruction consists of 6 to 7 BIL statements.

6 Concluding Remarks

We presented the HOL4 formal model of the intermediate language of BAP
and the implementation of a transpiler for ARMv8 programs. This is the first
work toward this approach, and its results overcome two of the main barriers
in adopting binary analysis platforms to formally verifying binary code: the
lack of a formal ground to prove analysis correctness and the need for trusting
translation soundness.

The formal model of BIL can be used for verifying BAP tools, which are ISA
independent and analyze BIL programs, e.g., Dijkstra’s weakest precondition
propagation, transformation to single static assignment, loop unrolling.

In this paper, we focus on the ARMv8 architecture. To handle other machine
architectures (e.g. x86, x64, ARMv7-M, MIPS), new transpilers must be devel-
oped. Fortunately, the majority of the transpiler code does not depend on spe-
cific ARMv8 features, but on the theorems produced by the step function.
There are several other HOL4 models for the main commodity architectures
that are equipped with the same functionality [10]. We comment on the required
transpiler modifications to support these architectures in Sect. 4.4.

Further research is needed to develop a complete trustworthy binary analy-
sis platform. For example, a trustworthy semi-automatic verification tool based
on pre/post conditions for binary code can be implemented by completing two
additional tasks: (i) a trustworthy verification condition generator to compute
the weakest precondition needed by the BIL program to meet the postcondition,
and (ii) a sound satisfiability solver for bitvectors to check if the precondition
entails the weakest precondition. For the first task, Vogels et al. [26] verified the
soundness of an algorithm for weakest precondition generation in Coq. For the
second task, Satisfiability Modulo Theory (SMT) solvers can be used. Böhme et
al. [5] demonstrated HOL4 proof reconstruction for Z3 [18] capable of handling
the theory of fixed-size bit-vectors.
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Abstract. This paper presents a method for requirements verification
in Web service models based on workflow modules. In this approach,
a requirement model (a service contract publication) only specify tasks
which are of interest of all parties involved in the corresponding Web
service. Architectural models (detailed Web service) contain the detailed
tasks of all the individual workflow processes that interact through asyn-
chronous communication mechanisms in order to produce the services
specified in the requirement model. In the proposed approach, services
correspond to scenarios of workflow modules. For each scenario of the
requirement and architectural models, a proof tree of Linear Logic is
produced and transformed into a precedence graph that specifies task
sequence requirements. Precedence graphs of the requirement and archi-
tectural models are then compared in order to verify if all the exist-
ing scenarios of the requirement model also exist in the architectural
model. The comparison of the models is based on the notion of branch-
ing bisimilarity that prove behavioral equivalence between distinct finite
automatas.

Keywords: Web service · Service Oriented Architecture · Workflow
module · Petri nets · Linear Logic · Bisimilarity

1 Introduction

In the context of distributed architecture, Service Oriented Computing (SOC)
has been detached. SOC is a generic term representing a new generation of
distributed computing platform [4]. This computing paradigm uses services as
fundamental elements for applications/solutions development [10]. According to
[10], to build the service model, SOC relies on the Service Oriented Architecture
(SOA) which is a way of reorganizing software applications and infrastructure
into a set of interacting services. SOA has been widely used in order to integrate
systems through services that can be reusable by several systems. The archi-
tectural model establish by SOA aims to improve the efficiency, agility and the
productivity of a business by positioning services as primary means [4].

A service is an organization’s business capability that is implemented and
available in a distributed environment, on the Internet (or intranet), for that
other applications can access it [10]; it is also called a Web service. A service
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performs functions that can be simple requisitions or complex business processes.
A distinct functional context is assigned to each service and each service is
composed by a set of capabilities related to this context. The capabilities suitable
for invocation by external consumer programs are then usually expressed through
a service contract publication [4].

One of the main characteristic of Web services is the weak coupling existing
between services and the existence of interoperability standards that allows cer-
tain services to be grouped together. Service compositions can be implemented
in several ways, like orchestration and choreography, for example [3]. In both
cases, the composition mechanisms are based on synchronous and asynchronous
interaction mechanisms.

For the specification and analysis of Web service compositions, many stud-
ies have already considered Petri nets as an appropriate model [7,8,13,18]. In
[13], for example, a method was presented for the identification of deadlock-
free scenarios in Web service compositions based on the analysis of Linear Logic
proof trees. The approach presented by the authors detects specific safe scenarios
which ensures that no deadlock situation will be reached during the execution
of the composite system. In [8], the services, named modules, are classified as
usable (modules that can be used in any composition) or not usable (modules
that cannot be used in any composition). In the proposed approach, a frame-
work for the modeling and analysis of Web services based on business processes
by help of Petri nets was presented. In [7], the authors address the problem of
abstracting and checking correctness of Web service compositions, taking into
consideration four variants of Soundness property (Soundness, Weak Soundness,
Relaxed Soundness and Easy Soundness).

An important issue in software projects is to ensure that the architectural
models reproduce the behavior of the requirement analysis models. Such verifica-
tion will minimize risks of failure in projects, increasing the guarantee of software
quality and avoiding rework costs [6]. Therefore, in this paper, an approach based
on a kind of comparative analysis between requirement and architectural models
in the context of Web services is presented. The analysis will be based on Linear
Logic proofs produced from workflow modules modeled by acyclic Petri nets.
A definition of semantic equivalence in the context of Linear Logic will then
be introduced, as it has already be performed, for example, in the context of
process algebras with the notion of bisimulation [1]. The requirement and archi-
tectural models will be based on workflow modules. The approach will consider
sound requirement models but the architectural models will not be necessarily
sound and may lead the system to a deadlock situation. The proposed approach
will accept in particular relaxed sound processes (when all the activities of the
system appeared in at least one process that ended correctly).

The remainder of the paper is organized as follows. In Sect. 2, the definition of
a workflow module is presented as well as an overview of Linear Logic and of the
notion of Branching Bisimilarity. The approach to formally detect requirements
present in architectural models based on Web services is proposed in Sect. 3.
Finally, Sect. 4 concludes this work.
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2 Theoretical Background

2.1 Workflow Module

In general, a Web service is seen as an application accessible to other applications
over the Web [9]. The service has a published interface which allows access to
the service and can be invoked across the Internet.

According to [8], a Web service can be modeled through the help of an acyclic
Petri net called a workflow module. A Petri net, N = (P, T, F ), consists of a set
of transitions T, a set of places P and a flow relation F. Therefore, a workflow
module is defined as a Petri net N = (P, T, F ) such as [8]:

1. The set of places is divided into three disjoint sets: internal places PN , input
places P I and output places PO.

2. The flow relation is divided into internal flow FN ⊆ (PN × T ) ∪ (T × PN )
and communication flow FC ⊆ (P I × T ) ∪ (T × PO).

3. The net PN = (PN , T, FN ) is a WorkFlow net (an acyclic Petri net that
models a workflow process).

4. No transition of the model is connected at the same time to an input place
and an output place.

To clarify the concepts defined above, the synthetic example presented in
Fig. 1(a) can be considered, where two modules A and B exist. For example,
considering the module A, the internal places are iA, PA1 and oA, the input
places are PC2 and PC3, and the output places is PC1.

When two modules are composed, their common places are merged and the
dangling input and output places become the new interface [8]. To achieve a
syntactically correct workflow module, it is necessary to add new components

Fig. 1. (a) Workflow modules. (b) Composite workflow modules (A ⊕ B).
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for initialization and termination. Therefore, a composite system is defined as
follow [8]:

– Let A = (Pa, Ta, Fa) and B = (Pb, Tb, Fb) be two syntactically compatible
modules (if both internal processes are disjoint and each common place is an
output place of one module and an input place of the other).

– Let i, o /∈ (Pa ∪ Pb) be two new places and ti, to /∈ (Ta ∪ Tb) two new
transitions.

– The composite system A ⊕ B is given by (Ps, Ts, Fs), such that Ps = Pa ∪ Pb ∪
{i, o}, Ts = Ta ∪ Tb ∪ {ti, to} and Fs = Fa ∪ Fb{(i, ti), (ti, αa), (ti, ab), (ωa, to),
(ωb, to), (to, o)}.

Figure 1(b) shows the composite system A ⊕ B of the workflow modules
shown in Fig. 1(a).

2.2 Linear Logic

Linear Logic [5] emphasizes the role of formulas as resources instead of empha-
sizing truth, as in classical logic, or proof, as in intuitionistic logic.

In the Linear Logic, there are several connectives, but in this paper only two
connectives will be used [15]:

– The times connective, denoted by ⊗, represents simultaneous availability of
resources. For instance, A ⊗ B represents the simultaneous availability of
resources A and B.

– The linear implies connective, denoted by �, represents a state change. For
instance, A � B denotes that consuming A, B is produced; after the pro-
duction of B, A will not be available anymore.

To translate a Petri net model into a Linear Logic formula, the following
definition presented in [15] are used:

– A marking M is a monomial in ⊗ and is represented by M = A1 ⊗ A2 ⊗ ...⊗
Ak, where Ai are place names.

– A sequent M, ti � M ′ represents a scenario, where M and M′ are respectively
the initial and final markings, and ti is a list of non-ordered transitions.

To prove a sequent of the Linear Logic a proof tree is built applying rules.
In this paper, only three Linear Logic rules are considered. To achieve this, F,
G and H will be considered formulas, and Γ and Δ as blocks of formulas. The
following rules will be those used in this paper [15]:

– The �L rule,
Γ � F Δ,G � H

Γ,Δ,F � G � H
�L, expresses a transition firing and gen-

erates two sequents. The right sequent represents the subsequent remaining
to be proved and the left sequent represents the consumed tokens by this
firing.
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– The ⊗L rule,
Γ, F,G � H

Γ,F ⊗ G � H
⊗L, is used to transform a marking in an atoms

list.
– The ⊗R rule,

Γ � F Δ � G

Δ,Γ � F ⊗ G
⊗R, transforms a sequent such as A,B � A ⊗ B

into two identity ones A � A and B � B.

Linear Logic proof tree is read from the bottom-up. The proof stops when
the identity sequent o � o (‘o’ correspond to a sink place) is produced, when
there is not any rule that can be applied or when all the leaves of the proof tree
are identity sequents.

The Linear Logic proof trees can be transformed into precedence graphs, as
shown in [2], by labeling the corresponding proof trees. To label a proof tree, each
time the �L rule is applied, the corresponding transition ti label the application
of the rule, as well as the atoms produced and consumed. Furthermore, the initial
event must be labeled by ii and the final event must be labeled by fi. Once the
labeling is performed, each identity sequence represents the association of two
views of the same atom: the left part of an identity sequent is labeled by the
event that produced it and the right part of on identity sequent is labeled by
the event that consumed it. The labels are shown in the proof tree above the
atoms and below the rules �L. In a precedence graph, the vertices are events
and the arcs are identity sequent, i.e. relation between the event that produced
the atom and event that consumed the atom [2]. The Sect. 3 shows how proof
trees and the corresponding labelings are built.

2.3 Branching Bisimilarity

In the bisimilarity equivalence relation [11], two processes are equivalent if and
only if they can always copy or simulate the actions of each other. Bisimilar-
ity is not a suitable equivalence concept for processes with internal behavior,
because it does not make the distinction between external actions and internal
actions. The distinction between external and internal behavior captures the
idea that an environment observing two processes might not be able to see any
differences in their behavior while internally the two processes perform different
computations [1].

Branching bisimilarity [17] is a variant of bisimilarity; however, it distin-
guishes external behavior from internal behavior. In case we are interested in
processes with the same observable behavior, but with eventually different inter-
nal behavior, branching bisimilarity corresponds then to an equivalence concept
that can satisfy the kind of requirements (in term of equivalent behavior) that
have to be verified in Web services.

To be able to make a distinction between external and internal behavior
(hidden events), silent actions can be introduced. Silent actions are actions that
cannot be observed. Usually, silent actions are denoted with the action label τ .
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Fig. 2. The essence of branching bisimulation.

According to [1], to define branching bisimilarity, two auxiliary definitions
are needed:

1. a relation expressing that a process can evolve into another process by exe-
cuting a sequence of zero or more τ actions;

2. a predicate expressing that a process can terminate by performing zero or
more τ actions.

The Fig. 2, presented in [1], shows the essence of a branching bisimula-
tion. In this figure, τ represents a silent action, α represents an observable
action, p, q, p′, q′, q′′ represent processes and the relation ‘=⇒’ represents that
one processe can evolve into another process by executing a sequence of zero or
more τ actions. The Fig. 2 shows, for example, that the process q can evolve into
another process q′′ by executing a sequence of zero or more τ actions.

On the left side of the Fig. 2, it is possible to observe that the process p has
an equivalence relation with the processes q and q′′ and the process p′ has an
equivalence relation with the process q′′. These facts clearly state that two equiv-
alent processes will continue equivalent after the introduction of some additional
silent actions in one of the processes or even in both.

On the right side of the Fig. 2, it is possible to observe that the process
p has an equivalence relation with the processes q and q′′, and the process p′

has an equivalence relation with the process q′. These facts clearly state that
two equivalent processes will continue equivalent after the introduction of some
additional observable actions in one of the processes only if the same observable
actions also exists in the other process and respect the same sequence constraints
in both processes.

3 Requirement Verification in Composite Web Services

The approach proposed in this paper considers that the requirement model is a
Web service contract containing the capabilities suitable for invocation by exter-
nal consumer. The Web service contract specifies the expected system require-
ments the parties involved will have to perform; therefore, it only contains the
tasks which are of interest to all parties. Figure 3, shows an example of compos-
ite Web service contract modeled by workflow modules. This example involves
two business partners: a contractor and a subcontractor. As it can be observed
in Fig. 3, first the contractor sends an order to the subcontractor. Then, the
contractor sends a detailed specification to the subcontractor and the subcon-
tractor sends a cost statement to the contractor. Based on the cost statement,
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Fig. 3. Composite Web service contract (requirement model).

the contractor can confirm the order or cancel the order. If the order is canceled
the process is finalized in both sides. If the order is confirmed, the subcontrac-
tor manufactures the desired product and, during this process, it sends a status
report to the contractor. Finally, it sends the final product to the contractor.

Considering this composition, it is possible to identify the scenarios that the
parties involved in the process will have to perform. In this context a scenario
corresponds to a well defined route mapped into the corresponding workflow
module and, if the workflow module has more than one route (places with two
or more output arcs), more than one scenario will have to be considered then.
The approach presented in this paper considers that the composite Web service
contract is sound. Such a statement does not necessarily mean that the corre-
sponding architectural model will be sound too, which may lead the system to
a deadlock situation.

An architectural model typically contains several tasks which are only of local
interest and which do not appear in the service contract. In this approach, the
architectural model is also modeled by workflow modules; however, it contains
the detailed tasks of the internal workflow processes. Therefore, the architectural
model corresponds to a more detailed Web Service.

Figure 4 shows the detailed composition of the Web service, which in this
approach, corresponds to the architectural model related to the Web service
contract shown in Fig. 3.
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Fig. 4. Composite detailed Web service (architectural model).

To verify if the scenarios of the requirement model are present in the archi-
tectural model, the composite models of the Web service contract (Fig. 3) and of
the detailed Web service (Fig. 4) are considered. We will call the detailed com-
posite Web service of detailed composite Web Service architecture. Therefore,
the proposed method in this work respects the following sequence of steps:

1. build the Linear Logic proof trees for each scenario of the composite Web ser-
vice contract and transformed the obtained proof trees into the corresponding
precedence graphs;

2. build the Linear Logic proof trees for each scenario of the detailed composite
Web service architecture and transformed the obtained proof trees into the
corresponding precedence graphs;

3. verify the equivalence between the precedence graphs of the composite Web
service contract and the precedence graphs of the detailed composite Web
service architecture.
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Because the precedence graphs show in a formal way the sequencing con-
straints of a set of activities performed by a workflow module, they can be seen
as a kind of operational semantic associated to a workflow process.

The equivalence between composite Web service contract and the detailed
composite Web service architecture can consequently be verified using the
branching bisimilarity concept presented in Sect. 2.3, whose purpose is to com-
pare operational semantics of distinct formal behavioral models.

In our approach, the activities of the detailed composite Web service archi-
tecture that do not appear in the composite Web service contract are considered
as silent actions. When removing the silent actions of the precedence graphs
of the detailed composite Web service architecture, the obtained reduced graph
has to be the same as the one of the composite Web service contract when the
behavior of the architectural model reproduces the behavior of the requirement
model.

To illustrate the approach, we consider the examples of Figs. 3 (compos-
ite Web service contract) and 4 (detailed composite Web service architecture).
The transitions of the models are named according to the initial letters of the
activities associates to them. For example, send order and receive order are rep-
resented by tso and tro, respectively.

The transitions (activities) of the requirement model (composite Web service
contract, Fig. 3) are represented by the following formulas of Linear Logic:

start = ts = i � Ci ⊗ Si, send order = tso = Ci � C1 ⊗ P1,
receive order = tro = Si ⊗ P1 � S1, p specification = tps = S1 ⊗ P2 � S2,
creat specification = tcs = C1 � C2 ⊗ P2,
p cost statement = tpcs = C2 ⊗ P3 � C3,
creat cost statement = tccs = S2 � S3 ⊗ P3,
confirm order = tcfo = C3 � C4 ⊗ P4,
receive confirm = trcf =S3 ⊗P4 � S4, status report= tsr = S4 � S5 ⊗P6,
view status = tvs = C4 ⊗ P6 � C5, cancel order = tco = C3 � C6 ⊗ P5,
receive cancel = trc = S3 ⊗ P5 � So ⊗ P8,
ship product = tsp = S5 � So ⊗ P7, canceled order = tcdo = C6 ⊗ P8 � Co,
handle product = thp = C5 ⊗ P7 � Co, end = te = Co ⊗ So � o.

The requirement model contains two scenarios called respectively Sr1 and
Sr2. The first one corresponds to the situation that the order was canceled by
the contractor and the second one corresponds to the situation that the order
was confirmed by the contractor.

Before the construction of the precedence graph, it is necessary to prove
that the sequent corresponding to a possible scenario is syntactically correct in
accordance with the Linear Logic theory.

Considering the scenario Sr1 of the composite Web service contract of Fig. 3,
the following sequent needs to be proven:

i, ts, tso, tro, tcs, tps, tccs, tpcs, tco, trc, tcdo, te � o.



224 K.S. de Oliveira and S. Julia

The corresponding proof tree for scenario Sr1 is the following:

So�So Co�Co
So,Co�So ⊗ Co ⊗R

o�o �L

C6�C6 P8�P8
C6,P8�C6⊗P8 ⊗R

So,Co,Co⊗So�o�o �L

C6,So,P8,C6⊗P8�Co,te�o ⊗L

S3�S3 P5�P5
S3,P5�S3⊗P5 ⊗R

C6,So⊗P8,C6⊗P8�Co,te�o �L

S3,C6,P5,S3⊗P5�So⊗P8,tcdo,te�o ⊗L

C3�C3 S3,C6⊗P5,S3⊗P5�So⊗P8,tcdo,te�o �L

C2�C2 P3�P3
C2,P3�C2⊗P3 ⊗R

S3,C3,C3�C6⊗P5,trc,tcdo,te�o �L

C2,P3,S3,C2⊗P3�C3,tco,trc,tcdo,te�o ⊗L

S2�S2 C2,S3⊗P3,C2⊗P3�C3,tco,trc,tcdo,te�o �L

S1�S1 P2�P2
S1,P2�S1⊗P2 ⊗R

C2,S2,S2�S3⊗P3,tpcs,...,tcdo,te�o �L

S1,P2,C2,S1⊗P2�S2,tccs,...,tcdo,te�o ⊗L

C1�C1 S1,C2⊗P2,S1⊗P2�S2,tccs,...,tcdo,te�o �L

Si�Si P1�P1
Si,P1�Si⊗P1 ⊗R

C1,S1,C1�C2⊗P2,tps,...,tcdo,te�o �L

Si,C1,P1,Si⊗P1�S1,tcs,...,tcdo,te�o ⊗L

Ci�Ci Si,C1⊗P1,Si⊗P1�S1,tcs,...,tcdo,te�o �L

Ci,Si,Ci�C1⊗P1,tro,tcs,...,tcdo,te�o ⊗L

i�i Ci⊗Si,Ci�C1⊗P1,tro,tcs,...,tcdo,te�o �L

i,i�Ci⊗Si,tso,tro,tcs,tps,tccs,tpcs,tco,trc,tcdo,te�o

To generate the precedence graph, the proof tree must be labeled as explained
in Subsect. 2.2. The simplified labeled proof tree of scenario Sr1 is the following:

trc
So �

tte
So

tcdo
Co �

te
Co

trc
So ,

tcdo
Co �

te
So⊗

te
Co

⊗R

te
o�fi

o �L
te

.

.

.

ii
i �

ts
i

ts
Ci⊗

ts
Si,Ci�C1⊗P1,tro,tcs,...,tcdo,te�o �L

ts

ii
i ,i�Ci⊗Si,tso,tro,tcs,tps,tccs,tpcs,tco,trc,tcdo,te�o

The complete precedence graph of scenario Sr1 for the requirement model
is presented in Fig. 5. In this graph, the vertices represented the activities, and
the arcs the conditions that activate the activities. Such a graph corresponds to
the formal specification of the requirement in terms of behavior. It represents
too a possible view of the operational semantic associated to the corresponding
workflow process.

Considering the scenario Sr2 of the composite Web service contract (require-
ment model) of Fig. 3, the following sequent needs to be proven:
i, ts, tso, tro, tcs, tps, tccs, tpcs, tcfo, trcf , tsr, tvs, tsp, thp, te � o
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Fig. 5. Precedence graph for scenario Sr1.

For the next proof trees only the beginning and the end of the proof are pre-
sented. The simplified corresponding proof tree for scenario Sr2 is the following:

So�So Co�Co
So,Co�So⊗Co ⊗R

o�o �L

.

.

.

i,ts,tso,tro,tcs,tps,tccs,tpcs,tcfo,trcf ,tsr,tvs,tsp,thp,te�o

The simplified labeled proof tree of scenario Sr2 is the following:

tps
So �

te
So

thp
Co �

te
Co

tps
So ,

thp
Co �

te
So⊗

te
Co

⊗R

te
o�fi

o �L

.

.

.

i,ts,tso,tro,tcs,tps,tccs,tpcs,tcfo,trcf ,tsr,tvs,tsp,thp,te�o

The precedence graph for scenario Sr2 of the composite Web service contract
(requirement model) is presented in Fig. 6.

The detailed composite Web service architecture of Fig. 4 contain four sce-
narios called respectively Sa1, Sa2, Sa3 and Sa4. The scenario Sa1 corresponds to
the situation that order was confirmed by the contractor but he did not request
to see the product status. The scenario Sa2 corresponds to the situation that
order was confirmed by the contractor and he requested to see the product sta-
tus. The scenario Sa3 corresponds to the situation that the order was canceled
by the contractor. The scenario Sa4 corresponds to the situation that order was
confirmed by the contractor but he did not request to see the product status;
however, even so the subcontractor sent the status report.

Iterative routes of workflow module will be replaced by simple global tasks,
as it is generally the case of hierarchical approaches based on the notion of well
formed blocks [16]. The iterative route constraint that exists in the detailed
composite Web service architecture of Fig. 4 will be transformed into a global
single task bill’, as shown in the Fig. 7, that corresponds to the many possible
iterations of the activity bill each time the condition nok is valid.
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Fig. 6. Precedence graph for scenario Sr2.

Fig. 7. Transformation of an iterative route constraint into a single task.

The transitions of the architectural model are represented by the following
formulas of Linear Logic:

start = ts = i � Ci ⊗ Si, send order = tso = Ci � C ′
1 ⊗ C2 ⊗ P1,

receive order = tro = Si ⊗ P1 � S1, p order = tpo = S1 � S2,
bill′ = tb = C ′

1 � C ′
3, ok = tok = C ′

3 � C5,
check = tc = C5 � C7, creat specification = tcs = C2 � C4 ⊗ P2,
p specification = tps = P2 ⊗ S2 � S3,
evaluating = tev = S3 � S4, p cost statement = tpcs = C4 ⊗ P3 � C6,
creat cost stament = tccs = S4 � P3 ⊗ S5, decide = td = C6 � C8,
cancel order = tco = C8 � C11 ⊗ P6,
receive confirm = trc = S5 ⊗ P6 � P8 ⊗ So,
canceled order = tcdo = C7 ⊗ C11 ⊗ P8 � Co,
proceed = tp = S7 � S8, confirm order = tcfo = C8 � C9 ⊗ P4,
receive confirm = trcf = P4 ⊗ S5 � S6, prepare product = tpp = S6 � S7,
view status = tvs = C9 ⊗ P5 � C10,
status report = tsr = S7 � P5 ⊗ S8, waiting product = twp = C9 � C10,
handle product = thp = C7 ⊗ C10 ⊗ P7 � Co,
ship product = tsp = S8 � P7 ⊗ So, end = te = Co ⊗ So � o.
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Considering each scenario of the detailed composite Web Service architecture
of Fig. 4, the following sequents needs to be proven:

– (scenario Sa1)
i, ts, tso, tro, tb, tcs, tok, tc, tpo, tps, tev, tccs, tpcs, td, tcfo, trcf , twp, tpp, tp, tsp, thp,
te � o

– (scenario Sa2)
i, ts, tso, tro, tb, tcs, tok, tc, tpo, tps, tev, tccs, tpcs, td, tcfo, trcf , tvs, tpp, tsr, tsp, thp,
te � o

– (scenario Sa3)
i, ts, tso, tro, tb, tcs, tok, tc, tpo, tps, tev, tccs, tpcs, td, tco, trc, tcdo, te � o

– (scenario Sa4)
i, ts, tso, tro, tb, tcs, tok, tc, tpo, tps,tev, tccs, tpcs, td, tcfo, trcf , twp,tpp, tsr, tsp, thp,
te � o

The simplified corresponding proof tree for scenario Sa1 is the following:

So�So Co�Co
So,Co�So⊗Co ⊗R

o�o �L

.

.

.

i,ts,tso,...,tc,tpo,tps,tev,tccs,tpcs,td,tcfo,trcf ,twp,tpp,tp,tsp,thp,te�o

The labeled proof tree for the scenarios Sa1, Sa2, Sa3 and Sa4 will not be
shown.

The precedence graph for scenario Sa1 is presented in Fig. 8(a). In this graph,
all sequences of activities performed in the detailed composite Web service archi-
tecture are clearly specified. In this graph, dashed lines are used when an arc
corresponds to a link to a silent activity (one of its vertices corresponds to a
silent activity). As a matter of fact, these activities are of interest only to their
respective local workflow module. By removing a silent action from a precedence
graph, it is necessary to connect the precedent activity that is connected to the
silent activity to the successor activity of the silent activity. For example, by
removing the activity td in Fig. 8(a), a new directed arc is created between the
activities tpcs and tcfo. By removing all the silent activities of the precedence
graph in Fig. 8(a), the reduced precedence graph of Fig. 8(b) is obtained.

The simplified corresponding proof tree for scenario Sa2 is the following:

So�So Co�Co
So,Co�So⊗Co ⊗R

o�o �L

.

.

.

i,ts,tso,...,tc,tpo,tps,tev,tccs,tpcs,td,tcfo,trcf ,tvs,tpp,tsr,tsp,thp,te�o

The precedence graph for scenario Sa2 is presented in Fig. 9(a). By remov-
ing all the silent activities from the precedence graph in Fig. 9(a), the reduced
precedence graph of Fig. 9(b) is obtained.

The simplified corresponding proof tree for scenario Sa3 is the following:

So�So Co�Co
So,Co�So⊗Co ⊗R

o�o �L

.

.

.

i,ts,tso,...,tc,tpo,tps,tev,tccs,tpcs,td,tco,trc,tcdo,te�o
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(a) (b)

Fig. 8. (a) Precedence graph for scenario Sa1. (b) Reduced precedence graph for sce-
nario Sa1.

(a) (b)

Fig. 9. (a) Precedence graph for scenario Sa2. (b) Reduced precedence graph for sce-
nario Sa2.

The precedence graph for scenario Sa3 is presented in Fig. 10(a). By removing
all the silent activities from the precedence graph in Fig. 10(a), the reduced
precedence graph of Fig. 10(b) is obtained.
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(a) (b)

Fig. 10. (a) Precedence graph for scenario Sa3. (b) Reduced precedence graph for
scenario Sa3.

The simplified proof tree corresponding to scenario Sa4 is the following one:

So�So Co�Co
So,Co�So⊗Co ⊗R

P5,o�o �L

.

.

.

i,i�Ci⊗Si,tso,tro,tb,tcs,tpo,tps,...,tsr,tsp,thp,te�o

The last line of the proof tree clearly shows that even with the last place
‘o’ of the detailed composite Web service architecture marked, another token is
present in the process in place P5. This means that scenario Sa4, in case it is
executed, will produce a kind of information duplication; such a scenario does
not correspond then to a sound behavior and will not be considered as part of
the scenarios necessary to cover the business requirement of the composite Web
service contract. As a direct consequence, the precedence graph for scenario Sa4
is not produced.

The last step of the approach is to compare the precedence graphs of the
composite Web service contract with the precedence graphs of the detailed com-
posite Web service architecture to verify if the requirements specified in term of
behavior in the Web service contract are also present in the architectural pro-
posal specified in the detailed composite Web service architecture. The prece-
dence graphs obtained from scenarios Sr1 and Sr2 have then to be compared
with precedence graphs obtained from scenarios Sa1, Sa2 and Sa3.

The precedence graph for scenario Sr1 (Fig. 5) and the reduced precedence
graph for scenario Sa3 (Fig. 10(b)) execute the same activities respecting the
same sequential constraints. The additional arc C ′

1C
′
3C5C7 that exist in the

graph of Fig. 10(b), and that do not exist in the graph of Fig. 5, are simply
redundant constraints that can be removed without modifying the requirement
specification. As a matter of fact, the arc C ′

1C
′
3C5C7 of Fig. 10(b) simply states
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that the activity tso has to happen before activity tcdo. However, this statement
already exists through the sequence of arcs C2, C4, C6C8, C11, for example. By
removing the redundant arc from the graph of Fig. 10(b), the precedence graphs
of Figs. 5 and 10(b) are exactly the same.

The precedence graph for scenario Sr2 (Fig. 6) and the reduced precedence
graph for scenario Sa2 (Fig. 9(b)) execute the same activities respecting the
same sequential constraints. By removing the redundant arc from the graph in
Fig. 9(b), the precedence graphs of Figs. 6 and 9(b) are exactly the same too.

The scenario Sa1 produces a behavior that was not specified in the contract
model. This fact was expected since the architecture model is a set of private
workflow modules that contains several tasks which are only of local interest and
which do not appear in the Web service contract.

Although the architectural model (Fig. 4) is not sound (scenario Sa4), the
scenarios Sa2 and Sa3 are correctly executed and verify the requirements speci-
fied in the Web service contract. According to the definition presented in [12], it
can be verified that the model is relaxed sound, i.e. each transaction (activity)
appears in, at least, one scenario that finishes correctly. Therefore, even though
the detailed composite Web service architecture is not sound, which may lead the
system to a deadlock situation, it is possible to verify that it possesses the sce-
narios that correctly satisfy the business needs defined in the contract model. For
the example shown in this work, one concludes that the requirements defined in
the analysis model are well defined in the architectural model. In particular, the
scenarios Sr1 and Sr2 of the conctrat model are also present, through scenarios
Sa3 and Sa2, in the architectural model.

4 Conclusion

This paper presented an approach for requirement verification in Web service
models based on workflow modules and Linear Logic. Our purpose was to present
an approach to verify that, in the context of Web services, all scenarios present in
a requirement model (Web service contract) are also present in the corresponding
architectural model (detailed composite Web service architecture).

This approach was based in particular on the construction of Linear Logic
proof trees and of precedence graphs that show the operational semantic of dis-
tinct models. Building a precedence graph for each scenario of the requirement
model and for each scenario of the architecture model, it was possible to com-
pare and check the behavioral equivalence between a composite Web service
contract and a detailed Web service architecture model, in particular when the
obtained models simulate each other’s behavior, respecting the notion of branch-
ing bisimilarity. In this approach, precedence graphs were in particular built for
the sequents of Linear Logic syntactically correct, i.e. sound scenarios that ended
correctly the modeled business process. The time complexity to prove a linear
sequent of Linear Logic that represents a scenario of a WorkFlow net is O(n),
where n is the number of transitions; besides that the additional complexity the
parallel structure of a Petri net produced in the state oriented reachability graph
will disappear in the proof tree of the sequent calculus of Linear Logic [14].
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One of the main advantage of this approach is to propose, through the use of
Linear Logic and precedence graphs, a kind of operational semantic associated
to business processes that allows to verify in a formal way business requirements
within the Web service context. The presented approach considers architectural
models not necessarily sound. The organizations do not have then to be con-
strained by external actors to build their private workflow processes, as it is
the case generally when considering existing enterprise systems. Therefore, the
organizations involved can simply verify if the set of requirement scenarios of
a contract model are also present in an available Web service model candidate
for the implementation of the required service. In this sense, the impacts and
deviations generated by collaboration between different organizations can be
minimized.

In this article, only a kind of functional requirement was verified in the mod-
els. As a future work proposal, we will associate explicit time constraints in the
models to evaluate the performance of the models and apply a kind of quanti-
tative analysis in the context of Web services.
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Abstract. The use of specialised approximations for reachability,
instead of exact reachability, has given rise to scalable methods to verify
deadlock freedom in the context of distributed finite-state systems. In
this work, we extend these approaches to check static properties. These
properties capture the immediate/static behaviour of a system. The sta-
tic nature of these properties make them a good match for the sort of
over-approximations we use. Local-deadlock freedom and mutual exclu-
sion are two commonly desired properties for distributed systems that
naturally fit into our framework. Local-deadlock freedom, in particular,
specifies that no subsystem can reach a permanently blocked state. We
show by a series of experiments that our approximate framework can
prove such properties for a number of interesting systems, and it can do
so more efficiently compared to complete approaches.

1 Introduction

The main shortcoming of verification frameworks for concurrent and distributed
systems is, arguably, their lack of scalability. Generally, the main driving force
behind the inefficiency of such frameworks is the state-space explosion problem:
the state space of these systems grows exponentially with the linear increase
in the number of components. Approximative frameworks are an alternative to
deal with the state space explosion; these methods give up precision to achieve
scalability. In a series of papers, we have demonstrated the effectiveness of meth-
ods based on replacing exact reachability by approximations calculated by SAT
solving for achieving scalable deadlock-freedom verification for finite-state dis-
tributed systems [1–3]. Due to the use of reachability over-approximations, when
our framework finds a blocked state, it produces an inconclusive result: it does
not know whether this state is reachable or not. If no blocked state is found,
however, the system is deadlock free. Unlike complete frameworks, we are happy
to precisely tackle only a class of systems as long as verification results are effi-
ciently provided for most systems, be it inconclusive or not. We believe this
incompleteness is a small price to pay to achieve better scalability. An inconclu-
sive result can be understood as a quick alert to the user that our framework is
unable to precisely tackle the input system.

These frameworks try to generate a candidate counter-example, i.e. a possible
deadlock, by assigning to each component one of its states in a way they satisfy
c© Springer International Publishing AG 2017
S. Cavalheiro and J. Fiadeiro (Eds.): SBMF 2017, LNCS 10623, pp. 233–250, 2017.
https://doi.org/10.1007/978-3-319-70848-5_15
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some overall SAT constraints; these constraints test whether a given assignment
(i.e. system state) is in some reachability approximation and is blocked. Deadlock
freedom is a natural target for such frameworks because a blocked system state
can be easily recognised based on the analysis of the interactions available for
this combination of component states, and such an analysis can be naturally
encoded into the sort of overall constraints we use.

In this paper, we show how the same ideas work for further properties. We
introduce a notation to capture properties that can be specified based on the
static (i.e. immediate) behaviour available in a system state, i.e. the events the
system can (or cannot) perform when in the given state. We call such properties
static properties. One property that naturally fits into this notation is local-
deadlock freedom, namely, the property that no subsystem can become irretriev-
ably blocked. This is a naturally desirable property that is quite hard to specify
and efficiently check using conventional techniques. Like deadlock freedom, this
property can be characterised by the interactions available for a combination
of component states. Mutual exclusion and safe invocation, namely, ensuring
components only invoke services that are properly initialised, are other relevant
properties that can be seamlessly specified and effectively checked in our frame-
work.

This new framework generalises our frameworks for deadlock analysis; it tries
to generate a candidate counter-example for a given static property by finding a
system state that satisfy some similar overall SAT constraints. Instead of looking
for blocked states, however, it generates a constraint to analyse whether a given
system state constitutes a violation for the input static property. Furthermore,
we combine all constraints that approximate reachability in [1–3] to enhance the
precision of our framework. These reachability approximations are designed to
capture some common interaction mechanisms used by systems to avoid unde-
sired states. For instance, the technique in [1] captures token-based interactions:
it can predict how tokens flow in a system and whether a given combination
of component states is consistent with token invariants it discovers. Finally,
we capture distributed systems using supercombinator machines. This notation
describes a system by its components and the way these components interact. It
is notably used to capture CSP systems [14,22] within the FDR4 checker [12],
but it should be able to capture systems in other formalisms as long as these
systems can be expressed in terms of finite-state interacting components.

We implement our framework in a tool called ApprOx. The efficiency and
precision of this tool is assessed by practical experiments where we test our
implementation in some systems described in CSP. The core of our framework
should be easily adaptable to similar formalisms. To the best of our knowledge,
in the context of distributed systems, our framework is the first approximate
approach to directly tackle such a general class of properties.
Outline. Section 2 briefly introduces CSP’s operational semantics, which is the
formalism upon which our strategy is based. Section 3 introduces some tech-
niques to approximate reachability. In Sect. 4, we introduce a notation to cap-
ture static properties, whereas in Sect. 5, we propose an approximate framework
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to check static properties using SAT solving. Section 6 presents two experiments
conducted to evaluate ApprOx. In Sect. 7, we present our concluding remarks.

2 Background

In the CSP notation, distributed systems are modelled as processes that
exchange messages. Here, we describe some structures used by the refinement
checker FDR4 in implementing CSP’s operational semantics. As this work does
not depend on the details of CSP, we do not describe the details of this notation.
These can be found in [22]. FDR4 interprets CSP terms as a labelled transition
system (LTS).

Definition 1. A labelled transition system is a 4-tuple (S,Σ,Δ, ŝ) where S is
a set of states, Σ is the alphabet, Δ ⊆ S × Σ × S is a transition relation, and
ŝ ∈ S is the starting state.

FDR4 represents distributed systems as supercombinator machines. A super-
combinator machine consists of a set of component LTSs along with a set of
rules that describe how components transitions should be combined. We restrict
ourselves to systems with pairwise communication, as per [2]. Many systems are
naturally, or can be easily made, triple-disjoint.

Definition 2. A triple-disjoint supercombinator machine is a pair (L,R) where:

– L = 〈L1, . . . , Ln〉 is a sequence of component LTSs;
– R is a set of rules of the form (e, a) where:

• e ∈ (Σ−)n specifies the event that each component must perform, where
− indicates that the component performs no event. e must also be triple-
disjoint: at most two components must be involved in a rule.
∗ triple disjoint(e) =̂ ∀ i, j, k : {1 . . . n} | i �= j ∧ j �= k ∧ i �= k•

ei = − ∨ ej = − ∨ ek = −
• a ∈ Σ is the event the supercombinator machine performs.

Given a supercombinator machine, a corresponding LTS describing the sys-
tem’s behaviour can be constructed.

Definition 3. Let S = (〈L1, . . . , Ln〉,R) be a supercombinator machine where
Li = (Si, Σi,Δi, ŝi). The LTS induced by S is the tuple (S,Σ,Δ, ŝ) such that:

– S = S1 × . . . × Sn;
– Σ = {a | (e, a) ∈ R};
– Δ = {((s1, . . . , sn), a, (s′

1, . . . , s
′
n)) | ∃((e1, . . . , en), a) ∈ R • ∀ i ∈ {1 . . . n}•

(ei = − ∧ si = s′
i) ∨ (ei �= − ∧ (si, ei, s

′
i) ∈ Δi)};

– ŝ = (ŝ1, . . . , ŝn).

We write s
e−→ s′ iff (s, e, s′) ∈ Δ, and s

e−→ iff ∃ s′ • (s, e, s′) ∈ Δ. There is a
path from s to s′ with the sequence of events 〈e1, . . . , en〉 ∈ Σ∗, represented by

s
〈e1,...,en〉−−−−−−→ s′, if there exist s0, . . . , sn such that s0

e1−→ s1 . . . sn−1
en−→ sn, s0 = s

and sn = s′. A state s ∈ S is reachable iff reachable(s) =̂ ∃ t ∈ Σ∗ • ŝ
t−→ s.
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Henceforth, we use system state (component state) to designate a state in the
system’s (component’s) LTS. Note a system state is a combination of component
states that might not be reachable within the system’s induced LTS. Also, for the
sake of decidability, we only analyse machines with a finite number of components,
which are themselves represented by finite LTSs with finite alphabets.

3 Related Work

The majority of the papers on incomplete/approximate verification techniques
propose frameworks for deadlock-freedom analysis [1–3,5–8,10,15–18]. Most of
these frameworks were designed around the principle that under reasonable
assumptions about the system, any deadlock state would contain a proper cycle
of ungranted requests amongst components. This characterisation, however, is
rather imprecise [2], as a cycle of ungranted requests is only a necessary condi-
tion for a deadlock. Furthermore, this characterisation is inextricably linked to
deadlock, so it does not generalise to other properties.

In [1–3], we improve on this by being imprecise only in terms of reachability.
These frameworks characterise a deadlock as a system state that is blocked and
passes a reachability test that over-approximates reachability. Roughly speaking,
they look through an over-approximation of the system’s state space and either
show that no blocked state exists or they find a blocked state. Thanks to the over-
approximation, in the former case the system has to be deadlock free, whereas in
the latter the framework’s result is inconclusive: the blocked state found might
not be reachable. The reachability approximations in these works are completely
independent from the fact that we are checking for a blocked state. So, they
could be re-used to check other properties. The approximations proposed in
these works are tailored to capture some common mechanisms employed by
distributed systems to avoid “bad” states.

In [2], we approximate reachability based on the behaviour of pairs of com-
ponents in the system. Broadly speaking, this approximation, captured by pred-
icate reachPair

1, considers a system state s = (s1, . . . , sn) unreachable if there
exists a pair of component states (si, sj) that is not reachable considering the
(sub)system that runs components i and j independently from the rest of the sys-
tem. This technique can show that some systems that use a resource-allocation
mechanism or a client-server architecture are deadlock free [16].

In [3], we combine global invariants (i.e. notions of consistency for component
states) with information about how individual components participate on shared
rules to approximate reachability. It proposes four approximations for reacha-
bility: reachNC , reachNA, reachSC , reachSA

2. While reachNC tries to show
that a system state is unreachable by showing that components cannot agree
on the number of times they perform a given system rule, reachSC attempts to
1 The predicate reachPair corresponds to pairwise reachable in [2]. This new name

is introduced for uniformity.
2 These predicates correspond to reachableCN , reachableAN , reachableCS , and
reachableAS in [3], respectively. This renaming is for uniformity.
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demonstrate that a system state is unreachable by proving they cannot agree on
the order in which they perform some system rules. reachNA and reachSA are
techniques that mirror reachNC and reachSC , respectively, and perform some
additional data abstraction. These approximations can be used to prove deadlock
freedom for some systolic-array-like and token-based systems.

In [1], we improve on [3] in dealing with token-based systems. We use SAT
queries to detect implicit token invariants. These token invariants are in turn
used as reachability definitions. While reachC uses SAT queries to find a token-
conservation invariants, reachE synthesises a existential-token invariant. For
instance, the technique in reachC assigns a boolean value to each state of each
component that denotes whether the component holds a token at that point.
This assignment is made in a way that if there is a system transitions from s
to s′, the number of tokens held by components in s and s′ are the same. Thus,
reachC can approximate reachability by ensuring that the state being tested has
the same number of tokens as the initial state.

Theorem 1. For x ∈ {Pair,NC, SC,NA, SA,C,E} and s a state of the sys-
tem, reachable(s) implies reachx(s)3.

Our reachability tests can be seen as interaction invariants in the sense
of [10]. They seem to tackle a different class of systems when compared to the
interaction invariant in [10], so they could complement it.

In this paper, we propose a framework to specify and check a general class
of safety properties that we call static properties, generalising the above work.
We build on these approximations to effectively verify such properties. In-depth
knowledge of these reachability approximations is not required to understand the
rest of this paper. It suffices to keep in mind that they can be more efficiently cal-
culated in comparison to exact reachability, they can precisely tackle some inter-
esting classes of systems (such as token-based, systolic-array-like, client-server,
etc.), and they are sound reachability over-approximations as per Theorem 1.

4 Capturing Static Properties

In this section, we propose a framework to specify static properties of a distrib-
uted system. A static property takes the form: “the system can never reach a
bad state”. In our framework, bad states are described based on the system and
its components’ immediate possible behaviour. Hence the term static; it does
not attempt to address things like traces.

4.1 Static Properties

A static property is described by a pair (V,∼) where V is a violation formula
and ∼ is a satisfiability relation. A violation for this property is a system state
s such that s ∼ V. Roughly speaking, V describes some bad behaviour and

3 Proofs are given in reports associated to original papers.
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∼ is a relation that captures whether a state behaves badly. A violation formula
describes some immediate behaviour of a system by a propositional formula
where atomic propositions correspond to system events.

Definition 4. Let Σ be the alphabet of the system under analysis, which can
include τ (invisible event) or � (successful-termination signal), and ev ∈ Σ. A
violation formula V is inductively constructed as follows.

V =̂ Event ev | Not V | Or P(V) | And P(V)

The following formula is an example of a violation formula:

Violation formula 1. V1 =̂ And {Not Event ev | ev ∈ Σ}
We propose two satisfiability relations that give rise to two different types of

violations. The first relation is based on the overall system’s behaviour. We call
violations of this type global violations. For this relation, the atomic proposition
“Event ev” holds for states in which the system can perform event ev.

Definition 5. Let V be a violation formula, S a supercombinator machine,
(S,Σ,Δ, ŝ) its induced LTS, and ev ∈ Σ. A state s is a global violation for
formula V iff s |= V holds. Let V ′ be a violation formula and VS be a set of
violation formulas, s |= V can be calculated using the following clauses:

s |= Event ev iff s
ev−→ s |= Or VS iff

∨

V′∈VS s |= V ′

s |= Not V ′ iff s �|= V ′ s |= And VS iff
∧

V′∈VS s |= V ′

This relation and Violation formula 1 characterise the blocked states of a
system, i.e. {s ∈ S | s |= V1} for a system with states S.

The second relation is interpreted based on the behaviour of subsystems.
We call violations of this type local violations. We analyse the behaviour of
a subsystem through the following projection. Given a subsystem (i.e. a non-
empty set of component indices), it restricts the behaviour of the system to the
transitions involving components in this subsystem.

Definition 6. Let S = (〈L1, . . . , Ln〉,R) be a supercombinator machine where
Li = (Si, Σi,Δi, ŝi), ss ⊆ {1 . . . n} such that ss �= ∅ a subsystem, and ei be the
i-th element of tuple e. The projection of S on ss is given by Sss defined as:

(〈L1, . . . , Ln〉, {(ess, a) | (e, a) ∈ R ∧ ∃ i ∈ ss • ei �= −})

where ess is the tuple e′ such that e′
i = ei if i ∈ ss, and e′

i = − otherwise.

We use s
ev−→ss to denote the predicate s

ev−→ with respect to the LTS induced
by Sss. For this local relation, a violation occurs when one subsystem engages
in some bad behaviour. Hence, a violation formula is evaluated with respect to
every subsystem ss of the system under analysis. The atomic proposition “Event
ev”, in particular, holds whenever a subsystem ss can perform ev.
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Definition 7. Let V be a violation formula, S = (〈L1, . . . , Ln〉,R) a supercom-
binator machine, (S,Σ,Δ, ŝ) its induced LTS, and ev ∈ Σ. A state s satisfies
the formula V under the local interpretation iff s ||= V holds, where s ||= V is a
shorthand for ∃ ss ⊆ {1 . . . n} | ss �= ∅ • s ||=ss V. Let V ′ be a violation formula
and VS a set of violation formulas, s ||=ss V can be calculated as follows:

s ||=ss Event ev iff s
ev−→ss s ||=ss Or VS iff

∨

V′∈VS s ||=ss V ′

s ||=ss Not V ′ iff s �||=ss V ′ s ||=ss And VS iff
∧

V′∈VS s ||=ss V ′

The second relation and Violation formula 1 characterise locally blocked states,
namely, {s ∈ S | s ||= V1} are the states for which a subsystem is blocked.

We make a few remarks about these two satisfiability relations. Firstly, one
should note that |= is equivalent to ||=ss when ss is the set containing all the
component indices in the system under analysis. Secondly, we point out that for
a given state s and a given violation V, from our first remark and our definition
of ||= it follows that if s |= V then s ||= V. So, the second relation gives rise to
a much weaker/looser sort of violation compared to the first one; it only takes
one violating subsystem to establish a violation. Thirdly, we point out to the
fact that the task of analysing local violations should be more demanding as it
involves the analysis of the behaviour of all subsystems of a system.

4.2 Checking Static Properties

A system without reachable violations satisfies the corresponding static property.

Definition 8. Let V be a violation formula, ∼∈ {|=, ||=} a satisfiability relation,
S a supercombinator machine and S the set of states for its induced LTS. The
system S satisfies the static property (V,∼) iff ¬∃ s ∈ S•reachable violation(s)
where reachable violation(s) =̂ reachable(s) ∧ s ∼ V.

For instance, (V1, |=) captures deadlock freedom, since reachable violations
are deadlocks. (V1, ||=), on the other hand, captures local-deadlock freedom, as
reachable violations represent local deadlocks.

Local static properties, i.e. static properties employing the local relation,
should provide an interesting tool to show that a system respects a given property
thanks to the good behaviour of its subsystems. Ensuring that all subsystems
respect a given property might be more desirable than showing the property for
the global system, and this fact is often neglected. For instance, let us examine
the relationship between deadlock and local-deadlock freedom. Usually, deadlock
freedom is checked as a first step to show that a system behaves as expected.
A system, however, might be deadlock free, not because it behaves well, but
because an individual component is always making the system progress, even
though the rest of the system is blocked. So, in general, checking local-deadlock
freedom, which ensures that no subsystem gets to a state in which it is forever
stuck, seems like a better initial step in showing that a system behaves well.

We point out that a local static property is stronger than its global counter-
part. The local satisfiability relation weakly defines that a violation occurs when
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one subsystem behaves badly but when plugged into a static property it requires
all subsystems to be violation free. Note this generalisation to local properties
does not scale well in most verification frameworks. For most frameworks, check-
ing this property would entail carrying out exponentially many checks; one for
each subsystem of the original system.

4.3 Capturing Some Other Static Properties

In this section, we move away from properties involving blocked states and
show how to capture mutual-exclusion properties and a sort of safe-invocation
property.

It is often the case that distributed systems implement a mutual-exclusion
mechanism to ensure that the system behaves well. We capture a general mutual-
exclusion property by the sets CSi of component states, defining the critical
section of component i. So, this property states that no two components can be
simultaneously in their critical sections.

To capture this property, components’ critical sections must be identified.
The special (fresh) event mxi annotates each state of component i that belongs
to its critical section. This annotation is made with a self-loop transition using
mxi. Furthermore, we add some system rules that allow the system to perform
this new special event so they can be used in static properties.

Definition 9. Let S = (〈L1, . . . , Ln〉,R) be a supercombinator machine where
Li = (Si, Σi,Δi, ŝi), (S,Σ,Δ, ŝ) its induced LTS, CSi ⊆ Si the critical
section of component i, and mxi /∈ Σi. We use the modified system SMX =̂
(〈L′

1, . . . , L
′
n〉,R ∪ R′) to verify general mutual-exclusion properties.

– L′
i = (Si, Σi ∪ {mxi},Δi ∪ {(s,mxi, s) | s ∈ CSi}, ŝi)

– R′ = {([i,mxi],mxi) | i ∈ {1 . . . n}}
– [i, e] is the tuple of events where event e is in position i and − is in all others.

A violation occurs when any two components i and j are simultaneously
in their critical sections. In our modified system, this corresponds to a state in
which the events mxi and mxj can be performed, i.e. a state s satisfying s |= V2.

Violation formula 2. For components {1 . . . n}:
V2 =̂ Or{And{Event mxi,Event mxj} | i, j ∈ {1 . . . n} ∧ i �= j}

So, a system S satisfies the general mutual-exclusion property with respects
to the critical sections CSi iff the modified system SMX satisfies (V2, |=).

Many systems, however, implement a more fine grained type of mutual exclu-
sion. For instance, concurrent access to read from a storage space is often not
harmful but concurrent access to read and write or to write is. We propose a
read-write mutual-exclusion property that is specified by the pairs of sets Ri and
Wi, which represent the reading and writing sections of component i. We employ
the same annotation method as before and use self-loops with events ri and wi to
annotate the component states in the reading and writing sections, respectively,
of component i.
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Definition 10. Let S = (〈L1, . . . , Ln〉,R) be a supercombinator machine where
Li = (Si, Σi,Δi, ŝi), (S,Σ,Δ, ŝ) its induced LTS, Ri,Wi ⊆ Si the reading and
writing sections of component i, respectively, and ri, wi /∈ Σi events. The modi-
fied read-write system is given by SRW =̂ (〈L′

1, . . . , L
′
n〉,R ∪ R′) where:

– L′
i = (Si, Σi ∪ {ri, wi},Δi ∪ {(s, ri, s) | s ∈ Ri} ∪ {(s, wi, s) | s ∈ Wi}, ŝi)

– R′ = {([i, ri], ri), ([i, wi], wi) | i ∈ {1 . . . n}}
A violation to the read-write mutual-exclusion property occurs when a com-

ponent i is in its writing section and another components j is either in its writing
or reading section. Hence, such a violating state s satisfies s |= V3.

Violation formula 3. For components {1 . . . n}:
V3 =̂ Or{And{Event wi,Or{Event rj ,Event wj}} | i, j ∈ {1 . . . n} ∧ i �= j}

So, a system S satisfies the read-write mutual-exclusion property for sections
Ri and Wi iff the modified system SRW satisfies the static property (V3, |=).

In addition to these two mutual-exclusion properties, we propose a way to
ensure components only invoke services that are properly initialised. We describe
a safe-invocation property by sets Ii. The set Ii contains pairs (ev, U): the event
ev represents a service offered by component i and U the states of component i
where this service has not been initialised yet. We identify component states in
the sets U by annotating them with self-loops using events sii,ev.

Definition 11. Let S = (〈L1, . . . , Ln〉,R) be a supercombinator machine where
Li = (Si, Σi,Δi, ŝi), (S,Σ,Δ, ŝ) its induced LTS, Ii ⊆ Σi × P(Si), where if
(ev, U), (ev, U ′) ∈ Ii then U = U ′, the initialisation requirements for component
i, and sii,ev /∈ Σi events such that sii,ev �= sii,ev′ if ev �= ev′. We use the modified
system SSI =̂ (〈L′

1, . . . , L
′
n〉,R ∪ R′) to capture a safe-invocation property.

– L′
i = (Si, Σi ∪ {sii,ev},Δi ∪ ⋃

(ev,U)∈Ii
{(s, sii,ev, s) | s ∈ U}, ŝi)

– R′ = {([i, sii,ev], sii,ev) | i ∈ {1 . . . n} ∧ (ev, U) ∈ Ii}
A violation to the safe-initialisation property occurs when a service ev is

invoked but the corresponding provider component is uninitialised, namely, in a
component state in U . Such a violating state s satisfies s |= V4.

Violation formula 4. For components {1 . . . n} and sets Ii:

V4 =̂ Or{And{Event ev,Event sii,ev}} | i ∈ {1 . . . n} ∧ (ev, U) ∈ Ii}
A system S satisfies the safe-invocation property for sets Ii if and only if SSI

satisfies the static property (V4, |=).
Note that to capture these properties we systematically identify some special

states of components and specify a violation based on some combination of these
special states. So, as long as our violation formula is able to capture the desired
violating behaviour for the system, this systematic process can be used to capture
any such property. The design of our notation to capture static properties was
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driven by the properties presented here and our event-based system description.
Nevertheless, we do not anticipate any difficulties in generalising this language
to accommodate, for instance, special sets of marked states (which could replace
our annotated states) or quantification in terms of specific subsystems. Note our
annotation of states using self-loops with special events is already an implicit
representation of a set of marked states, and handling quantification for specific
subsystems should be simpler than handling quantification over all subsystems.

5 Approximate Verification of Static Properties

One way to check static properties is to explicitly look for a violation in the
reachable states of the system. Explicit state exploration, however, tends to be
very inefficient due to the state-space explosion problem. Many approaches have
proposed the use of symbolic techniques to tackle this problem in the context of
distributed systems but they have not significantly improved on the scalability
of property checking. In this section, we introduce a verification framework that
combines SAT checking with reachability approximations [1–3].

The framework we propose combines the reachability-approximating tech-
niques in Sect. 3 to check static properties. So, it can tackle systems implement-
ing a combination of the mechanisms captured by each individual technique.

Definition 12. Let S be a supercombinator machine and (S,Σ,Δ, ŝ) its induced
LTS. For a s ∈ S, we define:

reachAp(s) =̂ reachPair(s) ∧ reachNC(s) ∧ reachSC(s) ∧ reachNA(s)
∧ reachSA(s) ∧ reachC(s) ∧ reachE(s)

The combination of reachability approximations we use is itself an over-
approximation. This follows from Theorem 1.

Theorem 2. Let S be a supercombinator machine and (S,Σ,Δ, ŝ) its induced
LTS. For all s ∈ S, we have that reachable(s) implies reachAp(s).

Instead of looking through the reachable states of the system, our frame-
work looks for a candidate violation, namely, a violating state that passes the
reachability test reachAp.

Definition 13. Let (S,Σ,Δ, ŝ) be the induced LTS under analysis, and (∼,V)
a static property. For s ∈ S, candidate violation(s) =̂ reachAp(s) ∧ s ∼ V.

Our framework is imprecise as a candidate might pass our reachability test
and yet be unreachable. Nevertheless, by conjoining these approximations, we
tighten the state space analysed; it only takes one failed test to consider a
state unreachable. Furthermore, as our framework over-approximates reacha-
bility (Theorem 2), it is sound in the sense that if no candidates are found, the
corresponding static property must hold.

Theorem 3. Given a static property, if a system is candidate-violation free it
must also be free of reachable violations.
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5.1 Violation Candidate Search as a SAT Problem

We built upon [1–3] to create an efficient implementation for our framework.
So, we encode the search of a candidate violation as a satisfiability problem to
be later checked by a SAT solver. For the remainder of this section, let S =
(〈L1, . . . , Ln〉,R), where Li = (Si, Σi,Δi, ŝi), be a supercombinator machine
and (S,Σ,Δ, ŝ) its induced LTS.

In our propositional encoding, sti,s is the boolean variable representing the
state s of component i. The assignment sti,s = true indicates this component
state belongs to a candidate, whereas sti,s = false means it does not. We propose
SAT formula SP to look for a candidate violation for a static property. The
combination of component states assigned to true in a satisfying assignment
forms a candidate violation.

SP =̂ State ∧ ReachAp ∧ V iolation

Sub-formula State holds if the combination of component states assigned to
true forms a valid system state.

State =̂
∧

i∈{1...n}
((

∨

s∈Si

sti,s) ∧ (
∧

s,s′∈Si

∧s 	=s′

(¬sti,s ∨ ¬sti,s′)))

To implement ReachAp, we reuse the propositional formulas presented in
[1–3]. Each formula Reachx where x ∈ {Pair,NC, SC,NA, SA,C,E} cap-
tures the corresponding reachability approximation4. So, the component states
assigned to true in a satisfying assignment pass our reachability test.

ReachAp =̂ ReachPair ∧ ReachNC ∧ ReachSC ∧ ReachNA

∧ ReachSA ∧ ReachC ∧ ReachE

The sub-formula Violation is encoded differently depending on whether the
static property to be checked is global or local. For global static property (V, |=),
Violation captures that the state currently assigned to true satisfies s |= V. To
encode s |= V, we only need to introduce a way to encode s |= Event ev. Given
an encoding for s |= Event ev, the satisfiability of s |= V for any violation
formula V is trivially encoded based on its propositional structure.

To encode s |= Event ev, we need to encode the events available in a sys-
tem state and, consequently, system rules. We use variable V i

ev to encode that
component i is in a state in which it can perform ev.

V i
ev ⇔

∨

(s,ev′,s′)∈Δi∧ev′=ev

sti,s

4 ReachPair corresponds to the formula Reachable in [2] where the pairs in NPR
are calculated over sets Si and Sj instead of RequireSynci and RequireSyncj . The
sets RequireSynci represent an optimisation for checking deadlock freedom that
is not valid to all static properties. ReachNC , ReachSC , ReachNA and ReachSA

correspond to formulas ReachC
N , ReachC

S , ReachA
N and ReachA

S in [3], respectively.
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Then, we capture that rule r = (e, ev), where ei is the element at position
i, can be applied by variable Vr. This variable holds whenever the system in a
state where components can perform their corresponding events, set in e.

Vr ⇔
∧

i∈{1...n}∧ei 	=−
V i

ei

Variable VEvent ev holds for states in which the system can perform ev,
namely, whenever a rule triggering event ev can be applied. rev denotes the
system event performed by rule r. Finally, the sub-formula Violation is then
constructed by replacing Event ev in V by VEvent ev.

VEvent ev ⇔
∨

r∈R∧rev=ev

Vr

For local static property (V, ||=), Violation captures that the system state s
currently assigned to true satisfies s ||= V. We reuse the encoding for V i

ev pro-
posed for a global property. To encode quantification on subsystems, we intro-
duce participation variables pi. Variable pi is true if and only if component i
is part of the subsystem ss under analysis and add the clause

∨

i∈{1...n} pi to
ensure that ss �= ∅. As SAT checkers are designed to efficiently handle existen-
tial quantification, they should be particularly effective in tackling the sort of
subsystem quantification we use in our local properties.

The encoding of rule variables Vr has to take into account subsystem pro-
jections. So, rule r = (e, ev), where ei is the element at position i, can be fired
with respect to the system projection on the subsystem currently assigned to
true (according to variables pi) if and only if the following variable Vr holds.
Note that if a component does not participate on a subsystem, its participation
on rules is not required as per Definition 6. Hence, the disjunct ¬pi.

Vr ⇔
∧

i∈{1...n}∧ei 	=−
(V i

ei
∨ ¬pi)

Variable VEvent ev has to take into account the subsystem projections as
well. For rule r = (e, ev), rC represents the components participating in r (i.e.
components for which ei �= − ) and rev denotes the system event performed by
rule r, namely, ev. We encode variable ronr ⇔ ∨

i∈rC
pi to represent whether

rule r is on or off for the assigned subsystem: rules that do not involve the
participation of any component in this subsystem must be disregarded, that is,
they are off. So, event ev can only be performed by on rules.

VEvent ev ⇔
∨

r∈R∧rev=ev

(Vr ∧ ronr)

As SP captures candidate violations, if it is unsatisfiable, the system is
candidate-violation free and, therefore, must satisfy the static property being
checked. Otherwise, the solver returns an appropriate candidate violation.
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6 Practical Evaluation

In this section, we evaluate our new framework. FDR4’s ability to analyse CSP
and generate supercombinator machines is used in generating our SAT encoding,
which is then checked by the Glucose 4.0 solver [9]. Our framework is imple-
mented in the ApprOx tool. For efficiency purposes, it incrementally constructs
and makes use of the proposed reachability test. It initially queries the solver
using only reachPair as its reachability test, then it conjoins reachC and reachE ,
then reachNA and reachSA, and finally, reachNC and reachSC . If at some point
the combination of reachability predicates so-far conjoined is enough to prove
the desired property, it can stop and save the time that would take to construct
the following reachability predicates. ApprOx and the system models used in
this section are available at [4].

We carried out two experiments: the first analyses how our framework fares
in checking deadlock freedom and local-deadlock freedom, while the second eval-
uates how it fares for the verification of mutual-exclusion and safe-invocation
properties. These experiments were conducted on a dedicated machine with a
quad-core Intel Core i5-4300U CPU @ 1.90 GHz, and 8 GB of RAM.

6.1 Checking Deadlock and Local-Deadlock Freedom

We compare ApprOx to: CSDD and FSDD (which are implemented in Deadlock
Checker [16]); FDR4’s built-in deadlock freedom assertion [12], and its combina-
tion with partial order reduction [13] or compression techniques [21]. Note, only
FDR4 techniques take advantage of the multicore setting.

We analyse 9 triple-disjoint local-deadlock-free systems: a distributed data-
base (DDB), a matrix multiplication system (Mat), a token ring system with
N/2 tokens (TkHF), the mad-postman routing network (Rout), a grid network
implementing Tarry’s algorithm (Tarry) [23], a central lock system (Lock), a cen-
tral priority-queue-lock system (PrLock), a priority-token ring system (PrRing),
and a grid network implementing a simplified implementation of Raymond’s
algorithm (Ray) [20]. Table 1 presents the results that we obtain for them.

While ApprOx proves that 8 of these systems are deadlock free and 7 local-
deadlock free, CSDD and FSDD combine to check only 4 systems. We point out
that CSDD and FSDD are examples of methods that try to prove the system’s
ungranted-request graph is acyclic. Hence, whenever a system passes their tests,
it is free of deadlocks and local deadlocks. The difference in precision between our
method and FSDD or CSDD can be justified by the fact that we exactly charac-
terise blocked and locally-blocked states while these other methods imprecisely
assume that a cycle of ungranted request characterises them. Also, the approxi-
mation that we use seems to be more precise than theirs. So, these results show
that ApprOx can handle a larger class of systems while scaling similarly when
compared to other incomplete frameworks. We have not compared ApprOx to
the different versions of the DeadlOx tool [1–3], since it must be as efficient
and more accurate thanks to code re-use and the incremental construction of
our tighter reachability test. We point out that checking local-deadlock freedom
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Table 1. Results for local-deadlock and deadlock freedom comparison.

Incomplete Complete

N ApprOx CSDD Best

Deadlock Local +FSDD

DDB 5 0.21 0.26 - 0.11

10 3.27 3.37 - *

20 115.20 118.66 - *

Mat 10 2.06 5.47 0.27 0.31

15 10.43 39.89 0.37 4.42

20 24.11 * 0.67 23.04

Rout 10 0.16 0.21 0.37 0.71

20 0.66 1.21 1.28 4.42

50 18.49 39.44 21.97 115.77

TkHF 50 1.16 1.36 - *

100 9.93 11.68 - *

200 124.32 136.39 - *

Tarry 5 0.06 0.06 - 0.06

10 1.46 - - 0.11

20 * - - *

Lock 100 0.16 0.16 0.27 0.31

200 0.41 0.46 0.67 0.11

500 2.81 3.37 4.58 0.26

PrLock 5 - - - 0.86

10 - - - *

20 - - - *

PrRing 5 0.11 0.11 - 0.16

10 0.61 0.61 - *

20 14.39 14.64 - *

Ray 20 0.06 0.11 0.19 1.16

30 0.11 0.16 0.22 290.20

50 0.21 0.26 0.22 *

N is a parameter that is used to alter the size of the system.
We measure in seconds the time taken to verify each system.
* means that the method took longer than 300 s. - means
that the method is unable to prove deadlock freedom. For
ApprOx, Deadlock presents the time taken to verify dead-
lock freedom, whereas Local local-deadlock freedom. The
column Best gives the fastest result amongst the complete
methods we analysed. For the complete methods only dead-
lock freedom is checked, while FSDD and CSDD check a
property stronger than local-deadlock freedom.
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should be more difficult for systems where components are highly interconnected.
The complex behavioural dependency between components in such systems com-
plicates the sort of analysis we propose. So, verifying ring-like systems should be
easier than verifying grid-like systems.

Note that for the Tarry example our tool only manages to prove local-
deadlock freedom for N = 5. The components in this system are arranged in
a 5 ×(N/5) grid that uses a token mechanism to construct a spanning tree for
this grid. For N = 5, we have a 5 x 1-grid network where components can only
communicate with their left and right neighbours, whereas for N = 10 and
N = 20, we have a 5× 2 and 5× 4 grids, respectively, where components can
communicate additionally with up and down neighbours. For N = 5, a pairwise
analysis (carried out by reachPair) can keep track of the token and show that
subsystems are never blocked. For N = 10 and N = 20, however, this added
behaviour makes the identification of the underlying token structured required.
The approximation reachC finds a conservative token structure but not the one
that is required to prove local-deadlock freedom. The PrLock example is deadlock
and local-deadlock free thanks to the fact that no two components can acquire a
ticket with the same priority. This sort of invariant, however, cannot be captured
by any of the approximations we use. We believe that an enhanced reachPair

approximation, where triples of interacting components are also analysed, could
capture it, though.

For the complete approaches, i.e. FDR4 techniques, we only evaluate
deadlock-freedom, as no built-in check for local-deadlock freedom is available
in FDR4 and nor is it possible to formulate one efficiently. Approximate frame-
works are consistently faster than complete approaches while being able to prove
deadlock freedom for almost all analysed systems. The combination of FDR4’s
deadlock assertion with compression techniques comes closer to our approach in
terms of verification time. We point out, however, that the effective use of com-
pression techniques requires a careful and skilful application of those, whereas
our method is fully automatic. For instance, a careful analysis of Mat’s structure
has pointed us to craft a compression strategy that is very effective. Slight modifi-
cations to this strategy, however, lead to compression strategies that are utterly
inefficient. Unsurprisingly, FDR4’s deadlock assertion outperforms our frame-
work for the Lock and Tarry examples. For these systems, a single token/lock
moves around the system and only components having a token/lock are allowed
to perform actions. Hence, the state spaces of these systems are fairly small.

6.2 Checking Mutual Exclusion and Safe Invocation

To the best of our knowledge, our tool is the first one to propose an approximate
approach to check mutual exclusion and safe invocation for distributed systems.
So, we only compare our framework against refinement expressions that capture
the same notions; verifying them using FDR4 creates a complete/precise app-
roach. We check these expressions using FDR4’s refinement-checking engine and
its combination with partial order reduction or compression techniques.

We analyse 8 systems: a central lock system (Lock), a central priority-queue-
lock system (PrLock), Milner’s scheduler (Sched), a priority-token ring system
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Table 2. Results for component-states other properties comparison

Incomplete Complete
N ApprOx Best

Lock
100 0.51 0.41
200 20.52 2.20
500 278.82 17.29

PrLock
5 0.16 0.41
10 9.33 *
20 * *

Sched
50 0.11 171.84
100 0.41 143.90
200 1.96 *

PrRing
5 0.11 0.21
10 0.57 *
20 14.09 *

Incomplete Complete
N ApprOx Best

Grid
10 0.11 5.72
20 0.11 *
50 0.21 *

Ray
20 0.16 1.51
30 0.36 244.41
50 1.51 *

RWLock
5 0.06 0.06
10 0.36 0.36
20 * *

SafeInv
10 0.11 0.11
20 0.36 *
50 5.34 *

N is a parameter that is used to alter the size of the system. We measure
in seconds the time taken to verify systems. * means that the method took
longer than 300 s. The Best column shows the time taken by the fastest
complete method to verify the refinement expression we propose.

(PrRing), a token-based message-passing grid system (Grid), and a simplified
implementation of Raymond’s algorithm (Ray), a central read-write lock system
(RWLock), and root-based initialisation system (SafeInv). The first 6 systems
implement general mutual-exclusion mechanisms, while the last two implement
a read-write mutual-exclusion mechanism and a safe-invocation mechanism,
respectively. The SafeInv system is designed so it passes from an initialising
to a running phase via fairly loose coordination. Table 2 presents the results
that we obtain for checking their corresponding properties.

ApprOx is able to verify for all systems their associated properties. Our
implementation offers a more scalable approach if compared to the verification
of the proposed refinement expression, at least for the systems tested, since it
only exceeds the timeout set for two instances of the systems tested.

7 Conclusion

Motivated by the success of using reachability approximations for the verification
of deadlock freedom, we have created a framework that can check static prop-
erties for distributed systems. Local-deadlock freedom, mutual exclusion, and
safe invocation are some of the properties, other than deadlock freedom, that
can be conveniently described in our framework. Unlike traditional frameworks,
our approximative framework can effectively tackle local static properties. To
the best of our knowledge, it is the first approximate approach to check this
class of property for the kind of distributed system we tackle. Our experiments
show that our framework can efficiently check static properties for some prac-
tical distributed systems that are out of the reach of complete methods. Thus,
it represents a valid alternative to cope with the state space explosion problem.
Finally, there is nothing CSP-specific in our methods, other than that we have a
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system described as a network of pairwise interacting LTSs. Therefore, the ideas
in this paper should transfer to formalisms where systems are described as such.

Liveness properties do not seem to fit well with the kind of reachability
approximations we use. To capture such properties, we would probably need
to add complex regulator components to the system to transform the sort of
path-based behaviour leading to a violation into a static property. The complex
behaviour of such regulators, however, is likely to interfere and excessively dam-
age the sort of analysis made by the approximations we use. A few approximate
frameworks have been proposed to check liveness properties [11,19] but they use
rather different types of system analysis.

We intend to extend this framework to check some of CSP’s refinement rela-
tions. Also, we hope to add new reachability tests. For instance, to tackle the
PrLock example in Sect. 6, we could create a new approximation that captures
the fact that two components cannot acquire tickets with the same priority.
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Abstract. We present a Unifying Theories of Programming (UTP)
semantics of shared variable concurrency that is fully compositional. Pre-
vious work was based on mapping such programs, using labelling of deci-
sion points and atomic actions, to action systems, which themselves were
provided with a UTP semantics. The translation to action systems was
largely compositional, but their dynamic semantics was based on having
all the actions collected together. Here we take a more direct approach,
albeit inspired by the action-systems view, based on an abstract notion
of label generation, that then exploits the standard use of substitution
in UTP, to obtain a fully compositional semantics.

1 Introduction

In this paper we present a compositional semantics for a simple abstract shared-
variable concurrent language, called the “Command” language presented in
Fig. 1. The Command language is very simple, with sequential composition
(C1 ;; C2), and only non-deterministic choices, for alternative execution paths
(C1 + C2) or deciding when to terminate a loop (C∗). The parallel composition
(C1 ‖ C2) allows arbitrary interference by each side on any variables, all of which
are considered here to be global and shared. The semantics we present does not
itself need to deal explicitly with any shared variables, but simply assumes a
shared state s and the existence of atomic state-change actions a. This Com-
mand language corresponds directly to Concurrent Kleene Algebra (CKA) [14].

Our interest in this language stems from our general work within the Unify-
ing Theories of Programming (UTP) framework [13], in which we seek to find
ways to unify the semantics of a wide range of programming and specification
languages, and language features, in order to be able to reason formally about
systems built using a mix of such languages. The Command language in this
paper is based on that introduced in the “Views” paper [10], which describes
how a range of approaches to reasoning about shared-variable concurrency can
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a ∈ Atom Atomic state-change actions
C ::= 〈a〉 Atomic Command

| C ;; C Sequential Compostion
| C + C Non-deterministic Choice
| C ‖ C Parallel Compostion
| C∗ Non-deterministic Iteration

Fig. 1. Command language syntax

be mapped down onto CKA, and the Command language. Approaches covered
in [10] include various Separation logics [8], type-theories, Owicki-Gries [20], and
Rely-Guarantee [17], among others. Our intention in developing a UTP seman-
tics of the Command language is to be able to use it as a foundation on which to
build UTP theories of the above approaches that will be easy to link together. In
effect we hope to use the results of the Views paper as a conceptual architecture
to organise our work.

Another independent motivation for this work is a research collaboration
that led us to give a UTP semantics to a process modelling language called
PML [1], which has the notion of basic actions that require certain resources
to run, and which provide further resources as a result. Actions can be com-
bined using sequencing, selection, branching and iteration. We published initial
work on a UTP semantics for PML [7], noting that it is essentially the same as
the Command language. The semantics we gave in [7] was not compositional,
however, and finding a fully compositional semantics was noted for future work.

Compositionality is important. By it we mean the property that the semantics
of a composite construct can determined from the semantics of its parts, so for
example, the meaning of the construct C1 ;; C2 would be determined by the
meanings of C1 and C2, combined with the meaning of ;;. This property is
desirable as without it both the semantics and any reasoning principle based on
it would not scale up to large programs or systems.

The structure of the rest of this paper is as follows: we describe some related
work (Sect. 2), followed by an introduction to the UTP methodology (Sect. 3).
We then explain various aspects of our UTP semantics, touching on labels
(Sect. 4), observations (Sect. 5), atomic actions (Sect. 6), and healthiness condi-
tions (Sect. 7). We can then present the semantics in Sect. 8. Finally we discuss
some calculations that contribute to the validation of the semantics (Sect. 9) and
conclude in Sect. 10.

2 Related Work

Key work was done on concurrent semantics in the 80s and 90s, with a strong
focus on fully abstract denotational semantics. Notable work form this period
includes that by Stephen Brookes [5] and Frank de Boer and colleagues [3]. Both
looked at denotations based on the notion of sets of transition traces, these
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being sequences of pairs of before-after states. In order to get compositional-
ity the traces of any program fragment had to have arbitrary “stuttering” and
“mumbling” state-pairs added to capture the notion of outside interference. Full
abstraction meant that the semantics had to identify programs like skip ;; skip
with skip, while distinguishing between x := 2 and x := 1 ;; x := x + 1.

The first UTP theory in this area was presented in the UTPP paper [23].
This combined guarded commands [9] with the idea of action systems [2], inter-
preted in UTP as non-deterministic choice over guarded atomic actions, where
disabled actions behave like the unit for that choice. This basic lattice-theoretic
architecture for the UTPP semantics forms the foundation and inspiration for
the UTCP semantics presented here.

More recently, also inspired by [10], the “UTP Views” paper by van Staden
[21], starts algebraically, looking at Kleene algebras over languages. Languages
here are sets of strings over an alphabet A. He then takes A = Σ × Σ, which
in effect encodes the Brookes model [5]. His semantics fits with the usual UTP
approach to concurrency, in that it is based on traces as sequences of some notion
of event.

All the compositional semantic frameworks we have discussed in this section
are based on this notion of sets of transition traces, but we are seeking a semantics
based on direct relations between before- and after-program states, without any
explicit notion of traces. The reason for this is that the resulting UTP theory
will have a form that will make it easier to link to concurrency approaches such
as rely-guarantee, or separation logic, that are used with languages that are
imperative and program-variable based.

There is however a semantics for shared-variable concurrency that is much
closer in form to the one developed in this paper. This is the “actions with
axioms” approach of Lamport [18]. In this, the semantics of each language con-
struct is given by a set of axioms, that are predicates over both program variables,
and additional “auxiliary” variables that manage flow of control. The meaning
of a composite is given by taking the axioms that describe each of its compo-
nents, and combining them with appropriate renamings. This requires being able
to identify specific sub-components of any given component, and a syntactical
method for doing this is described.

We were not aware of this work when we developed the UTCP theory in this
paper, but there are very strong parallels between the features of our semantics
and those in [18]. In some sense our semantics is a re-working of his within UTP.
We shall point out specific correspondences as we proceed with our presentation.

3 UTP

The Unifying Theories of Programming framework [13] uses predicate calculus to
define before-after relationships over appropriate collections of free observation
variables. The before-variables are undashed, while after-variables have dashes.
A simple approach would be to simply observe the values of program variables,
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in which case the before- and after-values of program variable v would be repre-
sented by observational variables v and v′ respectively. For example, the meaning
of an assignment statement might be given as follows:

x := e =̂ x′ = e ∧ ν′ = ν

The definition says that the assignment terminates, with the final value of vari-
able x set equal to the value of expression e in the before-state, while the other
variables, denoted collectively here by ν, remain unchanged. This leads to a
theory of partial correctness for imperative programs.

The theory can be extended to cover total correctness by introducing Boolean
observations of program starting (ok) and termination (ok′). In this case, we
find that we need a technique that allows us to identify predicates whose inter-
pretation is nonsense, and eliminate them from any semantic theory we might
construct. For example, the predicate ¬ok ∧ ok′ describes a situation in which a
program has not started, but has terminated.

In UTP we use the concept of healthiness conditions to specify which predi-
cates are meaningful in the context of our theory. For the total correctness theory
to work, we need to ensure that all predicates have the form ok∧P =⇒ ok′ ∧Q,
where P and Q do not refer to ok or ok′. This is interpreted as saying, if the pro-
gram is started and P holds true at the start, then the program will terminate
with Q being satisfied at the end.

A standard UTP approach is to define healthy predicates as being fixed-
points of suitable idempotent, monotonic predicate transformers. For exam-
ple, in the total correctness theory, we can define a predicate transformer
H(P ) =̂ ok =⇒ P . A predicate D that satisfies D = (ok =⇒ D) is one
that only asserts its behaviour once it is started (ok = true). Our healthiness
conditions (Sect. 7) are expressed in this fashion.

An important characteristic of both the UTP theories referred to above, is
that their predicates are interpreted as a relation between the before-state and
after-state of a complete program execution.

The “standard” treatment of concurrency in UTP [13, Chps. 7, 8], is focussed
on local-state concurrency, without any mutable state variables. Here it becomes
necessary to observe the program state at intermediate points in its execution,
typically when the program is waiting for external events to occur. This neces-
sitates another pair of Boolean observations, wait and wait′ that indicate such
waiting. We do not give any further details regarding these theories, but instead
mention them simply to make the observation that here the predicates are inter-
preted as a relation between the before-state, and some subsequent intermediate
or final state of the complete execution.

Our focus in this introduction on how the predicates are interpreted in terms
of program state is important, because the theory presented in this paper involves
yet more adjustments in interpretation, as explained in Sects. 5 and 9.

In order to present our UTP semantics of shared-variable concurrency, we
have to address an issue that Lamport’s semantics [18] faced, namely how to refer
to sub-components and their semantics from within a composite. In particular
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he enunciates a number of principles at the start of his semantics. One identifies
the need to know “who” carries out a specific action, while another says that
we need to be able to transform a statement about command C into one about
command C within the context of some enclosing construct.

In the next section we introduce labels and their generators, which are our
approach to addressing these concerns. We then follow-up with a description of
the observation variables for our theory, how we handle atomic actions, healthi-
ness conditions, and then the semantic definitions.

4 Labels

In order to manage flow-of-control, we need to be able to identify when every
construct starts, is running, and ends. In some approaches in the literature, the
program syntax allows for and requires explicit labels which are used for this
purpose. In our semantics, and that in [19], these identifying labels are generated
in a systematic way from the abstract syntax tree. We adopt the idea from [23]
that flow of control is managed by an auxiliary variable whose value is the set
of all labels of constructs that are able to execute.

We adopted the idea of a label-generator. Given some notion of labels (l ∈
Lbs), we want a notion of a generator (g ∈ Gen) that supports two operations:
new : Gen → Lbl × Gen that produces a new label and a new generator; while
split : Gen → Gen × Gen splits a generator into two new ones. In all cases we
require that any labels obtained from new generators will not have been obtained
previously from any of their parent generators.

To avoid long nested calls of new, split and projections π1, π2, we define the
following terse label and generator expression syntax:

g ∈ GV ar Generator variables
G ∈ GExp : := g | G: | G1 | G2

L ∈ LExp : := �G

Here G: denotes the generator left once new has been run on G, with �G

denoting the label so generated. Expressions G1 and G2 denote the two outcomes
of applying split to G. We use labs(G) to denote all the labels that G can generate
and we require the following laws to hold:

labs(G) = {�G} ∪ labs(G:) ∪ labs(G1) ∪ labs(G2)
�G /∈ labs(G:)
∅ = labs(G1) ∩ labs(G2)

The simplest model for a generator that satisfies the above constraints is one that
represents the label �G by the expression G itself. The reason for this shorthand
is that without it we would have to write something like the following1

π1(new(π2(new(π2(split(π2(new(π1(split(g)))))))))).
1 “Split g, take the first one, generate a label and take the resulting generator, split

it and take the second, take two new labels and give me the last one”.
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instead of �g1:2:. This notation is compact, and may appear very contrived. How-
ever it has one very strong advantage: it makes generators and their labels “relo-
catable”, in much the same way as some program code can be so considered. The
variable g can be viewed as a sort of “base”, with all of the labels generated from
it being relative to that base. We can do this, in one way only, by substituting
any generator expression for g. If we replace g with something different, then we
“shift” all the associated labels accordingly. If γ and σ range over sequences of
:, 1 and 2, then

(�gγ)[gσ/g] = �gσγ (1)

In effect the substitution “relocates” generator g by running new and split on
it as specified by σ, and any labels are in effect generated by this relocated
generator using their γ specification. This simple use of substitution gives us a
really easy way to compose program fragments in terms of their semantics. In
fact this ability to “relocate” is how we manage Lamport’s principle that we
must be able to talk about command C in the context of an enclosing construct.

5 Observations

Any UTP theory has to clearly define its alphabet, that is, the set of observa-
tional variables that define its domain of discourse. The theory presented here
is inspired by UTPP [23] and uses some of the observations presented there: the
values associated with all (shared) variables are not mentioned individually, but
instead are lumped together; and we assume that all actions are labelled and
that we can observe the set of labels that are considered to be “active”.

s, s′ : State (2)
ls, ls′ : P Lbl (3)

Here s and s′ denote the before- and after-values of the shared (variable) state,
while ls and ls′ denote the before- and after-values of the active label-set used
for control-flow. In Lamport’s semantics [18] a series of temporal logic axioms
are provided to track the dynamics of which constructs are starting, in progress,
or finishing. We achieve the same effect using the label-sets.

The role of label-generators is rather different, however. They will be used
to generate labels for statements, and we do not want these to change during
the lifetime of the program. We will also want to be able to refer in a general
way to two key labels associated with any language construct, namely the label
(in) that is used to enable the starting of a construct, and the label (out) that
is used to signal that the construct has just terminated.

in, out : Lbl (4)
g : Gen (5)

These observations are static, in that their values do not change during pro-
gram execution. Instead, these variables record context-sensitive information
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about how a language construct is situated with respect to its “neighbours”,
in a way that permits a compositional approach. For details of how this works,
see Sect. 8.3.

In effect we are exploiting the fact that our language is block-structured with
only one entry and exit point for each construct, in order to be able to decouple
the semantics of an atomic action from whatever might come next. Dealing with
that is the responsibility of the semantics of language composites.

To summarise, our semantics is will be built using observable variables
s, s′, ls, ls′, g, in, out to describe basic atomic state-change actions that modify
global shared state s. The concurrent flow of control will be managed using the
global dynamic label-set ls and the static association of a label generator g and
two distinguished labels in, out, with every language construct.

This brings us to an important distinction between the usual approach taken
by UTP regarding the distinction between syntax and semantics. The usual app-
roach, inspired by the slogan “programs are predicates” [11,12], is to treat syntax
and semantics as the same thing. A program’s syntax is simply a shorthand nota-
tion for its semantics. So, the program text x := x+y is a predicate, a shorthand
for the more verbose x′ = x+ y ∧ y′ = y2 . in particular, the notation for sequen-
tial composition, P ;Q, is a shorthand for ∃obsm • P [obsm/obs′] ∧ Q[obsm/obs],
where obs (obs′) refers to all the before- (after-) observations. This “punning”
between syntax and semantics largely works for theories of sequential pro-
grams or local-state concurrency, mainly because sequences of code lead to sim-
ple semantic sequencing. However, in global shared-variable concurrency, code
sequences get broken up by interference from parallel execution threads, and
there is no longer a simple correspondence between syntactical and semantic
sequencing.

Here we shall use the notation P ;Q to denote semantic sequential compo-
sition, which means that the execution of P is immediately followed by the
execution of Q, without any intervening external interfence. We define it as fol-
lows:

P ;Q =̂ ∃sm, lsm • P [sm, lsm/s′, ls′] ∧ Q[sm, lsm/s, ls] (6)

The key thing to note is that this definition makes no reference at all to g, in or
out, as these are static observations.

We also define semantic skip (II), the unit for semantic sequential composi-
tion, as

II =̂ ls′ = ls ∧ s′ = s (7)

6 Atomic Actions

An atomic action (a) is simply a global state transformer whose effects, once
started, occur immediately and completely, without any external interference.
We can consider it be a relational predicate that only mentions s and s′. Flow of
control is managed by keeping a dynamic record of which labels are considered

2 Assuming x and y are the only variables.
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current, or “enabled”. The behaviour of an atomic action is that it exhibits
none until its label is enabled. Noting that many atomic actions can be enabled
at once, what happens is that one of actions is selected non-deterministically to
run. The action so selected transforms the global state, and then the control-flow
management marks its label as disabled, and enables labels of atomic action that
can immediately follow it according to the control-flow structure of the program.

As already stated, we use a to denote the predicate describing the core global
state-changes, and use ls and ls′ to record the set of enabled labels both before
and after the atomic action has run. We can define a predicate that captures the
basic behaviour of such “flow-controlled” atomic action:

in ∈ ls ∧ a ∧ (ls′ = (ls \ {in}) ∪ {out}) (8)

In short: the action when its in-label is in ls, is that it performs the state-change
specified by a, and replaces the in-label by the out-label, in the updated set ls′

of enabled labels. If in is not in ls, or predicate a is not satisfied by the current
value of s, then the semantic predicate reduces to false.

The semantics of a running composite program, as per the action systems
approach used in [23], is to imagine all of the labelled atomic actions collected
into one large non-deterministic choice, itself in a loop that runs until some
distinguished stop-label appears in the enabled label-set. The whole thing is ini-
tialised by enabling at least one atomic action in-label. The result of initialising
and running this loop once will be one possible complete execution sequence of
the program (assuming it terminates). In effect, the meaning of a shared-variable
concurrent program is all the interleavings of atomic actions that are consistent
with flow-of-control restrictions, with each interleaving being a series of atomic
actions sequentially composed semantically, using ; as defined in Eq. 6.

Given that we will be sequentially composing a lot of predicates like 8, we
shall introduce a shorthand notation that we refer to as a “basic action”, which
refers to sets of labels called E (enablers) and N (new):

A(E | a | N) =̂ E ⊆ ls ∧ a ∧ ls′ = (ls \ E) ∪ N 〈〈·A-def·〉〉

The plan is to then produce some laws governing the semantic sequential
compositions of basic actions (A(E1 | a1 | N1);A(E2 | a1 | N2)), but we quickly
discover that in general the outcome cannot be expressed as a single instance of
the form A(E | a | N). Consider A(l1 | a | l2);A(l2 | b | l3), in a starting state
where both l1 and l2 are in ls. The overall result is a combined action that needs
l1 to start, and adds in l3 at the end, but also removes both l1 and l2. So, in
order to effectively calculate with the theory (see Sect. 9), we need to generalise
the basic action idea to an eXtended basic action, where we explicitly identify
the labels that we remove (R):

X(E | a | R | A) =̂ E ⊆ ls ∧ a ∧ ls′ = (ls\R) ∪ A 〈〈·X-def·〉〉
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Clearly A(E | a | N) = X(E | a | E | N). We can now prove the following
composition law:

X(E1 | a | R1 | A1);X(E2 | b | R2 | A2) 〈〈·X-then-X·〉〉

= E2 ∩ (R1\A1) = ∅
∧ X(E1 ∪ (E2\A1) | a ; b | R1 ∪ R2 | (A1\R2) ∪ A2)

The condition E2 ∩ (R1\A1) = ∅ characterises all those cases were the second
X is enabled immediately after the first X terminates (i.e., without any outside
interference). This brings us to a very important aspect of how these predicates
are to be interpreted. The semantic sequential composition of two basic actions
captures the occurrence of both actions in sequence without any intervening
interference, known as a mumbling step. This means that the first action once
enabled, must be able to enable the second one without relying on some external
agent. The expression E2 ∩ (R1\A1) is all of the labels in E2 that are removed
(R1) by the first action, but are not added back in (A1). If this not empty then
some of the labels from E2 will not be present, and so the second action has
been disabled by the first. So the whole predicate reduces to false, indicating
that it is not possible to observe those two actions in sequence, unless some
other execution thread manages to add in the missing E2 labels in-between, as
an interference step.

7 Healthiness

7.1 Wheels-within-Wheels

We are building a semantics based on predicates that define before-after relations
on program state s, s′ and label-sets ls, ls′, using the static observations to put
things in their syntactical context. In order to be able to extract the correct
behaviour from this semantics, it was necessary to have a healthiness condition
that effectively said that every program component, atomic or composite, has
to be viewed as being willing to run as many times as necessary whenever its
labels would appear in ls. At its simplest, the semantics required every construct
to be embedded in its own infinite loop, to ensure it was always ready to “go”.
This lead to our use of the phrase “Wheels within Wheels” (WwW) to refer to
this principle. This did not mean that everything ran forever, but that, in some
sense, it should always be ready.

Technically we require any healthy UTCP program predicate to be equivalent
to a non-deterministic choice of how many times it repeats itself, including zero,
using UTP semantic sequential composition.

P 0 =̂ II 〈〈·seq-0·〉〉

P i+1 =̂ P ; P i 〈〈·seq-i-plus-1·〉〉

WwW(P ) =̂
∨

i∈N
P i 〈〈·WWW-as-NDC·〉〉

Here we have introduced a stuttering step, denoted by UTP’s semantic skip (II).
We note also, that WwW is monotonic and idempotent.
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It should be noticed that this theory underwent a large number of iterations
before the WwW principle was finally elucidated properly and shown to give
the right results. The number and complexity of the test calculations needed to
debug, develop and validate the theory presented in this paper necessitated the
development of a bespoke “UTP Calculator” [6].

7.2 Label-Set Invariants

The semantics we propose here depends on the careful management of when
specific labels are, or are not, present in the global label-set ls. Key to the
success of this semantics is a collection of label-set invariants which characterise
proper label-set contents, which are preserved by all label-set manipulations
performed by our semantic definitions. We have two kinds of invariants, both of
which are concerned with the mutual disjointness, in some sense, of a collection
of sets of labels. We introduce some shorthand notations to avoid excessively
long predicates and expressions. We use ‘|’ as a separator between things meant
to be disjoint, and commas to list subsets and/or set- elements that should be
unioned together. So the fragment A, b | M,N | x, Y is shorthand for the mutual
disjointness of A∪{b} and M ∪N and {x}∪Y . To assert mutual set disjointness,
we use the following shorthand, where the Li are label-sets,

{L1 | L2 | . . . | Ln} =̂ ∀i,j∈1...n • i = j =⇒ Li ∩ Lj = ∅
〈〈·short-disj-lbl·〉〉

We also want to assert that certain sets, necessarily mutually disjoint, can
never have any of their elements in the global label-set, if any element from one
of the other sets is present. Again, we have a shorthand:

[L1 | L2 | . . . | Ln] =̂ ∀i,j∈1...n • i = j =⇒ (Li ∩ ls = ∅ =⇒ Lj ∩ ls = ∅)
〈〈·short-lbl-exclusive·〉〉

The first invariant we have, Disjoint Labels (DL) is simply one that asserts,
for every construct, that in, out and the labels of g are all different.3

DL =̂ {in | labs(g) | out} 〈〈·Disjoint-Labels·〉〉

We shall simplify further by stating that in the shorthands presented here that
we use just simple g to denote labs(g), so DL can we written as {in | g | out}.
We also need stronger Label Exclusivity invariants, regarding which labels can,
or cannot, occur in the global label set at any one time. There is not one such

3 The theory can be developed using only g as a static observation, and letting �g
and �g: play the role of in and out respectively, in which case Disjoint Labels is
automatically satisfied. However, while this results in an entirely equivalent theory,
it is notationally more obscure making it harder to interpret and check.
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invariant, but rather we have that some language constructs may define their
own variation, in order to ensure that flow of control is correctly managed.

There is a general version of the invariant (LE) that holds for all language
constructs that asserts that any point in time, only elements from of one of in,
labs(g) or out can be present in ls or ls′ at any point in time:

LE =̂ [in | g | out] ∧ [in | g | out]′ 〈〈·Exclusive-Labels·〉〉

Note that [in | g | out]′ is simply indicates that it refers to ls′ rather than ls.
So, in summary, we have that every healthy predicate describing a shared-

variable concurrent program’s behaviour is of the form WwW(C) for some
predicate C and also satisfies DL and LE.

W(P ) =̂ DL ∧ LE ∧ WwW(P ) 〈〈·W-def·〉〉

We note that many of the axioms for a given construct in the semantics of
Lamport [18] exist to ensure the same properties regarding construct activation
as the healthiness conditions described here.

8 Command Semantics

We present the full semantics of atomic commands first, then describe an impor-
tant classification of expressions and substitutions, before describing the seman-
tics of the four composite command forms.

8.1 Atomic Commands

The atomic command 〈a〉 can be very simply expressed as basic action with the
addition of healthiness conditions:

W(P ) =̂ DL ∧ LE ∧ WwW(P ) 〈〈·W-def·〉〉

〈a〉 =̂ W(A(in | a | out))) 〈〈·sem:atomic·〉〉

Here we would expect that if LE holds when this action starts, i.e. when
in ∈ ls and it gets to run, that LE′ should also hold, with out ∈ ls′.

8.2 Grounded and Sound

Given that we have a distinction between static observations (g, in, out), and
dynamic ones (s, s′, ls, ls′) it is worth extending this distinction to expressions
and substitutions. The reason for this is to do with the fact that, by design,
semantic sequential composition ignores the static variables. An expression or
predicate is “ground” if the only variables present are static. The DL healthiness
condition is ground, but LE is not, as it refers to ls and ls′. Ground predicates
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K satisfy some important laws, and LE satisfies something similar:

K ; K = K
(K ∧ P ) ; Q = K ∧ (P ; Q) = P ; (K ∧ Q)

K ∧ WwW(P ) = WwW(K ∧ P )
(LE ∧ P ) ; (LE ∧ Q) = LE ∧ ((LE ∧ P ) ; (LE ∧ Q))

A substitution is also deemed “ground”, if all the replacement expressions
are ground, and the target variables are all static. A desired consequence of
this is that ground substitutions γ will distribute through semantic sequential
composition, semantic skip, both disjoint label-set notations, and WwW.

(P ; Q)γ = Pγ ; Qγ 〈〈·seq-gnd-distr·〉〉

IIγ = II 〈〈·skip-gamma·〉〉

{L1 | . . . | Ln}γ = {L1γ | . . . | Lnγ} 〈〈·DL-gamma-subst·〉〉

[L1 | . . . | Ln]γ = [L1γ | . . . | Lnγ] 〈〈·LE-gamma-subst·〉〉

(WwW(P ))γ = WwW(Pγ) 〈〈·WwW-gamma-subst·〉〉

Groundness is not enough, we also require substitutions to be “sound” in
the sense that they cannot transform a situation that satisfies DL or LE into
one that does not. A ground substitution ς, of the form [labs(G), I, O/g, in, out]
is sound if {labs(G) | I | O} holds. We will see that all substitutions in the
semantic definitions are sound, and that this is easy to check by inspection.

8.3 Composing Actions

The semantics of composite actions basically involves using the generator to
produce a suitable number of labels, that are then used in zero or more “control-
flow” actions of the form A(E | ii | N), where ii is atomic skip that simply
asserts s′ = s. The left-over generator is then split as required, and then the
components are “connected” into the relevant new labels and generators using
sound substitutions. Finally the relevant healthiness conditions are applied. A
key principle is to ensure that when any sub-component is “active”, that is, at
least one of its labels is present in ls, that none of the labels of the parent,
other than those explicitly shared with the sub-component, are themselves in ls.
This prevents a parent starting a spurious copy of a sub-component while that
sub-component is actually running. The semantic definitions are listed in Fig. 2.

We will explain the semantics of parallel in more detail, aided by the diagram
in Fig. 3. We take the generator g and split it to obtain g1 and g2. From g1 we
generate two labels �g1 and �g1:, and leftover generator g1::. We then use a
substitution to replace all references by P to g, in and out with g1::, �g1 and �g1:,
respectively. We do something similar with g2 and Q. We also add a top-level
control action that is enabled by label in, and adds both �g1 and �g2 into ls,
so enabling both P and Q to start. We then have another control-flow action
that waits for both of �g1: and �g2: to appear in ls, at which point they will be
replaced by the top-level out label.

The similarity between our labels and the sub-statement notation of Lam-
port is quite striking. His parallel construct, called cobegin, labels the



UTCP: Compositional Semantics for Shared-Variable Concurrency 265

P ;; Q =̂ W(P [g:1, �g/g, out] ∨ Q[g:2, �g/g, in]) 〈〈·sem:seq·〉〉

P ‖ Q =̂ W( A(in | ii | �g1, �g2) ∨ 〈〈·sem:par·〉〉
P [g1::, �g1, �g1:/g, in, out] ∨
Q[g2::, �g2, �g2:/g, in, out] ∨
A(�g1:, �g2: | ii | out) )

P + Q =̂ W( P [g1/g] ∨ Q[g2/g] ) 〈〈·sem:NDC·〉〉

P ∗ =̂ W( A(in | ii | �g) ∨ 〈〈·sem:star·〉〉
A(�g | ii | �g:) ∨
A(�g | ii | out) ∨
P [g::, �g:, �g/g, in, out] )

Fig. 2. Composite Semantics

g

in

out

lg1

1g

P out
g

in

Q
g

in out

P || Q

2g

1:g 1::g

2:g
2::g

lg1:

lg2:lg2

Fig. 3. Label and Generator “plumbing” for P ‖ Q.

subcomponents with numbers from 1 upwards. So he refers to P within
cobegin P � Q coend as (cobegin P � Q coend, 1). We call it
P [g1::, . . . /g, . . . ]. When for a construct P , we assert that in ∈ ls, he uses a
predicate at(P ). In the parallel case here, an assertion by us that �g1 ∈ ls,
corresponds to his assertion at(cobegin P � Q coend, 1).

Given that the invariant LE, which is [in | labs(g) | out], is part of the
definition of W, then we have it satisfied, by definition, by any sub-components.
From the perspective of the parent composite, this means that LEς also holds,
where ς ranges over all the sound substitutions used in the definition of the
parent’s semantics. For example, for program sequential composition, we not
only assert [in | g | out], but can also infer [in | g:1 | �g] and [�g | g:2 | out].

In summary, we have predicate semantics for atomic and composite program
constructs, in which everything at every level is wrapped in an infinite loop.
This seems to be completely counter-intuitive: a program that consists of a sin-
gle atomic action may wait for a while external interference rumbles on, but
eventually it should get “scheduled”, perform its atomic action and then effec-
tively stop. How is this consistent with looping forever? To see the answer to
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this question, it helps to consider such simple examples, and this brings up the
issue of calculation.

9 Calculations

Part of the validation of this semantic theory was by a series of test calculations
done to ensure that it was making the right predictions about program behav-
iour. This typically involved taking small programs with a few atomic actions
and trying to simplify their semantic predicates down to a non-deterministic
choice of atomic action sequences. Some of the calculations proved to be very
long, repetitive and tedious, motivating the UTP-calculator development [6].

We shall start by sketching out a test calculation for 〈a〉, where the objective
is to reduce it down to a predicate involving just basic atoms.

〈a〉
= W(A(in | a | out))) 〈〈·sem:atomic·〉〉

= DL ∧ LE ∧ WwW(A(in | a | out)) 〈〈·W-def·〉〉

= DL ∧ LE ∧ ∨

i A(in | a | out)i 〈〈·WWW-as-NDC·〉〉

At this point what remains is to compute A(in | a | out)i for i ∈ N. The
cases of i = 0, 1 are straightforward. Computing i = 2 is easy:

A(in | a | out) ; A(in | a | out) 〈〈·X-def·〉〉

= X(in | a | in | out) ; X(in | a | in | out) 〈〈·X-then-X·〉〉

= {in} ∩ ({in} \ {out}) = ∅ ∧ X(. . . ) set theory
= false ∧ X(. . . )

We see that A(in | a | out)2 = false, and as false is a zero for semantic
sequential composition, we can deduce that A(in | a | out)i = false for all i ≥ 2.
So our final result is

〈a〉 = DL ∧ LE ∧ (II ∨ A(in | a | out)) (9)

Ignoring the healthiness conditions, this boils down to two possible observations
we can make of 〈a〉: either we observe stuttering—no change in state or label-sets
(II) or we see the complete execution of the underlyng basic action A(in | a |
out).

Test calculations for simple usage of most of the composites is essentially the
same. One slight complication is that the contents of WwW in theses cases is a
disjunction of terms, rather than a single basic action, so we first simplify these
out, applying all substitutions, to get a term Q of the form (II ∨ basic actions).
We need to compute Qi for i ≥ 2, and sequential composition distributes through
disjunction, so we obtain resulting terms of the same form, by repeated appli-
cation of law 〈〈·X-then-X·〉〉. A large number of these have results with the set
side-condition that evaluates to false, as per the i = 2 example above—these
terms vanish. There are other terms produced that do not vanish, but some
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〈a〉 ;; 〈b〉 = II ∨ A(in | a | �g) ∨ A(�g | b | out) ∨ A(in | ab | out)
〈a〉 + 〈b〉 = II ∨ A(in | ii | �g1) ∨ A(in | ii | �g2) ∨ A(�g1 | a | out)

∨ A(�g2 | b | out) ∨ A(in | a | out) ∨ A(in | b | out)
〈a〉 ‖ 〈b〉 = II ∨ A(in | ii | �g1, �g2) ∨ A(�g1:, �g2: | ii | out) ∨ A(�g1 | a | �g1:)

∨ A(�g2 | b | �g2:) ∨ A(in | a | �g1:, �g2) ∨ A(in | b | �g2:, �g1)
∨ A(�g1, �g2 | ba | �g1:, �g2:) ∨ A(�g1, �g2 | ab | �g1:, �g2:)
∨ A(�g2:, �g1 | a | out) ∨ A(�g1:, �g2 | b | out) ∨ A(in | ba | �g1:, �g2:)
∨ A(in | ab | �g1:, �g2:) ∨ A(�g1, �g2 | ba | out) ∨ A(�g1, �g2 | ab | out)
∨ A(in | ba | out) ∨ A(in | ab | out)

Fig. 4. Some Test Calculation Results. Here ab (ba) is short for a; b (b; a), and we have
omitted the DL and LE invariants for clarity.

of these can also be eliminated, because their enabling set violates the Label
Exclusivity invariant. All remaining terms have the form X(E | a | R | N), and
some of these can be immediately re-written to A(E | a | N), if R = E. In every
test calculation we have done it turns out that the others, where R = E can
also be re-written, because LE says that none of R \ E can be present in ls
when anything from E is present, so the removal of those labels is ineffective,
as they are never present when that action is enabled. So, the outcome is that
we get final results where every basic action can be written in the A-form. All
of these aspects of these test calculations are supported by current versions of
the tool described in [6]. If there is no use of the iteration construct (P ∗), then
all calculations terminate because there is always some i for which Qi evaluates
to false. Any use of the language iteration construct however results in having
terms for all values of i.

Some calculation results are shown in Fig. 4. If we look at the result for
〈a〉 ;; 〈b〉 we have II, the stuttering step, and A(in | ab | out) which is the complete
exection of both actions without interference (mumbling), and A(in | a | �g) that
shows the execution of a, to an intermediate point where b has yet to occur. These
three observations are consistent with the idea that our predicates are relations
between a starting state and some subsequent or final state. However we also
have action A(�g | b | out), which is an observation that begins after action
a has already occured, and just observes the behaviour of b alone. What has
happened with this UTP theory of concurrency is that it is now no longer insists
that the “before” observation is pinned to be the start of the program. Now we
are able to observe program behaviour that can both start and end at what are
intermediate points in the lifetime of the program.

If we look at 〈a〉+ 〈b〉, we also explictly see the control-flow “decisions”, such
as A(in | ii | �g1) where the decision to execute a is made. This will remove in
from ls if it runs, so disabling the other choice, denoted by A(in | ii | �g2). By
contrast, in 〈a〉 ‖ 〈b〉 the initially enabled action is A(in | ii | �g1, �g2), which
activates both a and b. The control flow action A(�g1:, �g2: | ii | out) delays
termination until both atomic actions are done.
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Finally, we stress that the explicit inclusion of labels in the final results is
essential in order to ensure compositionality. In [7] we had the explicit run form,
and this reduced the semantics of 〈a〉 to a, that of 〈a〉+ 〈b〉 to a∨ b and 〈a〉 ‖ 〈b〉
to ab ∨ ba. While this looks cleaner, it has lost too much information, and we
cannot compose these further to get correct answers. With the explicitly labelled
semantics presented here for UTCP, we can, for example, correctly compute
(〈a〉 ;; 〈b〉) ‖ 〈c〉 by replacing the first ;; term by its expansion from Fig. 4.

10 Conclusions and Future Work

We have presented a compositional, denotational UTP semantics of shared-
variable concurrency. It is “explicit” in the sense that it can enumerate all the
observations that it is possible make of the program’s own behaviour, in any
time-slot. As already explained, our semantics has a lot of similarities to the
axiomatic action semantics of Lamport [18].

The usefulness of this theory is that it is in a form that makes it very easy for
us to specialise it to cover other approaches to concurrency in the Views paper
[10], as that paper shows how thay all link to the simple concurrent language
whose semantics we have just supplied. These concurrency approaches include
Rely-Guarantee [15,22], Owicki-Gries [20], and Concurrent Separation Logic [4].
This is precisely because it is formulated as a before-after relation, with the
twist that before and after observations can occur at any time during program
execution, with the obvious proviso that “before” precedes “after”.

While careful inspection and test calculations give us a high level of confi-
dence in the validity of our semantics, we still need to demonstrate that the alge-
braic laws of Concurrent Kleene Algebra [14] can be derived from our semantics.
We also need to show how the standard operational semantics can be recovered.

We also hope to use this semantics as a baseline for a program to apply
UTP to model the various linked approaches discussed in the Views paper [10].
Of particular interest is to explore the connection between UTCP and rely-
guarantee [16] approaches. In particular, given our idea of “before” and “after”
being able to refer intermediate execution points, and that we can explicitly
provide all atomic actions and their mumblings, we see a good opportunity to
explore how this can be exploited to analyse how well one or more program steps
satisfy their guarantee obligation, given a reliable environment.

Given the similarities between our approach and that of Lamport, it also
raises the possibility of bringing our observations and notation closer in line
with his.
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Abstract. Kleene algebra with tests (KAT) was introduced as an alge-
braic structure to model and reason about classic imperative programs,
i.e. sequences of discrete actions guarded by Boolean tests.

This paper introduces two generalisations of this structure able to
express programs as weighted transitions and tests with outcomes in a
not necessary bivalent truth space, namely graded Kleene algebra with
tests (GKAT) and Heyting Kleene algebra with tests (HKAT).

On these contexts, in analogy to Kozen’s encoding of Propositional
Hoare Logic (PHL) in KAT [10], we discuss the encoding of a graded
PHL in HKAT and of its while-free fragment in GKAT.

1 Introduction

1.1 Roadmap

Kleene algebra is pervasive in computer science: it arises in relational algebra,
semantics and logics of programs, automata and formal language theory, and
design and analysis of algorithms. In the specific context of program calculi, the
axiomatisation of Kleene algebra forms a purely equational system to manipu-
late programs [8]. Its applications typically deal with conventional, imperative
programming constructs such as conditional and loops. In order to reason equa-
tionally about them, a notion of test is required, which lead D. Kozen to define -
Kleene algebra with tests (KAT) [9], which plays a major role in reasoning about
programs.

Hoare logic (HL) was the first formal system proposed for verification of pro-
grams. Introduced in as early as 1969, its wide influence transformed Hoare’s
work in a cornerstone of program correctness, a reference for most current
research in the area. HL encompasses a syntax to reason about partial cor-
rectness assertions (PCA) of the form {b}p{c}, also called a Hoare triple, and a
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deductive system to reason about them [5]. In a PCA, b and c stand for pred-
icates, representing pre and post conditions, respectively, and p is a program
statement.

In particular, propositional Hoare logic (PHL) can be seen as a fragment of
HL, in which PCAs are reduced to static assertions about the underlying domain
of computation [10]. In [10] the authors show that this fragment can be encoded
in a Kleene algebra with tests. The translation is based on equational logic,
transforming PCAs into equations and the rules of inference into equational
implications.

As originally presented, KAT is suitable to reason about classic imperative
programs. In fact, such programs are particularly “well tractable”: they repre-
sent a sequence of discrete steps, which can be modelled as atomic transition
systems in a standard automaton. Moreover, the assertions about theses pro-
grams have an outcome in a bivalent truth space. However, current complex
dynamic systems are based in new computing domains, namely probabilistic
[15] or continuous [13], which entail the need for computing paradigms able to
deal with quantitative program executions (e.g. weighted, valued, probabilistic).
Moreover, the assertions about these programs can have a graded outcome. In
this context, the development of algebraic structures to model weighted compu-
tations becomes a must. This work builds on such motivations to introduce two
generalisations of KAT able to express programs as weighted computations and
tests as predicates evaluated in graded truth space - the graded Kleene algebra
with tests (GKAT) and the Heyting Kleene algebra with tests (HKAT). GKAT,
for example, has a myriad of interesting examples, from continuous �Lukasiewicz
lattice to the discrete finite hoops. HKAT, on the other hand, allows to address
full imperative languages.

In analogy to KAT [10], we intend to encode PHL into GKAT, in the context
of a research agenda to extend the classical area of program correctness. However,
we can only partially generalise such an encoding. More specifically, we can only
encode while-free programs. To achieve a complete encoding of Hoare logic, we
propose to refine the basic structure, obtaining HKAT as a generalisation of
the classical KAT. HKAT is, indeed, a subclass of GKAT. As a consequence,
however, its set of examples is smaller. It includes, in particular, the lattice 3
to deal with partial programs and uncertainty on tests, and Gödel algebra, a
well-known basic structure used in logics whose truth values are closed subsets
of the interval [0, 1].

The remaining of the paper is organised as follows: Subsect. 1.2 recaps some
fundamental concepts needed to understand the definitions and results presented
in this work. Section 2 introduces graded Kleene algebra with tests as a gener-
alisation of KAT, including its axiomatisation, a few examples and proofs of
basic properties. It also presents a partial encoding of classical PHL in GKAT.
Section 3 introduces Heyting Kleene algebra with tests as another generalisation
of the standard KAT and a refinement of GKAT, enjoying of a complete encod-
ing of PHL. Section 4 sums up some related research, concludes, and enumerates
some topics for future work.
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1.2 Preliminaries

Definition 1. A Kleene algebra with tests (KAT) is a tuple

(K,T,+, ; ,∗ ,̄ , 0, 1)

where T ⊆ K, 0 and 1 are constants, + and ; are binary operators in K and T ,
∗ is a unary operator in K, and ¯ is a unary operator defined only on T such
that:

– (K,+, ; ,∗ , 0, 1) is a Kleene algebra;
– (T,+, ; ,̄ , 0, 1) is a Boolean algebra;
– (T,+, ; , 0, 1) is a subalgebra of (K,+, ; , 0, 1).

The elements of K, denoted by lower case letters p, q, r, s, x, y, z, stand for pro-
grams and the elements of T , denoted by a, b, c, d are called tests. Kleene algebra
with tests induces an abstract programming language, where conditionals and
while loops programming constructs are encoded as follows:

if b then p
def= b; p + b̄

if b then p else q
def= b; p + b̄; q

while b do p
def= (b; p)∗; b̄

As stated in Sect. 1, Hoare logic allows to verify imperative programs by validat-
ing PCAs of the form {b}p{c} through a deductive system [5]. The validity of
a Hoare triple assures that whenever precondition b is met, after the execution
of program p, if and when p halts, the postcondition c is guaranteed to hold.
The set of logical rules is shown in Fig. 1. Although the importance of HL for
reasoning about program correctness is unquestionable, proofs in PHL can be
more easily done in terms of purely equational calculation on KAT, as presented
in [10]. In fact, it is shown that PHL can be encoded in KAT, in such a way
that the inference rules Composition, Conditional, While and Weakening become
derived theorems of KAT.

– Composition rule:

{b}p{c} {c}q{d}
{b}p; q{d}

– Conditional rule:

{b ∧ c}p{d}, {¬b ∧ c}q{d}
{c} if b then p else q {d}

– While rule:

{b ∧ c}p{c}
{c} while b do p{¬b ∧ c}

– Weakening rule:

b′ → b, {b}p{c}, c → c′

{b′} p{c′}

Fig. 1. Hoare logic rules
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As presented in [10], the PCA {b}p{c} can be encoded in KAT as b; p; c̄ = 0,
which is equivalent to b; p = b; p; c. The first equation means, intuitively, that the
execution of p with precondition b and postcondition c̄ does not halt. Equation
b; p = b; p; c, on the other hand, states that the verification of the post condition
c after the execution of b; p is redundant.

Moreover, the inference rules of Hoare logic can be encoded in KAT, as shown
below:

– Composition:

b; p = b; p; c ∧ c; q = c; q; d ⇒ b; p; q = b; p; q; d

– Conditional :

b; c; p = b; c; p; d ∧ b̄; c; q = b̄; c; q; d ⇒ c; (b; p + b̄; q) = c; (b; p + b̄; q); d

– While:
b; c; p = b; c; p; c ⇒ c; (b; p)∗; b̄ = c; (b; p)∗; b̄; b̄; c

– Weakening :

b′ ≤ b ∧ b; p = b; p; c ∧ c ≤ c′ ⇒ b′; p = b′; p; c′

2 Graded Kleene Algebra with Tests

2.1 The Basic Structure

The approach proposed here, to reason about program executions in a many-
valued context, is based on redefining the interpretation of the assertions about
programs. Since such assertions take the form of tests, we start by modifying
the part of the axiomatisation of KAT that deals with properties of tests, i.e.,
the Boolean algebra (T,+, ·,̄ , 0, 1).

Instead of having a Boolean outcome, as happens in KAT, tests are graded,
taking values from a truth space with more than two possible outcomes (0 and 1).
As a consequence, the expression b; p represents a weighted execution of program
p, conditioned by the value of b. In order to reason about computations in this
graded setting, we introduce the following generalisation of KAT:

Definition 2. A graded Kleene algebra with tests (GKAT) is a tuple

(K,T,+, ; ,∗ ,→, 0, 1)

where K and T are sets, with T ⊆ K, 0 and 1 are constants and + and ; are
binary operations in K and T , ∗ is a unary operator in K, and → is an operator
only defined in T , satisfying the axioms enumerated in Fig. 2, where relation ≤
is induced by + in the usual way: p ≤ q iff p + q = q. Note that (T,+, ; , 0, 1) is
a subalgebra of (K,+, ; , 0, 1).
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Again, programs are denoted by lower case letters p, q, r, s, x, y, z and tests by
a, b, c, d. Note that, differently from what happens in KAT, negation is not explic-
itly denoted, although it can be derived as a → 0, for a ∈ T . Indeed, this
operator, along with a more relaxed subalgebra (which will replace the Boolean
subalgebra of KAT) are introduced to support a proper truth space, for possible
non bivalent interpretation of assertions.

p+ (q + r) = (p+ q) + r (1)

p+ q = q + p (2)

p+ p = p (3)

p+ 0 = 0 + p = p (4)

p; (q; r) = (p; q); r (5)

p; 1 = 1; p = p (6)

p; (q + r) = (p; q) + (p; r) (7)

(p+ q); r = (p; r) + (q; r) (8)

p; 0 = 0; p = 0 (9)

1 + p; p∗ = p∗ (10)

1 + p∗; p = p∗ (11)

q + p; r ≤ r ⇒ p∗; q ≤ r (12)

q + r; p ≤ r ⇒ q; p∗ ≤ r (13)

a; b ≤ c ⇔ b ≤ a → c (14)

a → b ≤ a → (b+ c) (15)

b ≤ a → (a; b) (16)

a+ 1 = 1 + a = 1 (17)

a; b = b; a (18)

a+ (a; b) = a (19)

Fig. 2. Axiomatisation of graded Kleene algebra with tests

Some operators in GKAT play a different role when acting on programs
or tests. Such is the case of “+” and “;”. The former one plays the role of
non-deterministic choice, when interpreting programs, and of logical disjunction,
when acting on tests. The latter is taken as sequential composition of actions
when applied to elements of K, and as a conjunction when applied to elements of
T . In the domain of programs, the constants 0 and 1 refer to halt and skip, while
when applied on tests, stand for false and true, respectively. However, there are
operations specific to just one of these domains. For instance, while operation ∗

is taken as iterative execution of programs, operation → plays the role of logical
implication over tests. Let us now discuss some instances of GKAT.

Example 1. (2 - the Boolean lattice). Our first example is the well known binary
structure

2 = ({�,⊥}, {�,⊥},∨,∧,∗ ,→,⊥,�)

with the standard interpretation of Boolean connectives. Operator ∗ maps each
element of {�,⊥} to � and → is defined as logical implication.

Example 2. A second example is provided by the three-element linear lattice,
which introduces an explicit denotation for “unknown” (or undefined).

3 = ({�, u,⊥}, {�, u,⊥},∨,∧,∗ ,→,⊥,�)
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where

∨ ⊥ u �
⊥ ⊥ u �
u u u �
� � � �

∧ ⊥ u �
⊥ ⊥ ⊥ ⊥
u ⊥ u u
� ⊥ u �

→ ⊥ u �
⊥ � � �
u ⊥ � �
� ⊥ u �

∗
⊥ �
u �
� �

Example 3. For a fixed, finite set A, let us consider the structure

2A = (P (A), P (A),∪,∩,∗ ,→, ∅, A)

where P (A) denotes the powerset of A, ∪ and ∩ are set union and intersection,
respectively, ∗ maps each set X ∈ P (A) into A and X → Y = XC ∪ Y , where
XC = {x ∈ A|x /∈ X}.

Example 4. This example is based on the well-known �Lukasiewicz arithmetic
lattice.

�L = ([0, 1], [0, 1],max,�,∗ ,→, 0, 1)

where x → y = min{1, 1 − x + y}, x � y = max{0, x + y − 1} and ∗ maps each
point of the interval [0, 1] to 1.

Example 5. Let us consider now the example given by the standard Π-algebra

Π = ([0, 1], [0, 1],max, .,∗ ,→, 0, 1)

where . is the usual multiplication for real numbers and

x → y =

{
1, if x ≤ y

y/x, if y < x

with/being the usual division for real numbers and ∗ mapping each point of the
interval [0, 1] to 1.

Example 6. Another example is provided by the Gödel algebra

G = ([0, 1], [0, 1],max,min,∗ ,→, 0, 1)

where

x → y =

{
1, if x ≤ y

y, if y < x

and ∗ maps each point of the interval [0, 1] to 1.
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Example 7. We consider now a GKAT endowing the finite Wajsberg hoop with a
star operator, as presented in [1]. For a fixed natural k and a generator a, define
the structure

Wk = (Wk,Wk,+, ; ,∗ ,→, 0, 1)

where Wk = {a0, a1, ..., ak−1}, 1 = a0 and 0 = ak−1. Moreover, for any m,n ≤
k − 1, am + an = amin{m,n}, am; an = amin{m+n,k−1}, (am)∗ = a0 and am →
an = amax{n−m,0}.

Example 8. The (min,+) Kleene algebra of [6], known as the tropical semiring,
can be extended to a GKAT by adding residuation →. First let R+ denote the
set {x ∈ R|x ≥ 0} and let ∞ be a new element. Thus, define

R = (R+ ∪ {∞}, R+ ∪ {∞},min,+,∗ ,→,∞, 0)

where, for any x, y ∈ R+ ∪ {∞}, x∗ = 0 and x → y = max{y − x, 0}.

Note that in all examples considered, T = K, that is, the set of tests and the
set of programs coincide.

For the purpose of this work, i.e., for reasoning about graded computations
and assertions in a multi-valued truth space, Example 4 is particularly relevant.
Indeed, this is a very well known model for fuzzy and multi-valued logics.

A main particularity of the GKAT axiomatization concerns rules (17)-(19),
which form a weakened version of the axiomatization of a Boolean algebra. Note,
however, that this is, in fact, a generalisation:

Lemma 1. Any KAT is a GKAT.

Proof. For a fixed KAT

A = (K,T,+, ; ,∗ ,̄ , 0, 1)

let us consider the structure

M = (K,T,+, ; ,∗ ,→, 0, 1)

inheriting the operators +, ;, ∗ and constants 0 and 1 from A. Define a → 0 := ā
and a → b := ā + b, for a, b ∈ T .
Actually, axioms (14)-(16) hold for M , for all a, b, c ∈ T . For (14), assume
a; b ≤ c, i.e. by definition of ≤, a; b + c = c. Then,

a → c

= { definition of → and hypothesis}
ā + ((a; b) + c)

= { BA (+, ; )-dist.}
(ā + (a + c)); (ā + (b + c))

= { (1), BA: a+ ā=1, (17) and (6)}
ā + b + c

= { (2) and definition of →}
a → c + b
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Thus, a; b ≤ c ⇒ b ≤ a → c. Now, assume b ≤ a → c, i.e. by definition of M ,
b; (ā + c) = b, and reason

a; b + c

= { b; (ā+ c) = b}
a; (b; (ā + c)) + c

= { BA (+, ; )-dist.}
a; b; ā + a; b; c + c

= { BA comm, a; ā = 0, (9), (4) and (8)}
(a; b + 1); c

= { (17) and (6)}
c

Hence, b ≤ c → c ⇒ a; b ≤ c. To prove (15), consider

a → b + a → (b + c)
= { by definition of →}

(ā + b) + (ā + (b + c))

= { (1), (2) and (3)}
ā + (b + c)

= { by definition of →}
a → (b + c)

Axiom (16) is proved as follows:

a → (a; b)
= { definition of →}

ā + (a; b)
= { BA (+, ; )-dist., BA: a+ ā = 1 and (6)}

ā + b

= { definition of →}
a → b

We have that b ≤ a → b, so, by transitivity, b ≤ a → (a; b), for all a, b ∈ T .
We concluded the proof that axioms (14)-(16) hold for any a, b, c ∈ T in M .

Since axioms (1)-(13), (17)-(19) are axioms of A, M is, indeed, a GKAT. �

As stated above, while tests in KAT have an outcome of two possible values
(0 and 1), GKAT deals with graded tests. This entails the need to weaken the
Boolean subalgebra (T,+, ·,∗ , 0, 1,̄ ) of KAT. In any GKAT, for any test a ∈ T ,
a; (a → 0) = 0 , which follows immediately from definition of ≤ and axiom (14).
However, it is not necessarily true that a + (a → 0) = 1. In order to show this,
let us consider the following GKAT structure over the set {0, n,m, 1}, where
{0,m, 1} ⊆ T and n ∈ K, in which the operation ∗ maps all points to the top
element of T , 1, and the remaining operations are defined as follows:

+ 0 n m 1
0 0 n m 1
n n n m 1
m m m m 1
1 1 1 1 1

; 0 n m 1
0 0 0 0 0
n 0 0 0 n
m 0 0 0 m
1 0 n m 1

→ 0 n m 1
0 1 1 1 1
n m 1 1 1
m m m 1 1
1 0 n m 1
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In this structure, and considering a = m, we have m + (m → 0) = m + m =
m �= 1. Recall that in KAT, a program execution is guarded by a test with only
two possible outcomes: 0 or 1. Thus, an expression b; p intuitively means that
program p is executed when b = 1 and is not executed when b = 0.

It is therefore safe to state that GKAT has embedded a weakened Boolean
subalgebra and, consequently, tests can assume other values besides 0 and 1,
representing the truth degree of the statement “b is true”. Consequently, the
expression b; p means that the execution of program p is guarded by that par-
ticular truth (graded) value.

2.2 Graded Propositional Hoare Logic

Kleene algebra with tests provides a theoretical basis to reason about classic
imperative programs by using purely equational reasoning. Actually, its presen-
tation in [10] aimed at the reduction of PHL to ordinary equations and quasi-
equations, as mentioned in the introduction. In particular, the inference rules of
Hoare logic are derived as theorems in KAT.

Following an analogous approach [10], mentioned in Subsect. 1.2, we now
encode propositional Hoare logic in GKAT. Since this new structure deals with
graded tests, both the meaning of PCAs and the inference rules need to be
adjusted. This reinterpretation unfolds a generalised version of classic Hoare
logic, that we call here graded propositional Hoare logic (GPHL).

In the presence of graded tests, the interpretation of a triple {b}p{c}, and
hence, the correctness of a program, relies on the idea that whenever b; p executes
with a truth degree b, if and when it halts, it is guaranteed that (b; p); c holds
with at least the same degree of truth. By other words, correctness of a program
can only grow with execution. Therefore, the encoding in GKAT is captured by
the following inequality:

b; p ≤ b; p; c

However, the equivalence

b; p ≤ b; p; c ⇔ b; p = b; p; c, (20)

also holds in GKAT, following immediately from (7), (17) and (6). Note, also,
that the equivalence

b; p = b; p; c ⇔ b; p ≤ p; c

does not hold in GKAT, as it does in KAT.
The inference rules of Hoare logic can also be encoded in GKAT, as presented

in the following theorem.

Theorem 1. The following equational implications are theorems in GKAT.

1. Composition rule:
b; p ≤ b; p; c ∧ c; q ≤ c; q; d ⇒ b; p; q = b; p; q; d
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2. Conditional rule:
b; c; p ≤ b; c; p; d ∧ (b → 0); c; q ≤ (b → 0); c; q; d
⇒ c; (b; p + (b → 0); q) ≤ c; (b; p + (b → 0); q); d

3. Weakening rule:
b′ ≤ b ∧ b; p ≤ b; p; c ∧ c ≤ c′ ⇒ b′; p ≤ b′; p; c′

Proof. 1. Let us assume that b; p ≤ b; p; c and c; q ≤ c; q; d. By (20), these
inequalities are equivalent to b; p = b; p; c and c; q = c; q; d, respectively. So,
we have

b; p; q
= { b; p = b; p; c}

b; p; c; q

= { c; q = c; q; d}
b; p; c; q; d

= { b; p = b; p; c}
b; p; q; d

2. Assume b; c; p ≤ b; c; p; d and (b → 0); c; q ≤ (b → 0); c; q; d.
First of all, observe that, for any p, q, r, s ∈ K

p ≤ q & r ≤ s ⇒ p + r ≤ q + s (21)

To prove this, assume that p ≤ q and r ≤ s, i.e. p + q = q and r + s = s.
Then, by (1) and (2), (p+ r)+(q +s) = (p+ q)+(r +s) = q +s. So, by (21),

b; c; p + (b → 0); c; q ≤ b; c; p; d + (b → 0); c; q; d.

⇔ { (18), (7) and (8)}
c; (b; p + (b → 0); q) ≤ c; (b; p + (b → 0); q); d

3. Finally, for the Weakening rule, observe that, for all b, c ∈ T and p ∈ K,

b; p ≤ b; p; c ⇒ b; p; (c → 0) ≤ 0 (22)

Using (20) to rewrite (22) as

b; p = b; p; c ⇒ b; p; (c → 0) = 0 (23)

and, assuming b; p = b; p; c, we have

b; p; (c → 0)
= { b; p = b; p; c assumption}

b; p; c; (c → 0)
= { a; (a → 0) = 0) and (9)}

0

Using (23), the Weakening rule can be rewritten as

a ≤ b ∧ b; p; (c → 0) = 0 ∧ (d → 0) ≤ (c → 0) ⇒ a; p; (d → 0) = 0

which follows from the monotonicity of “;”. �
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The attentive reader certainly noticed the absence of a While rule in the graded
setting. In analogy with what was done before, such a rule would take the form:

b; c; p ≤ b; c; p; c ⇒ c; (b; p)∗; (b → 0) ≤ c; (b; p)∗; (b → 0); (b → 0); c (24)

However, this is not necessarily true for all p ∈ K and b, c ∈ T .
To see this, consider the following GKAT structure over the set {0, n,m, 1},

in which the operator ∗ maps all points to the top element 1 and the remaining
operators are defined as follows:

+ 0 n m 1
0 0 n m 1
n n n m 1
m m m m 1
1 1 1 1 1

; 0 n m 1
0 0 0 0 0
n 0 0 0 n
m 0 0 0 m
1 0 n m 1

→ 0 n m 1
0 1 1 1 1
n m 1 1 1
m m m 1 1
1 0 n m 1

In this structure, {0,m, 1} ⊆ T and n ∈ K. If b = 0, c = m, p = 0, the instantia-
tion of b; c; p ≤ b; c; p; c becomes, using axioms (9) and (3),
0;m; 0 + 0;m; 0;m = 0;m; 0;m ⇔ 0 = 0
and that of c; (b; p)∗; (b → 0) ≤ c; (b; p)∗; (b → 0); (b → 0); c becomes, by axioms
(9), (10), (6) and (4),
m; (0)∗; 1 + m; (0)∗; 1; 1;m = m; (0)∗; 1; 1;m ⇔ m = 0.

Using these two equations, the equational implication which could represent
the While rule (24) boils down to 0 = 0 ⇒ m = 0, which is obviously false.
In the next section we will discuss this problem, by presenting an alternative
algebraic structure with complete Hoare logic encoding.

3 Heyting Kleene Algebra with Tests

3.1 The Basic Structure

By carefully looking at the while rule proof for the Hoare logic encoding in KAT
it is easy to note that one cause for the failure of the analogous encoding in
GKAT, mentioned in the previous section, is the impossibility of duplicating
graded tests. Actually, in GKAT, we don’t have that b; b = b, but only b; b ≤ b.
In fact, the duplication is a requirement for the proof of the While rule. The
solution we propose here is to refine the GKAT structure with some additional
properties, capturing two crucial aspects for the purpose of this work: allowing for
a complete encoding of Hoare logic and, at the same time, capturing non-classical
examples, with degrees of uncertainty in program executions and evaluation of
tests. The idea is to use a Heyting algebra to model the tests, instead of the
Boolean algebra implicit on KAT.
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Definition 3. A Heyting Kleene algebra with tests (HKAT) is a tuple

(K,T,+, ; ,∗ ,→, 0, 1)

where K and T are sets, with T ⊆ K, 0 and 1 are constants and + and ; are
binary operations in K and T , ∗ is a unary operator in K, and → is an operator
only defined in T , satisfying the axioms enumerated in Fig. 2 plus three axioms
from KAT, listed in Fig. 3. The relation ≤ is induced by + in the usual way
p ≤ q iff p + q = q such that:

– (K,+, ; ,∗ , 0, 1) is a Kleene algebra;
– (T,+, ; ,→, 0, 1) is a Heyting algebra;
– (T,+, ; , 0, 1) is a subalgebra of (K,+, ; , 0, 1).

a; a = a (25)

a; (a+ b) = a (26)

a+ (b; c) = (a+ b); (a+ c) (27)

Fig. 3. New axioms added to the axiomatisation of GKAT, to form the axiomatisation
of Heyting Kleene algebra with tests

Note that, as in GKAT, negation is not explicitly denoted and can be derived
as a → 0.

Let us also enhance that HKAT is a subclass of GKAT. Examples 1, 2, 3
and 6 illustrate this structure. The set of examples discussed for GKAT and
HKAT, as well as which ones are also KAT is summarised in Fig. 4.

HKAT

GKAT

2

Π
�L
Wk,k=2

R

G

P(A)
2

KAT

W2

Fig. 4. Examples of KAT, GKAT and HKAT

In HKAT, we can think about the intuitive meaning of the execution
of a program guarded by a test as an uncertain execution. For instance, in
Example 2, if b = u, the expression u; p means that we are not sure if program
p could be executed or not.

Just as GKAT, HKAT is also a generalisation of KAT.
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Lemma 2. Any KAT is a HKAT.

Proof. It suffices to show that axioms (14), (15) and (16) hold for all a, b, c ∈ T .
The proof is the same as Lemma 1.

3.2 Heyting Propositional Hoare Logic

Let us now discuss how to encode propositional Hoare logic in HKAT. We call
this generalisation Heyting propositional Hoare logic (HPHL). Differently from
what happens in GKAT, the three encodings proposed by D. Kozen for Hoare
logic are equivalent in HKAT:

b; p = b; p; c ⇔ b; p ≤ b; p; c ⇔ b; p ≤ p; c

Hence, the inference rules of Hoare logic can be encoded in HKAT as in
classical propositional Hoare logic.

Theorem 2. The following equational implications are theorems in HKAT.

1. Composition rule:
b; p = b; p; c ∧ c; q = c; q; d ⇒ b; p; q = b; p; q; d

2. Conditional rule:
b; c; p = b; c; p; d ∧ (b → 0); c; q = (b → 0); c; q; d
⇒ c; (b; p + (b → 0); q) = c; (b; p + (b → 0); q); d

3. While rule:
b; c; p = b; c; p; c ⇒ c; (b; p)∗; (b → 0) = c; (b; p)∗; (b → 0); (b → 0); c

4. Weakening rule:
b′ ≤ b ∧ b; p = b; p; c ∧ c ≤ c′ ⇒ b′; p = b′; p; c′

Proof. The proofs for rules 1, 2 and 4 are as in Theorem 1. To prove rule 3,
consider

c; b; p ≤ c; b; p; c ⇒ c; (b; p)∗ ≤ c; (b; p)∗; c.

Assuming

c; b; p ≤ c; b; p; c (28)

by (13), it is enough to show

c + c; (b; p)∗; c; b; p ≤ c; (b; p)∗; c

But
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c + c; (b; p)∗; c; b; p
≤ { by (28)}

c + c; (b; p)∗; c; b; p; c
≤ { by B.A}

c; 1; c + c; (b; p)∗; c; b; p; c

≤ { by distributivity}
c; (1 + (b; p)∗; c; b; p); c

≤ { by monotonicity}
c; (1 + (b; p)∗; b; p); c

≤ { by (11)}
c; (b; p)∗; c

Note that, as in classical case, for both encodings of PHL previously discussed,
the way to reason about the correctness of a program is settled in a bivalent
truth space.

4 Conclusion and Further Work

This paper aimed at generalising Kleene algebra with tests, to reason equation-
ally about graded computations and assertions evaluated in a multi-valued truth
space. Moreover, the propositional fragment of classic Hoare logic was revisited.

A similar attempt is discussed in [15], which introduces a complete theory
of probabilistic KAT to deal with regular programs with probabilities. However,
instead of focusing on the possible range of values for tests, or in adding an
uncertainty concretisation to them, which have an immediate consequence on
program executions, the authors add a new operator +α to the algebraic struc-
ture, where α is a probability value. Thus, in their work, a probabilistic Kleene
algebra with Tests is defined as

(K,T,+,+α, ·,∗ , 0, 1,̄ )

where expression p +α q represents the probabilistic choice between executing
a program p with probability α or a program q with probability 1 − α. More
related work on this matter include references [3] and [12]. However, the main
ideas behind these approaches is to introduce probabilities at the syntactic level,
namely a new choice operator. Our approach, on the other hand, opted by
redefining the notions of test and program execution.

The approach taken in this paper for GKAT, of adding a residual as a logical
implication to capture a multi-valued setting, is based on previous work reported
in [11], where an action lattice is adopted as the basic algebraic structure to
generate many-valued dynamic logics.

Originally derived from action algebras [7], an action lattice entails both
a generic space of computations, with choice, composition and iteration, and,
supported by residuation, a proper truth space for a non bivalent interpretation
of the assertions (as a residuated lattice). V. Pratt thought about residuation as a
pure technicality to obtain a finitely-based equational variety [14]. Subsequently,
the work of D. Kozen [7] extended this notion by adding and axiomatizing a meet
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operation, in order to recover the closure under matricial formation typical of
the Kleene algebras [2].

The attentive reader may wonder about the lack of concrete illustrations
for the introduced formalism, like simple imperative programs as in [10]. Note,
however, that programs are interpreted here as weighted relations and tests as
truth degrees. Hence, as it happens in propositional Hoare logic derived from
standard KAT, there is no first-order structure to interpret program variables.
Consequently, there is no assignment rule neither for GPHL nor for HPHL, as
presented here. Extending the formalism in this direction, in order to deal with
imperative fuzzy programs is, naturally, in our agenda.

Another important aspect to note is that, since both GKAT and HKAT are
generalisations of KAT, as stated by lemmas 1 and 2, all the classical models
of KAT, namely relational algebra over a set, languages over an alphabet and
traces are naturally examples of our structures. In all these cases, the set of
programs K and the set of tests T do not coincide, contrary to what happens
with all the examples presented in this paper. Nevertheless, since the introduced
structures intend to formalise over fuzzy programs, we want to go a step fur-
ther: the tentative to formalise fuzzy relations and fuzzy languages, as they are
presented in [4], as models of GKAT and HKAT is a priority in our agenda.

In all variants of dynamic logic discussed in the literature, even when some
forms of structured computations are taken into consideration, the validity of
assertions (for example, of Hoare triples annotating a program) is always stated
in classical terms. This means that, even when the object of reasoning is e.g.
a fuzzy program or a quantum system, the validity of an assertion over it is
discussed in classical, two-valued logic.

In this work we assume, as in classic PHL, that a PCA is valid if b; p = b; p; c.
In GKAT, this expression states that, after the execution of p guarded by the
truth degree of precondition b, a state is reached where the truth degree of the
post condition does not modify the value of the execution. In HKAT, for the
case considered in Example 2, the variation from the classical case comes when
b = u. Thus, the expression b; p can be interpreted as “we are not sure if program
p can be executed”. Due to the nature of the expression (an equality relation),
this is clearly tied to the classical, two-valued logic: despite the graded nature
of the computations, their correctness is evaluated in a bivalent truth space.

This limitation motivates an approach to be addressed in future work: the
intention is to go a step further and resort to the same algebraic structure used
to specify the computing paradigm, in order to give semantics to the logic used
to reason about it. This makes it possible to discuss the validity of an assertion
over a fuzzy or a quantum program in terms of a logic capturing itself fuzzy or
quantum reasoning, respectively.
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Abstract. Modern distributed systems are often coupled with flexible
architectures, composed of heterogenous components, and deployed on
different execution nodes. Under such frameworks, connectors (or middle-
wares) are widely used to organize the separated components and make
them functioning. Apparently, reliability of such systems highly depends
on the correctness of their connectors. Reo is a channel-based coordina-
tion language where complex connectors are constructed from simpler
ones through a compositional approach. In this paper, we propose a sto-
chastic and real-time extension of Reo, including a set of new primitive
channels and an expressive semantics named Stochastic Timed Automata
for Reo (STAr). With the support of STAr, different coordination sce-
narios in existing Reo extensions can be easily encoded, integrated, and
analyzed.

Keywords: Coordination · Stochastic · Real-time · Distributed systems

1 Introduction

Distributed systems have been booming everywhere in the past decades. On
the one hand, The Internet of Things (IoTs) are bringing network systems to
daily life. Conventional devices are replaced by smart terminals, and in turn
collected by central controllers to construct ‘Smart Cities’. On the other hand,
high-performance computation is being adapted from local workstations and
clusters to cloud platform and elastic computation frameworks like Amazon EC2
[15] and Microsoft Azure [12]. These architectures are so popular that even small
companies are starting to deploy their own private cloud systems.

In modern systems, the component-based method is widely used to speed
up the development process. Long-tested functional units are encapuslated as
components, and get integrated in different systems through connectors. Under
this developing model, a connector often implements the core software protocol,
and consequently, suffers frequently from different kind of vulnerabilities.

Reo [2], as one of the most popular coordination languages, was designed
to formalize the hierarchy and communication patterns between components.
Based on channels and nodes, Reo provides a compositional approach where
c© Springer International Publishing AG 2017
S. Cavalheiro and J. Fiadeiro (Eds.): SBMF 2017, LNCS 10623, pp. 287–304, 2017.
https://doi.org/10.1007/978-3-319-70848-5_18
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complex connectors are built from simpler ones. In this paper, we extend Reo
with three primitive channels, Map, StochasticChoice and pTimer, to capture
data evolution, real-time and stochastic behavior. A new semantics named STAr

is also provided as the theoretical basis of the primitive channels.
Compared with existing timed and stochastic (or probabilistic) semantics of

Reo [4,7,13,14], our work provides a more powerful and universal solution.

1. Both timed behavior and stochastic behavior are supported, but declared sep-
arately. This makes it convenient to model various coordination scenarios by
different combination patterns.

2. Timelocks are avoided in this semantics, making the timed connectors fully
implementable. In the common semantics of timed Reo [3,13], Timer channels
may get trapped in timelock. Under such cases, the behavior of Timer is
undefined, which makes it impossible to obtain an equivalent implementation.

The paper is organized as follows. Section 2 introduces Reo, the coordination
language, and shows how we extend this language by adding new primitive chan-
nels. Then, in Sect. 3 we provide an adapted stochastic timed automata STAr

as its formal semantics. Related work and comparison are discussed in Sect. 4.
Section 5 presents several examples. Finally, Sect. 6 summarizes the paper and
comes up with some future work we are going to work on.

2 Extending Reo for Stochastic and Timed Behavior

In this section, we introduce Reo, the channel-based coordination language, and
its stochastic and timed extensions. These extensions are realized through adding
new channels to the primitive channel set of Reo.

2.1 Reo

Reo is a channel-based exogenous coordination language proposed by F. Arbab
in [2], where concurrency protocols are manifested as connectors. Basically, con-
nectors are constructed through a compositional approach: complex ones are
composed of simpler ones, where the atomic ones are called channels. Channels
are glued on nodes, and they together perform the behavior of connectors.

Nodes. There are three types of nodes in Reo: source nodes, sink nodes and mixed
nodes, as shown in Fig. 1.

Source Node Sink Node Mixed Node

Fig. 1. Three types of nodes
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Essentially, a source node performs replicating behavior. That is, any coming
data values will be broadcasted synchronously if and only if all its successors are
ready to accept. A sink node performs merging behavior, accepting data values
from its predecessors randomly (this can be a non-deterministic choice if more
than one predecessors are ready to write). And a mixed node, literally, performs
both behavior at the same time, randomly picking one input and broadcasting
it to all outputs.

Channels. As the basic functional units in Reo, channels are supposed to describe
basic coordination behavior among channel ends. A channel ends can be either
a source end or a sink end, indicating the direction of its data flow. A set of
primitive channels can be found in Fig. 2, where we use arrows to indicate the
type of channel ends.

Sync LossySync SyncDrain AsyncDrain Fifo1 Filter〈P 〉
P

Fig. 2. Primitive channels

Channels can be either synchronous or asynchronous. A channel is synchro-
nous if and only if the read and write operations on its channel ends are always
performed simultaneously. The behavior of the primitive channels shown in Fig. 2
are specified as follows, where the channels are denoted as Name(Channel Ends).

Sync(A:source, B:sink) is a synchronous channel that delivers data values from
its source end A to its sink end B if possible. A synchronous channel is fired
only when A is prepared for reading and B is ready for writing.

LossySync(A:source, B:sink) is an input-enabled synchronous channel with a
source end A and a sink end B. Such channels are always prepared to accept
data from A. However, the transmission process could be unreliable. If B is
also ready for writing, the received data will be sent to B. Otherwise the
data will be dropped immediately.

SyncDrain(A B:source) is a synchronous channel with two source ends A and
B. It only accepts input from both A and B simultaneously and drop them
together after being received.

AsyncDrain(A B:source) is an asynchronous variation of SyncDrain. The most
important difference is that it accepts data only from one end at a time. If
both ends are ready to read, one of them (randomly picked) should wait.

FIFO1(A:source, B:sink) is an asynchronous channel with a source end A and
a sink end B. A FIFO1 channel can temporarily store one data value from
its source end A for an arbitrary duration, and deliver it anytime when B
is ready to write. When the buffer is full, a FIFO1 cannot accept any more
data values.
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Filter〈P 〉(A:source, B:sink) is a synchronous channel with a source end A, a
sink end B and a boolean function P as its parameter. When data comes to
end A, first we have to check whether the it satisfies the filter predicate P .
If the answer is yes, the channel will behave just as Sync, otherwise the data
will be simply dropped.

Composition. Formalization of nodes sometimes becomes rather complicated,
especially when an arbitrary number of incoming and outgoing edges are
involved. Usually, we prefer using two ternary channels Replicator, Merger and
use their combinations to capture the behavior of mixed nodes (Fig. 3).

Fig. 3. Replicator and merger

Replicator(A:source, B C:sink) is a synchronous broadcast channel with a source
end A and two sink ends B,C. The channel accepts data values from A, and
broadcasts them to B,C iff both B and C are ready to write.

Merger(A B:source, C:sink) is an asynchronous channel that collects inputs from
either A or B and sends them to C simultaneously if C is prepared.

Replicators and Mergers can reduce the number of incoming and outgoing edges
for mixed nodes. For example, if we replace two outgoing edges with a Replicator
channel, the number of edges would be reduced by 1. After a finite number of
replacements, all the mixed nodes can be simplified as nodes with one incoming
edge and one outgoing edge, which are called flow-through. When processing the
semantics of connectors, we assume that all the mixed nodes are flow-through
ones. But in the figures we still draw the mixed nodes in their original form to
make it clear and easy to understand.

2.2 Capturing Timed and Stochastic Behavior

In this subsection, we come up with some primitive channels, which extend Reo
and make it capable to specify timed and stochastic behavior. Compared with
other formal languages, Reo provides a framework which can be easily extended
by adding new channel types to the primitive channel set. Usually, new channels
should be simple enough, and orthogonal to the existing ones. Following this
idea, here we propose three channel types, capturing data evolution, stochastic
choice, and time delay.

In the following definitions, we use 〈p〉 to denote the parameter of a channel.
Value of parameters should be provided while declaring the channel, and would
never be updated during the execution (Fig. 4).
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Map StochasticChoice pTimer

T

f
�

dist t0

Fig. 4. Extended primitive channels

Map〈f〉(A:source, B:sink) is a synchronous channel with a source end A, a sink
end B and a mapping function f as its parameter. A Map channel accepts
incoming values from its source end A (only when B is ready for writing)
and then it writes f(dA) to B simultaneously (dA denotes the data accepted
from A).

StochasticChoice〈dist〉(A:source, B:sink) is a synchronous randomizer channel
that accepts data values from its source node A (only when B is ready for
writing) and writes a random value to B simultaneously. The random value
is sampled from the distribution parameter dist.

pTimer〈t0〉(A T:source,B:sink) is a parameterized version of t-Timer in [13]. The
channel accepts data values from its source end A and starts counting down.
Then after a certain delay, it will send a TIMEOUT signal to B if writable,
and otherwise do nothing. In both cases, the channel will reset itself and
prepare to accept the next incoming value.
Value of the delay is initialized by the parameter t0, and can be overridden by
incoming values from the source end T . When the pTimer is not in counting
down stage, an incoming value from T will simply update the delay value.
Otherwise the incoming value will reset it, update the delay value, and write
nothing to B. When the new delay value is provided exactly at the same
time when counting down process terminates, the channel will still generate
the timeout signal.

3 Stochastic Timed Automata for Reo

In this section, first we introduce the formal model STAr that yields the basis
for reasoning about timed and stochastic behavior of connectors. Then we define
the new semantics for primitive Reo channels based on STAr, and explain how
to construct STAr for complex connectors by applying the product and hiding
operators to STAr of simpler ones.

3.1 STAr

Stochastic timed automata (STA) [8] is a powerful formalism to describe stochas-
tic behavior and real-time behavior. Both continuous distributions and discrete
distributions are supported in STA. In this paper, we slightly adapt STA as
STAr so that Reo channels can be depicted more naturally and clearly. Before
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touching the technical details of STAr, we first introduce some notations that
will be used later.

During the rest of this paper, we will use D to denote the data scope, which
can be either a) any finite set, b) the set of real numbers R, or their union.
Namely, D is finite, or D\R is finite (if R ⊆ D). When the data scope is restricted
to finite sets, stochastic assignments are no longer supported. For example, if
D = {1, 2}, v := norm(e, σ) is an invalid assignment while v′ := 1 + B(1, 0.5)
is acceptable, where norm and B stand for normal and binomial distribution
respectively. We use Dist(S) to denote the set of continuous or discrete distrib-
utions on S.

Definition 1 (Evaluations). Suppose V is a finite set of variables, an eval-
uation on V is defined as a function evV : V → D that maps a variable iden-
tifier to its valuation. Similarly, we can also define clock evaluations on C as
evC : C → R, where C is a set of clock variables. Natually, we can use EVV

to denote the set of all evaluations on V , EVC to denote the set of all clock
evaluations on C, and EV to denote their combination, i.e.

EV =

{
ev : V ∪ C → D ∪ R|ev(v) =

{
evv(v) v ∈ V
evc(v) v ∈ C

, evv ∈ EVV , evc ∈ EVC

}

In practice, evaluations are usually represented by a set of assignment state-
ments. E.g., {a := TIMEOUT, b := 1, c := 0.5, · · · }.

In STAr, there is a very different concept named adjoint variable. That is,
for each external action A, when it is provided by the environment, there must
be a data value coming along, and assigned to its adjoint variable dA. Adjoint
variables are used to describe the channels’ behavior, where the basic idea is:
channel ends are triggered iff data values come (or leave).

Definition 2 (STAr). Stochastic Timed Automata for Reo (STAr) is defined
as an 8-tuple 〈L, l0, Acts, V, V0, C, Inv,E〉 where:

– L is a finite set of locations,
– l0 ∈ L is an initial location,
– Acts is a finite set of actions,
– V is a finite set of variables that satisfies ∀A ∈ Acts, dA ∈ V ,
– V0 ∈ EV is an initialized function for variables,
– C is a finite set of clocks (we always assume that V ∩ C = ∅),
– Inv : L → (EV → Bool) is a function that maps locations to their corre-

sponding invariants,
– E is a finite set of edges. An edge in E is defined as a 5-tuple 〈l, acts, g, u, l′〉

where
• l ∈ L is the source location,
• acts ∈ P (Acts) is a finite set of actions (internal action is denoted by the

empty set),
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• g : EV → Bool is the guard constraint that maps an evaluation (for both
variables and clocks) to a boolean value true or false,

• u : EV → Dist(EV ) is a random assignment that updates the cur-
rent evaluation with a random sample following a certain distribution of
Dist(EV ),

• l′ ∈ L is the target location.

In the following, we write l
acts,g,u−−−−−→E l′ instead of 〈l, acts, g, u, l′〉 ∈ E, or simply

l
acts,g,u−−−−−→ l′ if it does not lead to ambiguity. Meanwhile, in a STAr graph we

use [acts, g ]u to label such a transition (see in Fig. 5). For simplicity reasons,
tautology guards and internal actions are omitted.

3.2 Semantics of Primitive Channels

As mentioned before, the STAr for a given Reo connector is constructed in a
compositional way. In this subsection, we provide semantics of the primitive
channels as STAr, including both original and extended ones. The [[·]] operator
is used to denote semantics map which maps a Reo connector to its semantics
as STAr.

The following figures (Figs. 5 and 6) provide a graphical representations of
the primitive channels’ semantics (both standard and extended ones included).
In these figures, we use the following notations:

– Initial location is decorated with double-line border.
– Actions of edges are denoted by bold font and embraced with ‘[ ]’, e.g. [A,
B]. If an edge is internal, i.e. its action set is empty, we will use ‘[ ]’ instead.

– Guards of edges are denoted by an italic formula just next to the actions, e.g.
P (dA), t > 0. Tautology guards (e.g. true) are omitted.

– An update is denoted by a set of assignments. For example, dA, dB :=
exp1, exp2 is an update, in which the value of dA and dB are overwritten
by exp1 and exp2 (both are calculated under the original evaluation).

[[Sync(A:source,B:sink)]] in Fig. 5(a) has only one single location and a self-
loop edge with two actions [A, B], indicating that reading operation from
its source end A and writing operation to its sink end B should be fired
simultaneously. The data transform process is captured by the assignment
dB := dA.

[[LossySync(A:source,B:sink)]] in Fig. 5(b) has one more edge than Sync. The
extra edge with one action [A], capturing the lossy behavior, is fired only
when A is ready to read but B is not ready to write.

[[SyncDrain(A:source,B:source)]] in Fig. 5(c), also has only one self-loop edge
with label [A, B]. Compared with Sync, there is no assignment here because
both A and B are source ends, i.e. from both ends the channel reads data
values and simply drops them.
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S0 S0

(a) [[Sync(A,B)]] (b) [[LossySync(A,B)]]

[A, B]
dB := dA

[A, B]
dB := dA

[A] S0

S0

(c) [[SyncDrain(A,B)]]

(d) [[AsyncDrain(A,B)]]

[A, B]

[B][A]

S0 [A], ¬P(dA)
[A, B], P(dA)

dB := dA FullEmpty

(e) [[Filter〈P 〉(A,B))]]

(f) [[FIFO1(A,B)]]

[B], t > 0, dB := buf

[A] buf := dA, t := 0

S0
[A, B, C]

dB := dA, dC := dA

S0
[B, C]

dC := dB
[A, C]

dC := dA

(g) [[Replicator(A,B,C)]]

(h) [[Merger(A,B,C)]]

S0
[A, B]

dB := f(dA)

(i) [[Map〈f〉(A,B)]]

Init Ready

(j) [[StochasticChoice〈dist〉(A,B)]]

[ ] buf := dist()

[A, B] dB := buf

Fig. 5. Semantics of primitive channels

[[AsyncDrain(A:source,B:source)]] in Fig. 5(d) is an asynchronous variation of
SyncDrain.1 In its corresponding STAr, there are two edges with single action
[A] or [B], indicating that the channel is fired only one of the source end is
ready to read. In other words, it only drops data values asynchronously.

[[Filter〈P 〉(A:source,B:sink)]] in Fig. 5(e) has two edges. One captures the data
transfer process when the filter predicate is satisfied, and the other captures
the data loss when the filter predicate is not satisfied. In the former case,
with actions [A, B] and guard P (dA), the data transfer happens only when
its source end A is ready to read, its sink end B is ready to write, and its
incoming value dA satisfies the given predicate P . In the later one, it only
reads from A and drops it.

[[FIFO1(A:source,B:sink)]] in Fig. 5(f) consists of two locations and two edges.
The first location is the initial location, where the buffer is empty. And in
the second one indicates the buffer is assigned. Local variable buf is used to
store the value in the buffer. As mentioned earlier, data items are supposed
to stay in the buffer for a positive delay, so we also need a clock t even if it’s
not a timed channel. The reading edge, with action [A], reads a value from
A, stores it in buf and reset the delay t. This value will be written to B,
through firing the writing edge with action [B], when the delay is large than
0 and B is prepared for writing.

1 Different interpretations of AsyncDrain have been proposed in [2,6]. For simplicity
we choose the later one in [6], and don’t consider fairness issues.
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[[Replicator(A:source,B:sink,C:sink)]] in Fig. 5(g) has only one location and
one edge. Actions of this edge include all of its ends [A, B, C], which shows
that it is fired only when A is ready to read and both B, C are ready to
write. The value from A will be broadcasted to B and C.

[[Merger(A:source,B:source, C:sink)]] in Fig. 5(h) has two edges for two cases,
transferring from A to C (with actions [A, C]) or transferring from B to C
(with actions [B, C]).

[[Map〈f〉(A:source,B:sink)]] in Fig. 5(i) is a synchronous channel where the
mapping function f will be applied to any flow-through data values. In the
assignment of its only edge, it writes the calculated value f(dA) to B.

[[StochasticChoice〈dist〉(A:source,B:sink)]] in Fig. 5(j) is a synchronous chan-
nel including two locations, init and ready. In the init location, the channel
accepts data values from its source end A but write random values (sampled
just before) to its sink end B synchronously.
The basic idea is that the random sampling should not be performed simulta-
neously. Otherwise, you may meet the case where two edges can be triggered
at the same time, but guard of the later edge relies on the random assign-
ment of the previous one. It’s hard to describe such semantics naturally,
so we always assume that the random process is done before triggering the
assignment.

[[pT imer〈t0〉(A:source, T :source,B:sink)]] in Fig. 6 consists of two locations and a
large family of edges.Various border behavior is covered in this semanticmodel,
making it capable to meet different requirements. When the channel is in init
state, it is able to accept values from T and update its delay time, or accept
values from A, jump to the activated state and start counting down process. In
the activated state, the channel may accept values from A, B and T :
– When counting down process is not finished yet, only T is writable and any

incoming values from T will reset the timer to init state.
– When counting down finishes, all combinations in P (A,B, T ) is acceptable.

If B is writable, a TIMEOUT signal will be sent to B. If A has an incoming
value, it will trigger a new counting down process immediately. And if T
has an incoming value, the delay time will be overridden.

3.3 Composition of Connectors as STAr

As mentioned before, connectors in Reo are constructed from simpler ones in a
compositional approach. Now we show how connectors are composed by product
and hiding operations on STAr.

The product operator is used to combine two connectors by joining their
shared nodes (shared actions in STAr). In product operations, we always assume
that shared actions have the same identifiers, while other variables and clocks
are all named without repetition. Before showing the formal definition of the
product operator, first we introduce a predicate compatible.
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Init
Activated
t ≤ delay

[A] t := 0

[A,T] t := 0, delay := dT

[T] delay := dT

[B], t = delay, dB := TIMEOUT

[T] delay := dT

[ ], t = delay

[A,B,T], t = delay
delay := dT

t := 0
dB := TIMEOUT

[A,T]
delay := dT

t := 0

[A], t = delay
t := 0

[B,T], t = delay
delay := dT

dB := TIMEOUT

[A,B], t = delay
t := 0

dB := TIMEOUT

Fig. 6. Semantics of pTimer

Definition 3 (Compatible STAr). Let Ai = 〈Li, l0,i, Actsi, Vi, V0,i, Ci,
Invi, Ei〉 be two STAr (i=1, 2), they are compatible if

– there’s no conflicting initialization on shared variables, formalized as ∀v ∈
V1 ∩ V2, V0,1(v) = V0,2(v), and

– shared variables can only be assigned in one of them, i.e. if v ∈ V1 ∩ V2 and
v := expr (expr is an expression) appears in the assignments of A1, then
∀e ∈ E2, e should not contain any assignment on v, and vice versa.

In other words, we don’t allow two connectors to write on the same node simul-
taneously.

Definition 4 (Product). Let Ai = 〈Li, l0,i, Actsi, Vi, V0,i, Ci, Invi, Ei〉(i =
1, 2) be two compatible STAr, their product A = A1 �� A2 is defined as:

A1 �� A2 = 〈L1 × L2, (l0,1, l0,2), Acts1 ∪ Acts2, V1 ∪ V2, V0, C1 ∪ C2, Inv,E〉
where

– V0(v) is equal to V0,1(v) if v ∈ V1\V2, or V0,2(v) otherwise,
– Inv(l1, l2)(ev) = Inv1(l1)(ev �V1∪C1) ∧ Inv2(l2)(ev �V2∪C2), where � is used

to restrict a function on certain domain,
– E is obtained through the following rules:

l1
acts1,g1,u1−−−−−−−→E1 l′1, acts1 ∩ Acts2 = ∅

〈l1, l2〉 acts1,g1,u1−−−−−−−→E 〈l′1, l2〉
(1)

l2
acts2,g2,u2−−−−−−−→E2 l′2, acts2 ∩ Acts1 = ∅

〈l1, l2〉 acts2,g2,u2−−−−−−−→E 〈l1, l′2〉
(2)

l1
acts1,g1,u1−−−−−−−→E1 l′1, l2

acts2,g2,u2−−−−−−−→E2 l′2, acts1 ∩ Acts2 = acts2 ∩ Acts1

〈l1, l2〉 acts1∪acts2,g,u−−−−−−−−−−→E 〈l′1, l′2〉
(3)
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In rule (3), guard formula is the logical conjunction of g1 and g2, formally
g(ev) = g1(ev �V1∪C1) ∧ g2(ev �V2∪C2) is defined simply following Inv. However,
the definition of u is much more complicated. For example, in Fig. 7 we may have
dB := dA as u1, and dC := dB as u2. Their direct product is dB := dA, dC := dB.
Obviously, we need an order here to resolve the dependency between variables
(otherwise these statements could become a great mess), which is provided as
follows.

1. Check all the assignment statements v := expr in u1, and use expression expr
to replace all the existence of v in both u2 and g2,

2. Reversely, check all v := expr in u2, and replace their existence in both u1

and g1 (note that this replacement will also affect g),
3. Repeat the previous steps until nothing can be replaced,
4. Suppose u′

1 and u′
2 are the resolved assignment statements, we have

u(v) =
{

u′
1(v) v is assigned in v1,

u′
2(v) otherwise

With the product operator, we can obtain a rough combination of Reo con-
nectors (as STAr). But there are still redundant statements that should have
been simplified. We now introduce the hiding operator which can be used to
omit such unnecessary parts.

Definition 5 (Hideable Action). Let A = 〈L, l0, Acts, V, V0, C, Inv,E〉 be a
STAr and A ∈ Acts is an action. We say A is hideable in A if (a) all the
assignment statements do not depend on the value of dA (i.e. dA never appears
on the right-hand side of any assignment statement), and (b) dA doesn’t appear
in any guard or invariant.

Definition 6 (Hiding). Let A = 〈L, l0, Acts, V, V0, C, Inv,E〉 be a STAr and
A ∈ Acts is a hideable action in A . The hiding operator A \{A} is defined as

A \{A} = 〈L, l0, V \{dA}, V0 �V \{dA}, C,Acts\{A}, Inv,E′〉

where E′ = {〈l, acts\{A}, g, u �V \{dA}, l′〉|〈l, acts, g, u, l′〉 ∈ E}.
Hiding operation can be also used to remove multiple hideable actions at a

time. For example, we introduce the following notation, and it easy to prove that
this notation is well-defined, and satisfies the law of commutation (since all we
do in hiding is to remove things from existing terms).

A \{A1, · · · , An} := A \{A1}\{A2} · · · \{An}

We consider a simple example in Fig. 7, where we use product and hiding
operators to combine a Sync and a FIFO1 channel. In Fig. 7, we show the
combined connector in different stages and its corresponding STAr step by step.

Next we consider two Reo connectors both consisting of a StochasticChoice
channel and a FIFO1 channel but placed in a different order.
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Before Product

After Product

After Hiding

A B B C

A
B

C

A C

S0, Empty S0, Full

[C, t > 0] dC := buf

[A,B] dB := dA, buf := dA, t := 0

S0, Empty S0, Full

[C, t > 0] dC := buf

[A] buf := dA, t := 0

S0
[A, B]

dB := dA
FullEmpty

[C, t > 0] dC := buf

[B] buf := dB, t := 0

Fig. 7. Product and Hiding of Sync(A,B) and FIFO1(B,C)

A1 C1 A2 C2B1 B2dist dist

Fig. 8. Composition of StochasticChoice and FIFO1 channel.

As StochasticChoice channel is a synchronous channel, here we omit the Ready
state and the internal action. The two connectors are shown in Fig. 8, where dist
is a random distribution.

In the first Reo connector, data items arriving in B1 are stochastic. Following
that, whatever the data item is, it is stored into the buffer of FIFO1 determinis-
tically. Nevertheless, in the second Reo connector, no matter what the data item
taken from the buffer is, the output of the connector will totally depend on the
parameter dist of StochasticChoice channel (Fig. 9).

S0, Empty S0, Full

[C1] t > 0, dC1 := buf

[A1] buf := dist(), t := 0

(a) 1

S0, Empty S0, Full

[C2] t > 0, dC2 := dist()

[A2] buf := dA2, t := 0

(b) 2

Fig. 9. Final product of StochasticChoice and FIFO1



Capturing Stochastic and Real-Time Behavior in Reo Connectors 299

3.4 Well-Definedness of Composition Operators

To specify the well-definedness of composition operators listed above, here we
present the commutative law and the associative law for them. Before starting,
first we introduce the isomorphism of STAr.

Definition 7 (Isomorphism). Two STAr are isomorphic (A1
∼= A2, where

Ai = 〈Li, l0,i, Acts, Vi, V0,i, Ci, Invi, Ei〉), if the 1-to-1 mappings fL : L1 → L2,
fV : V1 → V2 and fC : C1 → C2 exist and satisfy:

– fL(l0,1) = l0,2,
– ∀v ∈ V1, V0,1(v) = V0,2(fV (v)),
– ∀l ∈ L1, Inv1(l) and Inv2(fL(l)) can be obtained from each other by variables’

replacement specified by fV and fC ,
– ∀e = 〈l, acts, g, u, l′〉 ∈ E1, we can find a corresponding exclusive edge e′ ∈

E2 = 〈fL(l), acts, g′, u′, fL(l′)〉 where g′, u′ and g, u can be obtained from each
other by variables’ replacement specified by fV and fC .

Informally speaking, two STAr are isomorphic if they have the same graphical
structure and homologous behavior, despite the slight difference of location labels
or variable identifiers. The commutative and associative laws we present in the
following are essentially based on the definition of isomorphism.

Theorem 1 (Commutative2). Let A1,A2 be two STAr, A1 �� A2
∼=

A2 �� A1.

Theorem 2 (Associative). Let A1,A2,A3 be three STAr, (A1 �� A2) �� A3
∼=

A1 �� (A2 �� A3).

From the two theorems above, it’s clear that orders make only little difference
in composition of STAr. No matter how we label the identifiers and write the
composing expression, finally the connectors we obtain have the same behavior.
Similar to the isomorphism of graphs, these laws can be easily proved through
a constructive approach.

4 Discussion

In the coordination community, Reo is well known for its variety on extensions
and semantics [11]. This paper is not the first work on its timed or stochas-
tic extension. Here we take timed Reo, probabilistic Reo, and stochastic Reo as
examples to illustrate how our model differs from its predecessors.

2 Proof can be found at https://github.com/liyi-david/ReoSTA.

https://github.com/liyi-david/ReoSTA
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Timed Reo. Time was natively involved in Reo from its very beginning [2], where
FIFO1 channel needs time constraints to ensure its retardancy. However, time
was involved only implicitly in [2] instead of syntax. And in some other semantic
models like constraint automata, time is even simplified as temporal order. A set
of raw t-Timer channels was proposed in [3] to capture timed delays. This work
was then followed and extended in [13,14] with different types of timed models.

The pTimer channel proposed in this paper is basically an improvement of
t-Timer in [13]. A t-Timer channel accepts data values and produce timeout
signals after a certain delay t. However, it does not describe what happens if the
timeout signal fails to deliver. In some cases, this may lead to timelock.

Timelock has different meaning in different semantic models. Informally
speaking, a timed model falls into timelock if and only if there is no possible
evolution that satisfies the model constraints, and hence the model execution is
forced to stop. From a practical perspective, a connector suffering from timelock
can not be simulated or implemented.

Example 1 (Timelock in Timed Reo). The t-Timer channel may easily lead to
timelock. Given two t-Timers, one is located between A and C, the other between
B and D. According to the definition of t-Timer in [3,13] we knows,

∀i ∈ N, ti(C) = ti(A) + 0.5, ti(D) = ti(B) + 1, ti(A) = ti(B), ti(C) = ti(D) (4)

where t(X) indicates the time stream on node X. It is easy to derive that ti(C) =
ti(C) + 0.5, which only For example, if A accepts the first value at time 0, and
the second value at 1, then t0(A) = 0, t1(A) = 1, · · · . From (4), it’s easy to derive
that t(A) = t(A)+0.5. This connector will be trapped in timelock once A starts
accepting values (Fig. 10).

A

B

C

D

0.5

1

Fig. 10. Timelock caused by abuse of t-Timer

In comparison, pTimer channels are timelock-free. If its sink end is not ready,
the timeout signal will be dropped, and it channel will become available to accept
new data items again. Furthermore, pTimer channels also support reconfigura-
tion of delays, which make it able to encode other timer channels (such as EXP-
Timer, OFFTimer and RSTTimer in [13]) through simple combination patterns
(refer to Example 3, Sect. 5).
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Probabilistic Reo. A probabilistic extension of constraint automata was proposed
in [5] to formalize the potential lossy behavior in connectors. In [5], probabilistic
loss of data may happen while the data is being transmitted or waiting in the
buffer. Definition of the former case is rather trivial, but in the latter one, the
discrete time model is required. The authors assume that in each time unit, a
buffer failure may happen with a probability τ , and data items may get lost due
to this failure.

Probabilistic lossy behavior of connectors can be represented by combination
of StochasticChoice channels and SyncDrain channels (an example of which can
be found in Sect. 5). Actually, pTimer channels can also produce discrete time
signals. Thus, we can use probabilistic lossy channels and discrete time counters
to reproduce probabilistic connectors like the LossyFIFO1 in [5].

Stochastic Reo. Baier and Wolf proposed the first stochastic extension for Reo
in [7] based on Continuous-time Constraint Automata (CCA). The work was
later extended with different semantics. For example, Quantitative Intentional
Automata in [4] and interactive Markov Chain in [16].

Basically, most of those stochastic semantics are based on continuous-time
Markov Chains. Delays and arrival rates are attached to primitive channels, giv-
ing them randomized or unreliable behavior. This approach has a defect that
random behavior is bounded with time. We can produce random delays but not
random values. That is the reason why we split off stochastic delays as Sto-
chasticChoice. StochasticChoice has nothing to do with time, but we can always
combine it with pTimer to produce different timed connectors with stochastic
behavior.

There are also other coordination models that supports stochastic and timed
behavior except for Reo. For example, Probabilistic KLAIM in [17], Stochastic
π-caculus in [18], etc. However, in most of them timed and stochastic behavior
are supported in components, instead of coordinators. Compared with these
approaches, our framework supports more complicated coordination behaviors
and more intuitive modeling interfaces (graphical representation), which also
keep connector designers away from potential failures.

5 Case Studies

With support of the composition operators, Reo can be used to capture various
coordination scenarios in the real world. In this section, we present two examples:
Probabilistic Router and Expiring Timer.

Example 2 (Probabilistic Router). Router is a widely used connector example
[3,6]. As shown in Fig. 11(a), a Router uses two LossySync channels and a
SyncDrain channel to make sure that a coming data value is only sent to one of
its sink ends. This choice is made nondeterministically at C, where the Merger
channel exists. Here we show how the nondeterministic behavior is resolved as
probabilistic behavior through the StochasticChoice channel.
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(dist0) follows a binomial distribution B(1, 0.5)

(a) Router (b) Probabilistic Router

A

E

F

C

B

D

A

E

F

C

B
A’

B’

D

dist0

x=1?

Fig. 11. From router to probabilistic router

We attach a new path A → A′ → B′ → B to the original Router, including a
StochasticChoice, a Filter and a SyncDrain, as depicted in Fig. 11(b). When the
StochasticChoice channel is triggered, numeric value 0 or 1 will be generated,
and in turn passed to the Filter channel. If the value is 1, it will be sent to the
SyncDrain channel BB′. In this case, the incoming value has to go through the
path A → B → E. Otherwise, if the sampled value is 0, it will be dropped by
the Filter, the incoming value will be sent to F as B cannot accept any data
from A.

The corresponding STAr of a Probabilistic Router can be deduced on the
basis of primitive channels’ semantics and product/hiding operators. There are
two locations in the product STAr, since only one primitive channel in the con-
nector (StochasticChoice) has two locations. According to the product operator,
the locations should be labelled as tuples like (S0,..., Init,...). Here for simplic-
ity we use Init and Ready instead. The final result STAr, after hiding all the
internal nodes except A,E,F, is shown in Fig. 12.

Init Ready
[i] buf := B(1,0.5)

[A,F] buf = 0, dF := dA

[A,E] buf = 1, dE := dA

Fig. 12. STAr of probabilistic router

Example 3 (Expiring Timer). In Timed Reo [13], different types of timer chan-
nels are proposed to capture real-time behaviors in different practical scenarios,
including: OffTimer that allows the timer to terminate the counting process
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when a certain signal is received, RSTTimer that allows the timer to reset and
restart its counting process, and EXPTimer that makes the timer produce the
TIMEOUT signal immediately when a certain signal is received.

In this paper we take EXPTimer as an example to show how pTimer is used
to encode the previous timers. In this example, the default delay time is denoted
by t. (See Fig. 13)

Basically, this connector divide the incoming data values into two classes:
expiring signals and normal values. For a normal value, it goes into the pTimer
channel, and its copy is temporarily stored in the FIFO1 channel to show that
the pTimer is activated. When the counting process finished successfully without
interruption, the buffered value will be dropped due to the SyncDrain channel,
and a TIMEOUT signal will be sent to H.

On the other hand, when an expiring signal is caught, it will be replaced by
the default delay value t and sent to the T end of the pTimer. According to the
semantics, the pTimer will be reset immediately, and the buffered value will be
dropped while sending out the TIMEOUT signal.

A

B

C

D

E

F G

H

dA
�= EXP

dA
=

EXP dF := t
�

dH
:=

T
IM

EO
U
T

�

t

Fig. 13. Encode EXPTimer with pTimer

6 Conclusion and Future Work

This paper comes up with an approach using Reo connectors to capture sto-
chastic and real-time behavior in distributed systems. With an extended set of
primitive channels, stochastic choices and timed delays are encapsulated as indi-
vidual channels. Theoretically, our approach supports partial reconfiguration (by
rewritable pTimer) and various stochastic distributions (by highly customizable
StochasticChoice). The case studies illustrate its capacity to formalize complex
coordination scenarios in the real world. We use STAr as the formal semantics of
stochastic and timed connectors, which is purely operational and timelock-free.

The framework, however, is still in its infancy. We need an implementation to
make it compatible with existing popular tools for formal modeling and verifica-
tion. Currently, our plan is to encode STAr in JANI (JSON Automata Network
Interface) [1], which is a unified analysis framework including a shared model
specification that covers STA, and a standard analyzing interface supported by
various probabilistic model checking tools (Modest [10], IscasMC [9], etc.).
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