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Preface

The Proceedings volume contains a collection of 16 contributions, written by experts
in the field of Inverse Problems in preparation and in the context of the IMPA
conference “New Trends in Parameter Identification for Mathematical Models,” Rio
de Janeiro, Brazil, Oct 30–Nov 3, 2017, integrating the “Chemnitz Symposium on
Inverse Problems on Tour.” One aim of the conference was to foster the scientific
collaboration between mathematicians and engineers from the Brazilian, American,
European, and Asian communities. This conference has been part of the “Thematic
Program on Parameter Identification in Mathematical Models” organized at IMPA
in October and November 2017. The goal of this thematic program was to bring
together leading scientists in Numerical Analysis and Mechanical Engineering,
being all specialists in inverse problems, for a two-months period at IMPA in order
to present a perspective concerning the current trends and to support the disciplinary
and interdisciplinary collaboration between researchers of the diverse communities.

The contributions of this volume, which are original research papers with a high
degree of novelty, have their focus on the following topics:

• Regularization methods for the stable approximate solution of ill-posed operator
equations in Hilbert and Banach spaces, modeling linear and nonlinear inverse
problems with applications in natural sciences and engineering

• Error analysis, regularization parameter choice, and convergence rates for a num-
ber of regularization approaches (variational regularization, iterated Tikhonov
regularization, sparsity-promoting regularization, regularization by discretiza-
tion, and ADMM)

• Problems of tomography (EIT, SPECT, terahertz tomography, and spherical
surface wave tomography)

• Iterative regularization methods for inverse problems

v
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• Novel methods for parameter identification in partial differential equations and
integral equations

• Linear statistical inverse problems and Bayesian inverse problems

Chemnitz, Germany Bernd Hofmann
Florianopolis, Brazil Antonio Leitão
Rio de Janeiro, Brazil Jorge P. Zubelli
November 2017
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Teresa Regińska and Kazimierz Regiński
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Posterior Contraction in Bayesian
Inverse Problems Under Gaussian Priors

Sergios Agapiou and Peter Mathé

Abstract We study Bayesian inference in statistical linear inverse problems with
Gaussian noise and priors in a separable Hilbert space setting. We focus our interest
on the posterior contraction rate in the small noise limit, under the frequentist
assumption that there exists a fixed data-generating value of the unknown. In
this Gaussian-conjugate setting, it is convenient to work with the concept of
squared posterior contraction (SPC), which is known to upper bound the posterior
contraction rate. We use abstract tools from regularization theory, which enable a
unified approach to bounding SPC. We review and re-derive several existing results,
and establish minimax contraction rates in cases which have not been considered
until now. Existing results suffer from a certain saturation phenomenon, when the
data-generating element is too smooth compared to the smoothness inherent in the
prior. We show how to overcome this saturation in an empirical Bayesian framework
by using a non-centered data-dependent prior.

1 Setup

We consider the following linear equation in real Hilbert space

yı D Kx C ı�;

where KW X ! Y is a linear operator acting between the real separable Hilbert
spaces X and Y, � � N .0;˙/ is an additive centered Gaussian noise, and ı > 0

is a scaling constant modeling the size of the noise. Here, the covariance operator
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2 S. Agapiou and P. Mathé

˙ W Y ! Y is a self-adjoint and positive definite bounded linear operator. We
formally pre-whiten this equation and get

zı D ˙�1=2yı D ˙�1=2Kx C ı�;

where now � � N .0; I/ is Gaussian white noise. We assign T WD ˙�1=2K, and
assume that this is bounded by imposing the condition R.K/ � D.˙�1=2/. We
hence arrive to the data model

zı D Tx C ı�: (1)

This model is to be understood in a weak sense. For each functional b 2 Y we have
that the real valued random variable hzı; bi is Gaussian N .hTx; bi; ı2kbk2/. In this
study we consider the Bayesian approach to the statistical inverse problem of finding
x from the observation zı . We assume Gaussian priors on x, distributed according
to N .0; ı

2

˛
C0/, where C0 W X ! X is a positive definite, self-adjoint and trace class

linear operator, and ˛ > 0 is a scaling constant. Linearity suggests that the posterior
is also Gaussian and in this paper we are interested in the asymptotic performance
of the posterior in the small noise limit, ı ! 0. Actually, it is well known that the
posterior distribution is a tight Gaussian probability on X provided that the prior
distribution was Gaussian and the noise � is a generalized Gaussian element, as this
is assumed in (1), we refer to [14].

1.1 Squared Posterior Contraction

Consider a frequentist setting, in which we observe data zı generated from the model
(1) for a fixed underlying true element x� 2 X and corresponding to a noise level
ı. It is then reasonable to expect that for small ı and for appropriate values of ˛;
the posterior Gaussian distribution will concentrate around the true data-generating
element x�. As we discuss below, this concentration will be driven by the following
function.

Squared posterior contraction (SPC):

SPC WD E
x�

E
zı
˛ kx� � xk2 ; ˛; ı > 0: (2)

Here, the outward expectation is taken with respect to the data generating
distribution, that is, the distribution generating zı when x� is given, and the inward
expectation is taken with respect to the posterior distribution, given data zı and
having chosen a parameter ˛. The Gaussian posterior distribution has a posterior
mean, say xı˛ D xı˛.z

ı I˛/, and a posterior covariance, say Cı.˛/, which is
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independent from the data zı , and thus deterministic. Then the inner expectation
obeys the usual bias-variance decomposition

E
zı
˛ kx� � xk2 D �

�x� � xı˛
�
�
2 C tr

�

Cı.˛/
�

:

Applying the expectation with respect to the data-generating distribution, we obtain
that

E
x�

E
zı
˛ kx� � xk2 D E

x�
�
�x� � xı˛

�
�
2 C tr

�

Cı.˛/
�

:

The quantity E
x�
�
�x� � xı˛

�
�
2

represents the mean integrated squared error (MISE)
of the posterior mean viewed as an estimator of x�, and it has again a bias-

variance decomposition into squared bias b2x�.˛/ WD
�
�
�x� � E

x�

xı˛

�
�
�

2

and estimation

variance Vı.˛/ WD E
x�

�
�
�xı˛ � E

x�

xı˛

�
�
�

2

. We have thus decomposed the squared

posterior contraction into respectively the squared estimation bias, the estimation
variance, and the spread in the posterior distribution

Decomposition of the SPC:

SPC.˛; ı/ D b2x�.˛/C Vı.˛/C tr
�

Cı.˛/
�

: (3)

We emphasize here, that the decomposition remains valid in the more general
case of non-centered Gaussian priors.

First, how do the estimation variance Vı.˛/ and the posterior spread tr
�

Cı.˛/
�

relate? In previous studies, these quantities appear to be either of the same order, see
proof of [11, Thm 4.1], or the posterior spread dominates the estimation variance,
see proofs of [3, Thm 4.3] and [12, Thm 2.1].

The posterior contraction rate is concerned with the concentration rate of the
posterior distribution around the truth, in the small noise limit ı ! 0, and given
a prior distribution. This rate is measured by the size of the smallest shrinking
balls around the data generating true element, that contain most of the posterior
probability, see [8]. In the assumed linear Gaussian-conjugate setting, it is well
known that the square root of the convergence rate of SPC is a posterior contraction
rate (see for example [1, Section 7]). Given the prior scaling assumed here, SPC
decays to zero provided that the parameter ˛ is chosen such that ˛ D ˛.ı/ ! 0 in
an appropriate manner. It is desirable that the rate of decay is optimal in the minimax
sense for a data-generating element x� of a certain smoothness class1 (see [4] for a

1When considering the SPC uniformly over some class of inputs x� then if follows from (3) that the
best (uniform) contraction rate cannot be better than the corresponding minimax rate for statistical
estimation.
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review on the minimax theory for non-parametric statistical inverse problems, and
the recent note [6]).

The study of this decay was the subject of the papers [1, 3, 11, 12] (see also
[10, 18, 20] for results in more general, non Gaussian-conjugate settings). The
obtained rates of convergence depend on the relationship between the regularity
of the data-generating element x� and the (maximal) regularity inherent in the
prior (see [5, § 2.4] for details on the regularity of draws from Gaussian measures
in Hilbert space). The general message is that if the prior regularity matches the
regularity of x�, then the convergence rate of SPC is the minimax-optimal rate
even without rescaling the prior, that is for the scaling considered here, ˛ should
be chosen to be equal to ı2. If there is a mismatch between the prior regularity and
the regularity of the truth, then the minimax rate can be achieved by appropriately
rescaling the prior. If the prior is smoother than the truth, then there exists an a
priori parameter choice rule ˛ D ˛.ı/ such that ı2

˛
! 1 as ı ! 0, which gives

the optimal rate. If however the prior is rougher than the truth, then the minimax
rate can be achieved by appropriate choices ˛ D ˛.ı/ such that ı2

˛
! 0 as

ı ! 0, in general only up to a maximal smoothness of x�. For true data-generating
elements with smoothness higher than that maximal one, the achieved rate is
suboptimal. As quoted in [11], rescaling can make the prior arbitrarily ‘rougher’
but not arbitrarily ‘smoother’. A closer look at the situation reveals, and we shall
highlight this in our subsequent analysis, that the estimation bias, which is part of
the SPC in (3), is responsible for this phenomenon. Bounds for the bias depend on
the inter-relation between the underlying solution smoothness and the capability of
the chosen (Tikhonov-type since we have Gaussian priors) reconstruction by means
of xı˛ to take it into account. The capability of such a scheme to take smoothness
into account is called qualification of the scheme, whereas the limited decay rate of
the bias, as ˛ ! 0, due to the chosen reconstruction scheme, is called saturation
of the scheme. Details will be given below. In Sect. 4 we shall review results known
so far. But the present approach (using general link conditions, and also general
smoothness) entails to derive these results in a unified manner. Moreover, we can
establish results for settings which have not been known beforehand, some of them
carry features, not expected beforehand.

From a statistical point of view, it is desirable to use priors which achieve the
minimax-optimal rate for x� in a range of smoothness classes, without the a priori
knowledge of the exact smoothness of x�. Such priors are called rate adaptive.
The results referenced in the above paragraph show that Gaussian priors are not
rate adaptive over e.g. the Sobolev smoothness class, but also suggest ways of
overcoming this. In the literature there have been two strategies of building on
Gaussian priors to obtain more elaborate priors that are rate adaptive. The first
one, see e.g. in [19], is to attempt to learn the correct scaling from the data,
either by using a maximum likelihood empirical Bayes approach, or by a fully
hierarchical approach. The obtained results show that the minimax rate is achieved
but unsurprisingly only up to a maximal regularity of the truth (what is actually
surprising, is that this maximal regularity is smaller than the one for the oracle type
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choice of ˛). In statistical language, the corresponding priors are rate adaptive but
only in a range of smoothness classes; they are not fully rate adaptive. The second
strategy, see e.g. in [13], is to not rescale the prior but rather attempt to learn the
correct regularity from the data, again either using a maximum likelihood empirical
Bayes or a fully hierarchical approach. Indeed, the obtained results show that the
minimax rate is achieved by both of the approaches, hence the corresponding priors
are fully rate adaptive.

From a computational point of view, both of the above mentioned approaches
to rate adaptivity can be difficult to implement. On the one hand as it is shown
in [2], the implementation of the hierarchical approach in non-trivial problems is
problematic in high dimensions and for small noise (it is much more difficult in
the case of learning the regularity compared to the case of learning the scaling),
while on the other hand the above empirical Bayes approaches involve solving an
optimization problem which also becomes difficult for non-trivial problems.

Hence, another focus of this study is to discuss a simple way to overcome the
saturation effect, which in turn will open up the possibility of designing other
empirical Bayes approaches which are fully rate adaptive.

1.2 Paradigm

We consider the following alternative paradigm. Suppose we want to use a Gaussian
prior with covariance C0, and prior mean m0 to perform posterior inference for
the problem (1). The question we address is whether the prior center m0 has
a significant impact on the posterior contraction rate, and if so, how to choose
it ‘optimally’ in the presence of data. The subsequent analysis will show that
the convergence rate of SPC will improve by an appropriate adjustment of the
prior if the underlying solution x� has large smoothness. In terms of the previous
discussion, for a prior of fixed smoothness this enables us to make a priori choices
of ˛ D ˛.ı/ such that the posterior contraction rate is minimax-optimal even
for higher smoothness of x�; by choosing an appropriate center m0 of the prior
distribution. The proposed re-centering m0 D m0.zı I˛/ of the prior depends on the
data zı and the parameter ˛, it is not static. However, it can easily be managed by a
regularization step preprocessing the Bayes step. We anticipate these results in the
following Fig. 1. This figure highlights the results as described in Sect. 4.1.1, where
the parameters a; p > 0 are explained.

We capture the advantages in a few lines:

– the user may choose a (centered) Gaussian prior of arbitrary smoothness;
– after observing data zı , a prior center, say m0 D m0.zı I˛/ is determined by some

deterministic regularization;
– if this preprocessing regularization has enough qualification, then the posterior

distribution will contract order optimally regardless of the solution smoothness.
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Fig. 1 Exponents of convergence rates of SPC plotted against Sobolev-like smoothness of the
truth ˇ, for different methods of choosing the prior mean mı

˛ , in the moderately ill-posed problem
discussed in Sect. 4.1.1. We set D WD 1C 2aC 2p, the saturation point when no preconditioning
of the prior mean is used. Rates calculated for a D 0:5; p D 1

If not, then the contraction rate is at least as good as the rate corresponding to a
centered prior.

– this preprocessing step has no effect on the parameter choice; so any choice ˛ D
˛.ıI zı/ which yields ‘optimal’ contraction without preprocessing will retain this
property, and will eventually extend this optimality property for higher solution
smoothness.

1.3 Outline

In order to explain the new paradigm we first study the impact of using a non-
centered prior to the posterior mean and covariance. Then we specify the prior
centering by means of using a linear regularization in Eq. (4), as such is known from
regularization theory. Next, we provide explicit representations of the quantities
involved in the subsequent analysis, the posterior mean, the posterior covariance,
and formulas for the bias and estimation variance, see Eqs. (5)–(8).

The main results are given in Sect. 3, after confining ourselves to the case of
commuting operators C0 and T�T, expressed in terms of a specific link condition.
We first derive bounds for the estimation bias in Proposition 2, and these bounds are
crucial for overcoming the saturation. Then we introduce the net posterior spread in



Bayesian Inverse Problems Under Gaussian Priors 7

Sect. 3.3, which is the unscaled version of the posterior spread, and we highlight its
properties. We then combine to obtain our main result on the convergence of SPC,
which is Theorem 1.

To emphasize the significance of our results we discuss in Sect. 4 specific
examples some of which were previously studied in [3, 11, 12]. In order to facilitate
the reading of the study we postpone all proofs to the Appendix.

2 Setting the Pace

As mentioned above, we shall discuss a preprocessing of the prior by choosing it
non-central, that is, we will introduce a shift m0, such that the prior will be Gaussian
with N .m0;

ı2

˛
C0/. We are interested in understanding the impact of the shift m0 on

the convergence rate of SPC. We start with deriving (well-known) formulas for the
posterior mean xı˛ in this context.

We first recall the representation of the posterior mean m and posterior covari-
ance C when a centered prior N .0; ı

2

˛
C0/ is used. In this case we know, see for

example [14, 16], that almost surely with respect to the joint distribution of .x; zı/
the posterior is Gaussian, N .m;C/, with mean m D C1=2

0 .˛I C B�B/�1 B�zı ,
and covariance C D ı2C1=2

0 .˛I C B�B/�1 C1=2
0 , where we define the compact

operator B WD TC
1
2

0 . Re-centering the prior towards m0 does not affect the posterior
covariance C. To obtain the shift in the posterior mean we rewrite (1) as

zı � Tm0 D T.x � m0/C ı�

Thus if x � N .m0;C0/ then x � m0 � N .0;C0/. We are in the usual context with
centered prior but new data zı � Tm0.

Remark 1 We fix once and for all the function s˛.t/ D ˛=.˛ C t/; applied to the
self-adjoint operator B�B by using spectral calculus. This is the residual function
for Tikhonov regularization. This is done in order to distinguish the (Tikhonov)
regularization in the posterior mean due to the use of a Gaussian prior, from the
chosen regularization for the prior preconditioning.

We obtain the representation for the posterior mean (shifting back towards m0) as

xı˛ D m0 C C1=2
0

�

˛I C B�B
��1

B�.zı � Tm0/

D C1=2
0

�

˛I C B�B
��1

B�zı C m0 � C1=2
0

�

˛I C B�B
��1

B�Tm0

D C1=2
0

�

˛I C B�B
��1

B�zı C C1=2
0

�

I � �

˛I C B�B
��1

B�B
�

C�1=20 m0

D C1=2
0

�

˛I C B�B
��1

B�zı C C1=2
0 s˛.B

�B/C�1=20 m0:
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It is well-understood from previous Bayesian analyses that a static choice of
m0 will not have impact on the posterior contraction. However, within our new
paradigm we choose any regularization scheme g˛ and assign the prior center as

m0.z
ı I˛/ WD mı

˛ D C1=2
0 g˛.B

�B/B�zı: (4)

We introduce linear regularization schemes as follows, cf. [7, 9].

Definition 1 (Linear Regularization) Let b D kB�Bk. A family of piece-
wise continuous functions g˛W .0; b� ! R; ˛ > 0, is called regularization
filter with residual function r˛.t/ D 1 � tg˛.t/; ˛; 0 < t � b, if

1. sup0<t�b jr˛.t/j � �0, for all ˛ > 0,
2. lim˛!0 r˛.t/ D 0 for each 0 < t � b, and
3. sup0<t�b jg˛.t/j � ��=˛, for all ˛ > 0.

Remark 2 The last assertion in Definition 1 is actually stronger than the one
required in [9], but it is a convenient strengthening, and most known regularization
schemes obey this stronger bound.

Remark 3 We use the following convention: if no preconditioning is used, that is, if
g˛.t/ � 0, then we assign the constant function r˛.t/ � 1, in order to simplify the
comparison of the different settings. Specifically, without preprocessing we would
naturally (and statically) use m0 WD 0 as the prior mean.

Example 1 (Tikhonov Regularization) One of the commonly used regularization
schemes is Tikhonov regularization, in which case the filter g˛ is given as g˛.t/ D
1=.˛C t/; ˛; t > 0. Notice that in the case m0 D 0, the posterior mean has the form
of the right hand side in Eq. (4) with g˛ being the Tikhonov filter.

Example 2 (k-fold Tikhonov Regularization) We may iterate Tikhonov regulariza-
tion, starting from the trivial element x0;˛ D 0 as

xıj;˛ WD xıj�1;˛ C �

˛I C B�B
��1

B�
�

zı � Bxıj�1;˛
�

; j D 1; : : : ; k:

For k D 1 this gives Tikhonov regularization. The resulting linear regularization is

given by the function gk;˛ WD 1
t

�

1 � �
˛
˛Ct

�k
�

; t > 0, with corresponding residual

function rk;˛ D �
˛
˛Ct

�k
; t > 0. This regularization results in the prior center mı

˛ D
C1=2
0 xık;˛ D C

1
2

0 gk;˛.B�B/B�zı .

Example 3 (Spectral Cut-Off, Truncated SVD) This is a versatile scheme, which
requires to know the singular value decomposition of the underlying operator. If
this is available, then we let g˛.t/ D 1=t, for t � ˛ and g˛.t/ D 0 else.
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We summarize the previous considerations and fix the notation which will be
used subsequently. Given prior mean mı

˛ from (4), we have that the posterior distri-
bution is Gaussian with the following posterior mean and posterior covariance.

Posterior mean:

xı˛ D C1=2
0

�

˛I C B�B
��1

B�zı C C1=2
0 s˛.B

�B/C�1=20 mı
˛; (5)

Posterior covariance C WD Cı.˛/:

Cı.˛/ D ı2C1=2
0

�

˛I C B�B
��1

C1=2
0 : (6)

Recall the decomposition of the SPC from (3). We have that the spread is given
as tr

�

Cı.˛/
�

. We next give expressions for the corresponding estimation bias and
estimation variance.

Lemma 1 Let xı˛ be as in (5). Then the estimation bias and estimation variances,
with posterior mean as estimator, are

bx�.˛/ D
�
�
�C1=2

0 s˛.B
�B/r˛.B�B/C�1=20 x�

�
�
� ; ˛ > 0; (7)

and

Vı.˛/ D ı2tr
h�

I C ˛g˛.B
�B/

�2 �
˛I C B�B

��2
B�BC0

i

; ˛; ı > 0; (8)

respectively.

Proposition 1 Let the prior center be obtained from any regularization (with
corresponding constant ��). Then we have that

Vı.˛/ � .1C ��/2tr
�

Cı.˛/
�

: (9)

Consequently we have that

E
x�
�
�x� � xı˛

�
�
2 � SPC.˛; ı/ � b2x�.˛/C �

1C .1C ��/2
�

tr
�

Cı.˛/
�

:

Remark 4 The above analysis extends the previous bound from [15, Prop 2] to the
present context (note that without preprocessing we have that �� D 0). We also note
that the decay of the squared posterior contraction cannot be faster than the minimax
error for statistical estimation.
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We thus have that in order to (asymptotically) bound the squared posterior contrac-
tion, we only need to establish bounds for the bias and the posterior spread.

3 Assumptions and Main Results

We are now ready to present our main results. Before we do so, in Sect. 3.1
we introduce several concepts used in our formulation. First, we introduce link
conditions, relating the two operators appearing in the setting at hand. Then we
introduce source sets, which we use for expressing the regularity of the truth.
Finally, we introduce the qualification of a regularization which quantifies its
capability to take high smoothness into account. We then present our bounds for
the bias and the posterior spread in Sects. 3.2 and 3.3 respectively. In Sect. 3.4 we
present a priori bounds for the squared posterior contraction.

3.1 Link Conditions, Source Sets and Qualification

We call a function 'W .0;1/ ! R
C an index function if it is a continuous

non-decreasing function which can be extended to take the value zero at the
origin.

Remark 5 The property of interest of an index function is its asymptotic behavior
near the origin. In some cases the ‘native’ index function is not defined on .0;1/,
but only on some sub-interval, say .0; Nt/. Consider for example the logarithmic
function '.t/ D log��.1=t/; 0 < t < Nt D 1 with �.0/ D 0. Then one can extend
the function � at some interior point 0 < t0 < Nt in an increasing way, for instance
as '.t/ D '.t0/C .t � t0/; t � t0. By doing so we ensure that the extended function
shares the same asymptotic properties near zero, that is, as t & 0. In all subsequent
(asymptotic) considerations it suffices to have such extensions, and this will not be
mentioned explicitly.

To simplify the outline of the study we confine ourselves to commuting opera-
tors C0 and T�T. Specifically we do this as follows.

Assumption 1 (Link Condition) There is an index function  such that

 2.C0/ D T�T: (10)
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Along with the function  we introduce the function

� .t/ WD p
t .t/; t > 0: (11)

We draw the following consequence.

Lemma 2 Let  be the index function for which Assumption 1 holds. Then the
operators C0 and T�T commute. Moreover we have that

�2
 .C0/ D B�B:

Following the last lemma, we set

f .s/ WD
	�

�2
 

��1
.s/


1=2

; s > 0: (12)

We stress that the function f is an index function, since the function � was one.
Moreover, the function �2

 is strictly increasing, such that its inverse is a well
defined strictly increasing index function. Finally, as can be drawn from Lemma 2,
we have that under Assumption 1 it holds

C1=2
0 D f .B�B/: (13)

Remark 6 We remark the following about Assumption 1.

– The case that the operator T is the identity is not covered by this assumption.
This would require the function  � 1, which does not constitute an index
function. However, for the subsequent analysis we shall only use Lemma 2. As
seen from (13) we obtain that � .t/ D p

t; t > 0, in this case.
– If the prior C0 has eigenvalues with multiplicities higher than one, then by

Assumption 1 the operator T�T also needs to have eigenvalues with higher
multiplicities, since taking functions of operators preserves or increases the
multiplicities of the eigenvalues. This is not realistic, hence one should choose a
prior covariance with eigenvalues of multiplicity one. This can be achieved by a
slight perturbation of the original choice.

In order to have a handy notation we agree to introduce the following partial
ordering between index functions.

Notation 1 Let f ; g be index functions. We say that f � g if the quotient g=f
is non-decreasing. In other words f � g if g decays to zero faster than f .
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For bounding the bias below we shall assume that the smoothness of the
underlying true data-generating element x�, is given as a source set with respect
to C0.

Definition 2 (Source Set) There is an index function ' such that

x� 2 A' WD fx; x D '.C0/w; kwk � 1g :

The element w 2 X is called source element.

By Lemma 2 the source set A' can be rewritten as

A' D ˚

x; x D '. f 2.B�B//w; kwk � 1
�

;

with the function f from (12). Furthermore, under Assumption 1 the operators C0
and B�B commute, and hence the bias representation from (7) simplifies to

bx�.˛/ D kr˛.B
�B/s˛.B�B/x�k : (14)

Overall, if x� 2 A' then

bx�.˛/ � �
�r˛.B

�B/s˛.B�B/'. f 2.B�B//
�
� D sup

0<t�kB�Bk
jr˛.t/js˛.t/'. f 2.t//:

We shall bound this in terms of the parameter ˛ > 0, which directs us to the notion
of a qualification of a regularization, see [9], again.

Definition 3 (Qualification) For an index function ', a regularization g˛ has
qualification ' with constant � , if

jr˛.t/j'.t/ � �'.˛/; ˛ > 0; 0 < t � kB�Bk :

The following result is a well-known consequence, see [9, Prop 2.7] again,
albeit important for the subsequent analysis. We shall use the partial ordering from
Definition 1.

Lemma 3 Let g˛ be a regularization with index function ' as a qualification (with
constant � ). If  is an index function for which  � ' then is also a qualification
(with constant � ).
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Example 4 (Tikhonov Regularization) Tikhonov regularization has (maximal) qual-
ification '.t/ D t; t > 0. Thus, if for an index function  we have that  .t/ � t
then  is a qualification. In particular, all concave index functions are qualifications
of Tikhonov regularization with constant � D 1.

Example 5 (Spectral Cut-Off) Spectral cut-off has arbitrary qualification, since
r˛.t/ D 0; t � ˛ and r˛.t/ D 1 elsewhere. Hence

r˛.t/'.t/ D 0 � '.˛/; t � ˛; and r˛.t/'.t/ � '.˛/; t � ˛:

Remark 7 We immediately see from (7) that the qualification of the regularization
in the bias, can be raised from t (Tikhonov regularization) to tkC1, if the residual
function r˛ of the regularization used for preconditioning the prior mean has
qualification tk, as is the case for k-fold Tikhonov regularization, see Example 2.
If preconditioning is done by spectral cut-off, then the regularization in the bias has
arbitrary qualification.

3.2 Bounding the Bias

We are now ready to present our bounds for the bias.

Proposition 2 Suppose that x� 2 A' , and that mı
˛ uses a regularization g˛ with

constant �0 bounding the corresponding residual function.

1. If ' � �2
 ; then bx�.˛/ � �0'

�

f 2.˛/
�

; ˛ > 0:

2. If �2
 � ' and if there was no preconditioning, then there are constants c1; c2 >

0 (depending on x�; '; f 2, and on kB�Bk) such that c1˛ � bx�.˛/ � c2˛; 0 <
˛ � 1:

3. If�2
 � ' and if t 7! '

�

f 2.t/
�

=t is a qualification for the regularization g˛ with

constant � , then bx�.˛/ � �'
�

f 2.˛/
�

; ˛ > 0:

Remark 8 We mention that the above two cases ' � �2
 or �2

 � ' are nearly
disjoint, with ' D �2

 being the only common member. Therefore the function�2
 

may be viewed as the ‘benchmark smoothness’. However, note that the items (1)
and (3) do not exhaust all possibilities since the function '

�

f 2.t/
�

=t may not be a
qualification for g˛ (in fact it may not even be an index function).

Remark 9 We stress that the bounds in item (2) show the saturation phenomenon
in the bias if no preconditioning of the prior mean is used: for any sufficiently
high smoothness the bias decays with the fixed rate ˛. In other words, if no
preconditioning of the prior is used, the best achievable rate of decay for the bias
is linear. Item (3) shows that appropriate preconditioning improves things, since for
high smoothness the bias decays at the superlinear rate '. f 2.˛//.
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3.3 The Net Posterior Spread

Here we study the posterior spread, that is, the trace of the posterior covariance
from (6), which will be needed for determining the contraction rate. In order to
highlight the nature of the spread in the posterior within the assumed Bayesian
framework, we make the following definition, for a given equation zı D Tx C ı�,
with white noise �, as considered in (1).

Definition 4 (Net Posterior Spread) The function

ST;C0 .˛/ WD tr
h

C1=2
0

�

˛I C B�B
��1

C1=2
0

i

; ˛ > 0;

is called the net posterior spread.

Notice that with this function we have that tr
�

Cı.˛/
� D ı2ST;C0 .˛/. Moreover,

using the cyclic commutativity of the trace, we get that

ST;C0 .˛/ D tr
h�

˛I C B�B
��1

C0
i

: (15)

With this more convenient representation at hand, we establish some fundamental
properties of the net posterior spread, which are crucial for optimizing the conver-
gence rate of SPC in the following subsection.

Lemma 4

1. The function ˛ 7! ST;C0 .˛/ is strictly decreasing and continuous for ˛ > 0.
2. lim˛!1 ST;C0 .˛/ D 0, and
3. lim˛!0 ST;C0 .˛/ D 1.

3.4 Main Result: Bounding the Squared Posterior Contraction

It has already been highlighted that the squared posterior contraction as given in (2)
is decomposed into the sum of the squared bias, estimation variance and posterior
spread, see (3). By Proposition 1 we find that

b2x�.˛/C ı2ST;C0 .˛/ � SPC.˛/ � b2x�.˛/C �

.1C ��/2 C 1
�

ı2ST;C0 .˛/:

In the asymptotic regime of ı ! 0, the size of SPC is thus determined by the
sum b2x�.˛/C ı2ST;C0 .˛/. In Sect. 3.2 we have established bounds for the bias. Here
we just constrain to the case where, given that x� 2 A' , the preconditioning is such
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that the size of the bias is bounded by (a multiple of) '. f 2.˛//, see Proposition 2.
Since b2x�.˛/ is bounded by a non-decreasing function of ˛ which decays to zero as
˛ & 0, while by Lemma 4 the function ST;C0 .˛/ is strictly decreasing, continuous
and onto the positive half-line, the SPC is ‘minimized’ by the choice of ˛ which
balances the bound for the squared bias and the spread. This choice clearly exists
and is unique and hence we immediately arrive to our main result which holds under
Assumption 1.

Theorem 1 Let ' be any index function, and assume that item (1) or item (3)
in Proposition 2 hold. Consider the equation

'2. f 2.˛// D ı2ST;C0 .˛/: (16)

Equation (16) is uniquely solvable, and let ˛� D ˛�.'; ı/ be the solution. For
x� 2 A' we have that SPC.˛�; ı/ D O.'2. f 2.˛�/// as ı ! 0.

In Sect. 4 we show how to apply Theorem 1 to obtain rates of contraction
in specific examples. In many cases, the obtained contraction rates of the SPC
correspond to known minimax rates in statistical inverse problems. This can be seen
in Propositions 4, 6, 8 and 10, below.

Remark 10 As emphasized in Remark 9, if no preconditioning is used, the best
rate at which the bias can decay is linear. This effect, which is called saturation (of
Tikhonov regularization), was discussed in a more general context in regularization
theory, and we mention the study [17].

So, if no preconditioning is present, then the left hand side in (16) at best
decays as ˛2. We conclude that the best rate of decay of the SPC which can be
established without preconditioning is ˛2�, where ˛� is obtained from balancing
˛2 D ı2ST;C0 .˛/.

4 Examples and Discussion

We now study several examples, some which are standard in the literature, and
some which exhibit new features. Our aim is to demonstrate both the simplicity
of our method for deriving rates of posterior contraction as well as the benefits of
preconditioning the prior. We shall provide a priori rates of posterior contraction,
using Theorem 1.

Before we proceed we stress the following fact, which is not so accurately spelled
out in other studies. It is important to distinguish the degree of ill-posedness of the
operator T which governs Eq. (1), and which expresses the decay of its singular
numbers, from the degree of ill-posedness of the problem, which corresponds to the
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operator T and the solution smoothness, and thus regards the achievable contraction
rate.

Degree of ill-posedness of the operator and of the problem.

1. We call operator T moderately ill-posed if the singular numbers decay
polynomially.

2. The operator T is severely ill-posed if the singular numbers decay expo-
nentially.

3. The problem is moderately ill-posed if the contraction rate decays at some
power.

4. The problem is severely ill-posed if the contraction rate is less than any
power.

5. The problem is mildly ill-posed if the contraction rate is linear in the noise
level up to some logarithmic factor.

As we will see in Sect. 4.2, below, the problem can have a significantly different
degree of ill-posedness than the operator T.

To be specific we make the following assumptions.

Running assumption for the examples.

1. The prior covariance C0 has spectrum that decays as f j�.1C2a/g; a > 0.
2. The operators C0 and T�T are simultaneously diagonalizable in an

orthonormal basis fejg which is complete in X.

In the first two examples, we present posterior contraction rates under the
assumption that we have the a priori knowledge that the truth belongs to the Sobolev
ellipsoid

Sˇ D fx 2 X W
1X

jD1
j2ˇx2j � 1g; (17)

for some ˇ > 0 and where xj WD hx; eji. We emphasize that such ellipsoids are
examples of source sets as in Definition 2. Indeed, (17) is defining the corresponding
source element w, having (square summable) coefficients wj WD jˇxj; j D 1; 2; : : :

Sobolev smoothness:
Relative to C0, the index function defining the source set A' in Definition 2,

is in this case '.t/ D t
ˇ

1C2a .
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We will recover the moderately and severely ill-posed problems, as for example
studied in [11], and [3, 12], respectively.

In the other two examples, we present posterior contraction rates under analytic
smoothness of the truth, that is, we assume that we have the a priori knowledge that
the truth belongs to the ellipsoid

A ˇ D fx 2 X W
1X

jD1
e2ˇjx2j � 1g; (18)

for some ˇ > 0. Again, this corresponds to a source set.

Analytic-type smoothness:
Relative to C0, the index function defining the source set A' in Definition 2,

is in this case '.t/ D exp.�ˇt�
1

1C2a /.

To our knowledge these cases have not been studied before in a Bayesian context.
First, we once more study the moderately ill-posed operator problem, which we will
see that under analytic-type smoothness of the truth leads to what we call a mildly ill-
posed problem. Then, we study a problem with severely ill-posed operator, which
as we will see, under analytic-type smoothness of the truth leads to a moderately
ill-posed problem.

We shall use the following handy symbols for describing rates.

Notation 2 Given two positive functions k; h W RC ! R
C, we use k 	 h to

denote that k D O.h/ and h D O.k/ as s ! 0. Furthermore, the notation
h.s/ 
 k.s/, means that k.s/ D O.h.s/s�/ as s ! 0 for some positive power
� > 0.

4.1 Sobolev Smoothness

4.1.1 Moderately Ill-Posed Operator

We consider the moderately ill-posed setup studied in [11], in which the operator
T�T has spectrum which decays as f j�2pg for some p � 0, and thus the singular
numbers of B�B decay as sj.B�B/ 	 j�.1C2aC2p/. In the present case Assumption 1,
which expresses the operator T�T as a function of the prior covariance operator C0,

is satisfied for  2.t/ D t
2p

1C2a . Next, we find that the function � in (11), which
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expresses the operator B�B as a function of C0, is given as � .t/ D t
1C2aC2p
2.1C2a/ , hence

the benchmark smoothness is �2
 .t/ D t

1C2aC2p
1C2a . Finally, we have that the function

f in (12), which expresses C0 as a function of B�B is given by f .s/ D s
1C2a

2.1C2aC2p/ .

Bounding the Bias

We now have all the ingredients required to bound the bias. The following result is
an immediate consequence of Proposition 2 and the considerations of the previous
paragraph.

Proposition 3 Suppose that x� 2 Sˇ; for some ˇ > 0. Then as ˛ ! 0:

1. If ˇ � 1 C 2a C 2p, and independently of whether preconditioning of the prior

is used or not, we have that bx�.˛/ D O.˛
ˇ

1C2aC2p /;
2. if ˇ > 1C2a C2p and no preconditioning of the prior is used, then bx�.˛/ 	 ˛;

3. if ˇ > 1C 2a C 2p and mı
˛ uses a regularization g˛ with qualification t

ˇ�1�2a�2p
1C2aC2p ,

then bx�.˛/ D O.˛
ˇ

1C2aC2p /.

We stress here that our contribution is item (3). In particular, item (3) implies that
if we choose the prior mean mı

˛ using the k-fold Tikhonov regularization filter (cf.
Example 2), which has maximal qualification tk, then for ˇ � .k C 1/.1C 2a C 2p/

we have that bx�.˛/ D O.˛
ˇ

1C2aC2p /, that is, the saturation in the bias is delayed.
If we choose mı

˛ using the spectral cut-off regularization filter, which as we saw in
Example 5 has arbitrary qualification, then for any ˇ > 0; we have that bx�.˛/ D
O.˛

ˇ
1C2aC2p /, that is, there is no saturation in the bias.

A Priori Bounds of the SPC

To see the impact of this result to the SPC rate, we apply Theorem 1. In order to
do so, we first need to calculate the net posterior spread which in this case is such

that ST;C0 .˛/ 	 ˛
� 1C2p
1C2aC2p , see [11, Thm 4.1]. Concatenating we get the following

result.

Proposition 4 Suppose that x� 2 Sˇ; ˇ > 0. Then as ı ! 0:

1. if ˇ � 1C 2a C 2p and independently of whether preconditioning of the prior is

used or not, for ˛ D ı
2.1C2aC2p/
1C2pC2ˇ we have that SPC D O.ı

4ˇ
1C2ˇC2p /;

2. if ˇ > 1 C 2a C 2p and no preconditioning of the prior is used, then for any

choice ˛ D ˛.ı; ˇ/ we have that SPC 
 ı
4ˇ

1C2ˇC2p ;

3. if ˇ > 1C 2a C 2p and mı
˛ uses a regularization g˛ with qualification t

ˇ�1�2a�2p
1C2aC2p ,

for ˛ D ı
2.1C2aC2p/
1C2pC2ˇ we have that SPC D O.ı

4ˇ
1C2ˇC2p /.
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As before, our contribution is item (3), which in particular implies that if we choose
the prior mean mı

˛ using the k-fold Tikhonov regularization filter, then for ˇ �
.k C 1/.1 C 2a C 2p/ we achieve the optimal (minimax) rate ı

4ˇ
1C2ˇC2p , that is the

saturation in the SPC is also delayed. If we choose mı
˛ using the spectral cut-off

regularization filter, then for any ˇ � 0 we achieve the optimal rate ı
4ˇ

1C2ˇC2p , that
is, there is no saturation in the SPC! Note that the optimal scaling of the prior, as a
function of the noise level ı, is the same whether we use preconditioning or not. We
depict the findings in Fig. 1.

4.1.2 Severely Ill-Posed Operator

We now consider the severely ill-posed setup studied in [3, 12], in which the operator
T�T has spectrum which decays as fe�2qjbg for some q; b > 0, and thus the singular
numbers of B�B decay as sj.B�B/ 	 j�.1C2a/e�2qjb .

In this case Assumption 1, which expresses the operator T�T as a function of

the prior covariance operator C0, is satisfied for  2.t/ D exp.�2qt�
b

1C2a /. Next, we
find that the function� in (11), which expresses the operator B�B as a function of

C0, is given as � .t/ D t
1
2 exp.�qt�

b
1C2a /, and hence the benchmark smoothness is

�2
 .t/ D t exp.�2qt�

b
1C2a /. Finally, we have that as s ! 0, the function f in (12)

which expresses C0 as a function of B�B behaves as f .s/ � .log.s�
1
2q //� 1C2a

2b , see
Lemma 5 in Sect. 4.3.

Bounding the Bias

In this example we have that �2
	.t/ decays exponentially, while '.t/ polynomially,

hence for any Sobolev-like smoothness of the truth ˇ, it holds ' � �2
 . In other

words, even without preconditioning there is no saturation in the bias and we are
always in case (1) in Proposition 2. However, our theory still works and we can
easily derive the rate for the bias and SPC. The next result follows immediately
from the considerations in the previous paragraph and Proposition 2.

Proposition 5 Suppose that x� 2 Sˇ; ˇ > 0. Then independently of whether pre-

conditioning of the prior is used or not, we have that bx�.˛/ D O
�

.log.˛�1//�
ˇ
b
�

,
as ˛ ! 0.

A Priori Bounds of the SPC

We now apply Theorem 1 in order to calculate the SPC rate. Again, we first need
to calculate the net posterior spread, which in this case is such that ST;C0 .˛/ 	
1
˛
.log.˛�1//� 2a

b , see [3, Thm 4.2]. We prove the following result, which agrees with
[12, Thm 2.1] and [3, Thm 4.3].
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Table 1 Outline of SPC rates for Sobolev-type smoothness of the truth, '.t/ D tˇ=.1C2a/; t > 0

sj.T�T/ � j�2p sj.T�T/ � e�2qjb

Link  tp=.1C2a/ exp
��2qt�b=.1C2a/

�

Benchmark �2
 t.1C2aC2p/=.1C2a/ t exp

��2qt�b=.1C2a/
�

Saturation ' D �2
 ˇ D 1C 2aC 2p always ' � �2

 

Contraction SPC ı4ˇ=.1C2aC2p/ log�2ˇ=b.1=ı/

Proposition 6 Suppose that x� 2 Sˇ; ˇ > 0. Then independently of whether
preconditioning of the prior is used or not, for any 
 > 0, any parameter choice

rule ˛ D ˛.ı/ such that ı2.log.ı�2//
2ˇ�2a

b � ˛ � ı2
 ; gives the (minimax) rate

SPC D O..log.ı�2//�
2ˇ
b //, as ı ! 0.

We outline the previous results in Table 1.

4.2 Analytic-Type Smoothness

4.2.1 Moderately Ill-Posed Operator

We now consider the moderately ill-posed operator setup studied in Sect. 4.1.1 with
the difference that here we assume that we have the a priori knowledge that the truth
has a certain analytic smoothness. The functions ;� and f which have to do with
the relationship between the forward operator and the prior covariance are as in
Sect. 4.1.1, but the function ' which describes analytic smoothness of the truth as in

(18), is now '.t/ D exp.�ˇt�
1

1C2a /. In particular, since ' is exponential while the
benchmark smoothness �2

 is of power type, we are always in the high smoothness
case �2

	 � '.

Bounding the Bias

The following is an immediate consequence of Proposition 2 and the considerations
in the previous paragraph.

Proposition 7 Suppose that x� 2 A ˇ, for some ˇ > 0. Then as ˛ ! 0:

1. if no preconditioning is used, bx�.˛/ 	 ˛;
2. if mı

˛ uses a regularization g˛ with qualification exp.�ˇt�1/, then we have that

bx�.˛/ D O.exp.�ˇ˛� 1
1C2aC2p //.

Remark 11 If no preconditioning is used, the bias convergence rate is always
saturated. The qualification as formulated in item (2) is a sufficient condition,
while the actual form can be calculated easily. The given form highlights that
exponential type qualification is required to overcome the limitation of the power
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type prior covariance in order to treat analytic smoothness. We stress here that
such qualification is hard to achieve. For example, iterated Tikhonov can never
achieve such exponential qualification, while even Landweber iteration which has
qualification t� , for any � > 0, only achieves this qualification for values ˇ which
are not too big. On the other hand, exp.�ˇt�1/ is a qualification for spectral cut-off
for any positive value of ˇ.

A Priori Bounds of the SPC

We again apply Theorem 1 in order to calculate the SPC rate. The net posterior

spread is as in Sect. 4.1.1, ST;C0 .˛/ 	 ˛
� 1C2p
1C2aC2p . We prove the following result,

using the convention from Definition 2.

Proposition 8 Suppose that x� 2 A ˇ; ˇ > 0. Then as ı ! 0:

1. if no preconditioning of the prior is used, then for any choice ˛ D ˛.ı; ˇ/ we
have that SPC 
 ı2;

2. if mı
˛ uses a regularization g˛ with qualification exp.�ˇt�1/, for

˛ D .log.ı�1=ˇ//�.1C2aC2p/ we have that SPC D O.ı2.log.ı�1//1C2p/.

Remark 12 We stress that according to item (1), without preconditioning we
have that ı2=SPC decays at an algebraic rate, while the optimal achievable (also
minimax) rate is of power two up to some logarithmic factor. Since the optimal
achievable rate in this case is of power two up to logarithmic factors, it is reasonable
to call such problems mildly ill-posed, as they are almost well-posed.

4.2.2 Severely Ill-Posed Operator

We now consider the severely ill-posed operator setup studied in Sect. 4.1.2 with the
difference that here we assume that we have the a priori knowledge that the truth
has a certain analytic smoothness. For simplicity, we concentrate on the case b D 1,
which corresponds for example to the Cauchy problem for the Helmholtz equation,
see [3, Section 5] for details.

The functions  ;� and f which have to do with the relationship between the
forward operator and the prior covariance are as in Sect. 4.1.2 for the value b D 1,
but the function ' which describes analytic smoothness of the truth as in (18), is now

'.t/ D exp.�ˇt�
1

1C2a /. In particular, since both ' and the benchmark smoothness
�2
 are exponential, unlike Sect. 4.1.2 we now have a saturation phenomenon.

Bounding the Bias

The following is an immediate consequence of Proposition 2 and the considerations
in the previous paragraph.
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Proposition 9 Suppose that x� 2 A ˇ, for some ˇ > 0. Then as ˛ ! 0:

1. if ˇ � 2q and independently of whether preconditioning of the prior is used or

not, we have that bx�.˛/ D O.˛
ˇ
2q /;

2. if ˇ > 2q and no preconditioning is used bx�.˛/ 	 ˛;

3. if ˇ > 2q and mı
˛ uses a regularization g˛ with qualification t

ˇ�2q
2q , then we have

that bx�.˛/ D O.˛
ˇ
2q /.

The benefits of preconditioning are once more clear and can be seen in item (3). If
for example we choose the prior mean mı

˛ using the k-fold Tikhonov regularization

filter, then for ˇ � .k C 1/2q we have that bx�.˛/ D O.˛
ˇ
2q /, that is the saturation

in the bias is delayed. If we use spectral cut-off, then there is no saturation at all.

A Priori Bounds of the SPC

We again apply Theorem 1 in order to calculate the SPC rate. The net posterior
spread is as in Sect. 4.1.2, ST;C0 .˛/ 	 1

˛
.log.˛�1//�2a. We prove the following

result.

Proposition 10 Suppose that x� 2 A ˇ; ˇ > 0. Then as ı ! 0:

1. If ˇ � 2q and independently of whether preconditioning of the prior is used or

not, for ˛ D ı
2q
ˇCq we have that SPC D O.ı

2ˇ
ˇCq /;

2. if ˇ > 2q and no preconditioning of the prior is used, then for any choice ˛ D
˛.ı; ˇ/ we have that SPC 
 ı

2ˇ
ˇCq ;

3. if ˇ > 2q and mı
˛ uses a regularization g˛ with qualification t

ˇ�2q
2q , for ˛ D ı

2q
ˇCq

we have that SPC D O.ı
2ˇ
ˇCq /.

The benefits of preconditioning can again be seen in item (3). If for example we
choose the prior mean mı

˛ using the k-fold Tikhonov regularization filter, then for

ˇ � .k C 1/2q we achieve the optimal (minimax) rate ı
2ˇ
ˇCq , that is the saturation in

the SPC is delayed. If we use spectral cut-off, then there is no saturation at all. Note
again that the optimal scaling of the prior, as a function of the noise level ı, is the
same whether we use preconditioning or not.

We outline the results in Table 2.

4.3 Summary and Discussion

We succinctly summarize the above examples, in which we confined to power-type
decay of the spectrum of the prior C0, that is, sj.C0/ 	 j�.1C2a/; j D 1; 2; : : : , for
some a > 0.
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Table 2 Outline of SPC rates for analytic-type smoothness of the truth, '.t/ D
exp.�ˇt�

1
1C2a /; t > 0

sj.T�T/ � j�2p sj.T�T/ � e�2qjb

Link  tp=.1C2a/ exp
��2qt�b=.1C2a/

�

Benchmark �2
 t.1C2aC2p/=.1C2a/ t exp

��2qt�b=.1C2a/
�

Saturation ' D �2
 always �2

 � ' ˇ D 2q

Contraction SPC ı2 log1C2p.1=ı/ ı2ˇ=.ˇCq/

First, in Sect. 4.1 we specified the solution element to belong to some Sobolev-
type ball as in (17), characterized by ˇ > 0. The distinction between moderately
and severely ill-posed problems then comes from the decay of the singular numbers
of the operator T governing Eq. (1).

Then, in Sect. 4.2 we considered analytic type smoothness of the truth as in (18),
again characterized by ˇ > 0. As commented earlier on, to our knowledge we are
the first to study these examples. Our findings show that the overall problem degree
of ill-posedness can be significantly different than the degree of ill-posedness of the
operator.

Finally we stress that the rates exhibited in Tables 1 and 2, correspond to the
minimax rates as given in [4, Tbl. 1].

Appendix

Proof (of Lemma 1) We first express the element xı˛ in terms of zı .

xı˛ D C1=2
0

�

˛I C B�B
��1

B�zı C C1=2
0 s˛.B

�B/C�1=20 mı
˛

D C1=2
0

�

˛I C B�B
��1

B�zı C C1=2
0 s˛.B

�B/g˛.B�B/B�zı

D C1=2
0

h�

˛I C B�B
��1 C s˛.B

�B/g˛.B�B/
i

B�zı:

We notice that

�

˛I C B�B
��1 C s˛.B

�B/g˛.B�B/ D �

˛I C B�B
��1 �

I C ˛g˛.B
�B/

�

:

The expectation of the posterior mean with respect to the distribution generating zı

when x� is given, is thus

E
x�

xı˛ D C1=2
0

h�

˛I C B�B
��1 �

I C ˛g˛.B
�B/

�i

B�BC�1=20 x�:
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For the next calculations we shall use that

I � �

˛I C B�B
��1 �

I C ˛g˛.B
�B/

�

B�B

D �

˛I C B�B
��1

˛
�

I � g˛.B
�B/B�B

�

D s˛.B
�B/r˛.B�B/:

Therefore we rewrite

x� � E
x�

xı˛ D C1=2
0

h

I � �

˛I C B�B
��1 �

I C ˛g˛.B
�B/

�

B�B
i

C�1=20 x�

D C1=2
0 s˛.B

�B/r˛.B�B/C�1=20 x�;

which proves the first assertion. The variance is Ex�

�
�
�xı˛ � E

x�

xı˛

�
�
�

2

, and this can be

written as in (8), by using similar reasoning as for the bias term.

Proof (of Proposition 1) We notice that kI C ˛g˛.B�B/k � 1C ��, which gives

Vı.˛/ D ı2tr
h�

I C ˛g˛.B
�B/

�2 �
˛I C B�B

��2
B�BC0

i

� ı2 .1C ��/2 tr
h�

˛I C B�B
��2

B�BC0
i

Since
�
�
�.˛ C B�B/�1 B�B

�
�
� � 1 we see that

Vı.˛/ � .1C ��/2 ı2tr
h�

˛I C B�B
��1

C0
i

D .1C ��/2 tr
�

Cı.˛/
�

;

and the proof is complete.

Proof (of Lemma 2) Since C0 has finite trace, it is compact, and we use the eigenba-
sis (arranged by decreasing eigenvalues) uj; j D 1; 2; : : : Under Assumption 1 this
is also the eigenbasis for T�T. If tj; j D 1; 2; : : : denote the eigenvalues then we see
that

T�T D
1X

jD1
�juj ˝ uj:

Correspondingly, C0 D P1
jD1

�

 2
��1

.�j/uj ˝ uj, which gives the first assertion.
Moreover, the latter representation yields that

C1=2
0 D

1X

jD1

��

 2
��1

.�j/
�1=2

uj ˝ uj;
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such that

B�B D C1=2
0 T�TC1=2

0

D
1X

jD1

��

 2
��1

.�j/
�1=2

�j

��

 2
��1

.�j/
�1=2

uj ˝ uj

D
1X

jD1

��

 2
��1

.�j/
�

�juj ˝ uj

D
1X

jD1
 2
���

 2
��1

.�j/
�� ��

 2
��1

.�j/
�

uj ˝ uj

D
1X

jD1
�2
 

��

 2
��1

.�j/
�

uj ˝ uj

D �2
 .C0/ ;

and the proof is complete.

Proof (of Proposition 2) For the first item (1), we notice that ' � �2
 if and only if

'. f 2.t// � t. The linear function t 7! t is a qualification of Tikhonov regularization
with constant � D 1. Thus, by Lemma 3 we have

bx�.˛/ � kr˛.B
�B/k ��s˛.B

�B/'. f 2.B�B//
�
� � �0'. f 2.˛//;

which completes the proof for this case. For item (2), we have that

bx�.˛/ D ks˛.B
�B/x�k :

For any 0 < ˛ � 1, we have ˛ C t � 1C t, hence

bx�.˛/ D ˛
�
�.˛I C B�B/�1x�

�
� � ˛

�
�.I C B�B/�1x�

�
� :

We conclude that there exists a constant c1 D c1.x�; kB�Bk/, such that for small ˛
it holds

bx�.˛/ � c1˛:

On the other hand, since t � '. f 2.t//; there exists a constant c2 > 0 which depends
only on the index functions ', f and on kB�Bk, such that

bx�.˛/ D ˛
�
�.˛I C B�B/�1x�

�
� � ˛

�
�.B�B/�1'. f 2.B�B//w

�
� � c2˛:
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For item (3), we have that

bx�.˛/ � �
�r˛.B

�B/s˛.B�B/'. f 2.B�B//
�
�

� ks˛.B
�B/B�Bk

�
�
�r˛.B

�B/'. f 2.B�B//
�

B�B
��1��
�

� ˛�
'. f 2.˛//

˛
D �'. f 2.˛//;

and the proof is complete.

Proof (of Lemma 4) The continuity is clear. For the monotonicity we use the
representation (15) to get

ST;C0 .˛/ � ST;C0 .˛
0/ D tr

h�

˛I C B�B
��1

C0
i

� tr
h�

˛0 C B�B
��1

C0
i

D tr
h�

˛I C B�B
��1

.˛0 � ˛/ �˛0 C B�B
��1

C0
i

D .˛0 � ˛/tr
h�

˛I C B�B
��1 �

˛0 C B�B
��1

C0
i

:

The trace on the right hand side is positive. Indeed, if .sj; uj; uj/ denotes the singular
value decomposition of B�B then this trace can be written as

tr
h�

˛I C B�B
��1 �

˛0 C B�B
��1

C0
i

D
1X

jD1

1

˛ C sj

1

˛0 C sj
hC0uj; uji;

where the right hand side is positive since the operator C0 is positive definite. Thus,
if ˛ < ˛0 then ST;C0 .˛/ � ST;C0 .˛

0/ is positive, which proves the first assertion.
The proof of the second assertion is simple, and hence omitted. To prove the last

assertion we use the partial ordering of self-adjoint operators in Hilbert space, that
is, we write A � B if hAx; xi � hBx; xi; x 2 X, for two self-adjoint operators A
and B. Plainly, with a WD kT�Tk, we have that T�T � aI. Multiplying from the
left and right by C1=2

0 this yields B�B � aC0, and thus for any ˛ > 0 that ˛I C
B�B � ˛I C aC0. The function t 7! �1=t; t > 0 is operator monotone, which gives
.˛I C aC0/

�1 � .˛I C B�B/�1. Multiplying from the left and right by C1=2
0 again,

we arrive at

C1=2
0 .˛I C aC0/

�1 C1=2
0 � C1=2

0

�

˛I C B�B
��1

C1=2
0 :

This in turn extends to the traces and gives that

tr
h

C1=2
0 .˛I C aC0/

�1 C1=2
0

i

� tr
h

C1=2
0

�

˛I C B�B
��1

C1=2
0

i

D ST;C0 .˛/:
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Now, let us denote by tj; j 2 N, the singular numbers of C0, then we can bound

ST;C0 .˛/ � tr
h

.˛I C aC0/
�1 C0

i

�
X

tj�˛=a

tj
˛ C atj

� 1

2a
#
n

j; tj � ˛

a

o

:

If ST;C0 .˛/ were uniformly bounded from above, then there would exist a finite
natural number, say N, such that tN � ˛

a > tNC1, for ˛ > 0 small enough. But this
would imply that tNC1 D 0, which contradicts the assumption that C0 is positive
definite.

Lemma 5 For t > 0 let �2
	.t/ D t exp.�2qt�

b
1C2a /, for some q; b; a > 0. Then for

small s we have .�2
	 /
�1.s/ � .log s�

1
2q /� 1C2a

b .

Proof Let

s D �2
	.t/ > 0 (19)

and observe that t is small if and only if s is small. Applying [3, Lem 4.5] for x D t�1
we get the result.

Proof (of Proposition 6) In this example the explicit solution of Eq. (16) in
Theorem 1 is more difficult. However, as discussed in Sect. 3.4, it suffices to asymp-
totically balance the squared bias and the posterior spread using an appropriate
parameter choice ˛ D ˛.ı/. Indeed, under the stated choice of ˛ the squared bias is
of order

.log.˛�1//�
2ˇ
b � 
�

2ˇ
b log.ı�2/�

2ˇ
b

while the posterior spread term is of order

ı2

˛
.log.˛�1//�

2a
b � log.ı�2//�

2ˇ
b :

Proof (of Proposition 8) According to the considerations in Remark 10, it is
straightforward to check that without preconditioning the best SPC rate that can

be established is ı
4C8aC8p
3C4aC6p which proves item (1). In the preconditioned case, the

explicit solution of Eq. (16) in Theorem 1, which in this case has the form

exp.�2ˇ˛� 1
1C2aC2p / D ı2˛

� 1C2p
1C2aC2p ;

is again difficult. However, as discussed in Sect. 3.4, it suffices to asymptotically
balance the squared bias and the posterior spread using an appropriate parameter
choice ˛ D ˛.ı/. Indeed, using [3, Lem 4.5] we have that the solution to the above
equation behaves asymptotically as the stated choice of ˛, and substitution gives the
claimed rate.
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Proof (of Proposition 10) We begin with items (1) and (3). The explicit solution of
Eq. (16) in Theorem 1, which in this case has the form

˛
ˇ
q D ı2

˛
.log.˛�1/�2a;

is difficult. As discussed in Sect. 3.4, it suffices to asymptotically balance the
squared bias and the posterior spread using an appropriate parameter choice ˛ D
˛.ı/. Indeed, under the stated choice of ˛ both quantities are bounded from

above by ı
2ˇ
ˇCq . For item (2), according to the considerations in Remark 10, it is

straightforward to check that without preconditioning the best SPC rate that can be

established is ı
4q
ˇCq .
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Convex Regularization of
Discrete-Valued Inverse Problems

Christian Clason and Thi Bich Tram Do

Abstract This work is concerned with linear inverse problems where a distributed
parameter is known a priori to only take on values from a given discrete set.
This property can be promoted in Tikhonov regularization with the aid of a
suitable convex but nondifferentiable regularization term. This allows applying
standard approaches to show well-posedness and convergence rates in Bregman
distance. Using the specific properties of the regularization term, it can be shown
that convergence (albeit without rates) actually holds pointwise. Furthermore, the
resulting Tikhonov functional can be minimized efficiently using a semi-smooth
Newton method. Numerical examples illustrate the properties of the regularization
term and the numerical solution.

1 Introduction

We consider Tikhonov regularization of inverse problems, where the unknown
parameter to be reconstructed is a distributed function that only takes on values
from a given discrete set (i.e., the values are known, but not in which points
they are attained). Such problems can occur, e.g., in nondestructive testing or
medical imaging; a similar task also arises as a sub-step in segmentation or
labelling problems in image processing. The question we wish to address here is the
following: If such strong a priori knowledge is available, how can it be incorporated
in an efficient manner? Specifically, if X and Y are function spaces, F W X ! Y
denotes the parameter-to-observation mapping, and yı 2 Y is the given noisy data,
we would wish to solve the constrained Tikhonov functional

min
u2U

1

2
k F.u/� yıkY (1)
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for

U WD fu 2 X W u 2 fu1; : : : ; udg pointwiseg ; (2)

where u1; : : : ; ud 2 R are the known parameter values. However, this set is
nonconvex, and hence the functional in (1) is not weakly lower-semicontinuous and
can therefore not be treated by standard techniques. (In particular, it will in general
not admit a minimizer.) A common strategy to deal with such problems is by convex
relaxation, i.e., replacing U by its convex hull

co U D fu 2 X W u 2 Œu1; ud� pointwiseg :

This turns (1) into a classical bang-bang problem, whose solution is known to
generically take on only the values u1 or ud; see, e.g., [4, 24]. If d > 2,
intermediate parameter values are therefore lost in the reconstruction. (Here we
would like to remark that a practical regularization should not only converge as the
noise level tends to zero but also yield informative reconstructions for fixed—and
ideally, a large range of—noise levels.) As a remedy, we propose to add a convex
regularization term that promotes reconstructions in U (rather than merely in co U)
for the convex relaxation. Specifically, we choose the convex integral functional

G W X ! R; G.u/ WD
Z

g.u.x// dx;

for a convex integrand g W R ! R with a polyhedral epigraph whose vertices
correspond to the known parameter values u1; : : : ; ud. Just as in L1 regularization for
sparsity (and in linear optimization), it can be expected that minimizers are found at
the vertices, thus yielding the desired structure.

This approach was first introduced in [8] in the context of linear optimal control
problems for partial differential equations, where the so-called multi-bang (as a
generalization of bang-bang) penalty G was obtained as the convex envelope of
a (nonconvex) L0 penalization of the constraint u 2 U. The application to nonlinear
control problems and the limit as the L0 penalty parameter tends to infinity were
considered in [9], and our particular choice of G is based on this work. The extension
of this approach to vector-valued control problems was carried out in [10].

Our goal here is therefore to investigate the use of the multi-bang penalty from [9]
as a regularization term in inverse problems, in particular addressing convergence
and convergence rates as the noise level and the regularization parameter tend to
zero. Due to the convexity of the penalty, these follow from standard results on
convex regularization if convergence is considered with respect to the Bregman
distance. The main contribution of this work is to show that due to the structure
of the pointwise penalty, this convergence can be shown to actually hold pointwise.
Since the focus of our work is the novel convex regularization term, we restrict
ourselves to linear problems for the sake of presentation. However, all results
carry over in a straightforward fashion to nonlinear problems. Finally, we describe
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following [8, 9] the computation of Tikhonov minimizers using a path-following
semismooth Newton method.

Let us briefly mention other related literature. Regularization with convex
nonsmooth functionals is now a widely studied problem, and we only refer to
the monographs [17, 21, 23] as well as the seminal works [6, 13, 15, 20]. To
the best of our knowledge, this is the first work treating regularization of general
inverse problems with discrete-valued distributed parameters. As mentioned above,
similar problems occur frequently in image segmentation or, more generally, image
labelling problems. The former are usually treated by (multi-phase) level set
methods [27] or by a combination of total variation minimization and thresholding
[7]. More general approaches to image labelling problems are based on graph-cut
algorithms [1, 16] or, more recently, vector-valued convex relaxation [14, 19]. Both
multi-phase level sets and vector-valued relaxations, however, have the disadvantage
that the dimension of the parameter space grows quickly with the number of
admissible values, which is not the case in our approach. On the other hand, our
approach assumes, similar to [16], a linear ordering of the desired values which is
not necessary in the vector-valued case; see also [10].

This work is organized as follows. In Sect. 2, we give the concrete form of the
pointwise multi-bang penalty g and summarize its relevant properties. Section 3
is concerned with well-posedness, convergence, and convergence rates of the
corresponding Tikhonov regularization. Our main result, the pointwise convergence
of the regularized solutions to the true parameter, is the subject of Sect. 4. We also
briefly discuss the structure of minimizers for given yı and fixed ˛ > 0 in Sect. 5.
Finally, we address the numerical solution of the Tikhonov minimization problem
using a semismooth Newton method in Sect. 6 and apply this approach to an inverse
source problem for a Poisson equation in Sect. 7.

2 Multi-Bang Penalty

Let u1 < � � � < ud 2 R, d � 2, be the given admissible parameter values and 
 �
R

n, n 2 N, be a bounded domain. Following [9, § 3], we define the corresponding
multi-bang penalty

G W L2.
/ ! R; G.u/ D
Z




g.u.x// dx;

for g W R ! R defined by

g.v/ D
(
1
2
..ui C uiC1/v � uiuiC1/ if v 2 Œui; uiC1�; 1 � i < d;

1 else:

(Note that we have now included the convex constraint u 2 co U in the definition
of G.) This choice can be motivated as the convex hull of 1

2
k � k2

L2.
/
C ıU , where
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ıU denotes the indicator function of the set U defined in (2) in the sense of convex
analysis, i.e., ıU.u/ D 0 if u 2 U and 1 else; see [9, § 3]. Setting

gi.v/ WD 1

2
..ui C uiC1/v � uiuiC1/ ; 1 � i < d;

it is straightforward to verify that

g.v/ D max
1�i<d

gi.v/; v 2 Œu1; ud�;

and hence g is the pointwise supremum of affine functions and therefore convex and
continuous on the interior of its effective domain dom g D Œu1; ud�.

We can thus apply the sum rule and maximum rule of convex analysis (see, e.g.,
[22, Props. 4.5.1 and 4.5.2, respectively]), and obtain for the convex subdifferential
at v 2 dom g that

@g.v/ D @

	

max
1�i<d

gi C ıŒu1;ud �




.v/

D @

	

max
1�i<d

gi




.v/C @ıŒu1;ud �.v/

D co

0

@
[

iWg.v/Dgi.v/

g0i.v/

1

AC @ıŒu1;ud �.v/:

Using the definition of gi together with the classical characterization of the
subdifferential of an indicator function via its normal cone yields the explicit
characterization

@g.v/ D

8

ˆ̂
ˆ̂
ˆ̂

<̂

ˆ̂
ˆ̂
ˆ̂

:̂

��1; 1
2
.u1 C u2/

�

if v D u1;
˚
1
2
.ui C uiC1/

�

if v 2 .ui; uiC1/; 1 � i < d;
�
1
2
.ui�1 C ui/;

1
2
.ui C uiC1/

�

if v D ui; 1 < i < d;
�
1
2
.ud�1 C ud/;1

�

if v D ud;

; else:

(3)

In Sects. 5 and 6, we will also make use of the subdifferential of the Fenchel
conjugate g� of g. Here we can use the fact that g is convex and hence q 2 @g.v/ if
and only if v 2 @g�.q/ (see, e.g., [22, Prop. 4.4.4]) to obtain

@g�.q/ 2

8

ˆ̂
ˆ̂
ˆ̂

<̂

ˆ̂
ˆ̂
ˆ̂

:̂

fu1g if q 2 ��1; 1
2
.u1 C u2/

�

;

Œui; uiC1� if q D 1
2
.ui C uiC1/; 1 � i < d;

fuig if q 2 � 1
2
.ui�1 C ui/;

1
2
.ui C uiC1/

�

; 1 < i < d;

fudg if q 2 � 1
2
.ud�1 C ud/;1

�

;

; else.

(4)
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Fig. 1 Structure of pointwise multibang penalty for the choice .u1; u2; u3/ D .0; 1; 2/. (a) g,
(b) @g, (c) @g�

(Note that subdifferentials are always closed.) We illustrate these characterizations
for a simple example in Fig. 1.

Finally, since g is proper, convex, and lower semi-continuous by construction,
the corresponding integral functional G W L2.
/ ! R is proper, convex and weakly
lower semicontinuous as well; see, e.g., [2, Proposition 2.53]. Furthermore, the sub-
differential can be computed pointwise as

@G.u/ D ˚

v 2 L2.
/ W v.x/ 2 @g.u.x// for almost every x 2 
� ; (5)

see, e.g., [2, Prop. 2.53]. The same is true for the Fenchel conjugate G� W L2.
/ !
R and hence for @G� (which is thus an element of L1.
/ instead of L2.
/); see,
e.g., [12, Props. IV.1.2, IX.2.1].

3 Multi-Bang Regularization

We consider for a linear operator K W X ! Y between the Hilbert spaces X D L2.
/
and Y and exact data y� 2 Y the inverse problem of finding u 2 X such that

Ku D y�: (6)

We assume that K is weakly closed, i.e., un * u and Kun * y imply y D Ku. For
the sake of presentation, we also assume that (6) admits a solution u� 2 X. Let now
yı 2 Y be given noisy data with k yı � y�kY � ı for some noise level ı > 0. The
multi-bang regularization of (6) for ˛ > 0 then consists in solving

min
u2X

1

2
kKu � yık2Y C ˛G.u/: (7)

Since G is proper, convex and semi-continuous with bounded effective domain co U,
and K is weakly closed, the following results can be proved by standard semi-
continuity methods; see also [9, 10].
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Proposition 1 (Existence and Uniqueness) For every ˛ > 0, there exists a
minimizer uı˛ to (7). If K is injective, this minimizer is unique.

Proposition 2 (Stability) Let f yngn2N � Y be a sequence converging strongly to
yı 2 Y and ˛ > 0 be fixed. Then the corresponding sequence of minimizers fungn2N
to (7) contains a subsequence converging weakly to a minimizer uı˛.

We now address convergence for ı ! 0. Recall that an element u� 2 X is called
a G-minimizing solution to (6) if it is a solution to (6) and G.u�/ � G.u/ for all
solutions u to (6). The following result is standard as well; see, e.g., [17, 21, 23].

Proposition 3 (Convergence) Let f yıngn2N � Y be a sequence of noisy data with
k yın � y�kY � ın ! 0, and choose ˛n WD ˛n.ın/ satisfying

lim
n!1

ı2n
˛n

D 0 and lim
n!1˛n D 0:

Then the corresponding sequence of minimizers fuın
˛n

gn2N to (7) contains a subse-
quence converging weakly to a G-minimizing solution u�.

For convex nonsmooth regularization terms, convergence rates are usually
derived in terms of the Bregman distance [5], which is defined for u1; u2 2 X and
p1 2 @G.u1/ as

dp1
G .u2; u1/ D G.u2/� G.u1/� h p1; u2 � u1iX:

From the convexity of G, it follows that dp1
G .u2; u1/ � 0 for all u2 2 X. Furthermore,

we have from, e.g., [17, Lem. 3.8] the so-called three-point identity

dp1
G .u3; u1/ D dp2

G .u3; u2/C dp1
G .u2; u1/C . p2 � p1/.u3 � u2/ (8)

for any u1; u2; u3 2 X and p1 2 G.u1/ and p2 2 @G.u2/. Finally, we point out
that due to the pointwise characterization (5) of the subdifferential of the integral
functional G, we have that

dp
G.u2; u1/ D

Z




dp.x/
g .u2.x/; u1.x//dx (9)

for

dq
g.v2; v1/ D g.v2/� g.v1/� q.v2 � v1/:

Standard arguments can then be used to show convergence rates for a priori and
a posteriori parameter choice rules under the usual source conditions; see, e.g., [6,
17, 20, 21, 23]. Here we follow the latter and assume that there exists a w 2 Y such
that

p� WD K�w 2 @G.u�/: (10)
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Under the a priori choice rule

˛ D cı for some c > 0; (11)

we obtain the following convergence rate from, e.g., [17, Cor. 3.4].

Proposition 4 (Convergence Rate, A Priori) Assume that the source condi-
tion (10) holds and that ˛ D ˛.ı/ is chosen according to (11). Then there exists
a C > 0 such that

dp�

G .u
ı
˛; u

�/ � Cı:

We obtain the same rate under the classical Morozov discrepancy principle

ı < kKuı˛ � yıkY � �ı; (12)

for some � > 1 from, e.g., [17, Thm. 3.15].

Proposition 5 (Convergence Rate, A Posteriori) Assume that the source condi-
tion (10) holds and that ˛ D ˛.ı/ is chosen according to (12). Then there exists a
C > 0 such that

dp�

G .u
ı
˛; u

�/ � Cı:

4 Pointwise Convergence

The pointwise definition (9) of the Bregman distance together with the explicit
pointwise characterization (3) of subgradients allows us to show that the con-
vergence in Proposition 3 is actually pointwise if u�.x/ 2 fu1; : : : ; udg almost
everywhere. The following lemma provides the central argument for pointwise
convergence.

Lemma 1 Let v� 2 fu1; : : : ; udg and q� 2 @g.v�/ satisfying

q� 2

8

ˆ̂
ˆ̂
<

ˆ̂
ˆ̂
:

˚
1
2
.ui C uiC1/

�

if v� 2 .ui; uiC1/; 1 � i < d;
�
1
2
.ui C ui�1/; 12 .ui C uiC1/

�

; if v� D ui; 1 < i < d
��1; 1

2
.u1 C u2/

�

; if v� D u1
�
1
2
.ud C ud�1/;1

�

; if v� D ud

(13)

Furthermore, let fvngn2N � Œu1; ud� be a sequence with

dq�
g .vn; v

�/ ! 0:

Then, vn ! v�.
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Proof We argue by contraposition: Assume that vn does not converge to v� D ui

for some 1 � i � d. Then there exists an " > 0 such that for every n0 2 N, there
is an n � n0 with jvn � v�j > ", i.e., either vn > ui C " or vn < ui � ". We now
further discriminate these two cases. (Note that some cases cannot occur if i D 1 or
i D d.)

(i) vn > uiC1: Then, vn 2 .uk; ukC1� for some k � iC1. The three point identity (8)
yields that

dq�
g .vn; v

�/ D d
qiC1
g .vn; uiC1/C dq�

g .uiC1; v�/C .qiC1 � q�/.vn � uiC1/

for qiC1 2 @g.uiC1/. We now estimate each term separately. The first term is
nonnegative by the properties of Bregman distances. For the last term, we can
use the assumption (13) and the pointwise characterization (3) to obtain

q� 2
�
1
2 .ui C ui�1/; 12 .ui C uiC1/

�

and qiC1 2
h
1
2 .uiC1 C ui/;

1
2 .uiC1 C uiC2/

i

;

which implies that qiC1�q� > 0. By assumption we have vn �uiC1 > 0, which
together implies that the last term is strictly positive. For the second term, we
can use that v�; uiC1 2 Œui; uiC1� to simplify the Bregman distance to

dq�
g .uiC1; v�/ D 1

2
.uiC1 � ui/.uiC1 C ui � 2q�/ > 0;

again by assumption (13). Since this term is independent of n, we obtain the
estimate

dq�
g .vn; v

�/ > dq�
g .uiC1; v�/ DW "1 > 0:

(ii) ui < vn � uiC1: In this case, we can again simplify

dq�
g .vn; v

�/ D 1

2
.uiC1 C ui � 2q�/.vn � v�/ > C1";

since C1 WD 1
2
.uiC1 C ui � 2q�/ > 0 by assumption (13) and vn � v� > " by

hypothesis.
(iii) vn < ui: We argue similarly to either obtain

dq�
g .vn; v

�/ > dq�
g .ui�1; v�/ DW "2 > 0

or

dq�
g .vn; v

�/ > C2"

for C2 WD � 1
2
.ui�1 C ui � 2q�/ > 0.
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Thus if we set Q" WD minf"1; "2;C1";C2"g, for every n0 2 N we can find n � n0 such
that dq�

g .vn; v
�/ > Q" > 0. Hence, dq�

g .vn; v
�/ cannot converge to 0. ut

Assumption (13) can be interpreted as a strict complementarity condition for q�

and v�. Comparing (13) to (3), we point out that such a choice of q� is always
possible. If v� … fu1; : : : ; udg, on the other hand, convergence in Bregman distance
is uninformative.

Lemma 2 Let v� 2 .ui; uiC1/ for some 1 � i < d and q� 2 @g.v�/. Then we have

dq�

G .v; v
�/ D 0 for any v 2 Œui; uiC1�:

Proof By the definition of the Bregman distance and the characterization (3) of
@g.v�/ (which is single-valued under the assumption on v�), we directly obtain

dq�
g .v; v

�/ D 1

2
Œ.ui C uiC1/v � uiuiC1� � 1

2
Œ.ui C uiC1/v� � uiuiC1�

� 1

2
.ui C uiC1/.v � v�/ D 0

for any v 2 Œui; uiC1�. ut
Lemma 1 allows us to translate the weak convergence from Proposition 3 to

pointwise convergence, which is the main result of our work.

Theorem 1 Assume the conditions of Proposition 3 hold. If u�.x/ 2 fu1; : : : ; udg
almost everywhere, the subsequence uın

˛n
! u� pointwise almost everywhere.

Proof From Proposition 3, we obtain a subsequence fungn2N of fuın
˛n

gn2N converging
weakly to u�. Since G is convex and lower semicontinuous, we have that

G.u�/ � lim inf
n!1 G.un/ � lim

n!1G.un/: (14)

By the minimizing properties of fungn2N and the nonnegativity of the discrepancy
term, we further obtain that

˛nG.un/ � 1

2
kKun � yınk2Y C ˛nG.un/ � ı2n

2
C ˛nG.u�/:

Dividing this inequality by ˛n and passing to the limit n ! 1, the assumption on
˛n from Proposition 3 yields that

lim
n!1G.un/ � G.u�/;
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which combined with (14) gives limn!1 G.un/ D G.u�/. Hence, un * u� implies

that dp�

G .un; u�/ ! 0 for any p� 2 @G.u�/. By the pointwise characterization (9) and

the nonnegativity of Bregman distances, this implies that dp�.x/
g .un.x/; u�.x// ! 0

for almost every x 2 
. Choosing now p� 2 @G.u�/ such that (13) holds for q� D
p�.x/ and v� D u�.x/ almost everywhere, the claim follows from Lemma 1. ut
Since un.x/ 2 Œu1; ud� by construction, the subsequence fungn2N is bounded in
L1.
/ and hence also converges strongly in Lp.
/ for any 1 � p < 1
by Lebesgue’s dominated convergence theorem. We remark that since Lemma 1
applied to un.x/ and u�.x/ does not hold uniformly in 
, we cannot expect that the
convergence rates from Propositions 4 and 5 hold pointwise or strongly as well.

5 Structure of Minimizers

We now briefly discuss the structure of reconstructions obtained by minimizing
the Tikhonov functional in (7) for given yı 2 Y and fixed ˛ > 0, based on the
necessary optimality conditions for (7). Since the discrepancy term is convex and
differentiable, we can apply the sum rule for convex subdifferentials. Furthermore,
the standard calculus for Fenchel conjugates and subdifferentials (see, e.g., [22])
yields for G˛ WD ˛G that G�̨. p/ D ˛G�.˛�1p/ and hence that p 2 @G˛.u/ if and
only if u 2 @G�̨. p/ D @G�. 1

˛
p/. We thus obtain as in [8] that Nu WD uı˛ 2 L2.
/ is a

solution to (7) if and only if there exists a Np 2 L2.
/ satisfying

8

ˆ̂
<

ˆ̂
:

Np D K�. yı � K Nu/

Nu 2 @G�̨.Np/ WD
(

fuig Np.x/ 2 Qi; 1 � i � d;

Œui; uiC1� Np.x/ 2 Qi;iC1 1 � i < d:

(15)

for

Q1 D ˚

q W q < ˛
2
.u1 C u2/

�

;

Qi D ˚

q W ˛
2
.ui�1 C ui/ < q < ˛

2
.ui C uiC1/

�

; 1 < i < d;

Qd D ˚

q W q > ˛
2
.ud�1 C ud/

�

;

Qi;iCi D ˚

q W q D ˛
2
.ui C uiC1/

�

; 1 � i < d:

Here we have made use of the pointwise characterization in (4) and reformulated
the case distinction in terms of Np.x/ instead of 1

˛
Np.x/.

First, we obtain directly from (15) the desired structure of the reconstruction Nu:
Apart from a singular set

S WD ˚

x 2 
 W Np.x/ D ˛
2
.ui C uiC1/ for some 1 � i < d

�

;
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we always have Nu.x/ 2 fu1; : : : ; udg. For operators K where K�w cannot be constant
on a set of positive measure unless w D 0 locally (as is the case for many operators
involving solutions to partial differential equations; see [8, Prop. 2.3]) and yı …
ran K, the singular set S has zero measure and hence the “multi-bang” structure
Nu 2 fu1; : : : ; udg almost everywhere can be guaranteed a priori for any ˛ > 0.

Furthermore, we point out that the regularization parameter ˛ only enters via the
case distinction. In particular, increasing ˛ shifts the conditions on Nu.x/ such that
the smaller values among the ui become more preferred. In fact, if Np is bounded, we
can expect that there exists an ˛0 > 0 such that Nu � u1 for all ˛ > ˛0. Conversely,
for ˛ ! 0, the second line of (15) reduces to

Nu.x/ 2

8

ˆ̂
<

ˆ̂
:

fu1g if Np.x/ < 0;
fudg if Np.x/ > 0;
Œu1; ud� if Np.x/ D 0;

i.e., (15) coincides with the well-known optimality conditions for bang-bang control
problems; see, e.g., [25, Lem. 2.26]. Since in the context of inverse problems, we
only have ˛ D ˛.ı/ ! 0 if ı ! 0, the limit system (15) will contain consistent
data and hence Np � 0. This allows recovery of u�.x/ 2 fu2; : : : ; ud�1g on a set of
positive measure, consistent with Theorem 3. However, if u�.x/ 2 fu1; : : : ; udg does
not hold almost everywhere, we can only expect weak and not strong convergence,
cf. [10, Prop. 5.10 (ii)].

6 Numerical Solution

In this section we address the numerical solution of the Tikhonov minimization
problem (7) for given yı 2 Y and ˛ > 0, following [9]. For the sake of presentation,
we omit the dependence on ˛ and ı from here on. We start from the necessary
(and, due to convexity, sufficient) optimality conditions (15). To apply a semismooth
Newton method, we replace the subdifferential inclusion Nu 2 @G�̨.Np/ by its single-
valued Moreau–Yosida regularization, i.e., we consider for � > 0 the regularized
optimality conditions

(

p� D K�. yı � Ku� /

u� D .@G�̨/� . p�/:
(16)

The Moreau–Yosida regularization can also be expressed as

H� WD .@G�̨/� D @.G˛;� /�
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for

G˛;� .u/ WD ˛G.u/C �

2
kuk2L2.
/;

see, e.g., [3, Props. 13.21, 12.29]. This implies that for .u� ; p� / satisfying (16), u�
is a solution to the strictly convex problem

min
u2L2.
/

1

2
kKu � yık2Y C ˛G.u/C �

2
kuk2L2.
/;

so that existence of a solution can be shown by the same arguments as for (7).
Note that by regularizing the conjugate subdifferential, we have not smoothed the
nondifferentiability but merely made the functional (more) strongly convex. The
regularization of G�̨ instead of G� also ensures that the regularization is robust for
˛ ! 0. From [9, Prop. 4.1], we obtain the following convergence result.

Proposition 6 The family fu�g�>0 satisfying (16) contains at least one subsequence
fu�ngn2N converging to a global minimizer of (7) as n ! 1. Furthermore, for any
such subsequence, the convergence is strong.

From [11, Appendix A.2] we further obtain the pointwise characterization

ŒH� . p/�.x/ D
(

ui if p.x/ 2 Q�
i ; 1 � i � d;

1
�
. p.x/� ˛

2
.ui C uiC1// if p.x/ 2 Q�

i;iC1; 1 � i < d;

where

Q�
1 D ˚

q W q < ˛
2
..1C 2�/u1 C u2/

�

;

Q�
i D ˚

q W ˛
2
.ui�1 C .1C 2�/ui/ < q < ˛

2
..1C 2�/ui C uiC1/

�

for 1 < i < d;

Q�
d D ˚

q W ˛
2
.ud�1 C .1C 2�/ud/ < q

�

;

Q�

i;iC1
D ˚

q W ˛
2
..1C 2�/ui C uiC1/ � q � ˛

2
.ui C .1C 2�/uiC1/

�

for 1 � i < d:

Since H� is a superposition operator defined by a Lipschitz continuous and
piecewise differentiable scalar function, H� is Newton-differentiable from Lr.
/ !
L2.
/ for any r > 2; see, e.g., [18, Example 8.12] or [26, Theorem 3.49]. A Newton
derivative at p in direction h is given pointwise almost everywhere by

ŒDNH� . p/h�.x/ D
(
1
�

h.x/ if p.x/ 2 Q�
i;iC1; 1 � i < d;

0 else.

Hence if the range of K� embeds into Lr.
/ for some r > 2 (which is
the case, e.g., for many convolution operators and solution operators for partial
differential equations) and the semismooth Newton step is uniformly invertible,
the corresponding Newton iteration converges locally superlinearly. We address
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this for the concrete example considered in the next section. In practice, the local
convergence can be addressed by embedding the Newton method into a continuation
strategy, i.e., starting for � large and then iteratively reducing � , using the previous
solution as a starting point.

7 Numerical Examples

We illustrate the proposed approach for an inverse source problem for the Poisson
equation, i.e., we choose K D A�1 W L2.
/ ! L2.
/ for 
 D Œ0; 1�2 and
A D �� together with homogeneous boundary conditions. We note that since 

is a Lipschitz domain, we have that ran A�� D ran A�1 D H2.
/ \ H1

0.
/, and
hence this operator satisfies the conditions discussed in Sect. 5 that guarantee that
uı˛.x/ 2 fu1; : : : ; udg almost everywhere if yı … ran K; see [8, Prop. 2.3]. For the
computational results below, we use a finite element discretization on a uniform
triangular grid with 256 � 256 vertices.

The specific form of K can be used to reformulate the optimality condition (and
hence the Newton system) into a more convenient form. Introducing y� D A�1u�
and eliminating u� using the second relation of (16), we obtain as in [8] the
equivalent system

(

A�p� C y� � yı D 0;

Ay� � H� . p�/ D 0:
(17)

Setting V WD H1
0.
/, we can consider this as an equation from V � V to V� � V�,

which due to the embedding V ,! Lp.
/ for p > 2 provides the necessary norm gap
for Newton differentiability of H� . By the chain rule for Newton derivatives from,
e.g., [18, Lem. 8.4], the corresponding Newton step therefore consists of solving for
.ıy; ıp/ 2 V � V given .yk; pk/ 2 V � V in

	
Id A�
A �DNH� . pk/


	
ıy
ıp




D �
	

A�pk C y � yı

Ayk � H� . pk/




(18)

and setting

ykC1 D yk C ıy; pkC1 D pk C ıp:

Note that the reformulated Newton matrix is symmetric, which in general is not
the case for nonsmooth equations. Following [8, Prop. 4.3], the Newton step (18)
is uniformly boundedly invertible, from which local superlinear convergence to a
solution of (17) follows.

In practice, we include the continuation strategy described above as well as a
simple backtracking line search based on the residual norm in (17) to improve
robustness. Since the forward operator is linear and H� is piecewise linear, the
semi-smooth Newton method has the following finite termination property: If
H� . pkC1/ D H� . pk/, then .ykC1; pkC1/ satisfy (17); cf. [18, Rem. 7.1.1]. We
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then recover ukC1 D H� . pkC1/. In the implementation, we also terminate if more
than 100 Newton iterations are performed, in which case the continuation is also
terminated and the last successful iterate is returned. Otherwise we terminate if
� < 10�12. In all results reported below, the continuation is terminated successfully.
The implementation of this approach used to obtain the following results can be
downloaded from https://github.com/clason/discreteregularization.

The first example illustrates the convergence behavior of the Tikhonov regular-
ization. Here, the true parameter is chosen as

u�.x/ D u1 C u2 �fxW.x1�0:45/2C.x2�0:55/2<0:1g.x/

C .u3 � u2/ �fxW.x1�0:4/2C.x2�0:6/2<0:02g.x/ (19)

for .u1; u2; u3/ D .0; 0:1; 0:15/; see Fig. 2a. (This might correspond to, e.g., material
properties of background, healthy tissue, and tumor, respectively.) The noisy data is
constructed pointwise via

yı D y� C . Qık y�k1/�;

Fig. 2 True parameter u� for u3 D 0:15 and reconstructions uı˛ for different values of ı. (a) u�.
(b) uı˛ for ı � 1:89 	 10�1 . (c) uı˛ for ı � 2:37	 10�2 . (d) uı˛ for ı � 3:69 	 10�4

https://github.com/clason/discreteregularization
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Table 1 Convergence behavior as ı ! 0 for u3 D 0:15: noise level ı, regularization parameter
˛, L2-error e2, L1-error e1

ı ˛ e2 e1 ı ˛ e2 e1

1.52e+0 1.00e�2 1.60e+1 1.50e�1 7.44e�4 6.10e�7 6.86e�1 1.00e�1

7.59e�1 1.25e�3 8.64e+0 1.00e�1 3.69e�4 3.05e�7 4.74e�1 1.00e�1

3.78e�1 6.25e�4 6.18e+0 1.00e�1 1.85e�4 1.53e�7 2.91e�1 7.82e�2

1.89e�1 3.13e�4 4.26e+0 1.00e�1 9.28e�5 7.63e�8 2.27e�1 7.67e�2

9.48e�2 7.81e�5 4.32e+0 1.00e�1 4.64e�5 3.81e�8 1.29e�1 5.73e�2

4.73e�2 3.91e�5 3.67e+0 1.00e�1 2.32e�5 1.91e�8 9.19e�2 4.91e�2

2.37e�2 1.95e�5 2.97e+0 1.00e�1 1.16e�5 9.54e�9 9.32e�2 4.03e�2

1.19e�2 9.77e�6 2.33e+0 1.00e�1 5.79e�6 4.77e�9 4.61e�2 2.30e�2

5.90e�3 4.88e�6 1.76e+0 1.00e�1 2.89e�6 2.38e�9 1.13e�1 5.00e�2

2.95e�3 2.44e�6 1.33e+0 1.00e�1 1.44e�6 5.96e�10 1.70e�2 4.39e�3

1.49e�3 1.22e�6 9.47e�1 1.00e�1

where � is a vector of identically and independently normally distributed random
variables with mean 0 and variance 1, and Qı 2 f20; : : : ; 2�20g. For each value of Qı,
the corresponding regularization parameter ˛ is chosen according to the discrepancy
principle (12) with � D 1:1. Details on the convergence history are reported in
Table 1, which shows the effective noise level ı WD k yı � y�k2, the parameter
˛ selected as satisfying the Morozov discrepancy principle, the L2-error e2 WD
kuı˛ � u�k2 and the L1-error e1 WD kuı˛ � u�k1. First, we note that the a posteriori
choice approximately follows the a priori choice ˛ � ı. Similarly, for larger values
of ı, the L2-error behaves as e2 � ı, which is no longer true for ı ! 0 (and
cannot be expected due to the nonsmooth regularization). The L1-error e1 is
initially dominated by the jump in admissible parameter values: As long as there
is a single point x 2 
 with uı˛.x/ D ui ¤ uj D u�.x/, we necessarily have
e1 � min1�i<d uiC1 � ui. (Recall that we do not have a convergence rate and thus
an error bound for pointwise convergence.) Later, e1 becomes smaller than this
threshold value, which indicates that apart from points in the regularized singular
set (i.e., where p� .x/ 2 Q�

i;iC1, which in these cases happens for 20 out of 256�256
vertices), the reconstruction is exact. Here we point out that since � is independent
of ˛, the Moreau–Yosida regularization for fixed � becomes more and more active
as ˛ ! 0. Nevertheless, in all cases � 
 ˛, and hence the multi-bang regularization
dominates.

The pointwise convergence can also be seen clearly from Fig. 2, which shows
the true parameter u� together with three representative reconstructions for different
noise levels. It can be seen that for large noise, the corresponding large regular-
ization suppresses the smaller inclusion; see Fig. 2b. This is consistent with the
discussion at the end of Sect. 5. For smaller noise, the inclusion is recovered well
(Fig. 2c), and for ı � 3:69 � 10�4, the reconstruction is visually indistinguishable
from the true parameter (Fig. 2d).
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Fig. 3 True parameter u� for u3 D 0:11 and reconstructions uı˛ for different values of ı. (a) u�.
(b) uı˛ for ı � 1:68 	 10�1 . (c) uı˛ for ı � 2:17	 10�2 . (d) uı˛ for ı � 3:29 	 10�4

The behavior is essentially the same if we set .u1; u2; u3/ D .0; 0:1; 0:11/ in (19)
(i.e., a contrast of 10% instead of 50% for the inner inclusion), demonstrating the
robustness of the multi-bang regularization; see Fig. 3 and Table 2.

To illustrate the behavior if the true parameter does not satisfy the assumption
u� 2 fu1; : : : ; udg almost everywhere, we repeat the above for

u�.x/ D u1 C u2 �fxW.x1�0:45/2C.x2�0:55/2<0:1g.x/

C .u3 � u2/.1 � x1/ �fxW.x1�0:4/2C.x2�0:6/2<0:02g.x/

with .u1; u2; u3/ D .0; 0:1; 0:12/; see Fig. 4a. While for large noise level and
regularization parameter value, the multi-bang regularization behaves as before (see
Fig. 4b), the reconstruction for smaller noise and regularization (Fig. 4c) shows
the typical checkerboard pattern expected from weak but not strong convergence;
cf. [8, Rem. 4.2]. Nevertheless, as ı ! 0, we still observe convergence to the true
parameter; see Fig. 4d and Table 3.

Finally, we address the qualitative dependence of the reconstruction on the
regularization parameter ˛. Figure 5 shows reconstructions for the true parameter
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Table 2 Convergence behavior as ı ! 0 for u3 D 0:11: noise level ı, regularization parameter
˛, L2-error e2, L1-error e1

ı ˛ e2 e1 ı ˛ e2 e1

1.34e+0 2.50e�3 1.16e+0 1.10e�1 6.56e�4 6.10e�7 4.55e�1 1.00e�1

6.73e�1 1.25e�3 9.13e+0 1.00e�1 3.29e�4 3.05e�7 2.94e�1 1.00e�1

3.36e�1 6.25e�4 6.89e+0 1.00e�1 1.64e�4 1.53e�7 2.20e�1 6.15e�2

1.68e�1 3.13e�4 4.91e+0 1.00e�1 8.27e�5 7.63e�8 1.87e�1 8.55e�2

8.41e�2 1.56e�4 3.27e+0 1.00e�1 4.11e�5 3.81e�8 6.75e�2 3.35e�2

4.20e�2 3.91e�5 1.90e+0 1.00e�1 2.07e�5 1.91e�8 4.34e�2 1.44e�2

2.17e�2 1.95e�5 1.57e+0 1.00e�1 1.03e�5 9.54e�9 3.72e�2 1.46e�2

1.05e�3 9.77e�6 1.19e+0 1.00e�1 5.12e�6 4.77e�9 3.29e�2 1.31e�2

5.25e�3 4.88e�6 9.81e�1 1.00e�1 2.56e�6 2.38e�9 3.85e�2 1.00e�2

2.64e�3 2.44e�6 8.14e�1 1.00e�1 1.29e�6 2.98e�10 1.65e�1 1.79e�2

1.32e�4 1.22e�6 6.70e�1 1.00e�1

Fig. 4 True parameter u� and reconstructions uı˛ for different values of ı. (a) u�. (b) uı˛ for ı �
2:11	 10�2. (c) uı˛ for ı � 3:29	 10�4. (d) uı˛ for ı � 1:29 	 10�6
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Table 3 Convergence behavior as ı! 0 for u�: noise level ı, regularization parameter ˛, L2-error
e2, L1-error e1

ı ˛ e2 e1 ı ˛ e2 e1

1.36e+0 2.50e�3 1.17e+1 1.15e�1 6.60e�4 6.10e�7 8.46e�1 1.00e�1

6.77e�1 1.25e�3 9.08e+0 1.00e�1 3.29e�4 1.53e�7 7.23e�1 1.00e�1

3.39e�1 6.25e�4 6.84e+0 1.00e�1 1.66e�4 7.63e�8 6.20e�1 5.63e�2

1.69e�1 3.12e�4 4.81e+0 1.00e�1 8.25e�5 3.81e�8 6.04e�1 5.60e�2

8.48e�2 1.56e�4 3.12e+0 1.00e�1 4.12e�5 1.91e�8 5.69e�1 1.83e�2

4.22e�2 3.91e�5 2.03e+0 1.00e�1 2.06e�5 9.54e�9 5.82e�1 5.60e�2

2.11e�2 1.95e�5 1.67e+0 1.00e�1 1.03e�5 4.77e�9 4.95e�1 5.66e�2

1.05e�2 9.77e�6 1.45e+0 1.00e�1 5.15e�6 2.38e�9 3.39e�1 1.47e�2

5.29e�3 4.88e�6 1.29e+0 1.00e�1 2.58e�6 5.96e�10 2.70e�1 2.61e�2

2.66e�3 2.44e�6 1.18e+0 1.00e�1 1.29e�6 3.73e�11 1.65e�1 1.48e�2

1.32e�3 1.22e�6 9.82e�1 1.00e�1

Fig. 5 True parameter u� and reconstructions uı˛ for u3 D 0:15, ı � 7:59 	 10�1, and different
˛. (a) u�. (b) uı˛ for ˛ D 1:25 	 10�3. (c) uı˛ for ˛ D 10�4. (d) uı˛ for ˛ D 10�5
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u� from (19) again with .u1; u2; u3/ D .0; 0:1; 0:15/ for an effective noise level
ı � 0:759 and different values of ˛. First, Fig. 5b presents the reconstruction for
the value ˛ D 1:25 � 10�3, where as before the volume corresponding to u2 is
reduced and the inner inclusion corresponding to u3 is suppressed completely. If the
parameter is chosen smaller as ˛ D 10�4, however, the reconstruction of the outer
volume is essentially correct, while the inner inclusion—although reduced—is also
localized well; see Fig. 5c. Visually, this value yields a better reconstruction than
the one obtained by the discrepancy principle. The trade-off is a loss of spatial
regularity, manifested in more irregular level lines, which becomes even more
pronounced for smaller ˛ D 10�5; see Fig. 5d. This behavior is surprising insofar
that the pointwise definition of the multi-bang penalty itself imposes no spatial
regularity on the reconstruction at all; as is evident from (15), any regularity of
the solution Nu is solely due to that of the level sets of Np (which in this case has the
regularity of a solution to a Poisson equation).

8 Conclusion

Reconstructions in inverse problems that take on values from a given discrete
admissible set can be promoted via a convex penalty that leads to a convergent
regularization method. While convergence rates can be shown with respect to
the usual Bregman distance, if the true parameter to be reconstructed takes on
values only from the admissible set, the convergence (albeit without rates) is
actually pointwise. A semismooth Newton method allows the efficient and robust
computation of Tikhonov minimizers.

This work can be extended in several directions. First, Fig. 5 demonstrates
that regularization parameters chosen according to the discrepancy principle are
not optimal with respect to the visual reconstruction quality. This motivates
the development of new, heuristic, parameter choice rules that are adapted to
the discrete-valued, pointwise, nature of the multi-bang penalty. It would also be
interesting to investigate whether an active set condition in the spirit of [28, 29]
based on (13) can be used to obtain strong or pointwise convergence rates. A
natural further step is the extension to nonlinear parameter identification problems,
making use of the results of [9]. Finally, Fig. 5c, d suggest combining the multi-bang
penalty with a total variation penalty to also promote regularity of the level lines
of the reconstruction. The resulting problem is challenging both analytically and
numerically, but would open up the possibility of application to electrical impedance
tomography, which can be formulated as parameter identification problem for the
diffusion coefficient in an elliptic equation.
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Algebraic Reconstruction of Source and
Attenuation in SPECT Using First
Scattering Measurements
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Matías Courdurier, and Pablo Irarrazaval

Abstract Here we present an Algebraic Reconstruction Technique (ART) for solv-
ing the identification problem in Single Photon Emission Computed Tomography
(SPECT). Traditional reconstruction for SPECT is done by finding the radiation
source, nevertheless the attenuation of the surrounding tissue affects the data. In
this context, ballistic and first scattering information are used to recover source
and attenuation simultaneously. Both measurements are related with the Attenuated
Radon Transform and a Klein-Nishina angular type dependency is considered for
the scattering. The proposed ART algorithm allow us to obtain good reconstructions
of both objects in a few number of iterations.
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1 Introduction

In this work we propose a new reconstruction technique for medical single-photon
emission computed tomography (SPECT) imaging. We seek to simultaneously
obtain the internal radioactive sources and the attenuation map using not only
ballistic measurements but also first-order scattering measurements under very
specific scattering regime. The problem is modeled using the radiative transfer
equation by means of an explicit non-linear operator that gives the ballistic and
scattering measurements as a function of the radioactive source f and attenuation
distribution a. In scattering measurements we face one more difficulty, the source
has an angular dependency, which in general can not be solved.

The identification problem has motivated several numerical studies. In many
of them [6, 9, 10], the focus is to first obtain a good approximation of the
attenuation map instead of treating .a; f / as a pair, called attenuation algorithms.
Other numerical aspects and reconstructions are presented in [1–3, 5, 7, 8, 11].

This work is based on the results presented in [4]. We made a numerical approach
related to the simultaneously source and attenuation reconstruction using an ART
algorithm.

In the second section we present the model considered to explain the ballistic
and first scattering measurements. In the third section, we describe the Albedo
operator related with this inverse problem. This operator explicits the structure of
measurements in terms of attenuated Radon transform (AtRT). In the fourth section,
we present a discretization of these measurements, in order to represent the ArRT as
a linear system, and the ART method for this case is presented. In the last section,
numerical results are shown.

2 Model Description

Before describing the model, we introduce some integral operators that appear
throughout our study.

2.1 Integral Operators

Let S1 D f� 2 R
2W j� j D 1g be the set of directions in R

2, and for � D .�1; �2/ 2 S1,
let �? D .��2; �1/ be its �=2 counterclockwise rotation.

Definition 1 (Weighted Radon Transform) Let f WR2 ! R be a function and
wWR2 � S1 ! R be a weight function, the weighted Radon transform of f , with
the weight w, is defined as

Iwf .s; �/ D
Z

R

w.s�? C t�; �/f .s�? C t�/dt; s 2 R; � 2 S1:
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Definition 2 (Beam Transform) The beam transform of the function aWR2 ! R

at the point x 2 R
2, in the direction � 2 S1 is defined as

.Ba/.x; �/ D
Z 1

0

a.x C t�/dt; x 2 R
2; � 2 S1:

The weighted Radon transform with the exponential of the Beam transform as a
weight is called the attenuated Radon transform.

Definition 3 (Attenuated Radon Transform) Let a; f WR2 ! R, then the AtRT of
f , with attenuation a, is defined as

Raf .s; �/ D
Z

R

f .s�? C t�/e.Ba/.s�?Ct�;�/dt; s 2 R; � 2 S1:

When a � 0, this is called the Radon transform of f and it is denoted as Rf .s; �/.

2.2 Ballistic and First Scattering Measurements

In order to describe the inverse problem related to the simultaneous reconstruction of
source and attenuation, we make use of the radiative transfer equation (RTE) which
is extensively used in medical imaging techniques related with photon transport.

Let 
.x; �; � 0/ be a scattering kernel that describes which photons at the spatial
point x 2 R

2, coming from direction � 2 S1 are scattered in the direction � 0 2 S1. So
the RTE for an attenuation a, source f and scattering 
 is, for all x 2 R

2 and � 2 S1:

� � rxu.x; �/C a.x/u.x; �/C
Z

S1
u.x; �/
.x; �; � 0/d� 0

D f .x/C
Z

S1
u.x; � 0/
.x; � 0; �/d� 0; 8x 2 R

2; � 2 S1: (1)

The first integral term corresponds to the effect of photons that are scattered away
from the path defined by .x; �/. The second integral term is the opposite, and
represents the gamma rays traveling in the spatial point x 2 R

2 coming from any
direction that by a scattering process take the path defined by .x; �/. By introducing
the total attenuation:

aT.x; �/ D a.x/C
Z

S1

.x; �; � 0/d� 0;

Eq. (1) can be rewritten as

� � rxu.x; �/C aT.x/u.x; �/ D f .x/C
Z

S1
u.x; � 0/
.x; � 0; �/d� 0; 8x 2 R

2; � 2 S1:

(2)
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Defining ui.x; �/ as the intensity of photons that have been scattered i time, we
can decompose the total intensity u as

u.x; �/ D
1X

iD0
ui.x; �/;

hence Eq. (2) becomes the system

� � rxu0.x; �/C aT.x; �/u0.x; �/ D f .x/; 8x 2 R
2; � 2 S1

� � rxui.x; �/C aT.x; �/ui.x; �/ D
Z

S1

.x; �; � 0/ui�1.x; � 0/d� 0; 8i � 1;

lim
t!C1 ui.x � t�; �/ D 0; 8i � 0; 8x 2 R

2; � 2 S1: (3)

We first assume isotropy of the scattering kernel 
.x; �; � 0/ D 
.x; � � � 0/, i.e.
the scattering process only depends on the angle at which photons are scattered.
Moreover, we assume we can separate variables for the scattering kernel


.x; � � � 0/ D k.x/'.� � � 0/:

where ' is well known by Klein–Nishina formula. Compton scattering is not equally
probable at all energies or scattering angles. The probability of scattering is given
by the Klein Nishina equation:

d


d˝
D Zr20

	
1

1C ˛.1C cos �C/


2 	
1C cos2 �C

2




	

1C ˛2.1 � cos �C/
2

.1C cos2 �C/.1C ˛f1 � cos �Cg/



(4)

where d
=d˝ is the differential cross-section, Z is the atomic number of the
scattering material, r0 is the classical electron radius, and ˛ D E�=m0c2. E�
is the photon energy and ˛ is the fine structure constant (� 1=137:04). Here
�C D cos�1.� � � 0/, so ' will be completely determined by �C.

Secondly, we assume that the function k.x/ is proportional to the attenuation map,
i.e. k.x/ D Ca.x/. Then the system becomes

� � rxu0.x; �/C a.x; �/u0.x; �/ D f .x/;

� � rxui.x; �/C a.x; �/ui.x; �/ D Ca.x/
Z

S1
'.� � � 0/ui�1.x; � 0/d� 0; 8i � 1;

lim
t!C1 ui.x � t�; �/ D 0; 8i � 0: (5)
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Proposition 1 If a and f are uniformly line-integrable then the system (5) has a
unique solution:

u0.x; �/ D
Z 0

�1
f .x C t�/e

R 0
�1

aT .xCs�/dsdt;8x 2 R
2; � 2 S1 (6)

ui.x; �/ D C
Z 0

�1
a.xCt�/

Z

S1
'.� � � 0/ui�1.xCt�; � 0/d� 0 e

R 0
�1

a.xCs�/ds dt; 8i�0:
(7)

Proof The proof is a generalization of [4, Proposition 1].

As measurements we assume that we are able to record u0.x; �/, the ballistic
photons, and u1.x; �/, the first-order scattering photons, as they exit the patient, i.e.
we assume the knowledge of u0 and u1 at all points outside the support of a and f .

In summary, the inverse problem is the reconstruction of the source and
attenuation maps f and a from the measurements of the ballistic and first-
order scattering photons.

3 Inverse Problem

In this section we present the Albedo operator and the principal results related with
its inversion. For this, we assume that ' D 1Cı' W Œ�1; 1� ! R (quite far from true
Klein–Nishina formula at 140 KeV). Proofs are omitted since they are not difficult
to obtain as generalizations of propositions and theorems presented in [4].

3.1 Albedo Operator

Defining

M'Œa; f �.x; �/ D
Z

S1
'.� � � 0/u0.x; � 0/d� 0;

then (6) and (7) with i D 1 becomes:

u0.x; �/ D
Z 0

�1
f .x C t�/e�

R 0
t a.xCs�/dsdt; 8x 2 R

2; � 2 S1

u1.x; �/ D C
Z 0

�1
a.x C t�/M'Œa; f �.x C t�; �/e�

R 0
t a.xCs�/dsdt; 8x 2 R

2; � 2 S1:
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Therefore, the ballistic and first-order scattering photons exiting the domain corre-
spond to A0; A1, respectively, are

Ai.x; �/ D lim
�!C1 ui.x C ��; �/; .x; �/ 2 R

2 � S1; i D 0; 1:

The inverse problem can be rephrased as the construction of f and a from knowledge
of the Albedo operator

A Œa; f � D .A0;A1/ D ˚

.A0.x; �/;A1.x; �//; .x; �/ 2 R
2 � S1

�

; (8)

more explicitly

A0.x; �/ D
Z 1

�1
f .x C t�/e�

R
1

t a.xCs�/dsdt; 8x2R2; � 2 S1

A1.x; �/ D C
Z 1

�1
a.x C t�/M' Œa; f �.x C t�; �/e�

R
1

t a.xCs�/dsdt; 8x2R2; � 2 S1:

M'Œa; f �.x; �/ D
Z

S1
'.� � � 0/

Z 1

�1
f .x C t� 0/e�

R
1

t a.xCs� 0/dsdtd� 0

We can rewrite these measurements in terms of a new variable s 2 R and � 2 S1 as
follows

A0.s; �/ WD A0.s�
?; �/

D
Z 1

�1
f .s�? C t�/e�

R
1

t a.s�?C��/d�dt;

D RaŒ f �.s; �/; (9)

A1.s; �/ WD A1.s�
?; �/

D C
Z 1

�1
a.s�? C t�/M'Œa; f �.s�

? C t�; �/e�
R

1

t a.s�?C��/d�dt;

D CRaŒaM'Œa; f ��.s; �/: (10)

Inverse Problem: Given A0 and A1 for all s 2 R; � 2 S1, we want to recover
a.x/ and f .x/;8x 2 R

2. Now we are interested in inverting the operator A .
The principal difficulties involved are:

• We cannot calculate R�1a since a is unknown.
• This is a non-linear problem in a.

In the next subsection, we present the principal results about the inversion of A .
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3.2 Linearized Inverse Problem

To study the invertibility of the Albedo operator A near a known source and
attenuation pair .Ma; Mf / supported in K D B.0; 1/, it is necessary to calculate
the differential DA ŒMa; Mf �.ıa; ıf / of the Albedo operator. Multiply by appropriated
cut off functions, the idea is to recover .ıa; ıf / from R�1Ma .DA ŒMa; Mf �.ıa; ıf // D
.L C Q/ŒMa; Mf �.ıa; ıf /, i.e. compute the inverse

�

.L C Q/ŒMa; Mf �
��1

, where

LŒMa; Mf �.ıa; ıf / WD
 

ıf C R�1Ma IwŒMa;Mf �Œıa�
ıa � MM'

!

QŒMa; Mf �.ıa; ıf /

WD
 

0

R�1Ma IwŒMa;Ma
 MM' �
Œıa�C .Ma � @a MM'ıa/C R�1Ma RMa.ıa � MMı' C Ma � M'ŒMa; ıf �/

!

:

Theorems 2 and 3 guarantee that L is invertible and Q is a relatively small,
respectively. This will allows us to prove the invertibility of the linear operator
.L C Q/ which is presented in Theorem 4.

Now, we assume Ma 2 H2.K/; Mf 2 C˛.K/; Mf � 0; Mf .0/ > 1; kMakH2 � 1 and
kMf kC˛ � 1. In addition, we suppose kı'kC˛.R	S1/ sufficiently small (depending on
Mf ).

Theorem 1 LŒMa; Mf �;QŒMa; Mf � W L2.K/ � L2.K/ ! L2.K/ � L2.K/.

Proof The proof is a generalization of [4, Proposition 4].

Theorem 2 LŒMa; Mf � is invertible with

L�1ŒMa; Mf �
	

g
h




D
 

h= MM'

g � R�1Ma IwŒMa;Mf �.h= MM'/

!

and jjL�1ŒMa; Mf �jj � C uniformly.

Proof The proof is a generalization of [4, Proposition 5].

Theorem 3 jjQŒMa; Mf �jj � CjjMajj.
Proof The proof is a generalization of [4, Proposition 7].

Theorem 4 If Ma is small enough and smooth, Mf is positive enough and smooth, if ı'
is small enough and smooth, then .L C Q/ŒMa; Mf � is invertible and the inverse can be
written explicitly as a Neumann series.

Proof The proof is a generalization of [4, Theorem 4].
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4 Reconstruction Algorithm

In this section, we solve the inverse problem (8) where A0 and A1 are given by (9)
and (10), respectively.

4.1 Linear System and General Algorithm

Knowing A0 and A1, our problem is to solve for each s 2 R and for each � 2 S1:

RaŒ f �.s; �/ D A0.s; �/ WD b0.s; �/ (11)

CRaŒaM'Œa; f ��.s; �/ D A1.s; �/ WD b1.s; �/ (12)

Recalling that AtRT is a line integral we are able to represent it as a matrix which in
turn will determine a linear system for f and a as follows:

A0f D b0;

A1a D b1;

where A0 is determine by a discretization of RaŒ f � and A1 by RaŒaMŒa; f ��. We
explain these matrices in the next subsection. First, we present the iterative
algorithm for recovering f and a simultaneously in Algorithm 2. This algorithm
makes use of Algorithm 1 that helps us to solve any linear system Ax D b.

Algorithm 1 ART for solving Ax D b
1: Given A 2Mm�n.R/ and b 2 R

m. Initialize x0 and number of iterations Niter .
2: k 1

3: for i D 1 W Niter do
4: for k D 0 W mC 1 do
5: Choose r randomly (without repetition) in f1; 2; : : : ;mg.
6: Take ar as the r-nt row of A.
7: Take br as the r-nt component of b.
8: Calculate

xkC1 D xk C br � har; xki
kark2 ar;

9: end for
10: end for
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Algorithm 2 Simultaneous reconstruction of f and a
1: Given b0; b1 . Initialized a0 and fix the number of iterations Niter.
2: k 0

3: for k D 0 W Niter do
4: Calculate Ak

0 with ak.
5: Solve Ak

0f
k D b0 to get f k using Algorithm 1.

6: Calculate Ak
1 with f k and ak.

7: Solve Ak
1a

kC1 D b1 to get akC1 using Algorithm 1.
8: end for

4.2 Discretization and Matrices Construction

Source f and attenuation a are studied as medical images with N � N pixels. Then,
we consider I D N2 pixels and denote f .xi; yi/ DW fi and a.xi; yi/ D ai with i D
1; 2; : : : ; I.

Let M be the number of angles 'j in which the detector rotates, so �j D
.cos'j; sin 'j/ for j D 1; 2; : : : ; J. Additionally, we consider sk 2 .�1; 1/ for
k D 1; 2; : : : ;K, as the distances to the origin associated to a line, i.e. we define
Ljk as the line L.�j; sk/ D fx 2 R

2W x D sk�
?
j C t�; t 2 Rg and we denote by

wijk D length.Ljk \ pi/.
Finally, we write b0jk D b0.�j; sk/ the measurement A0.�j; sk/ over the line Ljk. In

Fig. 1 all these variables are explained.

4.2.1 Matrix A0 Construction

Using the notation describe before, we can write the discretization of (11) by

RaŒ f �.�j; sk/ D b0jk; j D 1; : : : ; J; k D 1; : : : ;K;

Fig. 1 Line Ljk D L.�j; sk/

parametrized by direction �j

and distance sk from the
origin. For a pixel pi, wijk

represents the length of
Ljk \ pi θj

θ⊥
j

pi

sk

L(θj, sk)

wijk
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where,

RaŒ f �.�j; sk/ �
IX

iD1
wijkfie

�Dija; (13)

with

Dija �
Z 1

0

a. pi C t�j/dt:

This last integral is calculated using rotations and sums by columns taking advan-
tage that a is represented by a matrix.

Then, Eq. (13) can be written as the linear system

A0f D b0; A0 2 M. J
K	I/; f 2 R
I ; b0 2 R

J
K

with A0ijk D wijke�Dija. Written in this way A is a three dimensional array which is
reordered to have J � K rows and I columns. On the other hand, matrices f and a,
were reshaped as vectors, from left to right and from top to bottom.

4.2.2 Matrix A1 Construction

Now we write (12) in a discrete form, as follows:

CRaŒaM'Œa; f ��.�j; sk/ D b1jk; j D 1; : : : ; J; k D 1; : : : ;K:

First, let us remember that M' is given by

M'Œa; f �.x; �/ D
Z

S1
'.� � � 0/

Z 1

0

f .x C t� 0/e�
R xCt� 0

x a.xC�� 0/d�dtd� 0;

then for each pi and �j, we denote by Mij WD M'Œa; f �.pi; �j/. This last expression is
approximated by

Mij D
JX

j0D1
uij0'jj0��

0

where,

uij0 D h
X

l2C
f . pi C lh� 0j /e

�.Da. pi;�
0

j /�Da. piClh� 0

j ;�
0

j //

�
Z 1

0

f . pi C t�j0/e
�

piCt�j0R

pi
a.piC��j0 /d�

dt
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with C D fl 2 NW lh�j0 2 sopf g and h represents the discretization step between
two pixels. The point pi C lh�j0 is approximated with the nearest pixel pj. And, 'jj0

is given by Klein–Nishina’s formula.
Combining these approximation for (12) we get

CRaŒaMŒa; f ��.�j; sk/ � C
IX

iD1
wijkaiMije

�Dija;

and a linear system for a is determined by:

A1a D b1; A1 2 M. J
K	I/; a 2 R
I ; b1 2 R

J
K:

Here, A1ijk D CwijkMije�Dija is reorder to get a bidimensional J � K � I matrix, and a
is reorder as f .

5 Numerical Experiments

In this section we present results obtained with Algorithm 2 implemented in
Matlab.

We are working in the unit square Œ�1; 1�2 discretized into an equispaced
cartesian grid of size N � N with N D 128. The quantities .a; f / are supported
inside the unit disc D D fx2 C y2 < 1g.

In all the experiments, we consider three iterations, i.e. Niter D 3 in Algorithm 2.
These number is enough to reach a good reconstruction of our objects f and a.

We add to our measurements a noise of two natures:

1. First, we added simulated instrumental noise, characterized by an amplitude A so
that each pixel value p is replaced by a draw A � Pois

� p
A

�

,
2. After that we added background noise is added, characterized by a bias value

B D # added background photons

#photons measured
:

We decided a quantum value q of energy representing one photon, for each
additional photon, we add q to a pixel chosen at random with uniform probability
among all data pixels.

The experiments with ‘low noise’ and ‘high noise’ are carried out with the respective
values .A;B/ D .0:2; 0:5/ and .A;B/ D .0:4; 5/ (Fig. 2).

The measurements .A0;A1/ are displayed in Fig. 3, and the errors after conver-
gence in all three cases (noiseless, low noise, high noise) are displayed in Fig. 4.
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Fig. 2 Examples of discontinuous a (left) and f (right)

0

0 0.05 0.1 0.15 0 0.05 0.1 0.15 0 0.05 0.1 0.15 0.2

0.1 0.2 0.3 0.4 0.5 0 0.1 0.2 0.3 0.4 0.5 0 0.1 0.2 0.3 0.4 0.5 0.6

Fig. 3 Forward data A0.a; f / (top row) and A1.a; f / (bottom row), with .a; f / given in Fig. 2. Left
to right: noiseless, low noise, high noise
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0 0.2 0.4 0.6 0.8 0 0.2 0.4 0.6 0.8 0 0.2 0.4 0.6 0.8

0 0.2 0.4 0.6 0.8 1 0 0.2 0.4 0.6 0.8 1 0 0.2 0.4 0.6 10.8

Fig. 4 Reconstructed a (top row) and f (bottom row) after convergence. Left to right: noiseless,
low noise, high noise

According to Fig. 4, we can appreciated that reconstructions are satisfactory.
Calculation time is reasonable with N D 128 (� 10 min), the execution time for
smaller N, is reduced considerable.

Noise in data makes the algorithm to give negative values to both a and f ,
although both quantities are physically non-negative. This problem is avoided by
including positivity constrains in matrices A0 and A1 without affecting its speed. A
Gaussian low-pass filter is included after each iteration to avoid the propagation of
high frequencies, which appeared in reconstructions of the source and attenuation.
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On `1-Regularization Under Continuity
of the Forward Operator in Weaker
Topologies

Daniel Gerth and Bernd Hofmann

Abstract Our focus is on the stable approximate solution of linear operator
equations based on noisy data by using `1-regularization as a sparsity-enforcing
version of Tikhonov regularization. We summarize recent results on situations
where the sparsity of the solution slightly fails. In particular, we show how the
recently established theory for weak*-to-weak continuous linear forward operators
can be extended to the case of weak*-to-weak* continuity. This might be of
interest when the image space is non-reflexive. We discuss existence, stability and
convergence of regularized solutions. For injective operators, we will formulate
convergence rates by exploiting variational source conditions. The typical rate
function obtained under an ill-posed operator is strictly concave and the degree of
failure of the solution sparsity has an impact on its behavior. Linear convergence
rates just occur in the two borderline cases of proper sparsity, where the solutions
belong to `0, and of well-posedness. For an exemplary operator, we demonstrate
that the technical properties used in our theory can be verified in practice. In the last
section, we briefly mention the difficult case of oversmoothing regularization where
x� does not belong to `1.

1 Introduction

We are going to deal with the stable solution of linear operator equations

Ax D y (1)

with a bounded linear operator A W `1 ! Y, mapping from the non-reflexive infinite
dimensional space `1 of absolutely summable infinite real or complex sequences to
an infinite dimensional Banach space Y. Instead of the exact right-hand side y from
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the range R.A/ of A we assume to have only noisy data yı 2 Y available which
satisfy the deterministic noise model

k y � yıkY � ı (2)

with prescribed noise level ı > 0. Our focus for solving Eq. (1) is on the method of
`1-regularization, where for regularization parameters ˛ > 0 the minimizers xı˛ of
the extremal problem

1

p
kAx � yıkp

Y C ˛ kxk`1 ! min; subject to x 2 `1; (3)

are used as approximate solutions. This method is a sparsity-enforcing version of
Tikhonov regularization, possessing applications in different branches of imaging,
natural sciences, engineering and mathematical finance. It was comprehensively
analyzed with all its facets and varieties in the last 15 years (cf., e.g., the
corresponding chapters in the books [31–33] and the papers [1, 4, 8, 12, 20–
22, 25, 28, 29]). We restrict our considerations to injective operators A such that,
for right-hand sides, the element x� D .x�1; x

�
2; : : :/ 2 `1 denotes the uniquely

determined solution to (1). For assertions concerning the case of non-injective
operators A in the context of `1-regularization, we refer to [9]. In the non-injective
case, even the `1-norm minimizing solutions need not be uniquely determined. As
a consequence, very technical conditions must be introduced in order to formulate
convergence assertions and rates. In our framework, the Propositions 7 and 11 below
would have to be adapted, which however is out of the scope of this paper.

With the paper [5] as starting point and preferably based on variational source
conditions first introduced in [24], convergence rates for `1-regularization of
operator equations (1) and modifications like elastic-net

1

p
kAx � yıkp

Y C ˛

	
1

2
kxk2

`2
C � kxk`1




! min; subject to x 2 `1; (4)

have been verified under the condition that the sparsity assumption slightly fails
(cf. [6, 13, 14]). This means that the solution x� 2 `1 is not sparse, abbreviated
as x� … `0. Most recently in [11], the first author and Jens Flemming have shown
that complicated conditions on A, usually supposed for proving convergence rates
in `1-regularization (cf. [5, Assumption 2.2 (c)] and condition (9) below), can be
simplified to the requirement of weak�-to-weak continuity of the injective operator
A. This seems to be convincing if Y is a reflexive Banach space. The present
paper, however, makes assertions also in the case that A is only weak�-to-weak�
continuous, which is of interest for non-reflexive Banach spaces Y. Moreover, we
complement results from [11], for example with respect to the well-posed situation.

The paper is organized as follows. In Sect. 2 we recall basic properties of `1-
regularization. We proceed in Sect. 3 by discussing the ill-posedness of Eq. (1). We
mention that in particular variational source conditions allow us to deal with the
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ill-posedness and yield convergence rates. For our convergence analysis a particular
property of the operator is necessary. In Sect. 4 we show that weak*-to-weak
continuity and injectivity imply this property. Interestingly, the same property holds
under weak*-to-weak* continuity and injectivity as shown in Sect. 5. There we also
derive the convergence rates which hold for both continuity assumptions. Finally, we
demonstrate that even the case of a well-posed operator is reflected in our property
in Sect. 6. There we also hint at the case of oversmoothing regularization, which
occurs when one employs `1-regularization although the true solution x� does not
belong to `1.

2 Preliminaries and Basic Propositions

In this paper, we consider the variant (3) of `1-regularization with some exponent
p > 1 and with a regularization parameter ˛ > 0. Let y 2 R.A/. Then, due to the
injectivity of A, there exists a uniquely determined solution x� 2 `1 to (1). With the
following Proposition 1 we recall the assertions of Proposition 2.8 in [5] with respect
to existence, stability, convergence and sparsity of the `1-regularized solutions xı˛ .
The proof ibidem emphasizes the fact that most of these properties follow directly
from the general theory of Tikhonov regularization in Banach spaces (cf., e.g., [24,
Section 3] and [33, Section 4.1]). Since for p > 1 the Tikhonov functional to be
minimized in (3) is strictly convex, the regularized solutions xı˛ , whenever they exist,
are uniquely determined for all ˛ > 0.

Proposition 1 Let A W `1 ! Y be weak�-to-weak continuous, i.e., xn *
� x0 in

`1 implies that Axn * Ax0 in Y. Then for all ˛ > 0 and all yı 2 Y there exist
uniquely determined minimizers xı˛ 2 `1 of the Tikhonov functional from (3). These
regularized solutions are sparse, i.e., xı˛ 2 `0, and they are stable with respect
to the data, i.e., small perturbations in yı in the norm topology of Y lead only
to small changes in xı˛ with respect to the weak�-topology in `1. If ın ! 0 and
if the regularization parameters ˛n D ˛.ın; yın/ are chosen such that ˛n ! 0

and ı
p
n
˛n

! 0 as n ! 1, then xın
˛n

converges in the weak�-topology of `1 to the

uniquely determined solution x� of the operator equation (1). Moreover we have
lim

n!1 kxın
˛n

k`1 D kx�k`1 , which, as a consequence of the weak� Kadec-Klee property

in `1 (see, e.g., [3, Lemma 2.2]), implies norm convergence

lim
n!1 kxın

˛n
� x�k`1 D 0:

The weak�-to-weak continuity of A in combination with the stabilizing property
of the penalty functional kxk`1 in `1 together with an appropriate choice of the
regularization parameter ˛ > 0 represent basic assumptions of Proposition 1. In
contrast to regularization in reflexive Banach space, where the level sets of the
norm functional are weakly compact, we have in `1 weak� compactness of the
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corresponding level sets according to the sequential Banach-Alaoglu theorem (cf.,
e.g., [30, Theorems 3.15 and 3.17]), which we present in form of the following
lemma.

Lemma 1 The closed unit ball of a Banach space X is compact in the weak�-
topology if there is a separable Banach space Z (predual space) with dual Z� D X.
Then any bounded sequence fxngn2N in X has a weak�-convergent subsequence
fxnk gk2N such that xnk *

� x0 2 X as k ! 1.

The occurring kind of compactness of the level sets with X D `1 and predual space
Z D c0 ensures the existence of minimizers xı˛ of the functional (3).

Throughout this paper, we use the terms ‘continuous’, ‘compact’ or ‘lower semi-
continuous’ for an operator, a set or a functional always in the sense of ‘sequentially
continuous’, ‘sequentially compact’ or ‘sequentially lower semicontinuous’. As the
Lemmas 6.3 and 6.5 from [10] show, there is no reason for a distinction in case of
using weak topologies. From Lemma 2.7 and Proposition 2.4 in [5] one can take
assertions concerning sufficient conditions for the weak�-to-weak continuity of A,
which we summarize in the Proposition 2 below. As also indicated in Proposition 1,
for the choice of ˛, the so-called regularization property

˛.ı; yı/ ! 0 and
ıp

˛.ı; yı/
! 0 as ı ! 0; (5)

where ˛ tends to zero, but sufficiently slow, plays an important role. In our studies,
we consider on the one hand a priori parameter choices ˛APRI D ˛.ı/ defined as

˛.ı/ WD ıp

'.ı/
; 0 < ı � ı; (6)

with concave index functions '. In this context, we call ' W Œ0;1/ ! Œ0;1/ an
index function if ' with '.0/ D 0 is continuous and strictly increasing. Obviously,
an a priori parameter choice ˛APRI from (6) with an arbitrary concave index function
' satisfies (5) as limı!C0 '.ı/ D 0 is valid for each index function and we have
ıp

'.ı/
D ı

'.ı/
ıp�1 ! 0 as ı ! 0, because ıp�1 is an index function for all exponents

p > 1 in (3) and the factor ı
'.ı/

is bounded whenever ' is concave.
On the other hand, we consider the sequential discrepancy principle, compre-

hensively analyzed in [2] (see also [23]), as a specific a posteriori parameter choice
˛SDP D ˛.ı; yı/ for the regularization parameter. For prescribed � > 1; 0 < q < 1;
and a sufficiently large value ˛0 > 0, we let

�q WD f˛j > 0 W ˛j D q j˛0; j D 1; 2; : : :g:

Given ı > 0 and yı 2 Y, we choose ˛ D ˛SDP 2 �q according to the sequential
discrepancy principle such that

kAxı˛ � yık � �ı < kAxı˛=q � yık: (7)
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By Theorem 1 in [2] it has been shown that there is ı > 0 such that ˛SDP is well-
defined for 0 < ı � ı and satisfies (5) whenever data compatibility in the sense of
[2, Assumption 3] takes place.

Consequently, both regularization parameter choices ˛ D ˛APRI and ˛ D ˛SDP

are applicable for the `1-regularization in order to get existence, stability and
convergence of regularized solutions in the sense of Proposition 1. Now we are
going to discuss conditions under which weak�-to-weak continuity of A W `1 ! Y
can be obtained. The occurring cross connections are relevant in order to ensure
existence, stability and convergence of regularized solutions, but they have also an
essential impact on convergence rates which will be discussed in Sect. 4.

Proposition 2 Let A W `1 ! Y with adjoint operator A� W Y� ! `1 satisfy the
condition

R.A�/ � c0; (8)

where c0 is the Banach space of real-valued sequences converging to zero equipped
with the supremum norm. Then A is weak�-to-weak continuous. In particular, (8) is
fulfilled whenever there exist, for all k 2 N, source elements f .k/ 2 Y� such that the
system of source conditions

e.k/ D A�f .k/ (9)

holds true, where fe.k/gk2N is the sequence of k-th standard unit vectors which forms
a Schauder basis in c0. Under the condition (9) we even have the equality

R.A�/`
1

D c0: (10)

The paper [1] shows that the condition (9), originally introduced by Grasmair in
[19], can be verified for a wide class of applied linear inverse problems. But as also
the counterexamples in [12] indicate, it may fail if the underlying basis smoothness
is insufficient. However, weak�-to-weak continuity of A can be reformulated in
several ways as the following proposition, proven in [9, Lemma 2.1], shows. This
proposition brings more order into the system of conditions.

Proposition 3 The three assertions

(i) fAe.k/gk2N converges in Y weakly to zero, i.e. Ae.k/ * 0 as k ! 1 ,
(ii) R.A�/ � c0 ,

(iii) A is weak�-to-weak continuous ,

are equivalent.

As outlined in [5], the operator equation (1) with operator A W `1 ! Y is
often motivated by a background operator equation QAQx D y with an injective and
bounded linear operator QA mapping from the infinite dimensional Banach space QX
with uniformly bounded Schauder basis fu.k/gk2N, i.e. ku.k/kQX � K < 1, to the
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Banach space Y. Here, following the setting in [19] we take into account a synthesis

operator L W `1 ! QX defined as Lx WD
1P

kD1
xku.k/ for x D .x1; x2; : : :/ 2 `1, which

is a well-defined, injective and bounded linear operator, and so is the composite
operator A D QA ı L W `1 ! Y. In particular A is always weak�-to-weak continuous
if A has a bounded extension to `p, 1 < p < 1, as this yields (i) in Proposition 3.
Even more specific, A is weak*-to-weak continuous if QX is a Hilbert space. Since
this case appears rather often in practice, the continuity property comes “for free”
in this situation.

3 Ill-Posedness and Conditional Stability

In this section, we discuss ill-posedness phenomena of the operator equation (1)
based on Nashed’s definition from [27], which we formulate in the following as
Definition 1 for the simplified case of an injective bounded linear operator. More-
over, we draw a connecting line to the phenomenon of conditional well-posedness
characterized by conditional stability estimates, which yield for appropriate choices
of the regularization parameter convergence rates in Tikhonov-type regularization.

Definition 1 The operator equation Ax D y with an injective bounded linear
operator A W X ! Y mapping between infinite dimensional Banach spaces X and
Y is called well-posed if the range R.A/ of A is a closed subset of Y, otherwise
the equation is called ill-posed. In the ill-posed case, we call the equation ill-posed
of type I if R.A/ contains an infinite dimensional closed subspace and otherwise
ill-posed of type II.

The following proposition taken from [13, Propositions 4.2 and 4.4] and the
associated Fig. 1 give some more insight into the different situations distinguished
in Definition 1.

Proposition 4 Consider the operator equation Ax D y from Definition 1. If this

equation is well-posed, i.e., R.A/ D R.A/
Y

and there is some constant c > 0

operator compact

operator not

strictly singular

operator strictly
singular

well-posed
ill-posed of type II

ill-posed of type I

Fig. 1 Properties of A for well-posedness and ill-posedness types of equations from Definition 1
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such that kAxk � c kxk for all x 2 X or the equation is ill-posed of type I, then the
operator A is non-compact. Consequently, compactness of A implies ill-posedness of
type II. More precisely, for an ill-posed equation Ax D y with injective A and infinite
dimensional Banach spaces X and Y, ill-posedness of type II occurs if and only if
A is strictly singular. This means that the restriction of A to an infinite dimensional
subspace of X is never an isomorphism (linear homeomorphism). If X and Y are both
Hilbert spaces and the equation is ill-posed, then ill-posedness of type II occurs if
and only if A is compact.

Now we apply the case distinction of Definition 1, verified in detail in Proposi-
tion 4, to our situation of Eq. (1) with X WD `1 and A W `1 ! Y. We start with a
general observation in Proposition 5, which motivates the use of `1-regularization
for the stable approximate solution of (1), because the equation is mostly ill-posed.
Below we enlighten the cross connections a bit more by the discussion of some
example situations.

Proposition 5 If Y is a reflexive Banach space, then the operator equation (1) is
always ill-posed of type II.

Proof As a consequence of the theorem from [18] we have that every bounded linear
operator A W `1 ! Y is strictly singular if Y is a reflexive Banach space. Hence well-
posedness and ill-posedness of type I cannot occur in such case. ut
Example 1 Consider that for reflexive Y we have a composition A D QA ı L with
forward operator QA W QX ! Y and synthesis operator L W `1 ! QX as mentioned in
Sect. 2. Then (1) is ill-posed of type II even if QA is continuously invertible and hence
the equation QAQx D y well-posed. This may occur, for example, for Fredholm or
Volterra integral equations of the second kind. Similarly, if QA as mapping between
Hilbert spaces is non-compact with non-closed range and hence QAQx D y is ill-posed
of type I (which occurs, e.g., for multiplication operators mapping in L2.0; 1/), (1) is
still ill-posed of type II. In the frequent case that QX is a separable Hilbert space and
fu.k/gk2N an orthonormal basis, then A is compact whenever QA W QX ! Y is compact
(occurring for example for Fredholm or Volterra integral equations of the first kind).

Example 2 If A WD Eq with 1 � q < 1 and Y WD `q is the embedding operator,
then solving Eq. (1) based on noisy data yı 2 `q fulfilling (2) is a denoising problem
(see also [13, Sect. 5] and [14, Example 6.1]). For 1 < q < 1 the embedding
operator A D Eq is strictly singular with non-closed range but non-compact. Due
to Proposition 5 the equation is ill-posed of type II. Moreover, we have Ae.k/ * 0

in `q, which due to Proposition 3 implies that A is weak�-to-weak continuous and
R.A�/ � c0. The latter is obvious, because the adjoint A� is the embedding operator
from `q�

to `1 with 1=q C 1=q� D 1 and R.A�/ D `q�

. In particular, the source
condition (9) applies with f .k/ D e.k/ 2 `q� � c0 for all k 2 N.

Example 3 For q D 1 in the previous example we have the continuously invertible
identity operator A D Id W `1 ! `1 with closed range R.A/ D `1. Then Eq. (1) is
well-posed, but we have Ae.k/ 6* 0 in `1 for k ! 1, which due to Proposition 3
indicates that the range R.A�/ of the adjoint of A does not belong to c0 and in
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particular A is not weak�-to-weak continuous. This is evident, because the adjoint
of A D Id is the identity A� D Id W `1 ! `1 and R.A�/ D `1. We will come
back to this example later.

For obtaining error estimates in `1-regularization on which convergence rates
are based, we need some kind of conditional well-posedness in order to overcome
the ill-posedness of Eq. (1). Well-posed varieties of Eq. (1) yield stability estimates
kx � x�k`1 � KkAx � Ax�kY for all x 2 `1, which under (2) and for the choice
˛ D ˛SDP imply the best possible rate

kxı˛ � x�k`1 D O.ı/ as ı ! 0 ; (11)

which is typical for well-posed situations. We will come back to this in Sect. 6. We
say that a conditional stability estimate holds true if there is a subset M � `1 such
that

kx � x�k`1 � K.M /kAx � Ax�kY for all x 2 M : (12)

Because M is not known a priori, such kind of stability requires the additional use
of regularization for bringing the approximate solutions to M such that a rate (11)
can be verified. This idea was first published in [7] by Cheng and Yamamoto. In the
context of `1-regularization for our Eq. (1), we have estimates of the form (12) if the
solution x� 2 `0 is sparse, i.e. only a finite number of non-zero components occur in
the infinite sequence x�. Then M can be considered as a subset of `0 with specific
properties, and the sparsity of `1-regularized solutions verified in Proposition 1
ensures that the corresponding approximate solutions belong to M . This implies
the rate (11) for x� 2 `0, although Eq. (1) is not well-posed.

A similar but different kind of conditional well-posedness estimates are varia-
tional source conditions, which attain in our setting the form

ˇ kx � x�k`1 � kxk`1 � kx�k`1 C '.kAx � Ax�kY/ for all x 2 `1 ; (13)

satisfied for a constant 0 < ˇ � 1 and some concave index function '. From [23,
Theorems 1 and 2] we find directly the convergence rates results of the subsequent
proposition.

Proposition 6 If the variational source condition (13) holds true for a constant
0 < ˇ � 1 and some concave index function ', then we have for `1-regularized
solutions xı˛ the convergence rate

kxı˛ � x�k`1 D O.'.ı// as ı ! 0 (14)

whenever the regularization parameter ˛ is chosen either a priori as ˛ D ˛APRI

according to (6) or a posteriori as ˛ D ˛SDP according to (7).
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Consequently, for the manifestation of convergence rates results in the next section
it remains to find constants ˇ, concave index functions ' and sufficient conditions
for the verification of corresponding variational inequalities (13).

4 Convergence Rates Results for `1-Regularization

The first step to derive a variational source condition (13) at the solution point
x� D .x�1; x

�
2; : : :/ 2 `1 was taken by Lemma 5.1 in [5], where the inequality

kx � x�k`1 � kxk`1 � kx�k`1 C 2

 1X

kDnC1
jx�k j C

nX

kD1
jxk � x�k j

!

(15)

was proven for all x D .x1; x2; : : :/ 2 `1 and all n 2 N. Then under the source
condition (9), valid for all k 2 N, one directly finds

nX

kD1
jxk � x�k j D

nX

kD1
jhe.k/; x � x�i`1	`1 j D

nX

kD1
jhf .k/;A.x � x�/iY�	Y j (16)

and hence from (15) that a function of type

'.t/ D 2 inf
n2N

 1X

kDnC1
jx�k j C �n t

!

(17)

with ˇ D 1 and

�n D
nX

kD1
k f .k/kY� (18)

provides us with a variational inequality (13). Along the lines of the proof of [5,
Theorem 5.2] one can show the assertion of the following lemma.

Lemma 2 If f�ngn2N is a non-decreasing sequence, then ' from (17) is a well-
defined and concave index function for all x� 2 `1.
Both the decay rate of x�k ! 0 as k ! 1 and the behaviour of �n as n ! 1
in (17) have impact on the resulting rate function '. A power-type decay of x�k leads
to Hölder convergence rates (see [5, Example 5.3] and [13, Example 3.4]), whereas
exponential decay of x�k leads to near-to-ı rates slowed down by a logarithmic factor
(see and [3, Example 3.5] and [13, Example 3.5]). In the case that x� 2 `0 is sparse
with x�k D 0 for all k > n0, then the best possible rate (11) is seen. This becomes
clear from formula (17), because then ' fulfills the inequality '.t/ � 2�n0 t.
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From Proposition 6 we have that for all concave index functions ' from (17) a
convergence rate (14) for the `1-regularization takes place in the case of appropriate
choices of the regularization parameter ˛ whenever a constant 0 < ˇ � 1 exists
such that (13) is valid with ' from (17). When the condition (9) is valid, this is the
case with ˇ D 1 and �n from (18). Under the same condition the rate was slightly
improved in [13] (see also [14]) by showing that �n from (18) can be replaced with

�n D sup
ak2f�1;0;1g

kD1;:::;n

�
�
�
�
�

nX

kD1
ak f .k/

�
�
�
�
�

Y�

: (19)

However, the condition (9) may fail as was noticed first in [12] for a bidiagonal
operator. Therefore, assumption (9) was replaced by a weaker (but not particularly
eye-pleasing) one in [12]. Ibid the authors assume, in principle, that for each n 2 N

there are elements f .n;k/ such that for all 1 � i � n

ŒA�f .n;k/�i D Œe.k/�i

and
ˇ
ˇ
ˇ
ˇ
ˇ

nX

kD1
ŒA�f .n;k/�i

ˇ
ˇ
ˇ
ˇ
ˇ

� c for all i > n and c < 1:

This means that each basis vector e.k/ can be approximated exactly up to arbitrary
position but with a non-zero tail consisting of sufficiently small elements. Later, in
[14], a more clearly formulated property was assumed which implies the one from
[12]. We give a slightly reformulated version of this property in the following. In
this context, we notice that Pn denotes the projection operator applied to elements
x D .x1; x2; : : : ; xn; xnC1; : : :/ such that Pnx D .x1; x2; : : : ; xn; 0; 0; : : :/.

Property 1 For arbitrary � 2 Œ0; 1/, we have a real sequence f�ngn2N such that for
each n 2 N and each � D �.n/ 2 `1, with

�k

(

2 Œ�1; 1�; if k � n;

D 0; if k > n
; (20)

there exists some � D �.�; n; �/ 2 Y� satisfying

(a) PnA�� D �,
(b) jŒ.I � Pn/A���kj � � for all k > n,
(c) k�kY� � �n.

It is important to note that it was a substantial breakthrough in the recent paper
[11] to show that Property 1 follows directly from injectivity and weak�-to-weak
continuity of the operator A. Namely, the following proposition was proven there.
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Note that we changed the definition of the � in (20) slightly. By checking the proofs
in the original paper one sees the amendments we made are not relevant.

Proposition 7 Let A W `1 ! Y be bounded, linear and weak�-to-weak continuous.
Then the following assertions are equivalent.

(i) A is injective,

(ii) e.k/ 2 R.A�/`
1

for all k 2 N,

(iii) R.A�/`
1

D c0,
(iv) Property 1 holds.

In other words, for such operators there exist appropriate sequences f�ngn2N
occurring in (17) such that a variational source condition (13) holds for an index
function ' from (17) and constant ˇ D 1��

1C� (see Proposition 1 below). Item (b)

in Property 1 is a generalization of (9). Namely, the canonical basis vectors e.k/

do not necessarily belong to the range of A� but to its closure. For the proof of
Proposition 7 we refer to [11]. Most of the steps are identical or at least similar to
the proof of Proposition 11 which we will give later.

5 Extensions to Non-reflexive Image Spaces

If the injective bounded linear operator A W `1 ! Y fails to be weak�-to-weak
continuous, then the results of the preceding section do not apply. In case that Y
is a non-reflexive Banach space, it makes sense to consider the weaker property
of weak�-to-weak� continuity of A. An already mentioned example is the identity
mapping A D Id for Y D `1. In `1, weak convergence and norm convergence
coincide (Schur property), but there is no coincidence with weak� convergence.
Thus, the identity mapping cannot be weak�-to-weak continuous, but it is weak�-
to-weak� continuous as the following Proposition 8 shows. It is a modified extension
of Proposition 3. Following [10, Lemma 6.5] we formulate this extension and repeat
below the relevant proof details.

Proposition 8 Let Z be a separable Banach space which acts as a predual space
for the Banach space Y D Z�. Then the following four assertions are equivalent.

(i) fAe.k/gk2N converges in Y weakly� to zero ,
(ii) R.A�jZ/ WD fv 2 `1 W v D A�z for some z 2 Z � Y�g � c0 ,

(iii) A is weak�-to-weak� continuous ,
(iv) There is a bounded linear operator S W Z ! c0 such that A D S� .

Proof Let (i) be satisfied. Then for each A�z from R.A�jZ/ we have

ŒA�z�k D hA�z; e.k/i`1	`1 D hz;Ae.k/iY�	Y D hAe.k/; ziZ�	Z ! 0 as k ! 1:

This yields A�z 2 c0 and hence (ii) is valid.
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Z ⊆ Y ∗ Y = Z∗ Y ∗ = Z∗∗

c0 �1 = (c0)
∗ � = (�1)∗ = (c0)

∗∗

S A = S∗ A∗ = S∗∗

Fig. 2 Schematic display of the operators and underlying spaces needed in this section. Top and
bottom row: the (separable) Banach spaces under consideration. Middle row: the operators we
work with

Now let (ii) be true. If we take a weakly� convergent sequence xn *
� x0 in

`1 as n ! 1, then hAxn; ziZ�	Z D hz;AxniY�	Y D hA�z; xni`1	`1 for all z in Z.
Because moreover A�z belongs to c0 and `1 is the dual of c0, we may write this as
hA�z; xni`1	`1 D hxn;A�zi`1	c0 . Thus,

lim
n!1hAxn; ziZ�	Z D lim

n!1hxn;A
�zi`1	c0 D hx0;A�zi`1	c0 D hAx0; ziZ�	Z for all z 2 Z;

which proves condition (iii). From (iii) and the fact that e.k/ *� 0 in `1 as k ! 1
we immediately obtain (i). Finally, the equivalence between (iii) and (iv) can be
found, e.g., in [26, Theorem 3.1.11]. ut
As a consequence of item (iv) in Proposition 8, each weak�-to-weak� continuous
linear operator is automatically bounded. Figure 2 illustrates the connection between
the different spaces and operators we juggle around in this section.

For the identity mapping A D Id W `1 ! Y with Y D `1 and predual Z D c0,
property (i) of Proposition 8 is trivially satisfied which yields the weak�-to-weak�
continuity of this operator. Note that the case Y D `1, A D Id is only of theoretical
interest. Precisely, it is a tool for exploring the frontiers of the theoretic framework
we have chosen for investigating `1-regularization. For practical applications it is
irrelevant because one easily verifies that with the choice p D 1 in (3), where we
have Y D `1, the `1-regularized solutions coincide with the data yı if ˛ < 1 and we
have the best possible rate (11).

Main parts of the above mentioned Proposition 1 on existence, stability and
convergence of `1-regularized solutions xı˛ remain true if A W `1 ! Y is only weak�-
to-weak� continuous. The sparsity property xı˛ 2 `0, however, will fail in general
(consider the example of the identity as mentioned above). Existence, stability and
convergence assertions remain valid, because their proofs basically rely on the fact
that the mapping x 7! kAx � yıkY is a weakly� lower semicontinuous functional.
This is the case in both variants, with or without �, since the norm functional is
weakly and also weakly� lower semicontinuous. For the existence of regularized
solutions (minimizers of the Tikhonov functional (3)) again the Banach-Alaoglu
theorem (Lemma 1) is required and yields weakly� compact level sets of the `1-
norm functional.

Our goal is to proof an analogue to Proposition 7 for weak�-to-weak� continuous
operators. We start with a first observation.
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Proposition 9 Let A W `1 ! Y be injective and weak�-to-weak� continuous and let
Y D Z� for some Banach space Z. Then

R.A�jZ/
`1

D c0:

Proof From item (iv) of Proposition 8 we take the operator S W Z ! c0 with A D S�.
As A is injective, i.e., N .A/ D f0g, it follows R.S/

c0 D N .S�/? D N .A/? D c0.
There, the subscript denotes the pre-annihilator for a set V , in our situation with
.c0/� D `1 and V � `1 defined as

V? WD fx 2 c0 W h�; xi`1	c0 D 0 8� 2 Vg:

Let � 2 Z and recall Y� D Z�� (cf. Fig. 2). Then for each x 2 `1

hA� �; xi`1	`1 D h�;A xiY�	Y D h�;A xiZ	Y D hS �; xic0	`1

D hS �; xi`1	`1 ;

i.e., A�jZ D S. Thus R.A�jZ/
`1

D R.S/
c0 D c0. At this point we emphasize that

in both Banach spaces `1 and c0 the same supremum norm applies. ut
We will show in Proposition 11 that conversely R.A�jZ/

`1

D c0 implies injectivity
for weak�-to-weak� continuous operators. Before doing so we need the following
Proposition which coincides in principle with [11, Proposition 9].

Proposition 10 Let A be injective and weak�-to-weak� continuous. Moreover, let
" > 0 and n 2 N. Then for each � 2 c0 there exists Q� 2 R.A�/ such that

Q�k D �k for k � n and j Q�k � �kj � " for k > n:

Proof We proof the proposition by induction with respect to n. For � 2 c0 set

�C WD .�1 C "; �2; �3; : : :/ and �� WD .�1 � "; �2; �3; : : :/:

By Proposition 9 we have that c0 D R.A�jZ/
`1

� R.A�/`
1

. Hence we find
elements Q�C 2 R.A�/ and Q�� 2 R.A�/ with

kQ�C � �Ck`1 � " and kQ�� � ��k`1 � ":

Consequently, Q�C1 � �1 � Q��1 and j Q�Ck � �kj � " as well as j Q��k � �kj � " for
k > 1. Thus we find a convex combination Q� of Q�C and Q�� such that Q�1 D �1. This
Q� obviously also satisfies j Q�k � �kj � " for k > 1, which proves the proposition for
n D 1.
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Now let the proposition be true for n D m. We prove it for n D m C1. Let � 2 c0
and set

�C WD .�1; : : : ; �m; �mC1 C "; �mC2; �mC3; : : :/;

�� WD .�1; : : : ; �m; �mC1 � "; �mC2; �mC3; : : :/:

By the induction hypothesis we find Q�C 2 R.A�/ and Q�� 2 R.A�/ with

Q�Ck D �k D Q��k for k � m

and

j Q�Ck � �Ck j � " and j Q��k � ��k j � " for k > m:

Consequently, Q�CmC1 � �mC1 � Q��mC1 and j Q�Ck � �kj � " as well as j Q��k � �kj � "

for k > m C 1. Thus we find a convex combination Q� of Q�C and Q�� such that
Q�mC1 D �mC1. This Q� obviously also satisfies Q�k D �k for k < mC1 and j Q�k ��kj � "

for k > m C 1, which proves the proposition for n D m C 1. ut
Now we come to the main result of this section. The proof is similar and in part

identical to the one of Proposition 12 in [11].

Proposition 11 Let A W `1 ! Y be bounded, linear and weak�-to-weak�
continuous. Then the following assertions are equivalent.

(i) A is injective,

(ii) R.A�jZ/
`1

D c0,

(iii) e.k/ 2 R.A�jZ/
`1

for all k 2 N,
(iv) Property 1 holds.

Proof We show (i) ) (iv) ) (iii) ) (ii) ) (i).
(i))(iv): Fix � 2 .0; 1/, n 2 N and take some � as described in Property 1.

By Proposition 10 with " WD � there exists some � such that A�� (D Q� in the
proposition) satisfies items (a) and (b) in Property 1. In particular we have f�kgk21;:::;n
such that PnA��k D e.k/ and jŒ.I � Pn/A��k�ij � �

n for all i > n. Since � 2 c0 it is

� D
nX

kD1
cke.k/ D

nX

kD1
ckA��k D A�

 
nX

kD1
ck�k

!

;

for coefficients �1 � ck � 1, i.e., � D A�� with jj�jj �
nP

kD1
jj�kjj as an upper bound

for �n. By construction this � also fulfills jŒ.I�Pn/A���ij �
nP

iD1
jŒ.I�Pn/A��k�ij � �.
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(iv))(iii): Fix k, fix n � k, take a sequence .�m/m2N in .0; 1/ with �m ! 0 and
choose � WD e.k/ in Property 1. Then for a corresponding sequence .�m/m2N from
Property 1 we obtain

ke.k/ � A��mk`1 � ke.k/ � PnA��mk`1 C k.I � Pn/A
��mk`1 :

The first summand is zero by the choice of � and the second summand is bounded
by �m. Thus, ke.k/ � A��mk`1 ! 0 if m ! 1.

(iii))(ii): .e.k//k2N is a Schauder basis in c0. Thus, c0 � R.A�jZ/
`1

. Proposi-

tion 8 yields R.A�jZ/
`1

� c0. Hence R.A�jZ/ D c0.

(ii))(i): One easily shows that R.A�/`
1

� N .A/?. Thus, c0 � N .A/?. If we
have some x 2 `1 with Ax D 0, then for each u 2 c0 � N .A/? we obtain

hx; ui`1	c0 D hu; xi`1	`1 D 0;

which is equivalent to x D 0. ut
Since, in the context of both Propositions 7 and 11, the injectivity of A yields
Property 1, the consequences with respect to variational source conditions and
convergence rate results are identical for a weak�-to-weak and a weak�-to-weak�
continuous operator A. We formulate the following theorem and the subsequent
corollary and prove the theorem for a weak�-to-weak� continuous operator
A W `1 ! Y. In particular, the corollary requires the existence of a separable predual
space Z of Y in order to apply Lemma 1 and to ensure the stabilizing property of
the Tikhonov penalty. However, the proof of the theorem repeats point by point the
ideas of the proof from [11, Corollary 11] focused on weak�-to-weak continuous
operators A.

Theorem 1 Let the bounded linear operator A W `1 ! Y be injective and weak�-to-
weak� continuous, where we additionally assume that the Banach space Y possesses
a separable predual Banach space Z with Z� D Y. Moreover, let � 2 Œ0; 1/ and
f�ngn2N be such that Property 1 is fulfilled. Then a variational source condition (13)
with the constant ˇ D 1��

1C� 2 Œ0; 1/ and the concave index function ' given by (17)
is fulfilled.

Proof Fix n 2 N and x 2 `1 and let � WD sgn Pn.x � x�/ 2 `1 be the sequence of
signs of Pn.x � x�/. Then by Property 1 there is some � such that

nX

kD1
jxk � x�k j D h�; x � x�i`1	`1 D hPnA��; x � x�i`1	`1

D hPnA�� � A��; x � x�i`1	`1 C hA��; x � x�i`1	`1

D �h.I � Pn/A
��; .I � Pn/.x � x�/i`1	`1 C hA��; x � x�i`1	`1

� �k.I � Pn/.x � x�/k`1 C �nkAx � Ax�kY : (21)
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The triangle inequality yields

k Pn.x � x�/k`1 � �
�k.I � Pn/xk`1 C k.I � Pn/x

�k`1
�C �nkAx � Ax�kY : (22)

Now

ˇkx � x�k`1 � kxk`1 C kx�k`1
D ˇk Pn.x � x�/k`1 C ˇk.I � Pn/.x � x�/k`1 � k Pnxk`1 � k.I � Pn/xk`1

C k Pnx�k`1 C k.I � Pn/x
�k`1

together with

ˇk.I � Pn/.x � x�/k`1 � ˇk.I � Pn/xk`1 C ˇk.I � Pn/x
�k`1

and

k Pnx�k`1 D k Pn.x � x� � x/k`1 � k Pn.x � x�/k`1 C k Pnxk`1

shows

ˇkx � x�k`1 � kxk`1 C kx�k`1
� 2k.I � Pn/x

�k`1 C .1C ˇ/k Pn.x � x�/k`1
� .1 � ˇ/

�k.I � Pn/xk`1 C k.I � Pn/x
�k`1

�

:

Combining this estimate with the previous estimate (22) and taking into account that
ˇ D 1��

1C� and � D 1�ˇ
1Cˇ we obtain for all x 2 `1

ˇkx � x�k`1 � kxk`1 C kx�k`1 � 2k.I � Pn/x
�k`1 C 2

1C �
�nkAx � Ax�kY

� 2k.I � Pn/x
�k`1 C 2�nkAx � Ax�kY :

Taking the infimum over all n 2 N completes the proof. ut
The variational source condition immediately yields convergence rates according to
Proposition 6.

Corollary 1 Under the conditions of Theorem 1 the `1-regularized solutions xı˛ as
minimizers of (3) fulfil

kxı˛ � x�k`1 D O.'.ı// as ı ! 0 ;
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with the concave index function ' from (17), whenever the regularization parameter
˛ is chosen either a priori as ˛ D ˛APRI according to (6) or a posteriori as ˛ D ˛SDP

according to (7).

In order to familiarize the reader with the concepts in this work we will look at a
particular operator to exemplify our theory. In particular we verify Property 1.

Example 4 Let X D Y D `1 and

ŒAx�k D xk C xkC1; k 2 N:

In other words, A maps x D .x1; x2; x3; : : : / to Ax D .x1 C x2; x2 C x3; x3 C x4; : : : /.
Clearly A is linear. Observe that jjAxjj`1 � 2jjxjj`1 and hence A is bounded. One
easily verifies the adjoint A� W `1 ! `1,

A�y D . y1; y2 C y1; y3 C y2; y3 C y4; : : : /:

Both A and A� are injective. Since R.A/
`1 D N .A�/?, where

N .A�/? WD fx 2 `1 W hy; xi`1	`1 D 0 8y 2 N .A�/g D `1

we have R.A/
`1 D `1. It is however easy to see that R.A/ ¤ `1. For example there

is no x 2 `1 such that Ax D e.2/. Namely, solving Ax D e.2/ for x leads to the system
of equations x1 D �x2, x2 D 1�x3, x4 D �x3, x5 D �x4, etc. Due to the alternating
character again there is no x 2 `1 that satisfies this system. We have shown that

R.A/
`1 ¤ R.A/, i.e., the corresponding operator equation (1) is ill-posed.

Next we prove that A is weak�-to-weak� continuous but not weak�-to-weak con-
tinuous. To this end we use the properties (i) in Propositions 3 and 8, respectively.
First let � 2 c0. Then, with

ŒAe.k/�i D
(

1 i D k; k � 1

0 else
8i � 2

it is

h�;Ae.k/ic0	`1 D �k�1 C �k ! 0 ;

since � 2 c0: For � 2 `1, however,

h�;Ae.k/i`1	`1 D �k�1 C �k

does in general not converge to zero (let, e.g., � � 1). Summarizing the properties
of the forward operator for the present example, we note that A is linear, injective,
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weak�-to-weak� continuous, but not weak�-to-weak continuous. Moreover its range
is not closed such that the corresponding operator equation (1) is ill-posed.

For this particular operator let us investigate Property 1. We will see in the
following that this actually holds with � D 0 and �n D n, i.e., e.k/ 2 R.A�/
for all k 2 N. We will also show that e.k/ 2 R.A�jc0 /

`1

according to item (iii) of
Proposition 11. Even then we still have �n D n for arbitrary 0 < � < 1.

Fix an arbitrary n 2 N and let � D .�1; �2; : : : ; �n; 0; : : : / 2 `1 with �i 2 Œ�1; 1�.
We are looking for an � 2 `1 satisfying Property 1. Observe that, by definition
of A� and for given �, any � satisfying PnA�� D � has the structure �1 D �1,
�2 D �2 � �1, �3 D �3 � �2 and so on until �n D �n � �n�1. In other words it is
�n D Pn

iD1.�1/n�i�i and

jj�njj`1 � n;

which yields item (c) of Property 1 with �n D n. Now fix arbitrary 0 < � < 1. We
have ŒA���nC1 D �nC1 C �n and require j�nC1 C �nj � �. Thus we may take any
�nC1 with

��n � � � �nC1 � ��n C �:

Analogously we find that in general

.�1/i�n � i� � �nCi � .�1/i�n C i�; i D 1; 2; : : : :

Therefore, the choice of the tail of � is ambiguous. A viable pick is �nCi D .�1/i�n.
Then

� D .�1; �2; : : : ; �n;��n; �n;��n; : : : / (23)

with �i, 1 � i � n, as above and

A�� D .�1; �2; : : : ; �n; 0; 0; 0; : : : /:

In particular, this means that e.k/ 2 R.A�/ (choose �i D 1 and �j D 0 for i ¤ j).
Note that � 2 `1 but � … c0 in (23). However, we also see that for any � and
arbitrary 0 < � < 1 there are (infinitely many) choices for the tail of � such that
� 2 c0 and item (b) of Property 1 holds. Independent of �, all choices satisfy item
(c) of Property 1 with �n D n. To set this into relation, we would obtain the same �n

for a diagonal operator QA W `2 ! `2 with singular values decaying as 
i � 1p
i
, see

[17].

Please note that in practice it is not necessary to verify Property 1 in the way we
did here. In particular the sequential discrepancy principle (7) does not require
the knowledge of any of the parameters from Property 1 in order to guarantee the
convergence rates implied by that property.
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For the sake of completeness we mention that there exist bounded linear
operators which are not even weak�-to-weak� continuous.

Example 5 If Y D `1 and

ŒAx�k WD
8

<

:

1P
lD1

xl; if k D 1;

xk; else;

for all k in N and all x in `1, then Ae.k/ D e.1/Ce.k/ if k > 1. Thus, Ae.k/ *� e.1/ ¤ 0.
The same operator A considered as mapping into Y D `2 is an example of a not
weak�-to-weak continuous bounded linear operator in the classical Hilbert space
setting for `1-regularization. Note that, because of the first component, A does not
have a bounded extension to any `p-space with 1 < p < 1.

6 The Well-Posed Case and Further Discussions

Proposition 12 If the operator equation (1) is well-posed, i.e. R.A/ D R.A/
Y
,

then under the conditions of Theorem 1 the `1-regularized solutions xı˛ as minimizers
of (3) fulfil

kxı˛ � x�k`1 D O.ı/ as ı ! 0

whenever the regularization parameter ˛ is chosen either a priori as ˛ D ˛APRI �
ıp�1 or a posteriori as ˛ D ˛SDP according to (7).

Proof The well-posedness condition R.A/ D R.A/
Y

implies R.A�/ D R.A�/`
1

(cf. [26, Theorem 3.1.21]) and hence V WD R.A�/ is a closed subspace of `1,
which can be considered as a Banach space with the same supremum norm as `1.
Then, for the injective operator A W `1 ! Y, Banach’s theorem concerning the
continuity of the inverse operator ensures that the linear operator .A�/�1 W V ! Y�
is bounded. Moreover, the elements Q� 2 R.A�/ in Proposition 10 associated to
� from Property 1 satisfy the inequality kQ�k`1 � 1 C ", and with Q� D A�� we
have k�kY� � k.A�/�1kV!Y� .1 C "/ � K < 1. Hence, the sequence f�ngn2N
in Property 1 is uniformly bounded by the finite positive constant K. Taking into
account the proof of Theorem 1 we have with ˇ D 1��

1C� and for all x 2 `1

ˇkx � x�k`1 � kxk`1 � kx�k`1 C 2k.I � Pn/x
�k`1 C 2K kAx � Ax�kY ;
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i.e. the variational inequality (13) with

'.t/ D 2 inf
n2N

 1X

kDnC1
jx�k j C K t

!

D K t:

This, however, yields by Proposition 6 the rate (11) and completes the proof of the
proposition. ut

Property 1 enables us to show convergence rates for `1-regularization for ill-
posed and well-posed problems with sparse and non-sparse solutions. It has been
shown in [17] that the rate function ' in (14) does in general not saturate. Even
more, the rate is always obtainable either with an a priori or an a posteriori choice
of the regularization parameter. This stands in sharp contrast to classical Tikhonov
regularization, i.e., (3) with p D 2 and jjxjj2

`2
as penalty, which is known to

admit convergence rates up to a maximum of ı2=3 for a suitable a priori choice
of the regularization parameter and only a rate of ı1=2 under the discrepancy
principle. Since the smoothness of the solution is typically unknown, this makes
`1-regularization more attractive from the viewpoint of regularization theory than
its `2 counterpart. One simply uses the discrepancy principle and no longer has to
care about the smoothness of the solution. However, one may run into trouble when
the solution does not belong to `1 but only to `2n`1 such that jjx�jj`1 D 1. In such
a case we call the regularization method (3) oversmoothing.

There are promising results showing that even in the situation of oversmoothing,
`1-regularization may lead to convergence rates in a weaker norm. Again, an a
priori choice or the discrepancy principle for the choice of ˛ would lead to the
optimal rates. Preliminary results have been shown in the preprint [15]. There, a
strategy is shown to derive convergence rates in the `2-norm for `1-regularization
for every x� 2 `2. The proof of a theorem analogously to Proposition 6 unfortu-
nately was incomplete. It revolves around approximating x� with Pnx� and letting
n D n.ı/ ! 1 as ı ! 0 with a specific choice of n D n.ı/. The open problem was
to show that the support of the approximate solutions is not larger than this n.ı/.
It appears that such a statement is possible by using item (c) in Property 1 and the
necessary optimality condition for a minimizer of (3), where the latter provides us
with the norm jj�jjY� in Property 1 corresponding to a � D A�� 2 @jjxı˛jj`1 . Since
we are not able to use a variational source condition when jjx�jj`1 D 1 we need
to use a different approach to show convergence rates. To this end we seem to have
a chance to adapt the strategy of [17] based on elementary steps. Consequently, we
hope to complete the detailed proof in an upcoming paper [16].
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On Self-regularization of Ill-Posed
Problems in Banach Spaces by Projection
Methods

Uno Hämarik and Urve Kangro

Abstract We consider ill-posed linear operator equations with operators acting
between Banach spaces. For the stable solution of ill-posed problems regulariza-
tion is necessary, and for using computers discretization is necessary. In some
cases discretization may also be used as regularization method with discretization
parameter as regularization parameter, additional regularization is not needed.
Regularization by discretization is called self-regularization. We consider self-
regularization by projection methods, giving necessary and sufficient conditions
for self-regularization by a priori choice of the dimension of subspaces as the
regularization parameter. Convergence conditions are also given for the choice of the
dimension by the discrepancy principle, without the requirement that the projection
operators are uniformly bounded.

1 Introduction

Consider an ill-posed linear operator equation

Au D f ; f 2 R.A/ (1)

where A 2 L.E;F/ is a linear injective mapping between nontrivial Banach spaces
E and F. In practice only noisy data f ı will be given. We assume here that the noise
level ı satisfying

k f ı � f k � ı (2)

is known. For the stable solution of problem (1) it will be regularized to guarantee
the convergence of regularized solutions to an exact solution u� of (1) as ı goes to
zero (see [9, 34]). Often ill-posed problems are formulated in infinite-dimensional
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space, but for using computers the problem will be discretized, leading to some
finite-dimensional (n-dimensional) problem. Typically discretization and regular-
ization are used as separate procedures (see [14] for error estimates in regularized
projection methods). However, if the data are exact, the successful discretization
can lead to well posed problem with unique solution, which may converge to
the solution of the original infinite-dimensional problem, if the dimensions of
the discretized problems tend to infinity (see [20] for convergence conditions of
projection methods). In this situation the self-regularization is possible: if data are
noisy with known noise level ı, then by proper choice of n D n.ı/ the solutions
of discretized equations with noisy data converge to the solution of the original
problem with exact data.

Self-regularization is probably the oldest regularization method. It is folklore
of numerics that in numerical differentiation of a given noisy function by finite
difference scheme, the discretization step h as the regularization parameter should
be chosen in dependence of the noise level (see e.g. [9, 26]). From 1972 it is known
(see [2]) that the quadrature formula method is a self-regularization method for the
solution of the Volterra integral equation of the first kind; the rules for choice of the
discretization step h D h.ı/ as the regularization parameter in dependence of noise
in the kernel and in the right-hand were given in [2] (see also [1]).

In this paper we consider projection methods. Let En � E, Zn � F�, n 2 N,
be finite-dimensional nontrivial subspaces which have the role of approximating
the spaces E and F�, respectively. The general projection method defines a finite-
dimensional approximation un to u� by

un 2 En and 8zn 2 Zn W hzn;AuniF�;F D hzn; f
ıiF�;F: (3)

We also consider the least squares method (the “least residual” method would be a
more natural name)

un 2 argminfkAQun � f ıkF W Qun 2 Eng (4)

and the least error method

un 2 argminfkQukE W 8zn 2 Zn W hzn;AQuiF�;F D hzn; f
ıiF�;Fg: (5)

The name “least error” method is justified by the fact that the obtained approxi-
mation un satisfies in case of exact data the inequalities

ku� � unk � ku� � vnk; D.u�; un/ � D.u�; vn/ 8vn 2 En

in Hilbert and Banach spaces respectively (see [16, 32]), where D.u�; un/ is the
Bregman distance and En � E is a certain subspace. It means that un is respectively
the orthogonal projection or Bregman projection of u� onto En. This method is
called dual least-squares method in [3, 9, 21, 24, 26] and moment method in [21]. If
E;F are Hilbert spaces, the least squares and least error methods are characterized
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by the equalities Zn D AEn and En D A�Zn respectively. If E D F is a Hilbert
space and A D A� � 0, Galerkin method En D Fn also can be used. Approximate
solutions of the least squares and least error methods are found from a system of
equations which is linear in Hilbert spaces and unfortunately nonlinear in Banach
spaces.

In the collocation method, Zn D spanfı.t � ti/; i D 1; : : : ; ng consists of linear
combinations of Dirac’s ı-functions ı.t�ti/with support at collocation points ti; i D
1; : : : ; n. Then (3) are the collocation conditions

un 2 En; Aun.ti/ D f ı.ti/; i D 1; : : : ; n (6)

for finding un from arbitrary fixed subspace En.
Use of Zn D spanfı.t � ti/; i D 1; : : : ; ng in the least error method (5) gives

the least error collocation method, called also least-squares collocation [8, 9, 25]
or moment collocation [21]. This method uses also collocation conditions (6), but
the approximate set En is not arbitrary, it results from the condition that un is a
minimum-norm solution of Eq. (6). If E is Hilbert space, then En is a subspace of E,
but if E is a Banach space, then En is not necessarily a linear space.

Self-regularization by projection method was studied in [26], where the error
estimates were given in Banach space formulation, convergence conditions were
given for the collocation method, in Hilbert space formulation also for least squares
and least error methods. The error estimates there (in Sobolev space formulation for
least squares and Galerkin method also in [27]) allow to formulate a priori rules for
the choice of dimension n D n.ı/. For operator equations with noisy operator and
noisy right-hand side the least squares, least error and Galerkin method were studied
with a priori parameter choice in [12] and with a posteriori choice via discrepancy
principle in [13]. Necessary and sufficient conditions for regularization by general
projection methods in Hilbert spaces were given in [32], applications to mentioned
methods and to class of integral equations of the first kind with Green type kernels
were given. Convergence of the least error collocation method in case of exact data
was proved for the space E D L2 in [8, 21, 25], for Sobolev space E D Wm

2 in [33],
for a priori choice n D n.ı/ in [8], for a posteriori choice n D n.ı/ by the monotone
error rule in [15]. In the least error method in Hilbert spaces, a posteriori choice
by the monotone error rule was studied in [10, 15], by the balancing principle in
[3] (these both rules need weaker assumptions than the discrepancy principle). In
Banach spaces the discrepancy principle was studied in [21] for a method close to
the least squares method, in [16] for the general projection method and for the least
squares method. Error estimates in Sobolev and Hölder-Zygmund norms of various
discretization methods in certain boundary integral equations with a priori choice
of n D n.ı/ were given in [4]. Convergence of collocation method in case of exact
data was analysed in [5–7], convergence by choice of n D n.ı/ by discrepancy
principle was proved in [16]. See also other works [11, 17, 18, 22–24] about self-
regularization.

In this paper we consider in Sect. 2 the general projection method. The necessary
and sufficient conditions for self-regularization by a priori choice n D n.ı/ are



92 U. Hämarik and U. Kangro

given. Our approach is similar to [21], instead of a projector we use operator Qn

defined by (7). In previous treatments of the a posteriori choice of n D n.ı/ by the
discrepancy principle it was required that the projection operators are uniformly
bounded. We modify the discrepancy principle so that this requirement is not
needed. In Sect. 3 we consider the least squares method, in Sect. 4 the collocation
method, where also numerical examples are given.

2 The General Projection Method

Let Qn be the linear operator defined by

Qn W F ! Z�n 8g 2 F ; zn 2 Zn W hQng; zniZ�

n ;Zn D hzn; giF�;F (7)

which allows us to write (3) as

un 2 En and QnAun D Qnf ı: (8)

The norm of Qn equals one since

kQnk D sup
g2F;kgkFD1

kQngkZ�

n
D sup

g2F;kgkFD1;zn2Zn;kznkF�D1
hQng; zniZ�

n ;Zn D

D sup
g2F;kgkFD1;zn2Zn ;kznkF�D1

hzn; giF�;F D 1:

In the following lemma from [16] we give conditions under which the operator
An WD QnAjEn W En ! Z�n has an inverse, the quantities

�n WD sup
vn2En

kvnkE

kAvnkF
; M�n WD kA�1n Qnk; Q�n WD kA�1n k D sup

vn2En

kvnkE

kQnAvnkF
;

(9)

�n WD sup
vn2En;vn¤0

kAvnkF

kQnAvnkZ�

n

: (10)

are finite and un from (3) is well-defined.

Lemma 1 Let

dim.En/ D dim.Zn/ (11)

and

N .QnA/ \ En D f0g (12)
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hold. Then the operator An has an inverse and (3) is uniquely solvable for any
f ı 2 F. We have the inequalities

�n � M�n � Q�n � �n�n: (13)

If

9� < 1 W �n � � 8n 2 N (14)

then also

Q�n � ��n;

i.e. the quantities �n, M�n and Q�n are all equivalent as n ! 1.

Remark 1 If R.A/ 6D R.A/ and the subspaces En satisfy the condition

inf
vn2En

kvn � vk ! 0 8v 2 E as n ! 1; (15)

then A�1 is unbounded and �n ! 1 as n ! 1.

2.1 Convergence with A Priori Choice of n

Theorem 1 Let the operator A be injective. Let for n � n0 the assumptions (11),
(12) be satisfied. Then for n � n0 the projection method (3) defines the unique
approximation un, and the following error estimate holds:

kun � u�kE � min
vn2En

Œku� � vnkE C kA�1n QnA.u� � vn/kE�C M�nı (16)

� .1C kA�1n QnAk/ dist.u�;En/C M�nı:

In case of exact data (ı D 0) the convergence

kun � u�kE ! 0 as n ! 1 (17)

holds if and only if there exists a sequence of approximations .Oun/n2N, Oun 2 En,
satisfying the convergence conditions

ku� � OunkE ! 0 as n ! 1 (18)

and

kA�1n QnA.u� � Oun/k ! 0 as n ! 1: (19)
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If these conditions hold and the data are noisy, then choosing n D n.ı/ according
to a priori rule

n.ı/ ! 1 and M�n.ı/ı ! 0 as ı ! 0 (20)

we have convergence

kun.ı/ � u�kE ! 0 as ı ! 0: (21)

Proof For any vn 2 En we have, due to linearity of A,

kun � u�kE � ku� � vnkE C kun � vnkE D ku� � vnkE C kA�1n Qn. f ı � Avn/kE D

D ku� � vnkE C kA�1n QnŒA.u� � vn/C f ı � f �kE �

� ku� � vnkE C kA�1n QnA.u� � vn/kE C M�nı;

hence the convergence estimate (16) holds.
If (18), (19) hold, then estimate (16) with vn D Oun and our assumptions on the

choice of n.ı/ give convergence in both cases ı D 0 and ı > 0.
To show the necessity of (18), (19), note that if ı D 0 and the convergence (17)

holds, then Oun D un satisfies (18) and (19) (then A�1n QnA.u� � Oun/ D un � Oun D 0).
ut

According to the previous theorem in case ı D 0 convergence (17) may hold due
to sufficient smoothness of the solution. From this theorem we get in the following
theorem conditions for convergence for every f 2 R.A/ (i.e. for every u� 2 E
without additional smoothness requirements).

Theorem 2 Let the operator A be injective. Let for n > n0 the assumptions (11),
(12) be satisfied. Then in case of exact data (ı D 0) the convergence (17) holds
for every f 2 R.A/ if and only if the subspaces En satisfy condition (15) and the
projectors A�1n QnA W E ! En are uniformly bounded, i.e.,

kA�1n QnAk � M (22)

for all n � n0 and some constant M.
The last two conditions are necessary and sufficient for existence of relations

n D n.ı/ for convergence (21) for every f 2 R.A/ given approximately as arbitrary
f ı with k f ı � f k � ı.

Proof At first we show that conditions (15), (22) are sufficient for convergence of
un. If condition (22) holds, then the error estimate (16) is of the form

kun � u�kE � .1C M/ min
vn2En

ku� � vnkE C M�nı; (23)
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this together with (15) guarantees convergence (17) for ı D 0 and with parameter
choice (20) also for ı ! 0.

To show necessity of conditions (15), (22) for convergence of un, note that
convergence (21) for every f ı with k f ı � f k � ı implies convergence (17) for f
(i.e. convergence (17) for ı D 0). Let ı D 0 and un ! u� for all u� 2 E as n ! 1.
Then (15) holds. But in case un D A�1n QnAu� ! u� we have that A�1n QnA ! I
pointwise on E. By the uniform boundedness principle (Banach–Steinhaus theorem)
this implies that A�1n QnA must be uniformly bounded, which is condition (22). ut
Remark 2 The boundedness property (22) holds, if uniformly bounded operators
f Pn W E ! En; n 2 Ng exist, satisfying

M�nkA.I � Pn/k � M: (24)

Namely condition (22) is equivalent to the condition

kA�1n QnA.I � Pn/k � M0; (25)

while A�1n QnA.I � Pn/ D A�1n QnA � A�1n QnAPn and the operator A�1n QnAPn D Pn

is bounded. If (24) holds then using equality M�n D kA�1n Qnk we get (25).

For the convergence analysis in case of exact data we can choose different image
spaces, particularly such that the equation becomes well-posed. But for noisy data
the image space is determined by the data.

The following theorem (about the case of the exact data) shows, that convergence
for one equation implies convergence also for certain other equations.

Theorem 3 Let the operator A be injective. Let conditions (11), (12), (18) hold
for n � n0. Let the operator A W E ! F have the form A D S C K, where S W
E ! W � F is invertible, W is a Banach space with continuous imbedding and
K W E ! W is compact. Let the operator Sn WD QnSjEn W En ! Z�n be invertible and
kS�1n QnSk � M for some constant M. Then the projection equation QnAun D Qnf
has for n large enough a unique solution un 2 En , and un ! u� as n ! 1.

Proof From compactness of K follows the compactness of operator S�1K. Denote
Sn D QnSjEn . Since S�1 W W ! E is bounded, the pointwise convergence
S�1n QnS ! I on W as n ! 1 implies the pointwise convergence S�1n Qn ! S�1 as
n ! 1. From the pointwise convergence S�1n Qn ! S�1 and the compactness of K
follows the norm convergence

k.I C S�1n QnK/� .I C S�1K/k ! 0 as n ! 1:

Therefore the inverse operator ŒI C S�1n QnK��1 W En ! En exists and is uniformly
bounded for large n. Due to equality QnA D QnSŒI C .QnS/�1QnK� the operator
QnA on En is invertible for large n with the inverse

.QnA/�1 D ŒI C .QnS/�1QnK��1.QnS/�1:
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The equality

.QnA/�1QnA D ŒI C .QnS/�1QnK��1.QnS/�1QnS.I C S�1K/

allows to estimate

k.QnA/�1QnAk � kŒI C .QnS/�1QnK��1kMkI C S�1Kk DW MK :

This estimate may be rewritten in the form kA�1n QnAk � MK , where the constant
MK depends on the operator K. Therefore condition (22) is satisfied and Theorem 2
guarantees convergence. ut

For considering the influence of the noisy data, the behaviour of the quantities
M�n is essential. For estimating these quantities we introduce operators˘n W Z�n ! F

such that the equality Qn˘nQn D Qn holds. Then the operator ˘nQn is a projector
in F. Let Fn D R.˘n/. We assume that Fn � W and let Wn D Fn, equipped with
the norm of W. Let In be the identity operator, considered as acting from Fn to Wn.

Theorem 4 Let conditions (11), (12), (22) hold for n � n0. Let the operator A W
E ! W be invertible. Assume the projectors ˘nQn are uniformly bounded in F.
Then

M�n � CkInkFn!Wn ; n � n0: (26)

Proof We have

M�n D kA�1n QnkF!En D kA�1n QnIn˘nQnkF!En D kA�1n QnAA�1In˘nQnkF!En �

� kA�1n QnAkE!EkA�1kW!EkInkFn!Wn k˘nQnkF!Fn :

This implies (26), since the other multipliers besides kInkFn!Wn are bounded. ut
We point out that the choice of operators ˘n is quite arbitrary and is not

determined by the method itself. For example, in collocation methods˘nQn should
be an interpolation projector, but it can be interpolation by splines, or polynomial
interpolation or trigonometric interpolation or maybe something else, which may
suit the particular problem. The only conditions are that the result is smooth enough
(it must belong to the space W) and˘nQn are uniformly bounded.

Estimates for kInkFn!Wn can be found using inverse properties of approximation
subspaces (estimating elements of Fn via their norm in Wn). Splines are often useful
here, because their inverse properties (estimates of the derivatives in terms of the
splines themselves) are well known. Estimates for operators kA.I � Pn/k in con-
dition (24) can be derived from the approximation properties of the approximation
subspaces. Often the norm k.I � P�n /A�k D kA.I � Pn/k is easier to estimate.
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2.2 Convergence with A Posteriori Choice of n:
The Discrepancy Principle

For the discrepancy principle, in previous works the assumption (14) about uniform
boundedness of �n was required. For collocation methods this is the uniform
boundedness of the interpolation projector onto the subspace AEn � F. If F D Cm,
(14) does not hold in general. In the next two theorems we consider two versions of
the discrepancy principle, condition (14) is assumed only in the first version.

Theorem 5 Let the assumptions of Lemma 1 be satisfied for n � n0, and let un be
defined by the projection method (3). Let the convergence

M�nC1dist. f ;AEn/ ! 0 as n ! 1 (27)

holds. We also assume that there exists a sequence of approximations .Oun/n2N, Oun 2
En, satisfying (18) and (19). Let condition (14) holds. Let b > �C1 be fixed and for
ı > 0, let n D nDP.ı/ be the first index such that

kAun � f ıkF � bı: (28)

Then nDP.ı/ is finite and

kunDP.ı/ � u�kE ! 0 as ı ! 0: (29)

Proof For any n let vn 2 En be such that k f ı � Avnk D dist. f ı;AEn/. We have

kAun � f ıkF � kA.un � vn/kF C kAvn � f ıkF �

� �nkQnA.un � vn/k C kAvn � f ıkF D �nkQn. f ı � Avn/k C kAvn � f ıkF �

� .�n C 1/ dist. f ı;AEn/ � .�n C 1/ .ıC dist. f ;AEn//: (30)

This inequality together with (14) and relation

dist. f ;AEn/ � kA.u� � Oun/k ! 0 as n ! 1 (31)

imply that nDP is finite.
If for some ık ! 0 .k ! 1/ the discrepancy principle gives nDP.ık/ � N with

N � 0, then the sequence unDP.ık/ lies in a finite-dimensional subspace — the linear
hull of En, n D 1; : : : ;N. Since

kAunDP.ık/ � f ık kF � bık; (32)

then AunDP.ık/ ! f as k ! 1. This implies convergence unDP.ık/ ! u� as k ! 1,
since the operator A has the bounded inverse on finite-dimensional subspaces.
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Consider now the general case nDP.ı/ ! 1 as ı ! 0. Let m D nDP.ı/� 1 � 0.
For n D m the inequality (28) does not hold, and (30) with (14) gives

bı < kAum � f ıkF � .� C 1/.ı C dist. f ;AEm//; (33)

therefore also

.b � 1 � �/ı
� C 1

< dist. f ;AEm/: (34)

The convergence (27) implies

M�nDPı <
� C 1

b � 1 � �
M�nDP dist. f ;AEnDP�1/ ! 0 as nDP ! 1: (35)

Therefore the second term in estimate (16) converges as n D nDP ! 1.
Convergence of the first term there follows as in the proof of Theorem 1, using
vn D Oun, n D nDP.ı/ and assumptions (18), (19). ut
Theorem 6 Let the assumptions of Theorem 5 be satisfied without require-
ment (14). Let the sequence

bn > .1C �n/.1C "/ (36)

be fixed with some fixed " > 0 and n D nDP.ı/ be chosen as the first index such that

kAun � f ıkF � bnı: (37)

Then nDP.ı/ is finite and the convergence (29) holds.

Proof The proof is similar to the proof of the previous theorem. Condition (36)
gives the inequality .�n C 1/ı � bnı � ".�n C 1/ı, and the estimate (30) can be
continued as follows:

kAun � f ıkF � bnı C .�n C 1/.dist. f ;AEn/� "ı/:

Due to convergence (31) the second summand here will be negative for sufficiently
large n, therefore nDP.ı/ will be finite. If for some ık ! 0 .k ! 1/ the discrepancy
principle gives nDP.ık/ � N, the proof of convergence unDP.ık/ ! u� as k ! 1
is the same as in the previous theorem with the exception, that the inequality
kAunDP.ık/ � f ık kF � bNık is used instead of (32). The proof of convergence (29)
in case nDP.ı/ ! 1 as ı ! 0 is the same as in the previous theorem, only in the

inequalities (33)–(35) the quantities b, � and
� C 1

b � 1 � � are replaced by bm, �m and

"�1 <
�m C 1

bm � 1 � �m
, respectively. ut
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3 The Least Squares Method

In the least squares method (4) we use the condition

N .A/\ En D f0g (38)

instead of the requirement of the injectivity of the operator A. In [16] the following
result is proved.

Theorem 7 Let condition (38) be satisfied for all n 2 N. Then an approximation un

according to the least squares method (4) exists and the error estimate

kun � u�k � inf
vn2En

fku� � vnkE C 2�n kAu� � AvnkFg C 2�nı

holds. If there exists a sequence of approximations .Oun/n2N, Oun 2 En, satisfying (18)
and

�n kA.u� � Oun/kF ! 0 as n ! 1; (39)

then we have in case of exact data convergence kun � u�kE ! 0 as n ! 1 , and in
case of noisy data with the choice of n D n.ı/ according to

n.ı/ ! 1 and �n.ı/ı ! 0 as ı ! 0

convergence

kun.ı/ � u�kE ! 0 as ı ! 0 : (40)

If in addition to convergences (18), (39) also �nC1kA.u� � Oun/kF ! 0 as n ! 1
holds, then convergence (40) holds also with the choice of n.ı/ by the discrepancy
principle: for fixed b > 1 choose n.ı/ as the first index such that kAun � f ık < bı.

The discrepancy principle fits better to the least squares method than to other
projection methods in the sense that there is no need to calculate or estimate the
quantities � , �n which may be a hard task.

4 Application: Collocation Method for Volterra Integral
Equations

We consider collocation method for Volterra integral equations. In the first two
examples these equations are cordial integral equations studied in [19, 28–31]. We
give properties of these equations in Sect. 4.1 and consider the collocation method
in Sect. 4.2.
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4.1 Cordial Integral Equations

Consider cordial integral equations of the first kind

Z t

0

1

t
a.t; s/�.

s

t
/u.s/ds D f .t/; 0 � t � T; (41)

where � 2 L1.0; 1/ is called the core of the cordial integral operator, and a; f are
given smooth enough functions. Define the cordial integral operators

.V�u/.t/ D
Z t

0

1

t
�.

s

t
/u.s/ds; .V�;au/.t/ D

Z t

0

1

t
a.t; s/�.

s

t
/u.s/ds:

Denote �T D f.s; t/ W t 2 Œ0;T�; s 2 Œ0; t�g. The following results are proven in
[28–31].

Theorem 8 Let � 2 L1.0; 1/, a 2 Cm.�T/. Then V�;a 2 L .CmŒ0;T�/ and

kV�;akCmŒ0;T� � Ck�kL1.0;1/kakCm.�T /:

Theorem 9 Let � 2 L1.0; 1/ and let � 2 C with Re� > 0. Then t� is an
eigenfunction of V� in CŒ0;T�, and the corresponding eigenvalue is O�.�/ D
R 1

0
�.x/x�dx. If Re� > m, then the eigenfunction belongs to CmŒ0;T�.

Theorem 10 Let � 2 L1.0; 1/, a 2 Cm.�T/. Then the spectrum of V�;a in CmŒ0;T�
is given by 
m.V�;a/ D f0g [ fa.0; 0/ O�.k/; k D 0; : : : ;mg [ fa.0; 0/ O�.�/; Re� >
mg.

Theorem 11 Let � 2 L1.0; 1/, x.1 � x/�0.x/ 2 L1.0; 1/,
R 1

0 �.x/dx > 0 and there
exists ˇ < 1 such that .xˇ�.x//0 � 0 for x 2 .0; 1/. Assume also that a 2 CmC1.�T/

and a.t; t/ 6D 0. Then V�;a is injective in CŒ0;T�, CmC1Œ0;T� � V�;a.CmŒ0;T�/ �
CmŒ0;T�, and V�1�;a 2 L .CmC1Œ0;T�;CmŒ0;T�/.

Corollary 1 Let the assumptions of Theorem 11 be satisfied and let f 2 CmC1Œ0;T�
be given. Then Eq. (41) is uniquely solvable in CŒ0;T� and its solution is in CmŒ0;T�.

4.2 Polynomial Collocation Method for Cordial Integral
Equations, Numerical Results

According to Theorem 9, functions tk; k 2 N are eigenfunctions of the cordial
integral operator V� , therefore the polynomial collocation method is well adapted
for these equations. We look for solutions in the form un.s/ D Pn

jD0 cjs j. In the
collocation method we choose the collocation points tk 2 Œ0;T�, k D 0; : : : ; n and
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find ck, k D 0; : : : ; n from the collocation equations

nX

jD0
cj

Z tk

0

1

tk
a.tk; s/�.

s

tk
/s jds D f .tk/; k D 0; : : : ; n:

To set up the system, one has to calculate exactly or “well enough” the integrals

Z t

0

1

tk
a.tk; s/�.

s

tk
/s jds:

For theoretical results it is convenient to use the basis fs jg for polynomials;
for practical calculations though, this results in very badly conditioned systems.
So for larger N one has to use a better basis, for example the (scaled) Chebyshev
polynomials Tp.t/ D cos

�

p arccos
�
2t
T � 1

��

. In fact, it may be simpler to make
first the change of variables t D T

2
.1 � cos y/ and then work with trigonometric

polynomials in y instead.
In the following Examples 1, 2, E D F D CŒ0;T�, En is the space of polynomials

of order up to n and Zn is the linear span of ı-functions with supports tk, k D
0; : : : ; n. Let a.t; s/ � 1. Then V� W En ! En and �n is simply the norm of the
interpolation projector from C to C with the interpolation nodes tk, k D 0; : : : ; n. If
tk are the Chebyshev nodes, then �n � 2

�
ln.n C 1/C 1.

In Examples 1, 2 certain noise levels were chosen and the noise was generated
by random numbers with uniform distribution at the collocation nodes, and on
nine times denser mesh for calculating the discrepancy. We also found the optimal
number nopt and the corresponding error eopt D minn2N kun �u�kE D kunopt �u�kE.
The discrepancy principle was used for finding proper n D n.ı/. The condition (14)
is not satisfied in Examples 1, 2. According to the discrepancy principle from
Theorem 6 we found the first n D nDP satisfying the inequality kAun � f ıkF � bnı

with bn D 1:001.1C �n/. We denote the corresponding error by eDP D kunDP � u�k.
The optimal errors and the errors obtained by using the discrepancy principle are
presented in the following Tables 1 and 2. In these tables also bnDP are presented.

Example 1 Consider the cordial integral equation (here �.x/ D 1p
x
)

Z t

0

u.s/dsp
st

D 1

t2 C 1
; t 2 Œ0;T� (42)

with exact solution u.s/ D 1�3s2

2.s2C1/2 . For this equation �n can be estimated using

Markoff’s inequality, by Cn2. Since the right-hand side of the equation is analytic,
dist. f ;AEn/ converges to zero exponentially, hence the assumptions of Theorem 6
are satisfied.

We took TD10 and used noisy data with noise levels ıD10�4; 10�6; : : : ; 10�14.
The number of collocation nodes was 10; 15; 20; : : : ; 110.
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Table 1 Optimal errors with
the corresponding nopt and
errors obtained by using the
discrepancy principle with
bnDP for Eq. (42)

ı eopt nopt eDP nDP bnDP

10�4 6 
 10�2 25 8 
 10�2 20 3:94

10�6 1:01 
 10�3 40 2:4 
 10�3 30 4:19

10�8 1:51 
 10�5 40 1:51 
 10�5 40 4:36

10�10 1:8 
 10�7 50 1:8 
 10�7 50 4:56

10�12 4:69 
 10�9 75 9:58 
 10�9 60 4:62

10�14 7:04 
 10�11 105 7:57 
 10�11 70 4:71

Table 2 Optimal errors with
the corresponding nopt and
errors obtained by using the
discrepancy principle with
bnDP for Eq. (43)

ı eopt nopt eDP nDP bnDP

10�3 1:5 
 10�1 10 1:5 
 10�1 10 3:53

10�4 5 
 10�2 40 1:1 
 10�1 30 3:94

10�5 5:24 
 10�3 20 2 
 10�2 50 4:5

10�6 6:13 
 10�4 40 5:16 
 10�3 100 4:94

10�7 9:17 
 10�5 90 5:77 
 10�3 230 5:46

Example 2 Consider the equation

Z t

0

u.s/dsp
st

D t3=2.2 � t/5=2; t 2 Œ0; 2�: (43)

The exact solution is u.s/ D 2s3=2.2 � s/5=2 � 5

2
s5=2.2 � s/3=2. Since the integral

operator is the same as in Example 1, �n is the same. The distance dist. f ;AEn/ can
be estimated by Cn�3, hence the assumptions of Theorem 6 are satisfied.

We used noisy data with noise levels ı D 10�3; 10�4; : : : ; 10�7. The number of
collocation nodes was 10; 20; 30; : : : ; 300.

4.3 Spline-Collocation for Volterra Integral Equation,
Numerical Results

We consider a Volterra integral equation of the first kind

.Au/.t/ WD
Z t

0

K.t; s/u.s/ ds D f .t/; t 2 Œ0; 1� (44)

with the operator A 2 L.Lp.0; 1/;CŒ0; 1�/; 1 � p � 1. The approximation space
is En D S.�1/k�1 .I�/, the space of discontinuous piecewise polynomials of order k � 1

with mesh �. In the collocation method we find un from the spline space En such
that

Aun.ti;j/ D f ı.ti;j/; i D 1; : : : ; n; j D 1; : : : ; k
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Table 3 Optimal errors and errors obtained by using the discrepancy principle for Eq. (45); left
with q D 3=2 and right with q D 5=2

ı eopt nopt eDP nDP eopt nopt eDP nDP

10�1 2:5 
 10�1 1 2:5 
 10�1 1 2:9 
 10�1 1 2:9 
 10�1 1

10�2 6:8 
 10�2 2 6:8 
 10�2 2 5:4 
 10�2 2 5:4 
 10�2 2

10�3 1:3 
 10�2 8 1:8 
 10�2 5 9 
 10�3 6 1:1 
 10�2 5

10�4 3:2 
 10�3 24 3:3 
 10�3 20 1:7 
 10�3 15 3 
 10�3 8

10�5 7:6 
 10�4 72 8:4 
 10�4 86 3:5 
 10�4 32 6:2 
 10�4 18

10�6 1:9 
 10�4 128 3:3 
 10�4 512 6:8 
 10�5 72 9:9 
 10�5 46

10�7 4:5 
 10�5 512 1:2 
 10�4 2048 1:5 
 10�5 128 1:5 
 10�5 128

where ti;j D .i � 1C cj/h 2 Œ0; 1�, i D 1; : : : ; n, j D 1; : : : ; k are collocation nodes
and 0 < c1 < : : : < ck � 1 are collocation parameters whose choice is essential.

Example 3 Consider the equation

Au.t/ D
Z t

0

u.s/ds D tq

q
; t 2 Œ0; 1�; q 2 f3=2; 5=2g (45)

with operator A W L1.0; 1/ ! CŒ0; 1�. The exact solution is u.s/ D sq�1. We used
for En the space of discontinuous linear splines with uniform mesh ih, i D 0; : : : ; n,
where h D 1=n. The collocation points are ti1 D .i � 1C c/h, ti2 D ih, c 2 .0; 1/.
For this problem M�n can be estimated using Theorem 4. Here we can take for Fn the
space of continuous linear splines and the inverse property of these splines gives

8wn 2 Fn; kw0nk � Cnkwnk;

hence M�n � Cn. The distance dist. f ;AEn/ can be estimated by Cn�q.
It can be shown that here

� D
(

1C c2

2.1�c/ ; if c � 1
2
;

1C .1�c/2

2c if c � 1
2
:

The quantity � is minimal for c D 1
2
, then � D 1:25. In this example �n D �

holds, i.e. �n does not depend on n. We used c D 1
2

and for satisfying the condition
b > � C 1 in Theorem 5 we actually took b D 1:01C � D 2:26 for the discrepancy
principle.

The noisy data were generated by the formula f ı.ti;j/ D f .ti;j/ C ı�i;j, where
ı D 10�m;m 2 f2; : : : ; 7g and �i;j are random numbers with normal distribution,
normed after being generated: maxi;j j�i;jj D 1 (Table 3).

We can conclude that for these model problems the discrepancy principle gave
reasonable results.



104 U. Hämarik and U. Kangro

Acknowledgements The authors are supported by institutional research funding IUT20-57 of the
Estonian Ministry of Education and Research.

References

1. A. Apartsyn, Nonclassical Linear Volterra Equations of the First Kind. Inverse and Ill-Posed
Problems Series (De Gruyter, Berlin, 2003)

2. A.S. Apartsin, A.B. Bakushinskii, Approximate solution of Volterra integral equations of the
first kind by the method of quadratic sums (Russian), in Differential and Integral Equations,
vol. 1 (Irkutsk Gos. Univ., Irkutsk, 1972), pp. 248–258

3. G. Bruckner, S. Pereverzev, Self-regularization of projection methods with a posteriori
discretization level choice for severely ill-posed problems. Inverse Probl. 19, 147–156 (2003)

4. G. Bruckner, S. Prössdorf, G. Vainikko, Error bounds of discretization methods for boundary
integral equations with noisy data. Appl. Anal. 63, 25–37 (1996)

5. H. Brunner, Collocation Methods for Volterra Integral and Related Functional Equations
(Cambridge University Press, Cambridge, 2004)

6. P. Eggermont, Collocation for Volterra integral equations of the first kind with iterated kernel.
SIAM J. Numer. Anal. 20, 1032–1048 (1983)

7. P. Eggermont, Stability and robustness of collocation methods for Abel-type integral equations.
Numer. Math. 45, 431–445 (1983)

8. H.W. Engl, On least-squares collocation for solving linear integral equations of the first kind
with noisy right-hand side. Boll. Geodesia Sci. Aff. 41, 291–313 (1982)

9. H.W. Engl, M. Hanke, A. Neubauer, Regularization of Inverse Problems. Mathematics and Its
Applications, vol. 375 (Kluwer, Dordrecht, 1996)

10. A. Ganina, U. Hämarik, U. Kangro, On the self-regularization of ill-posed problems by the
least error projection method. Math. Model. Anal. 19, 299–308 (2014)

11. C.W. Groetsch, A. Neubauer, Convergence of a general projection method for an operator
equation of the first kind. Houston J. Math. 14, 201–208 (1988)

12. U. Hämarik, Projection methods for the regularization of linear ill-posed problems. Proc.
Comput. Center Tartu Univ. 50, 69–90 (1983)

13. U. Hämarik, Discrepancy principle for choice of dimension in solution of ill-posed problems
by projection methods (Russian). Acta Comment. Univ. Tartuensis 672, 27–34 (1984)

14. U. Hämarik, On the discretization error in regularized projection methods with parameter
choice by discrepancy principle, in Ill-Posed Problems in Natural Sciences, ed. by A.N.
Tikhonov, A.S. Leonov, A.I. Prilepko, I.A. Vasin, V.A. Vatutin, A.G. Yagola (VSP, Utrecht,
Moscow, 1992), pp. 24–28

15. U. Hämarik, E. Avi, A. Ganina, On the solution of ill-posed problems by projection methods
with a posteriori choice of the discretization level. Math. Model. Anal. 7(2), 241–252 (2002)

16. U. Hämarik, B. Kaltenbacher, U. Kangro, E. Resmerita, Regularization by discretization in
Banach spaces. Inverse Probl. 32 (3), 035004 (2016)

17. B. Hofmann, P. Mathe, S.V. Pereverzev, Regularization by projection: approximation theoretic
aspects and distance functions. J. Inv. Ill-Posed Problems 15, 527–545 (2007)

18. B. Kaltenbacher, Regularization by projection with a posteriori discretization level choice for
linear and nonlinear ill-posed problems. Inverse Probl. 16(5), 1523–1539 (2000)

19. U. Kangro, Cordial Volterra integral equations and singular fractional integro-differential
equations in spaces of analytic functions. Math. Model. Anal. 22(4), 548–567 (2017)

20. S. Kindermann, Projection methods for ill-posed problems revisited. Comput. Methods Appl.
Math. 16(2), 257–276 (2016)

21. R. Kress, Linear Integral Equations (Springer, Berlin, 2014)
22. P.K. Lamm, A survey of regularization methods for first-kind Volterra equations, in Surveys on

Solution Methods for Inverse Problems (Springer, Vienna, 2000), pp. 53–82



On Self-regularization of Ill-Posed Problems in Banach Spaces by Projection Methods 105

23. P. Mathe, S.V. Pereverzev, Optimal discretization of inverse problems in Hilbert scales.
Regularization and self-regularization of projection methods. SIAM J. Numer. Anal. 38(6),
1999–2021 (2001)

24. P. Mathe, N. Schöne, Regularization by projection in variable Hilbert scales. Appl. Anal. 87,
201–219 (2008)

25. M.Z. Nashed, G. Wahba, Convergence rates of approximate least squares solutions of linear
integral and operator equations of the first kind. Math. Comp. 28, 69–80 (1974)

26. F. Natterer, Regularisierung schlecht gestellter Probleme durch Projektionsverfahren. Numer.
Math. 28, 329–341 (1977)

27. R.G. Richter, Numerical solution of integral equations of the first kind with nonsmooth kernels.
SIAM J. Numer. Anal. 15, 511–522 (1978)

28. G. Vainikko, Cordial Volterra integral equations 1. Numer. Funct. Anal. Optim. 30, 1145–1172
(2009)

29. G. Vainikko, Cordial Volterra integral equations 2. Numer. Funct. Anal. Optim. 31, 191–219
(2010)

30. G. Vainikko, First kind cordial Volterra integral equations 1. Numer. Funct. Anal. Optim. 33(6),
680–704 (2012)

31. G. Vainikko, First kind cordial Volterra integral equations 2. Numer. Funct. Anal. Optim. 35,
1607–1637 (2014)

32. G. Vainikko, U. Hämarik, Projection methods and self-regularization in ill-posed problems.
Izvestiya Vysshikh Uchebnykh Zavedenii Matematika 10, 3–17 (1985) (in Russian); Soviet
Math. 29, 1–20 (1985)

33. G. Vainikko, U. Hämarik, Self-regularization solving ill-posed problems by projection meth-
ods, in Models and Methods in Operational Research, ed. by B.A. Beltyukov, V.P. Bulatov
(Nauka, Novosibirsk, 1988), pp. 157–164

34. G.M. Vainikko, A.Yu. Veretennikov, Iteration Procedures in Ill- Posed Problems (Nauka,
Moscow, 1986)



Monotonicity-Based Regularization for
Phantom Experiment Data in Electrical
Impedance Tomography

Bastian Harrach and Mach Nguyet Minh

Abstract In electrical impedance tomography, algorithms based on minimizing the
linearized-data-fit residuum have been widely used due to their real-time implemen-
tation and satisfactory reconstructed images. However, the resulting images usually
tend to contain ringing artifacts. In this work, we shall minimize the linearized-
data-fit functional with respect to a linear constraint defined by the monotonicity
relation in the framework of real electrode setting. Numerical results of standard
phantom experiment data confirm that this new algorithm improves the quality of
the reconstructed images as well as reduce the ringing artifacts.

1 Introduction

Electrical Impedance Tomography (EIT) is a recently developed non-invasive
imaging technique, where the inner structure of a reference object can be recovered
from the current and voltage measurements on the object’s surface. It is fast,
inexpensive, portable and requires no ionizing radiation. For these reasons, EIT
qualifies for continuous real time visualization right at the bedside.

In clinical EIT applications, the reconstructed images are usually obtained by
minimizing the linearized-data-fit residuum [3, 7]. These algorithms are fast and
simple. However, to the best of the authors’ knowledge, there is no rigorous global
convergence results that have been proved so far. Moreover, the reconstructed
images usually tend to contain ringing artifacts.
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Recently, Seo and one of the author have shown in [19] that a single linearized
step can give the correct shape of the conductivity contrast. This result raises a
question that whether to regularize the linearized-data-fit functional such that the
corresponding minimizer yields a good approximation of the conductivity contrast.
An affirmative answer has been proved in [18] for the continuum boundary data. In
the present paper, we shall apply this new algorithm to the real electrode setting and
test with standard phantom experiment data. Numerical results later on show that
this new algorithm helps to improve the quality of the reconstructed images as well
as reduce the ringing artifacts. It is worth to mention that our new algorithm is non-
iterative, hence, it does not depend on an initial guess and does not require expensive
computation. Other non-iterative algorithms, for example, the Factorization Method
[14, 16] and the Monotonicity-based Method [4, 20, 30, 31], on the other hand, are
much more sensitive to measurement errors than our new algorithm when phantom
data or real data are applied [5, 10, 22, 33].

The paper is organized as follows. In Sect. 2 we introduce the mathematical
setting, describe how the measured data can be collected and set up a link between
the mathematical setting and the measured data. Section 3 presents our new
algorithm and the numerical results were shown in Sect. 4. We conclude this paper
with a brief discussion in Sect. 5.

2 Mathematical Setting

Let ˝ � Rn; n � 2 describe the imaging subject and 
 W ˝ ! R be the
unknown conductivity distribution inside˝ . We assume that˝ is a bounded domain
with smooth boundary @˝ and that the function 
 is real-valued, strictly positive
and bounded. Electrical Impedance Tomography (EIT) aims at recovering 
 using
voltage and current measurements on the boundary of ˝ . There are several ways
to inject currents and measure voltages. We shall follow the Neighboring Method
(aka Adjacent Method) which was suggested by Brown and Segar in [6] and is
still widely being used by practitioners. In this method, electrodes are attached
on the object’s surface, and an electrical current is applied through a pair of
adjacent electrodes whilst the voltage is measured on all other pairs of adjacent
electrodes excluding those pairs containing at least one electrode with injected
current. Figure 1 illustrates the first and second current patterns for a 16-electrode
EIT system. At the first current pattern (Fig. 1a), small currents of intensity I.1/1
and I.1/2 D �I.1/1 are applied through electrodes E1 and E2 respectively, and the

voltage differences U.1/
3 ;U

.1/
4 ; : : : ;U

.1/
15 are measured successively on electrode pairs

.E3;E4/; .E4;E5/; : : : ; .E15;E16/. In general, for a L-electrode EIT system, at the
k-th current pattern, by injecting currents I.k/k and I.k/kC1 D �I.k/k to electrodes

Ek and EkC1 respectively, one gets L � 3 voltage measurements fU.k/
l g, where

l 2 f1; 2; : : : ;Lg and jk � lj > 1. Note that here and throughout the paper, the
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Fig. 1 The Neighboring Method: (a) first current pattern, (b) second current pattern

electrode index is always considered modulo L, i.e. the index L C 1 also refers to
the first electrode, etc.

Assuming that the electrodes El are relatively open and connected subsets of
@˝ , that they are perfectly conducting and that contact impedances are negligible,
the resulting electric potential u.k/ at the k-th current pattern obeys the following
mathematical model (the so-called shunt model [8]):

r � .
ru/ D 0 in ˝;
R

El

@�u ds D I.k/l for l D 1; : : : ;L;


@�u D 0 on @˝ nSL
lD1 El;

ujEl D const: for l D 1; : : : ;L:

(1)

Here � is the unit normal vector on @˝ pointing outward and I.k/l WD .ık;l � ıkC1;l/I
describes the k-th applied current pattern where a current of strength I > 0 is driven
through the k-th and .k C 1/-th electrode. Notice that f I.k/l g satisfy the conservation

of charge
PL

lD1 I.k/l D 0, and that the electric potential u.k/ is uniquely determined
by (1) only up to the addition of a constant. The voltage measurements are given by

U.k/
l WD u.k/jEl � u.k/jElC1

: (2)

The herein used shunt model ignores the effect of contact impedances between
the electrodes and the imaging domain. This is only valid when voltages are
measured on small (see [15]) and current-free electrodes, so that (1) correctly
models only the measurements U.k/

l with jk � lj > 1. For difference measurements,

the missing elements U.k/
l with jk � lj � 1, on the other hand, can be calculated

by interpolation taking into account reciprocity, conservation of voltages and the
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geometry-specific smoothness of difference EIT data, cf. [17]. For an imaging sub-
ject with unknown conductivity 
 , one thus obtains a full matrix of measurements
U.
/ D .U.k/

l /k;lD1;:::;L.

3 Monotonicity-Based Regularization

3.1 Standard One-Step Linearization Methods

In difference EIT, the measurements U.
/ are compared with measurements
U.
0/ for some reference conductivity distribution 
0 in order to reconstruct the
conductivity difference 
 � 
0. This is usually done by a single linearization step

U0.
0/.
 � 
0/ � U.
/ � U.
0/:

where U0.
0/ W L1.˝/ ! RL	L is the Fréchet derivative of the voltage
measurements

U0.
0/ W � 7!
	

�
Z

˝

�ru.k/
0 � ru.l/
0 dx




1�k;l�L

We discretize the reference domain ˝ D [P
jD1Pj into P disjoint open pixels Pj

and make the piecewise-constant Ansatz

�.x/ D
PX

jD1
�j�Pj.x/:

This approach leads to the linear equation

S� D V (3)

where V and the columns of the sensitivity matrix S contain the entries of the
measurements U.
/�U.
0/ and the discretized Fréchet derivative, resp., written as
long vectors, i.e.,

� D .�j/
P
jD1 2 RP;

V D .Vi/
L2
iD1 2 RL2 ; with V.l�1/LCk D U.k/

l .
/ � U.k/
l .
0/;

S D .Si;j/ 2 RL2;P; with S.l�1/LCk;j D �
Z

Pj

ru.k/
0 � ru.l/
0 dx:

Most practically used EIT algorithms are based on solving a regularized variant
of (3) to obtain an approximation � to the conductivity difference
�
0. The popular
algorithms NOSER [7] and GREIT [3] use (generalized) Tikhonov regularization
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and minimize

kS� � Vk2res C ˛k�k2pen ! minŠ

with (heuristically chosen) weighted Euclidian norms k � k res and k � kpen in the
residuum and penalty term.

3.2 Monotonicity-Based Regularization

It has been shown in [19] that shape information in EIT is invariant under lineariza-
tion. Thus one-step linearization methods are principally capable of reconstructing
the correct (outer) support of the conductivity difference even though they ignore
the non-linearity of the EIT measurement process. In [18] the authors developed
a monotonicity-based regularization method for the linearized EIT equation for
which (in the continuum model) it can be guaranteed that the regularized solutions
converge against a function that shows the correct outer shape. In this section, we
formulate and analyze this new method for real electrode measurements, and in the
next section we will apply it to real data from a phantom experiment and compare it
with the GREIT method.

The main idea of monotonicity-based regularization is to minimize the residual
of the linearized equation (3)

kS� � Vk2 ! minŠ

with constraints on the entries of � that are obtained from monotonicity tests.
For the following, we assume that the background is homogeneous and that

all anomalies are more conductive, or all anomalies are less conductive than the
background, i.e., 
0 is constant, and either


.x/ D 
0 C �.x/�D.x/; or 
.x/ D 
0 � �.x/�D.x/:

D is an open set denoting the conductivity anomalies, and � W D ! R is the contrast
of the anomalies. We furthermore assume that we are given a lower bound c > 0 of
the anomaly contrast, i.e. �.x/ � c.

For the monotonicity tests it is crucial to consider the measurements and the
columns of the sensitivity matrix S as matrices and compare them in terms of matrix
definiteness, cf. [9, 17, 21] for the origins of this sensitivity matrix based approach.
Let V WD U.
/ � U.
0/ 2 RL	L denote the EIT difference measurements written
as L � L-matrix, and Sk 2 RL	L denote the k-th column of the sensitivity matrix
written as L � L-matrix, i.e. the . j; l/-th entry of Sk is given by

�
Z

Pk

ru. j/

0

� ru.l/
0 dx:
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We then define for each pixel Pk

ˇk WD maxf˛ � 0 W ˛Sk � �jVjg; (4)

where jVj denotes the matrix absolute value of V , and the comparison ˛Sk � �jVj
is to be understood in the sense of matrix definiteness, i.e. ˛Sk � �jVj holds if and
only if all eigenvalues of ˛Sk C jVj are non-negative.

Following [18] we then solve the linearized EIT equation (3) using the monoto-
nicity constraints ˇk. We minimize the Euclidean norm of the residuum

kS� � Vk2 ! minŠ (5)

under the constraints that

(C1) in the case 
 � 
0: 0 � �k � min.aC; ˇk/, and
(C2) in the case 
 � 
0: 0 � �k � � min.a�; ˇk/,

where aC WD 
0 � 
20

0Cc , and a� WD c.

For noisy data Vı with kVı � Vk � ı this approach can be regularized by
replacing ˇk with

ˇık WD maxf˛ � 0 W ˛Sk � �jVıj � ıIg; (6)

where I 2 RL	L is the identity matrix. For the implementation of ˇık see Sect. 4.
For the continuum model, and under the assumption that D has connected com-

plement, the authors [18] showed that for exact data this monotonicity-constrained
minimization of the linearized EIT residuum admits a unique solution and that the
support of the solution agrees with the anomalies support D up to the pixel partition.
Moreover, [18] also shows that for noisy data and using the regularized constraints
ˇık , minimizers exist and that, for ı ! 0, they converge to the minimizer with
the correct support. Since practical electrode measurements can be regarded as an
approximation to the continuum model, we therefore expect that the above approach
will also well approximate the anomaly support for real electrode data.

In the continuum model, the constraints ˇk will be zero outside the support of
the anomaly and positive for each pixel inside the anomaly. The first property relies
on the existence of localized potentials [11] and is only true in the limit of infinitely
many, infinitely small electrodes. The latter property is however true for any number
of electrodes as the following result shows:

Theorem 1 If Pk � D, then

(a) in the case 
 � 
0 the constraint ˇk fulfills ˇk � aC > 0, and
(b) in the case 
 � 
0 the constraint ˇk fulfills ˇk � a� > 0.
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Proof If Pk � D and 
 � 
0 then


0



.
 � 
0/ D 
0 � 
20



�
	


0 � 
20

0 C c




�Pk D aC�Pk ;

and if Pk � D and 
 � 
0 then


0 � 
 � c�Pk D a��Pk :

Hence, it suffices to show that ˛Sk � �jVj holds for all ˛ > 0 that fulfill

(a) ˛�Pk � 
0


.
 � 
0/, or

(b) ˛�Pk � 
0 � 
 .

We use the following monotonicity relation from [23, Lemma 3.1] (see also [24, 25]
for the origin of this estimate): For any vector g D .gj/

L
jD1 2 RL we have that

Z

˝


0



.
0 � 
/

ˇ
ˇru.g/
0

ˇ
ˇ
2

dx � g>Vg �
Z

˝

.
0 � 
/
ˇ
ˇru.g/
0

ˇ
ˇ
2

dx; (7)

with u.g/
0 D PL
jD1 gjru. j/


0 .
If ˛�Pk � 
0



.
 � 
0/, then

0 � g>.˛Sk/g D �
Z

Pk

˛
ˇ
ˇru.g/
0

ˇ
ˇ
2 �

Z

˝


0



.
0 � 
/

ˇ
ˇru.g/
0

ˇ
ˇ
2 � g>Vg;

which shows that jVj D �V � �˛Sk.
If ˛�Pk � 
0 � 
 , then

0 � g>.�˛Sk/g D
Z

Pk

˛
ˇ
ˇru.g/
0

ˇ
ˇ
2 �

Z

˝

.
0 � 
/
ˇ
ˇru.g/
0

ˇ
ˇ
2 � g>Vg;

which shows that jVj D V � �˛Sk. ut

4 Numerical Results

In this section, we will test our algorithm on the data set iirc_data_2006
measured by Professor Eung Je Woo’s EIT research group in Korea [26, 27, 29, 32].
iirc stands for Impedance Imaging Research Center. The data set is publicly
available as part of the open source software framework EIDORS [2] (Electrical
Impedance and Diffused Optical Reconstruction Software). Since the data set
iirc_data_2006 is also frequently used in the EIDORS tutorials, we believe
that this is a good benchmark example to test our new algorithm.



114 B. Harrach and M. N. Minh

4.1 Experiment Setting

The data set iirc_data_2006 was collected using the 16-electrode EIT system
KHU Mark1 (see [28] for more information of this system). The reference object
was a Plexiglas tank filled with saline. The tank was a cylinder of diameter
0.2 m with 0.01 m diameter round electrodes attached on its boundary. Saline
was filled to about 0.06 m depth. Inside the tank, one put a Plexiglas rod of
diameter 0.02 m. The conductivity of the saline was 0.15 S/m and the Plexiglas rod
was basically non-conductive. Data acquisition protocol was adjacent stimulation,
adjacent measurement with data acquired on all electrodes.

The data set iirc_data_2006 contains the voltage measurements for both
homogeneous and non-homogeneous cases. Measurements for the homogeneous
case were obtained when the Plexiglas rod was taken away (reference conductivity
in this case is 0.15 S/m). In the non-homogeneous case, 100 different voltage
measurements were measured corresponding to 100 different positions of the
Plexiglas rod.

4.2 Numerical Implementation

EIDORS [2] (Electrical Impedance and Diffused Optical Reconstruction Software)
is an open source software that is widely used to reconstruct images in electrical
impedance tomography and diffuse optical tomography. To reconstruct images with
EIDORS, one first needs to build an EIDORS model that fits with the measured
data. In this paper, we shall use the same EIDORS model described in the EIDORS
tutorial web-page:

http://eidors3d.sourceforge.net/tutorial/EIDORS_basics/tutorial110.shtml

Figure 2 shows the reconstructed images of the 9th-inhomogeneous measure-
ments with different regularization parameters using the EIDORS built-in command
inv_solve, which follows the algorithm proposed in [1]. We emphasize that,
Fig. 2b (regularization parameter is chosen as 0:03 by default) was considered at the
EIDORS tutorial web-page, we show them here again in order to easily compare
them with the reconstructed images using our new method later on.

4.3 Minimizing the Residuum

In the EIDORS model suggested in the EIDORS tutorial web-page, the reference
body was chosen by default as a disk of diameter 1m and the default reference
conductivity was 1S/m. However, in the experiment setting, the reference body was
a cylinder of diameter 0:2m and the reference conductivity was 0:15S/m. Hence,
an appropriate scaling factor should be applied to the measurements, to make sure
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Fig. 2 Reconstructed images for the 9th-inhomogeneous voltage measurements with different
regularization parameters. (a) Parameter D 0:003. (b) Parameter D 0:03. (c) Parameter D 0:3

that the EIDORS model fits with these measurements. In the EIDORS tutorial
web-page, the measurements were scaled by multiplying by a factor 10�4. In this
paper, to increase the precision of the model, we shall find the best scaling factor
that minimizes the error between the measured data and the data generated by the
EIDORS model. More precisely, let call vh the measured data for homogeneous
case and vh_model the homogeneous data generated by the EIDORS model, the
best scaling factor is a minimizer of the following problem

min
c2R kc � vh � vh_modelk2

For this experiment setting, the best factor is 2:49577 � 10�5. From now on, by
measured data we always refer to scaled measured data with respect to this best
factor.

The next step is to recover the missing measurements on the driving electrodes.
We shall follow the result in [17] to obtain an approximation for these missing
measurements using interpolation.

Now we are in a position to minimize the problem (5) under the linear constraint
(C1) or (C2). To do this, we need to clarify aC; a�; and ˇk in the linear constraints.
After scaling, the reference conductivity is 
0 D 1S/m, and D still denotes the
Plexiglas rod with conductivity 
 D 0S/m. Thus, � D 1, a� D infD � D 1 and
ˇk is calculated using (4). In practice, there is no way to obtain the exact value of
the matrix V in (4). Indeed, what we know is just the measured data Vı D Uı.
/ �
Uı.
0/, where ı denotes the noise level. When replacing jVj by the noisy version
jVıj, it may happen that there is no ˛ > 0 so that the matrix jVıj C ˛Sk is still
positive semi-definite. Therefore, instead of using (4), we shall calculate ˇk from

ˇk D maxf˛ � 0 W jVıj C ˛Sk � �ıIg:

Here, I represents the identity matrix, and ı is chosen as the absolute value of the
smallest eigenvalue of Vı. Notice that, in the presence of noise, jVıj C ıI plays the
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role of the positive semi-definite matrix jVj. We shall follow the argument in [18] to
calculate ˇk. Let L be the lower triangular Cholesky decomposition matrix of jVıjC
ıI, and let �s.L�1Sk.L�/�1/ be the smallest eigenvalue of the matrix L�1Sk.L�/�1.
Since Sk is negative semi-definite, so is L�1Sk.L�/�1. Thus, �s.L�1Sk.L�/�1/ � 0.
Arguing in the same manner as in [18], we get

ˇk D � 1

�s.L�1Sk.L�/�1/
� 0:

The minimizer of (5) is then obtained using two different approaches: one
employs cvx (Fig. 3a), a package for specifying and solving convex programs
[12, 13], the other (Fig. 3b) uses the MATLAB built-in function quadprog

1
1/10

(a)
1

1/10

(b)

1
1/10

(c)
1

1/10

(d)

Fig. 3 Reconstructed images for the 9th-inhomogeneous voltage measurements with different
algorithms (after scaling the measured data w.r.t the best scaling factor). (a) cvx. (b) quadprog.
(c) EIDORS inv_solve. (d) GREIT
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(trust-region-reflective Algorithm). We also show the reconstructed
result using the built-in function inv_solve of EIDORS [1] (Fig. 3c) with the
default regularization parameter 0:03 and with GREIT algorithm [3] (Fig. 3d) to see
that scaling the measured data with the best scaling factor will improve a little bit
the reconstructed image. Notice that reconstructed images are highly affected by the
choice of the minimization algorithms (see Table 1 for their runtime), and we will
see from Fig. 3 that the images obtained by cvx has less artifacts than the others.

It is worth to emphasize that although each EIDORS model is assigned to
a default regularization parameter, when using the EIDORS built-in function
inv_solve [1], in order to obtain a good reconstruction (Fig. 2) one has to
manually choose a regularization parameter, whilst the regularization parameters
a� and ˇk in our method are known a-priori provided the information of the
conductivity 
 and the reference conductivity 
0 exists. Besides, if we manually
choose the parameters min.a�; ˇk/, we even get much better reconstructed images
(Fig. 4).

Last but not least, our new method proves its advantage when there are more than
one inclusions (Fig. 5).

Table 1 Runtime of pictures in Fig. 3

Algorithm Runtime (s)

cvx 839:3892

quadprog (trust-region-reflective) 5:4467

EIDORS (inv_solve) 0:0231

GREIT 0:0120

1
1/10

(a)
1

1/10

(b)
1

1/10

(c)

Fig. 4 Reconstructed images for the 9th-inhomogeneous voltage measurements with
monotonicity-based algorithm and different choices of lower constraint. (a) min.2; ˇk/. (b)
min.3; ˇk/. (c) min.4; ˇk/
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Fig. 5 Reconstructed images for simulated data with 0:1% noise. (From left to right) First column:
True conductivity change, Second column: our new method (with cvx), Third column: EIDORS
(inv_solve), Last column: GREIT

5 Conclusions

In this paper, we have presented a new algorithm to reconstruct images in EIT in
the real electrode setting. Numerical results show that this new algorithm helps to
reduce the ringing artifacts in the reconstructed images. Global convergence result
of this algorithm has been proved in [18] for the Continuum Model. In future works,
we shall aim to prove global convergence result for the Shunt Model setting as well
as reduce the runtime to fit with real-time applications.
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An SVD in Spherical Surface Wave
Tomography

Ralf Hielscher, Daniel Potts, and Michael Quellmalz

Abstract In spherical surface wave tomography, one measures the integrals of a
function defined on the sphere along great circle arcs. This forms a generalization
of the Funk–Radon transform, which assigns to a function its integrals along full
great circles. We show a singular value decomposition (SVD) for the surface wave
tomography provided we have full data.

Since the inversion problem is overdetermined, we consider some special cases
in which we only know the integrals along certain arcs. For the case of great
circle arcs with fixed opening angle, we also obtain an SVD that implies the
injectivity, generalizing a previous result for half circles in Groemer (Monatsh Math
126(2):117–124, 1998). Furthermore, we derive a numerical algorithm based on the
SVD and illustrate its merchantability by numerical tests.

1 Introduction

While the famous two-dimensional Radon transform assigns to a function
f WR2 ! R all its line integrals, its spherical generalization, the Funk–Radon
transform F W C.S2/ ! C.S2/, assigns to a function on the two-dimensional sphere
S
2 D f� 2 R

3 W j�j D 1g its integrals

F f .�/ D 1

2�

Z

h�;�iD0
f .�/ d�; � 2 S

2;

along all great circles f� 2 S
2 W � ? �g, � 2 S

2. The investigation of the Funk–
Radon transform dates back to the work of Funk [11], who showed the injectivity
of the operator F for even functions. In other publications, the operator F is
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also known as Funk transform, Minkowski–Funk transform or spherical Radon
transform.

Similar to the Radon transform, the Funk–Radon transform plays an important
role in imaging. Motivated by specific imaging modalities, the Funk–Radon trans-
form has been generalized further to other paths of integration, namely circles with
fixed diameter [34, 38], circles containing the north pole [1, 5, 20, 35], circles
perpendicular to the equator [12, 23, 44], and nongeodesic hyperplane sections
of the sphere [30, 31, 33, 37]. The integrals along half great circles have been
investigated in [13, 18, 36]. Interestingly, some of these generalizations lead to
injective operators.

In this paper, we replace the great circles as paths of integration in the Funk–
Radon transform by great circle arcs with arbitrary opening angle. Let �; � 2 S

2 be
two points on the sphere that are not antipodal and denote by �.�; �/ the shortest
geodesic connecting both points. Then we aim at recovering f WS2 ! C from the
integrals

g.�; �/ D
Z

�.�;�/

f .�/ d�; �; � 2 S
2; � ¤ ��: (1)

The study of this problem is motivated by spherical surface wave tomography.
There, one measures the time a seismic wave travels along the Earth’s surface from
an epicenter to a receiver. Knowing the traveltimes of such waves between many
pairs of epicenters and receivers, one wants to recover the local phase velocity.
A common approach is the great circle ray approximation, where it is assumed that
a wave travels along the arc of the great circle connecting epicenter and receiver.
Then the traveltime of the wave equals the integral of the “slowness function”
along the great circle arc connecting the epicenter and the receiver, where the
slowness function is defined as one over the local phase velocity [29, 40, 43]. Hence,
recovering the local phase velocity as a real-valued spherical function from its mean
values along certain arcs of great circles is modeled by (1), see [3].

Although (1) uses a very intuitive parametrization of great circle arcs on the
sphere, it is not well suited for analyzing the underlying operator since the arc length
is restricted to Œ0; �/ and, even for continuous f , the function g has no continuous
extension to a function on S

2 � S
2. Therefore, we parameterize the manifold of all

great circle arcs by the arclength 2 2 Œ0; 2�� and the rotation Q 2 SO.3/ that maps
the arc of integration to the equator such that the midpoint of the arc is mapped to
.1; 0; 0/>. Using this parametrization, the arc transform is defined in Sect. 3.1 as an
operator

A W C.S2/ ! C.SO.3/ � Œ0; ��/:

In Theorem 3.3, we derive a singular value decomposition of A , which involves
spherical harmonics in L2.S2/ and Wigner-D functions in L2.SO.3/ � Œ0; ��/.
Furthermore, we give upper and lower bounds for the singular values.
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Since the function f lives on a two-dimensional manifold but the transformed
function A f lives on a four-dimensional manifold, the inverse problem is highly
overdetermined. For this reason, we consider in Sect. 4 specific subsets of arcs that
still allow for the reconstruction of the function f . Most notably, we investigate
in Sect. 4.3 the restriction of the arc transform to arcs of constant opening angle.
This restriction includes as special cases the ordinary Funk–Radon transform as
well as the half circle transform [18]. For the restricted operator, we prove in
Theorem 4.4 a singular value decomposition and show that the singular values decay
as .n C 1

2
/� 12 C. ; n/. While for opening angles 2 < � the constant C. ; n/ is

independent of n, it converges to zero for odd n and 2 ! 2� .
Finally, we present in Sect. 5 a numerical algorithm for the arc transform with

fixed opening angle, which is based on the nonequispaced fast spherical Fourier
transform [26] and the nonequispaced fast SO.3/ Fourier transform [32].

2 Fourier Analysis on S
2 and SO.3/

In this section, we present some basic facts about harmonic analysis on the sphere
S
2 and the rotation group SO.3/ and introduce the notation we will use later on.

2.1 Harmonic Analysis on the Sphere

In this section, we are going to summarize some basic facts about harmonic analysis
on the sphere as it can be found, e.g., in [7, 10, 28]. We denote byZ the set of integers
and with N0 the nonnegative integers.

We define the two-dimensional sphere S2 D f� 2 R
3 W j�j D 1g as the set of unit

vectors � D .�1; �2; �3/
> in the three-dimensional Euclidean space and make use of

its parametrization in terms of the spherical coordinates

�.'; #/ D .cos' sin#; sin ' sin#; cos#/>; ' 2 Œ0; 2�/; # 2 Œ0; ��:

Let f WS2 ! C be some measurable function. With respect to spherical coordinates,
the surface measure d� on the sphere reads as

Z

S2

f .�/ d� D
Z �

0

Z 2�

0

f .�.'; #// sin# d' d#:

The Hilbert space L2.S2/ is the space of all measurable functions f WS2 ! C whose
norm k f kL2.S2/ D .h f ; f iL2.S2//

1=2 is finite, where h f ; giL2.S2/ D R

S2
f .�/ g.�/ d�

denotes the usual L2–inner product.
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We define the associated Legendre functions

Pk
n.t/ D .�1/k

2nnŠ

�

1 � t2
�k=2 dnCk

dtnCk

�

t2 � 1�n
; t 2 Œ�1; 1�;

of degree n 2 N0 and order k D 0; : : : ; n. We define the normalized associated
Legendre functions by

ePk
n D

s

2n C 1

4�

.n � k/Š

.n C k/Š
Pk

n (2)

and

eP�k
n D .�1/kePk

n;

where the factor .�1/k is called Condon–Shortley phase, which is omitted by some
authors.

An orthonormal basis in the Hilbert space L2.S2/ of square integrable functions
on the sphere is formed by the spherical harmonics

Yk
n.�.'; #// DePk

n.cos#/ eik' (3)

of degree n 2 N0 and order k D �n; : : : ; n. Accordingly, any function f 2 L2.S2/
can be expressed by its spherical Fourier series

f D
1X

nD0

nX

kD�n

Of k
n Yk

n

with the spherical Fourier coefficients

Of k
n D

Z

S2

f .�/ Yk
n.�/ d�; n 2 N0; k D �n; : : : ; n:

We define the space of spherical polynomials of degree up to N 2 N0 by

PN D span
˚

Yk
n W n D 0; : : : ;N; k D �n; : : : ; n

�

:

2.2 Rotational Harmonics

We state some facts about functions on the rotation group SO.3/. This introduction
is based on [19], rotational Fourier transforms date back to Wigner, 1931, see [42].
The rotation group SO.3/ consists of all orthogonal 3�3-matrices with determinant
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one equipped with the matrix multiplication as group operation. Every rotation
Q 2 SO.3/ can be expressed in terms of its Euler angles ˛; ˇ; � by

Q.˛; ˇ; �/ D R3.˛/R2.ˇ/R3.�/; ˛; � 2 Œ0; 2�/; ˇ 2 Œ0; ��;

where Ri.˛/ denotes the rotation of the angle ˛ about the �i-axis, i.e.,

R3.˛/ D
0

@

cos˛ � sin ˛ 0
sin ˛ cos˛ 0

0 0 1

1

A ; R2.ˇ/ D
0

@

cosˇ 0 sinˇ
0 1 0

� sinˇ 0 cosˇ

1

A :

Note that we use this zyz-convention of Euler angles throughout this paper.
The integral of a function gW SO.3/ ! C on the rotation group is given by

Z

SO.3/
g.Q/ dQ D

Z 2�

0

Z �

0

Z 2�

0

g.Q.˛; ˇ; �// sin.ˇ/ d˛ dˇ d�:

We define the rotational harmonics or Wigner D-functions Dk;j
n of degree n 2 N0

and orders k; j 2 f�n; : : : ; ng by

Dk;j
n .Q.˛; ˇ; �// D e�ik˛dk;j

n .cosˇ/e�ij� ;

where the Wigner d-functions are given by [41, p. 77]

dk;j
n .t/ D .�1/n�j

2n

s

.n C k/Š.1 � t/ j�k

.n � j/Š.n C j/Š.n � k/Š.1C t/ jCk

	
d

dt


n�k
.1C t/nCj

.1 � t/�nCj
:

The Wigner d-functions satisfy the orthogonality relation

Z 1

�1
dk;j

n .t/ dk;j
n0 .t/ dt D 2ın;n0

2n C 1
:

We define the space of square-integrable functions L2.SO.3// with inner product
h f ; giL2.SO.3// D R

SO.3/ f .Q/ g.Q/ dQ. By the Peter–Weyl theorem, the rotational

harmonics Dk;j
n are complete in L2.SO.3// and satisfy the orthogonality relation

D

Dk;j
n ;D

k0;j0

n0

E

L2.SO.3//
D
Z

SO.3/
Dk;j

n .Q/Dk0;j0

n0 .Q/ dQ D 8�2

2n C 1
ın;n0ık;k0ıj;j0 : (4)

We define the rotational Fourier coefficients of g 2 L2.SO.3// by

Ogk;j
n D 2n C 1

8�2

˝

g;Dk;j
n

˛

L2.SO.3// ; n 2 N0; k; j D �n; : : : ; n: (5)
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Then the rotational Fourier expansion of g holds

g D
1X

nD0

nX

k;jD�n

Ogk;j
n Dk;j

n :

The rotational Fourier transform is also known as SO.3/ Fourier transform (SOFT)
or Wigner D-transform.

The rotational harmonics Dk;j
n are eigenfunctions of the Laplace–Beltrami oper-

ator on SO.3/ with the corresponding eigenvalues �n.n C 1/. The rotational
harmonics D j;k

n are the matrix entries of the left regular representations of SO.3/,
see [21, 41]. In particular, the rotation of a spherical harmonic satisfies

Yk
n.Q
�1�/ D

nX

jD�n

D j;k
n .Q/ Yj

n.�/: (6)

2.3 Singular Value Decomposition

Let K W X ! Y be a compact linear operator between the separable Hilbert spaces
X and Y. A singular system f.un; vn; 
n/ W n 2 N0g consists of an orthonormal basis
fung1nD0 of X, an orthonormal basis fvng1nD0 in the closed range of K and singular
values 
n ! 0 such that operator K can be diagonalized as

K x D
1X

nD0

n hx; uni vn; x 2 X:

If all singular values 
n are nonzero, the operator K is injective and for y D K x,
we have

x D
1X

nD0

hy; vni

n

un:

The instability of an inverse problem can be characterized by the decay of the
singular values. The problem of solving K x D y for x is called mildly ill-posed
of degree ˛ > 0 if 
n 2 O.n�˛/, cf. [8, Sec. 2.2].

3 Circle Arcs

For any two points �; � on the sphere S2 that are not antipodal, there exists a shortest
geodesic �.�; �/ between � and �. This geodesic is an arc of the great circle that
contains � and �.
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The manifold of all great circle arcs is four-dimensional since they are deter-
mined by two points �; � 2 S

2 and only coincide when � and � are interchanged.

3.1 The Arc Transform

A great circle arc �.�; �/ can be parameterized by its length 2 D arccos.h�; �i/
and a rotation Q 2 SO.3/ which is defined as follows. Let

e' D .cos'; sin '; 0/> 2 S
2

be the point on the equator of S2 with latitude ' 2 R. Then there exists a unique
rotation Q 2 SO.3/ such that Q.�/ D e� and Q.�/ D e . Such an arc � and its
rotation are depicted in Fig. 1. With this definition, the integral over the arc �.�; �/
may be rewritten as

Z

�.�;�/

f .�/ d� D
Z

Q�.�;�/
f .Q�1�/ d� D

Z  

� 
f ı Q�1.e'/ d':

This motivates the following definition of the arc transform

A W C.S2/ ! C.SO.3/ � Œ0; ��/;

A f .Q;  / D
Z  

� 
f ı Q�1.e'/ d':

(7)

Fig. 1 Visualization of the
arc �.�; �/
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The great circle arcs �.�; �/ and �.�; �/ are identical. This symmetry also holds for
the operator A . Using Euler angles, we have the identity

A f .Q.˛; ˇ; �/;  / D A f .Q.2� � ˛; � � ˇ; � C �/;  /;

where we assume the Euler angle � as 2�-periodic.

3.2 Singular Value Decomposition of the Arc Transform

In the following, we use double factorials defined by nŠŠ D n.n � 2/ � � � 2 for n even
or nŠŠ D n.n � 2/ � � � 1 for n odd and 0ŠŠ D .�1/ŠŠ D 1. The next theorem shows
how the arc transform A acts on spherical harmonics Yk

n . The corresponding result
for the parametrization in terms of the endpoints of an arc is found in [6, Appx. C],
see also [3].

Theorem 3.1 Let n 2 N0 and k 2 f�n; : : : ; ng. Then

A Yk
n.Q;  / D

nX

jD�n

eP j
n.0/D j;k

n .Q/ sj. /; (8)

where

sj. / D
(

2 ; j D 0
2 sin. j /

j ; j ¤ 0
(9)

and

eP j
n.0/ D

8

<

:

.�1/ nCj
2

q
2nC1
4�

.n�j�1/ŠŠ.nCj�1/ŠŠ
.n�j/ŠŠ.nCj/ŠŠ ; n C j even

0; n C j odd:
(10)

Proof By (6), we obtain

A Yk
n.Q;  / D

Z  

� 
Yk

n.Q
�1.e'// D

nX

jD�n

D j;k
n .Q/

Z  

� 
Yj

n.e'/ d':

By the definition (3) of the spherical harmonics, we see that

Z  

� 
Yj

n.e'/ d' DeP j
n.0/

Z  

� 
eij' d' D eP j

n.0/ sj. /:
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Hence,

A Yk
n.Q;  / D

nX

jD�n

D j;k
n .Q/eP

j
n.0/ sj. /:

Now we calculate eP j
n.0/. By Hielscher and Quellmalz [23], Pj

n.0/ D 0 if n C j is
odd and otherwise

Pj
n.0/ D .�1/ nCj

2
.n C j � 1/ŠŠ
.n � j/ŠŠ

:

Hence, we obtain by (2)

eP j
n.0/ D

s

2n C 1

4�

.n � j/Š

.n C j/Š
.�1/ nCj

2
.n C j � 1/ŠŠ
.n � j/ŠŠ

D .�1/ nCj
2

s

2n C 1

4�

.n � j � 1/ŠŠ.n C j � 1/ŠŠ

.n � j/ŠŠ.n C j/ŠŠ

if n C j is even, which implies (10). �

Lemma 3.2 Let n 2 N0 and j 2 f�n; : : : ; ng. If n C j is odd, then eP j
n.0/ D 0.

Otherwise, we have

2n C 1

2�2
p

.n C 1/2 � j2
� ˇ
ˇeP j

n.0/
ˇ
ˇ
2 � 2n C 1

4�
p

.n C 1/2 � j2
: (11)

Furthermore, for j 2 N0,

lim
n!1

nCj even

ˇ
ˇePj

n.0/
ˇ
ˇ D 1

�
: (12)

Proof We first show that for m 2 N,

s

2

�.2m C 1/
� .2m � 1/ŠŠ

.2m/ŠŠ
� 1p

2m C 1
: (13)

With the definition

u.m/ D
	

.2m/ŠŠ

.2m � 1/ŠŠ


2
1

2m C 1
; m 2 N0;
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we see that u.0/ D 1 and u is increasing because of m � 1 and

u.m/

u.m � 1/
D .2m/2

.2m � 1/2
2m � 1

2m C 1
D .2m/2

.2m/2 � 1
> 1:

That implies the right inequality of (13). Furthermore, Wallis’ product states the
convergence

u.m/ D 2

1

2

3

4

3

4

5

6

5

6

7
� � � 2m

2m � 1
2m

2m C 1
�! �

2
(14)

for m ! 1, see also [4]. This shows the left inequality of (13).
By (10) and (13), we obtain the upper bound

ˇ
ˇeP j

n.0/
ˇ
ˇ
2 D 2n C 1

4�

.n � j � 1/ŠŠ

.n � j/ŠŠ

.n C j � 1/ŠŠ
.n C j/ŠŠ

� 2n C 1

4�

1p
n � j C 1

1p
n C j C 1

:

The lower bound follows analogously. Moreover, we have

ˇ
ˇ
ˇeP

j
jC2m.0/

ˇ
ˇ
ˇ

2 D 2. j C 2m/C 1

4�

.2m � 1/ŠŠ

.2m/ŠŠ

.2m C 2j � 1/ŠŠ

.2m C 2j/ŠŠ
:

Hence, Wallis product (14) shows that for j 2 N0

lim
m!1

ˇ
ˇ
ˇeP

j
jC2m.0/

ˇ
ˇ
ˇ

2 D lim
m!1

2. j C 2m/C 1

4�

2

�

1p
2m C 1

p
2m C 2j C 1

D lim
m!1

2m C j C 1
2

�2
p

.2m C j C 1/2 � j2
D 1

�2
;

which proves the assertion. �

Next, we derive a singular value decomposition for the spherical arc transform.
To this end, we define for n 2 N0 and k D �n; : : : ; n the functions Ek

n 2 L2.SO.3/�
Œ0; ��/ by

Ek
n.Q;  / D

nX

jD�n

D j;k
n .Q/eP

j
n.0/ sj. /; Q 2 SO.3/;  2 Œ0; ��: (15)

Theorem 3.3 The operator A W L2.S2/ ! L2.SO.3/ � Œ0; ��/ is compact with the
singular value decomposition

˚�

Yk
n ;
eEk

n; 
n
� W n 2 N0; k 2 f�n; : : : ; ng� ;
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with the singular values


n D �
�Ek

n

�
�

L2.SO.3/	Œ0;��/ D
s

32�3

2n C 1

v
u
u
t
�2

3

ˇ
ˇeP0n.0/

ˇ
ˇ
2 C

nX

jD1

1

j2

ˇ
ˇ
ˇeP

j
n.0/

ˇ
ˇ
ˇ

2

(16)

satisfying

r

16

3
�3 � 
n

p
n C 1 �

r

8

3
�4 C 4�2; n even, (17)

4
p
� � 
n

p
n C 1 � 2�

s

4p
3

C 1; n odd, (18)

and the orthonormal function system eEn
k D 
�1n Ek

n, n 2 N0, k 2 f�n; : : : ; ng in
L2.SO.3/� Œ0; ��/.
Proof By the orthogonality (4) of the rotational harmonics, we have

D

Ek
n;E

k0

n0

E

L2.SO.3/	Œ0;��/

D
nX

jD�n

n0

X

j0D�n0

eP j
n.0/

eP j0

n0.0/

Z

SO.3/
D j;k

n .Q/D j0;k0

n0 .Q/ dQ
Z �

0

sj. / sj0. / d 

D
nX

jD�n

n0

X

j0D�n0

8�2

2n C 1
ınn0 ıkk0 ıjj0eP

j
n.0/

eP j0

n0.0/

Z �

0

sj. / sj0. / d 

D ınn0 ıkk0

nX

jD�n

8�2

2n C 1

ˇ
ˇeP j

n.0/
ˇ
ˇ
2
Z �

0

sj. /
2 d 

D ınn0 ıkk0

8�2

2n C 1

nX

jD�n

ˇ
ˇeP j

n.0/
ˇ
ˇ
2

(
4�3

3
; j D 0

2�
j2
; j ¤ 0:

This shows that the functions A Yk
n are orthogonal in the space L2.SO.3/ � Œ0; ��/

and have the norm

�
�Ek

n

�
�
2

L2.SO.3/	Œ0;��/ D 8�2

2n C 1

nX

jD�n

ˇ
ˇeP j

n.0/
ˇ
ˇ
2

(
4�3

3
; j D 0

2�
j2
; j ¤ 0:

D 16�3

2n C 1

0

@
2�2

3

ˇ
ˇeP0n.0/

ˇ
ˇ
2 C 2

nX

jD1

1

j2
ˇ
ˇeP j

n.0/
ˇ
ˇ
2

1

A ;
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where we used that
ˇ
ˇeP j

n.0/
ˇ
ˇ D ˇ

ˇeP�j
n .0/

ˇ
ˇ. In order to prove that A is compact, we

show that the singular values 
n decay for n ! 1. We have by Lemma 3.2 for
n D 2m even


22m � 4�2

0

@
2�2

3

1

2m C 1
C 2

mX

jD1

1

.2j/2
1

p

.2m C 1/2 � .2j/2

1

A :

Replacing the sum by an integral, we estimate for n even

2

mX

jD1

1

.2j/2
1

p

.2m C 1/2 � .2j/2
� 2

Z mC1=2

1=2

1

.2j/2
1

p

.2m C 1/2 � .2j/2
dj

D 2

"

�
p

.2m C 1/2 � .2j/2

2j.2m C 1/2

#mC1=2

1=2

D 2

p
m2 C m

.2m C 1/2
� 1

2m C 1
;

where we made use of the convexity of the integrand. Hence,


22m � 4�2
	
2�2

3

1

2m C 1
C 1

2m C 1




D 4�2
	
2�2

3
C 1



1

2m C 1
:

For odd n D 2m � 1, we proceed analogously. We have


22m�1 � 8�2
mX

jD1

1

.2j � 1/2
1

p

.2m/2 � .2j � 1/2 :

Note that, for the estimation of the sum by an integral, we extract the summand for
j D 1


22m�1 � 8�2

 

1
p

.2m/2 � 1 C
Z mC1=2

1

1

.2j � 1/2
1

p

.2m/2 � .2j � 1/2 dj

!

D 8�2

 

1
p

.2m/2 � 1 C
p

.2m/2 � 1
2.2m/2

!

� 8�2
	

2p
3 2m

C 1

2.2m/




D 4�2
	
4p
3

C 1



1

2m
:
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For the lower bound of the singular values, we also use Lemma 3.2. For even n,
we extract the summand j D 0 and obtain


2n D 16�3

2n C 1

0

@
2�2

3

ˇ
ˇeP0n.0/

ˇ
ˇ
2 C 2

nX

jD1

1

j2
ˇ
ˇeP j

n.0/
ˇ
ˇ
2

1

A

� 32�5

3.2n C 1/

ˇ
ˇeP0n.0/

ˇ
ˇ
2 � 16�3

3.n C 1/
:

For odd n, we extract the summand j D 1 and obtain


2n � 32�3

2n C 1

ˇ
ˇeP1n.0/

ˇ
ˇ
2 � 16�

p

.n C 1/2 � 1 � 16�

n C 1
:

�

The singular values 
n decay with rate n�1=2. This is the same asymptotic decay
rate as of the eigenvalues of the Funk–Radon transform, cf. [39].

4 Special Cases

The recovery of a function f from the arc integralsA f is overdetermined considered
we have full data. In the following subsections, we are going to examine some
special cases, where we can reconstruct f from integrals only along certain arcs.

4.1 Arcs Starting in a Fixed Point

As a simple example, we fix one endpoint of the arcs. Without loss of generality,
we assume that this endpoint is the north pole. The arc connecting the north pole e3

and an arbitrary other point �.'; #/ 2 S
2 is given by

�.e3; �.'; #// D f�.'; %/ 2 S
2 W % 2 Œ0; #�g:

Since, with Q D Q
�
#
2
; �
2
; 3�
2

� '
� 2 SO.3/, we have Qe3 D e #

2
and Q� D e� #2 .

The restriction BW C.S2/ ! C.S2/ of the operator A to these arcs satisfies

Bf .�.'; #// D A f
�

Q
�
#
2
; �
2
; 3�
2

� '� ; #
2

� D
Z #

0

f .�.'; %// d%:
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If f is additionally differentiable, it can be recovered from Bf by

f .�.'; #// D d

d#
Bf .�.'; #//:

The following more general result for injectivity is due to [2, Theorem 4.4.1].
Its proof uses a similar idea combined with an extension by density.

Proposition 4.1 Let S be an open subset of S2 and A;B � S nonempty sets with
A [ B D S. If f 2 C.S2/ and

Z

�.�;�/

f .�/ d� D 0 for all � 2 A; � 2 B;

then f � 0 on S.

For A D fe3g and B D S
2, we have the arcs starting in the north pole.

4.2 Recovery of Local Functions

A subset ˝ � S
2 is called convex if for any two points �;� 2 ˝ the geodesic arc

�.�;�/ is contained in ˝ . We denote by @˝ the boundary of ˝ .

Theorem 4.2 Let f 2 C.S2/ and ˝ be a convex subset of S2 whose closure ˝ is
strictly contained in a hemisphere, i.e., there exists a � 2 S

2 such that h�; �i > 0

for all � 2 ˝. If

Z

�.�;�/

f .�/ d� D 0 for all �;� 2 @˝; (19)

then f D 0 on ˝ .

Proof Without loss of generality, we assume that ˝ is strictly contained in the
northern hemisphere, i.e., we have �3 > 0 for all � 2 ˝. We define the restriction
of f to ˝ by

f˝.�/ D
(

f .�/; � 2 ˝
0; � 2 S

2 n˝

Since �.�;�/ � ˝ for all �;� 2 @˝ , the function f˝ also satisfies (19).
For � 2 S

2, denote with �? D f� 2 S
2 W h�;�i D 0g the great circle

perpendicular to �. We show that the Funk–Radon transform

F f˝.�/ D
Z

�?\˝
f˝.�/ d�C

Z

�?n˝
f˝.�/ d� (20)
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vanishes everywhere. The second summand of (20) vanishes because f˝ is zero
outside˝ by definition. If �? \˝ is not empty, there exist two points �1;�2 2 @˝
such that �.�1;�2/ D �? \ ˝, which shows that also the first summand of (20)
vanishes. Hence, F f˝ D 0 on S

2. Since the Funk–Radon transform F is injective
for even functions, we see that f˝ must be odd. Since f˝ is supported strictly inside
the northern hemisphere, so f˝ must be the zero function. By the construction, we
see that f .�/ vanishes for all � 2 ˝ . �

An analogue to Theorem 4.2 for ˝ being the northern hemisphere and the arcs
being half circles is shown in [36].

4.3 Arcs with Fixed Length

In the following, we consider circle arcs with fixed length  . To this end, we define
the restriction

A .Q/ D A .Q;  /:

Theorem 4.3 Let  2 .0; �/ be fixed. The operator A W L2.S2/ ! L2.SO.3// has
the singular value decomposition

n�

Yk
n ;Z

k
n; ; �n. /

�

W n 2 N0; k 2 f�n; : : : ; ng
o

;

with the singular values

�n. / D
v
u
u
t

nX

jD�n

8�2

2n C 1

ˇ
ˇ
ˇeP

j
n.0/

ˇ
ˇ
ˇ

2

sj. /2 (21)

and the singular functions

Zk
n; D A Yk

n

�n. /
D 1

�n. /

nX

jD�n

eP j
n.0/ sj. /D j;k

n :

In particular, A is injective.

Proof Let  2 .0; �/ be fixed, n 2 N0 and k 2 f�n; : : : ; ng. We have by (8)

D

A Yk
n ;A Yk0

n0

E

L2.SO.3//

D
nX

jD�n

n0

X

j0D�n0

Z

SO.3/
D j;k

n .Q/D j0;k0

n0 .Q/eP j
n.0/

eP j0

n0.0/ sj. / sj0. / dQ
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D
nX

jD�n

n0

X

j0D�n0

8�2

2n C 1
ınn0 ıkk0 ıjj0eP

j
n.0/

ePj0

n0.0/ sj. / sj0. /

D ınn0ıkk0

nX

jD�n

8�2

2n C 1

ˇ
ˇeP j

n.0/
ˇ
ˇ
2

sj. /
2:

For the injectivity, we check that the singular values �n. / do not vanish for each
n 2 N0. We haveeP j

n.0/ D 0 if and only if n � j is odd. Furthermore, the definition of
sj in (9) shows that s0. / D 2 vanishes if and only if D 0 and s1. / D 2 sin. /
vanishes if and only if  is an integer multiple of � . Hence, the functions A Yk

n are
also orthogonal in the space L2.SO.3//. �

Theorem 4.4 The singular values �n. / of A satisfy for odd n D 2m � 1

lim
m!1

4m � 1

4
�2m�1. /2 D

(

4� ;  2 Œ0; �
2
�

4�2 � 4� ;  2 Œ �
2
; ��;

(22)

and for even n D 2m

lim
m!1

4m C 1

4
�2m. /

2 D
(

4� ;  2 Œ0; �
2
�

12� � 4�2;  2 Œ �
2
; ��:

(23)

Proof We first show (22). Let m 2 N. We have by (21)

4m � 1

4
�2m�1. /2 D 16�2

mX

jD1

ˇ
ˇ
ˇeP
2j�1
2m�1.0/

ˇ
ˇ
ˇ

2 sin2..2j � 1/ /
.2j � 1/2

:

We denote by �. / D 4�
�
�
2

� ˇ
ˇ � �

2

ˇ
ˇ
�

the right-hand side of (22). The Fourier
cosine series of � reads by [14, 1.444]

16

1X

kD1

sin..2k � 1/ /2

.2k � 1/2 D 16

1X

kD1

1 � cos..2k � 1/2 /

2.2k � 1/2
D �. /;  2 Œ0; ��:

We have

�
�
�
�

4m � 1

4
�22m�1 � �

�
�
�
�

C.Œ0;��/

D

�
�
�
�
�
�
�

16

1X

jD1

�2
ˇ
ˇ
ˇeP
2j�1
2m�1.0/

ˇ
ˇ
ˇ

2 � 1

.2j � 1/2
sin2..2j � 1/ /

�
�
�
�
�
�
�

C.Œ0;��/

�
1X

jD1

16

ˇ
ˇ
ˇ
ˇ
�2
ˇ
ˇ
ˇeP
2j�1
2m�1.0/

ˇ
ˇ
ˇ

2 � 1

ˇ
ˇ
ˇ
ˇ

.2j � 1/2 : (24)
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We show that (24) goes to zero for m ! 1, which then implies (22). By (12), we
see that �2 jeP2j�1

2m�1.0/j2 converges to 1 for m ! 1. Using the singular values (16)
together with their bound (18), we obtain the following summable majorant of (24):

1X

jD1

16�2
ˇ
ˇ
ˇeP
2j�1
2m�1.0/

ˇ
ˇ
ˇ

2

.2j � 1/2 � 4m � 1

2�

22m�1 � 2�

4m � 1

m

	
4p
3

C 1




:

Hence, the sum (24) converges to 0 for m ! 1 by the dominated convergence
theorem of Lebesgue.

In the second part, we show (23) for the odd singular values. Let m 2 N. We have

4m C 1

4
�2m. /

2 D 8�2
ˇ
ˇeP02m.0/

ˇ
ˇ
2
 2 C 4�2

mX

kD1

ˇ
ˇeP2k
2m.0/

ˇ
ˇ
2 sin2.2k /

k2
: (25)

We examine both summands on the right side of (25). The first summand converges
due to (12):

lim
m!1 8�

2
ˇ
ˇeP02m.0/

ˇ
ˇ
2
 2 D 8 2:

We denote the second summand of (25) by

�m. / D 4�2
mX

kD1

ˇ
ˇeP2k
2m.0/

ˇ
ˇ
2 sin2.2k /

k2

and define � by the following Fourier cosine series, see [14, 1.443],

�. / D
1X

kD1

sin2.2k /

k2
D

1X

kD1

1 � cos.4k /

2k2
D
(

�2 2 C � ;  2 Œ0; �
2
/

�2 2 C 3� � �2;  2 Œ �
2
; �/:

We have

k�m � �kC.Œ0;��/ D
�
�
�
�
�

1X

kD1

�2
ˇ
ˇeP2k
2m.0/

ˇ
ˇ
2 � 1

k2
sin2.2k /

�
�
�
�
�

C.Œ0;��/

�
1X

kD1

ˇ
ˇ
ˇ�2

ˇ
ˇeP2k
2m.0/

ˇ
ˇ
2 � 1

ˇ
ˇ
ˇ

.2j � 1/2 :

As in the first part of the proof, we see with (17) that the last sum goes to 0 for
m ! 1, which proves (23). �
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Fig. 2 The (normalized) singular values .nC 1
2
/ �n. /

2 . Top: dependency on the degree n. Note
the oscillation for  > �

2
. Bottom: dependency on the arc-length  (dashed lines correspond to

even n)

Remark 4.5 Theorem 4.4 shows that the singular values�n. / decay with the same
asymptotic rate of n�1=2 as 
n from Theorem 3.3. For  < �

2
, the singular values

.nC 1
2
/ �n. /

2 for even and odd n converge to the same limit. However, for > �
2

,
the singular values for even n become larger than the ones for odd n. This might
be explained by the fact that for odd n, the spherical harmonics Yk

n are odd and
integrating them along a circle arc with length 2 , which is longer than a half-
circle, yields some cancellation. In the limiting case  D � , which is not covered
by Theorem 4.3, A� corresponds to the Funk–Radon transform, which is injective
only for even functions and vanishes on odd functions. This behavior is illustrated
in Fig. 2. ut
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Remark 4.6 Since the rotation group SO.3/ is three-dimensional, the inversion of
the arc transform A with fixed length is still overdetermined.

In the case  D �
2

, we have the integrals along all half circles. The injectivity
of the arc transform for half circles was shown in [18]. The restriction of the
arc transform to all half circles that are subsets of either the upper or the lower
hemisphere is still injective, see [36]. This is because every function that is
supported in the upper (lower) hemisphere can be uniquely reconstructed by its
Funk–Radon transform, which then integrates only over the half circles in the upper
(lower) hemisphere. ut

The singular value decomposition from Theorem 4.3 allows us to reconstruct a
function f 2 L2.S2/ given g D A f .

Theorem 4.7 Let f 2 L2.S2/ and g D A f 2 L2.SO.3//. Then f can be
reconstructed from the rotational Fourier coefficients Og j;k

n given in (5) by

f D
1X

nD0

nX

kD�n

Pn
jD�n

eP j
n.0/ sj. / Og j;k

n
Pn

jD�n
eP j

n.0/2 sj. /
2

Yk
n : (26)

Proof We have by Theorem 4.3 for the spherical Fourier coefficients

Of k
n D 1

�n. /

D

g;Zk
n; 

E

L2.SO.3//

D 1

�n. /2

nX

jD�n

eP j
n.0/ sj. /

˝

g;D j;k
n

˛

L2.SO.3// :

The assertion follows by (5) and (21). �
Remark 4.8 A big advantage of using the singular value decomposition for inver-
sion is that it is straightforward to apply Tikhonov-type regularization or the
mollifier method [27], which both correspond to a multiplication of the summands
in the inversion formula (26) with some filter coefficients cn, cf. [22]. We obtain

fc D
1X

nD0

nX

kD�n

cn

Pn
jD�n

eP j
n.0/ sj. / Og j;k

n
Pn

jD�n
eP j

n.0/2 sj. /
2

Yk
n : (27)

Filter coefficients corresponding to Pinsker estimators are optimal for functions in
certain Sobolev spaces, cf. [9]. They were applied to the Funk–Radon transform in
[22]. ut

5 Numerical Tests

We consider the arc transform A with fixed length  2 .0; �/ as in Sect. 4.3.
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5.1 Forward Algorithm

For given f 2 C.S2/, we want to compute the arc transform A f .Qm/ at points
Qm 2 SO.3/, m D 1; : : : ;M. In order to derive an algorithm, we assume that
f 2 PN.S

2/ is a polynomial. We compute the spherical Fourier coefficients

Of k
n D

Z

S2

f .�/ Yk
n.�/ d�; n D 0; : : : ;N; k D �n; : : : ; n;

with a quadrature rule on S
2 that is exact for polynomials of degree 2N. The

computation of the spherical Fourier coefficients Of k
n can be done with the adjoint

NFSFT (Nonequispaced Fast Spherical Fourier Transform) algorithm [24] in
O.N2 log2 N2 C M/ steps. Then, by (8),

A f .Qm/ D
NX

nD0

nX

j;kD�n

Of k
n
eP j

n.0/ sj. /D j;k
n .Q/; m D 1; : : : ;M; (28)

is a discrete rotational Fourier transform of degree N, which can be computed
with the NFSOFT (Nonequispaced Fast SO.3/ Fourier Transform) algorithm [32]
in O.M C N3 log2 N/ steps. Implementations of both NFSFT and NFSOFT are
contained in the NFFT library [25].

A simple alternative for the computation of A f is the following quadrature with
K equidistant nodes

A f .Q/ � 2 

K

KX

iD1
f
�

Q�1
�

e%i

��

; �i D 2i � 1 � K

K
 : (29)

Computing A f .Qm/ for m D 1; : : : ;M with the quadrature rule (29) requires
O.KM/ operations. Hence, for a high number M of evaluation nodes, the NFSOFT-
based algorithm is faster than the quadrature based on (29).

5.2 Inversion

We test the inversion from Theorem 4.7. Let g D A f . For the computation of
the rotational Fourier coefficients Og j;k

n , n D 0; : : : ;N, j; k D �n; : : : ; n, we use a
quadrature formula

Og j;k
n D

Z

SO.3/
g.Q/D j;k

n .Q/ dQ �
MX

mD1
wm g.Qm/D j;k

n .Qm/ (30)

with nodes Qm 2 SO.3/ and weights wm > 0, m D 1; : : : ;M. Again, we assume that
f 2 PN.S

2/, which implies Og j;k
n D 0 for n > N. Hence, (30) holds with equality

if the quadrature integrates rotational harmonics up to degree 2N exactly. There
are different ways to obtain such exact quadrature formulas on SO.3/. In a tensor
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product approach, we use Gauss–Legendre quadrature in cosˇ and a trapezoidal
rule in both ˛ and � . We can also write SO.3/ � S

1 � S
2 and pair a trapezoidal

rule on S
1 in ˛ with a quadrature on S

2 with azimuth � and polar angle ˇ, see
[17]. Furthermore, Gauss-type quadratures on SO.3/ that are exact up to machine
precision were computed in [16]. In Fig. 3, one can see the circle arcs corresponding
to different quadrature rules on SO.3/, namely Gauss–Legendre nodes (Fig. 3a), the
tensor product of S1 � S

2 (Fig. 3b) and a Gauss-type quadrature on SO.3/ (Fig. 3c).
We used Gauss-type quadratures on both S

2 and SO.3/ from [15]. Note that because
of the symmetry of the Gauss-type quadrature on SO.3/ we used in Fig. 3c, every
arc corresponds to two quadrature nodes on SO.3/.

Fig. 3 Circle arcs �.Qm; 0:2/ corresponding to quadrature nodes Qm 2 SO.3/, all quadrature
formulas are exact for all rotational harmonics D j;k

n of degree n � 8. (a) Gauss–Legendre with 405
nodes. (b) Tensor product S1 	 S

2 with 252 nodes. (c) Gauss-type with 240 nodes
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Fig. 4 Reconstruction of a spherical test function f for degree N D 22,  D 0:7 and a tensor
product S

1 	 S
2 quadrature (M D 30;240). (a) Exact data. (b) Noisy data. (c) Noisy data &

regularization

The reconstruction formula (26) becomes the discrete rotational Fourier
transform

f D
NX

nD0

nX

kD�n

Pn
jD�n

eP j
n.0/ sj. / Og j;k

n
Pn

jD�n
eP j

n.0/2 sj. /
2

Yk
n :

In Fig. 4, we compare the reconstruction results, where we use an artificial test
function, the parameter N D 22 and the tensor product of a trapezoidal rule on
S
1 with a Gauss-type quadrature on S

2 from [15]. The resulting SO.3/ quadrature
uses M D 30;240 nodes and is exact for degree 44. We first perform the inversion
without any noise in the data. The reconstruction has an RMSE (root mean square
error) of 0:0338. Then we add Gaussian white noise with a standard deviation
of 0:2 to the data A f .Qm/ and achieve an RMSE of 0:2272. Even though we
did not perform any regularization, the reconstruction from noisy data still looks
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considerably well. This might be explained by the fact that the inverse arc transform
with fixed opening angle and full SO.3/ data is still an overdetermined problem.
Applying the regularization (27) truncated to degree n � N with filter coefficients
from [22] yields a smaller RMSE of 0:1393.
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Numerical Studies of Recovery Chances
for a Simplified EIT Problem

Christopher Hofmann, Bernd Hofmann, and Roman Unger

Abstract This study investigates a simplified discretized EIT model with eight
electrodes distributed equally spaced at the boundary of a disc covered with
a small number of material ‘stripes’ of varying conductivity. The goal of this
paper is to evaluate the chances of identifying the conductivity values of each
stripe from rotating measurements of potential differences. This setting comes
from an engineering background, where the used EIT model is exploited for
the detection of conductivities in carbon nanotubes (CNT) and carbon nanofibers
(CNF). Connections between electrical conductivity and mechanical strain have
been of major interest within the engineering community and has motivated the
investigation of such a ‘stripe’ structure. Up to five conductivity values can be
recovered from noisy 8 � 8 data matrices in a stable manner by a least squares
approach. Hence, this is a version of regularization by discretization and additional
tools for stabilizing the recovery seem to be superfluous. To our astonishment,
no local minima of the squared misfit functional were observed, which seems to
indicate uniqueness of the recovery if the number of stripes is quite small.

1 Introduction

Electrical impedance tomography (EIT) is an imaging technology that aims to
reconstruct the internal electric conductivity of a given object through electrostatic
measurements obtained on its boundary. Previously, this class of inverse problems
has been studied with a focus on applications in medical imaging and geology. The
problem was first posed in a mathematical way by Calderón in [3]. Conductivity
distributions appearing in medical applications can be considered as piecewise con-
stant functions under many circumstances. Various body tissues have conductivities
which differ sometimes substantially. Therefore the conductivity can be assumed to
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have jumps at organ borders. One might also be interested in identifying the size
and position of an object, whose conductivity is considerably different from the
surrounding tissue, e.g. an organ within a thorax. Numerous results with focus on
such applications have been published in recent years (see, e.g., [5, 8, 11, 18]).

In contrast, the studies presented in this paper were motivated by an engineering
background. Precisely, the technological goal for the used EIT model is the detection
of damages in carbon nanotubes (CNT) and carbon nanofibers (CNF). Connections
between electrical conductivity and mechanical strain have been of major interest
for engineers in recent years (see, e.g., [4, 17, 21, 31]). In this context, numerous
results have been published, preferably with focus on the detection of inclusions or
objects within the structure, in this case the carbon nanotube (see, e.g., [10, 12–
16, 30]). To achieve satisfying assertions, these methods partly rely on a priori
information on the specimen. Usually a known background conductivity and a
substantially different conductivity of the inclusion are supposed. In some cases,
results had been presented without disclosing the underlying recovery method and
algorithm used and moreover the mathematical model is not documented in detail.

The objective of the following model and of corresponding simulations based
on it is to evaluate chances and limitations for the recovery of the mechanical
strain inside the CNT, which is caused by bending the specimen. For this purpose,
this study investigates a simplified discretized EIT model with eight electrodes
distributed equally spaced at the boundary @˝ of a disk ˝ modelled in two
dimensions and covered with a small number n of material ‘stripes’ of varying
conductivity, see a schematic shape in Fig. 1. Each of the ‘stripes’ is assumed to
possess a constant conductivity 
i .i D 1; 2; : : : ; n/, but no assumption on inclusions
or background conductivity is made. Results of case studies are presented, in
particular, for n D 2 and n D 5. As is well-known, the EIT-recovery of a full
locally distributed conductivity function 
.x/; x 2 ˝; represents a severely ill-
posed nonlinear inverse problem, and for example Tikhonov regularization can
be helpful for finding stable approximate solutions. But in this study we have a
situation of ‘regularization by discretization’ due to the small number n of unknowns
occurring here and thus additional tools for stabilizing the recovery process seem to
be superfluous.

Fig. 1 Specimen with
electrodes and finite element
grid



Numerical Studies of Recovery Chances for a Simplified EIT Problem 147

2 The General EIT Model

For a general two-dimensional conducting object˝ with smooth boundary @˝ and
conductivity function 
.x/; x 2 ˝ , the usual elliptic partial differential equation

r � .
.x/ru.x// D 0 (1)

applies, where the state variable u.x/; x 2 ˝; denotes the electric potential and
the 
-weighted outer normal derivative 
@�u j@˝ can be interpreted as current. For
practical applications it is desirable to apply current and to measure voltages in
the sense of potential differences rather than vice versa. We follow this route and
consider the current-to-voltage map

�
 W L2˘.@˝/ ! L2˘.@˝/; gj@˝ 7! ugj@˝ ; (2)

where ug denotes the weak solution of (1) with Neumann boundary values


@�u j@˝ D g j@˝ :

In this context, we introduce the subspaces

L1C .˝/ WD f
 2 L1.˝/ W inf
x2˝ 
.x/ > 0g

and

L2˘.@˝/ WD fg 2 L2.@˝/ W
Z

@˝

gds D 0g :

For fixed 
 2 L1C the operator �
 is a compact and self-adjoint linear operator
mapping in L2˘.@˝/ (cf., e.g., [9]). The forward operator of this model situation is
then given by

F W L1C .˝/ ! L .L2˘.@˝//; 
 7! �
: (3)

Consequently, the inverse problem is to retrieve the function 
.x/; x 2 ˝; from
data of the current-to-voltage map �
 . Various results on the uniqueness of this
inverse problem for full and partial data have been published, and we refer to [29]
and moreover also to [2, 19, 20, 26].
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3 A Simplified and Discretized Specific EIT Model

In practice it is obviously impossible to obtain measurements on the whole boundary
@˝ of ˝ . Therefore the choice of electrode model is crucial in any numerical
study. Widely used electrode models include the Gap Model, Shunt Model and
Complete Electrode Model, and we refer for details to the monograph [28] and the
handbook article [1]. Electrode models have been extensively studied following a
more practical approach in [22, 27] and more recently in [6, 7]. Our investigations
below will use the Shunt Model, and its discretized version is outlined in the
following. For numerical simulations concerning practical applications the problem
has to be discretized with K electrodes �k,

SK
kD1 �k � @˝ , on which potential

measurements are taken and current is injected. In this context, Ik and Uk denote
the associated values of current and voltage, respectively, on the k-th electrode. We
further assume steady state

PK
kD1 Ik D 0 (in- and outgoing currents add up to zero).

As the solution of (1) is not unique, it is assumed that the potentials add up to zero
as well. With R

K˘ D fx 2 R
K W PK

kD1 xk D 0g the mapping

R
 W .Ik/
K
kD1 2 R

K˘ 7! .Uk/
K
kD1 2 R

K˘

is then the basis for required sets of measurements.
As the Shunt Model is used in the following case studies, we assume that no

current flows outside the electrodes, i.e. 
@�uj
@˝nSK

kD1 �k
D 0, and that the current on

electrode �k is equally distributed with overall current Ik D R

�k

@�uj@˝ds. Therefore

we have, 
@�uj�k D Ikj�k j with arclength j�kj of the electrode �k. It is further assumed
that the potential on every electrode is constant, i.e. u j�k D const. Under these
conditions the underlying elliptic boundary value problem is discretized using a
FEM code (see for details Sect. 4.1).

With the two-dimensional conducting object ˝ in disc form in mind, we
concretize the model as follows: We assume that the conductivity is isotropic and
we discretize the geometry by using a triangular mesh with 32 boundary edges and
K D 8 electrodes �i .i D 1; ::; 8/ for taking voltage measurements. Neumann
boundary conditions are then set on two neighbouring (although not adjacent)
electrodes as 
@�uj�i D 1 and 
@�uj�iC1

D �1. Moreover, we assume steady
state and, in order to overcome non-uniqueness, u.x/ D 0 for one arbitrary chosen
boundary edge which is not an electrode. In its discretized form the forward
operator (3) is a mapping


 D .
1; : : : ; 
n/
T 2 R

n 7! F.
/ 2 R
8	8 ;

where n denotes the number of ‘stripes’ inside the disc ˝ . Note that the shape
(geometry) of the stripes is apparently assumed to be known. We are only searching
for the conductivity values 
i .i D 1; : : : ; n/, which are constant on each of the
stripes. Moreover, the matrix F.
/ characterizes the noise-free image. To receive
the 8 � 8-matrix F.
/ the electrodes are rotated and the associated elliptic problem
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is solved in a repeated manner until the starting position is reached. We note that the
forward operator F W Rn ! R

8	8 is nonlinear such that we have a nonlinear inverse
problem under consideration even in this simplified form.

Let us assume that 
� 2 R
nC is the ‘true conductivity vector’ to be identified.

For sufficiently small numbers n it makes sense to compute approximate solutions
by a least squares approach if the data are noisy. Hence, we search for approximate
solutions


ıLS D arg min

2Q

k F.
/� Fı.
�/kF : (4)

In this case, Q � R
nC is the set of admissible solution vectors, for example obtained

by imposing box constraints, k � kF designates the Frobenius norm, and the matrix
Fı.
�/ indicates the noisy data associated with some noise level ı > 0.

For the subsequent case studies we carry out simulations, where the exact matrix
F.
�/ is perturbed in an additive way

Fı.
�/ D F.
�/C E

by means of a matrix E D ."ij/ 2 R
8	8 containing Gaussian random i.i.d. entries

�ij � N .0; d2/. For a prescribed averaged relative data error ı > 0 defined by the
expectation value

E
�k Fı.
�/ � F.
�/k2F

k F.
�/k2F




D ı2; (5)

we have to use d D ı
8
k F.
�/kF as standard deviation of the entries in E for the

numerical experiments, since E
�k Fı.
�/ � F.
�/k2F

� D E
� 8P

i;jD1
�2ij
� D 64d2:

4 Numerical Case Studies

4.1 Remarks on Used Finite Element Implementation

To execute the numerical experiments in this case study, a fast finite element solver
for the forward operator (3) in its discretized form were needed. Specifically, we
have applied an updated 2D Kernel SPC-PM2Ad version of an already existing
finite element code SPC, which has originally been developed in the context
of the DFG-funded Collaborative Research Center SFB 393: Parallel Numerical
Simulation for Physics and Mechanics of Continua. For detailed descriptions of the
structure and features of the FEM code we refer to [23–25]. The finite element code
is written in FORTRAN and can solve Eq. (1) for the required boundary conditions
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Table 1 List of stable error-to-noise ratios

Mean value Random Reconstruction Mean Random

noise level noise level error error-to-noise ratio error-to-noise ratio

ı
k F.
�/�Fı .
�/kF

k F.
�/kF

k
opt �
�
k2

k
�
k2

k
opt �
�
k2

k
�
k2 =ı

k
opt �
�
k2

k
�
k2 =k F.
� /�Fı .
� /kF

k F.
� /kF

0:0100 0:0181 0:0029 0:2925 0:1876

0:0250 0:0361 0:0045 0:1789 0:1403

0:0500 0:0662 0:0076 0:1516 0:1236

0:0550 0:0722 0:0082 0:1488 0:1222

0:1000 0:1199 0:0142 0:1421 0:1181

0:1500 0:1791 0:0213 0:1421 0:1181

0:2000 0:2372 0:0285 0:1425 0:1184

0:2500 0:2935 0:0360 0:1441 0:1198

exploiting appropriate error estimations and adaptive mesh refinement with high
accuracy in very short computing time.

For series computation it has been called from a C++ OpenMPI implementation
which runs parallel on a distributed memory multicore cluster. Parallelization and
the already fast computing times of the FEM code have been essential for preparing
Sect. 4.3. For the presented case with five unknowns, 8�315 � 229million of finite
element simulations were necessary to calculate values for the forward operator (3)
on the whole grid.

In order to present the results of Table 1, the SPC-PM2Ad Kernel has been
wrapped inside a MATLAB-minimizer based on a specific version of the Levenberg-
Marquardt algorithm for solving the nonlinear least squares problem (4).

4.2 The Case of Two Unknown Conductivities

We start our numerical case studies with the investigation of a disc ˝ covered by a
‘stripe’ structure (see Fig. 2) of n D 2 materials with different conductivities 
1 and

2. For the set of admissible pairs of values we use the rectangle

Q D f.
1; 
2/ 2 Œ10; 75�� Œ5; 46�g;

and for applying the discretized forward operator we calculate the corresponding
matrices F.
/ 2 R

8	8 for grids with 51 � 51 support points.
As an illustrative example we plot the discrepancy norm k F.
/ � F.
�/kF

depending on 
 D .
1; 
2/
T for 
� D .37:7 ; 7:9/T in Fig. 3 and the corresponding

level sets in Fig. 4. One easily sees here and for numerous other examples of two-
dimensional points 
� that the level sets are of elliptical shape. If, as in our example,

2 
 
1, the ellipses are elongated parallel to the axis 
1-axis. Then the smaller
parameter (here 
2) with lower conductivity can be recovered in a more precise
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Fig. 2 Material ‘stripes’ with two unknown conductivities

Fig. 3 Perspective drawing of discrepancy norm kF.
/� F.
�/kF depending on 
 D .
1; 
2/
T

manner than the parameter with higher conductivity. This observation remains true
if the data are noisy. If we have 
1 � 
2, then the level sets tend to be concentric
circles.



152 C. Hofmann et al.

45

40

35

30

25

20

15

10

20 30 40 50 60 70
s1

s 2

Fig. 4 Level sets Lc D f
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T W kF.
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�/kF D c}

4.3 The Case of Five Unknown Conductivities

In a more detailed second numerical experiment, we consider ‘stripes’ on the disc
˝ with n D 5 different materials, where the conductivities 
1 to 
5 are arranged
from the bottom to the top. Since the finite element calculations tend to be more
costly and time consuming, the matrices F.
/ have been calculated for every

i .i D 1; 2; 3; 4; 5/ approximately in the interval Œ1; 50�with only 31 support points
in every component.

The numerical case study shows that very different conductivity distributions
may lead to nearly the same image of the forward operator. An example is presented
by Fig. 5.
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Fig. 5 Two very different conductivity distributions with small discrepancy norm, left picture:

.1/ D .4:26; 17:33; 7:65; 0:99; 1:00/T , right picture: 
.2/ D .4:27; 23:87; 4:34; 50:00; 28:99/T ,
kF.
 .1//� F.
 .2//k2F D 0:000099
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On the other hand, Fig. 6 delivers plots of the function

f .�/ WD k F.
� C �.
.3/ � 
�//� Fı.
�/kF; � 2 Œ�5; 1�;

characterizing a straight line through the points 
� D .7:53; 22:23; 14:28; 4:26;

4:99/T and 
.3/ D .7:53; 45:09; 12:63; 4:26; 4:99/T, where in both points the
components 
1; 
4 and 
5 coincide.

More insight into such two-dimensional cross sections of the five-dimensional
space give Figs. 7 and 8. Figure 7 shows the level sets of k F.
/ � F.
�/kF , for

� D .7:53; 22:23; 14:28; 4:26; 4:99/T with respect to the second and to the third
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�/kF for � 2 Œ�5; 1� without noise
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Fig. 8 Level sets Lc as in Fig. 7, but with noise ı D 0:05 (left picture) and ı D 0:10 (right picture)

coordinate. The first, fourth and fifth coordinate are again fixed for this numerical
experiment.

If noise is added, i.e. ı > 0, then Fig. 8 shows that near-to-elliptic areas
characterized by the sublevel sets

S

��c L� grow with ı. Hence, the chances for
recovering the conductivity distribution with a high level of accuracy decrease with
increasing noise level. However, this seems to be the only form of uncertainty if the
number n is quite small.

As in the numerical examples used for Fig. 6, where f .�/ is strictly decreasing for
� < 0 and strictly increasing for � > 0, and for Figs. 7 and 8, where concentric level
sets occur, we did not at all observe inside of boxes 
 2 Q � R

5 local minima of the
functional k F.
/ � Fı.
�/kF in the five-dimensional case study, even if the noise
level ı > 0 is rather large. Overall, numerical evidence obtained from these case
studies suggests that the least squares approach (4) has indeed a global minimum,
i.e. the minimizer 
ıLS is uniquely determined and no local minima seem to disturb
the optimization process when a Levenberg-Marquardt algorithm is applied to find
the least squares solution numerically.

Since the Jacobian has to be calculated in every step of the iteration process,
which in turn requires multiple calculations of forward operator matrices, we used
precalculated values for the discretized F in connection with some kind of multi-
linear interpolation between the support points. In the following table, 
opt denotes
the optimal solution determined by the algorithm, where the exact conductivity
distribution is assumed to be 
� D .37:7; 7:9; 10:7; 18:2; 5:6/T and 
 start D
.9; 32; 7; 1; 37/T has been used as starting vector for the Levenberg-Marquardt
iteration. Taking into account the fact that the noise level ı expresses the relative

data error in expectation value sense (cf. formula (5)) and that kF.
�/�Fı.
�/kF
kF.
�/kF

is
the random counterpart for one specific realization of the noise matrix E , we can
compare the fourth and fifth column of Table 1. The relative reconstruction error in
the third column, which uses the Euclidean vector norm k�k2, proves the astonishing
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Table 2 List of condition
numbers of Jacobian
Jh.


�/ .h D 0:01/ for
varying 
�

Condition number 
�

1 
�

2 
�

3 
�

4 
�

5

6:74 5 5 5 5 5

6:76 50 50 50 50 50

14:73 3 4 5 6 7

14:87 30 40 50 60 70

12:55 300 400 500 600 700

4:07 1 30 1 30 1

4:42 10 300 10 300 10

3:99 100 3000 100 3000 100

stability of the recovery process with n D 5 unknowns, and we refer in particular to
the almost constant quotients in the fifth column even if the noise is up to 25 %.

We complete our investigations by a study of the condition numbers for varying

� of the approximated Jacobian Jh.


�/ 2 R
64	5 to F.
�/ calculated by finite

differences with increment value h D 0:01. Let

s1.

�/ � s2.


�/ � s3.

�/ � s4.


�/ � s5.

�/ > 0

denote the singular values of Jh.

�/, and

� WD s1.
�/
s5.
�/

the corresponding condition number. Some selection of 
�-situations with associ-
ated condition numbers is presented in Table 2.

All results of the table indicate well-conditioning, regardless of whether the five
conductivity values 
�i .i D 1; : : : ; 5/ are very different or equal, monotonically
increasing or sinusoidal alternating. A proportional growth of all five values does
not essentially change the condition numbers.
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Bayesian Updating in the Determination
of Forces in Euler-Bernoulli Beams

Alexandre Kawano and Abdelmalek Zine

Abstract The beam is among the most important structural elements, and it can
fail by different causes. In many cases it is important to access the loading acting on
them. The determination of loading on beams is important, for example, for model
calibration purposes and or to estimate remaining fatigue life. In this article we first
prove that identification of the loading is theoretically possible from the observation
of the displacement of small portion of it for an arbitrary small interval of time
and then propose a method to infer the spatial distribution of forces acting upon a
beam from the measurement of the displacement of one of its points. The Bayesian
method is used to combine measurements taken from different points at different
times. This method enables an effective way of reducing the practical amount of
time for obtaining meaningful loading estimates.

1 Introduction

The beam is among the most important structural elements, and it can fail by
different causes. In many cases it is important to access the loading acting on them
by indirect methods.

In order to show the importance of the subject, we mention one important
example involving the loading acting over risers, which are long tubes used to
transport fluids between the sea bottom and the oil platform that is at the sea level.
The loading over risers have different origins and is the theme of current research.
Needless to say, an accident involving a riser would cause huge environmental
damage. Therefore, design codes must be strict when it comes to safety. However,
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since the history of the use of risers by the oil industry is relatively short, as is the
whole history of offshore oil extraction, data for code calibration is still scarce.
Constant monitoring of the tubes is the key to avoid catastrophic failures. It is
therefore very important to monitor the loading imposed to a riser, and in-situ
monitoring strategies are being proposed [10].

The load determination over beams is viewed as an inverse problem related
to vibration. Damage detection in beams has been studied, among others, by
Barcilon [1], Mclaughlin [8], Morassi [9], and Nicaise and Zair [12]. Here we
employ a new method based on almost periodic distributions [7].

Here we are interested in identifying forces acting in a beam. The point of view
we take of it is that is an inverse problem [4]. First we prove that the data at our
disposal is sufficient for the unique recovery of the loading, and then show a method
based on Bayesian updating scheme.

The central equation in this inverse problem is

8

ˆ̂

<̂

ˆ̂

:̂

�
@2w

@t2
C �

@w

@t
C EI

@4w

@x4
� T

@2w

@x2
D g.t/f .x/; in �0;T0Œ��0;LŒ

w.0; x/ D @w
@t .0; x/ D 0; 8x 2�0;LŒ

w.t; x/ D @2w
@x2
.t; x/ D 0; 8t 2�0;T0Œ; 8x 2 f0;Lg;

(1)

where g 2 C 1.Œ0;T0�/ is a given function with g.0/ ¤ 0 and w is the displacement.
The physical parameters are: E is the Young Modulus, I is the moment of inertia of
the cross section, � is the material’s linear density, � is the damping coefficient and
T is the tension force along the beam.

We are interested in determining f 2 H�1.�0;LŒ/. The data available in this
inverse problem is the set

�T0;x0 D fw.t; x0/ W t 2�0;T0Œg ; (2)

where �0;T0Œ is an arbitrary non empty open set and

x0 2 fx 2�0;LŒ W sin.n�x=L/ ¤ 0; 8n 2 Ng :

We must alert the reader to the fact that more information is used besides the one
given explicitly by (2). It is important to note that in (1) the boundary conditions
are also known. It does not pose any practical problem, for sensors can be put at
the extremes of the portion of the beam being analyzed to measure their relative
displacements and the bending moments acting there. Since the problem is linear,
in the formulation we are allowed to put null boundary conditions.

Due to the presence of damping, measurements taken long after the start of the
process, the initial conditions become irrelevant.
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2 The Direct Problem

We can obtain a formal solution to Problem (1) by a Galerkin method. Consider the
eigenproblem, where S 2 H1

0.�0;LŒ/:

8

ˆ̂

<̂

ˆ̂

:̂

EI

�

@4S

@x4
� T

�

@2S

@x2
D ˇS; in �0;LŒ;

S.0/ D S.L/ D 0;

S00.0/ D S00.L/ D 0:

(3)

The eigenvectors are

Sn.x/ D Cn sin.
n�x

L
/; (4)

with the corresponding eigenvalues

ˇn D EI

�

�n�

L

�4 C T

�

�n�

L

�2

:

The constant Cn D p

2=L is chosen so that jjSnjjL2.�0;LŒ/ D 1.
Following a standard method, we conclude that fSn W n 2 Ng is orthogonal and

dense in H1
0.�0;LŒ/, as well as orthonormal in L2.�0;LŒ/. It follows easily that

k Sn kH10.�0;LŒ/
D n�

L k Sn kL2.�0;LŒ/ D O.n/. The set
� Sn

n

�

n2N forms an orthonormal

Hilbert basis of H1
0.�0;LŒ/, and any function in H1

0.�0;LŒ/ can be expressed as
PC1

nD1
An
n Sn, with .An/n2N 2 `2. From duality pairing, we see that Any distribution

h 2 H�1.�0;LŒ/ can be represented uniquely as

h D
C1X

nD1
QAnnSn;

with . QAn/n2N 2 `2. Now we use fSn W n 2 Ng to represent the spatial distribution
f 2 H�1.�0;LŒ/ as

f D
1X

nD1
AnSn; (5)

with .An=n/n2N 2 `2.
By the method of separation of variables, we assume that the dynamic response

of w.t; x/ can be represented by:

w.t; x/ D
1X

nD1
Gn.t/Sn.x/: (6)
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From (5) and (6) into (1), we obtain:

1X

nD1

	

G00n .t/C �

�
G0n.t/C ˇnGn.t/ � An

g.t/

�




Sn.x/ D 0: (7)

From the orthogonality of .Sn/n2N, we have

G00n .t/C �

�
G0n.t/C ˇnGn.t/ � An

g.t/

�
D 0; (8)

of which solution is

Gn.t/ D An

Z t

0

g.�/

!n
e�

1
2
�
� .t��/ sin..t � �/!n/ d�; (9)

where !n D
r

ˇn �
�
�
2�

�2

.

From (6), we have

w.t; x/ D
1X

nD1

An

!n

�Z t

0

g.�/e�
1
2
�
� .t��/ sin.!n.t � �// d�




Sn.x/: (10)

If !n D 0, then sin.�!n/=!n should be replaced by � in the formulas above.

Proposition 1 For any t 2 Œ0;T0�, the traces of ! at the boundaries are well
defined, and that w 2 C .Œ0;T0�;H1

0.�0;LŒ// \ C 1.Œ0;T0�;H1
0.�0;LŒ//.

Proof From the fact that g 2 C 1.Œ0;T0�/, by an integration by parts we see that
there is a CT0 > 0 independent of !n and of g such that

Z t

0

g.t � �/ sin.!n�/ d� <
CT0

!n
k g kC 1Œ0;T0� ; (11)

@

@t

Z t

0

g.t � �/ sin.!n�/ d� < CT0 k g kC 1Œ0;T0� : (12)

From (10) and (11) we conclude that for any t 2 Œ0;T0�, w.t/ is an element of
H1
0.�0;LŒ/, and therefore the traces of ! at the boundaries are well defined. Also

from (10) and (11), we obtain that w 2 C .Œ0;T0�;H1
0.�0;LŒ//.

To see that w 2 C 1.Œ0;T0�;H1
0.�0;LŒ//, just take an arbitrary � 2 H�1.�0;LŒ/ and

consider the function t 7! h @w
@t .t; �/ ; �i. Using (12) and the fact that .hSn ; �i/n2N 2

`2, we conclude that w 2 C 1.Œ0;T0�;H1
0.�0;LŒ//. ut

By applying the Laplace transform in the t variable, we can readily see that w 2
C 1.Œ0;T0�;H1

0.�0;LŒ// that satisfies (1) is unique.
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From a simple application of the Theorem of Dominated Convergence, we obtain
that the solution (10) can be written as

w.t; x/ D
Z t

0

g.t � �/

"

e�
1
2
�
� �
1X

nD1

An

!n
sin.!n�/Sn.x/

#

d�; (13)

for t 2 Œ0;T0� and x 2 Œ0;L�.

3 The Inverse Problem

We are going to use a result (Theorem 1 below) found in [12], of which proof can
be found in [11] (see also [3]).

For T0 > 0, g 2 C 1.Œ0;T0�/, with g.0/ ¤ 0, define the operator K W L2.0;T0/ !
L2.0;T0/ by

.K /.t/ D
Z t

0

g.t � s/ .s/ ds; 8t 2�0;T0Œ:

Define the space G � L2.0;T0/ by

G D ˚

� 2 L2.0;T0/ W .g; �/L2.0;T0/ D 0
�

;

and projection operator P W L2.0;T0/ ! G .

Theorem 1 The operator PK W L2.0;T0/ ! G can be extended to a bounded
operator from H�1.0;T0/ into L2.0;T0/ that satisfies

C�1 k PK kL2.0;T0/ � k kH�1.0;T0/ � C k PK kL2.0;T0/ ;

for some constant C > 0.

Now apply Theorem 1 to (13), using the data �T0;x0 D f0g, to conclude that

1X

nD1

An

!n
sin.!n�/Sn.x0/ D 0; 8� 2 Œ0;T0Œ: (14)

Now we invoke a theorem for the uniqueness of the sequence of coefficients in
an almost periodic distribution posed in a form like (14).

The following result is from [7]. We recall that a sequence .�n/n2N � C is
uniformly discrete if there is an � > 0 such that p ¤ q ) ˇ

ˇ�p � �q

ˇ
ˇ > �, and

s0 is the space of slowly growing sequences. That is, if .an/n2N 2 s0, then 9q 2 ZC
such that .n�qan/n2N 2 `1.
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Theorem 2 Given � D .�n/n2N, uniformly discrete, is such that 9n0 2 N, 9C 2
RC such that n > n0 ) j�n j > Cn˛ , if ˛ > 1 and .an/n2N 2 s0, then if there is a
� > 0 such that

P

n2N an e{ �t D 0;8t 2 Œ��; ��, then .an/n2N D f0g.

Now apply Theorem 2 to (14) to conclude that An D 0. We conclude that the
data �T0;x0 D f0g is enough to determine uniquely .An/n2N, and consequently the
distribution f 2 H�1.�0;LŒ/ in (1).

To summarize, we have just proved the following uniqueness result.

Theorem 3 In problem (1), with g 2 C 1.Œ0;T0�/, T0 > 0, g.0/ ¤ 0, the data
�T0;x0 D fw.t; x0/ W t 2�0;T0Œg is enough to determine uniquely f 2 H�1.�0;LŒ/
in (1).

Then rearranging the terms, we would end up with a sum

1X

nD1

A00n
!00n

sin.!00n �/S00n .x/ D 0:

If this is true 8t 2�0;T0Œ, then the only possibility is A00n D 0, 8n 2 N. That is, there
exists at maximum only one representation of the form

1X

nD1

An

!n
sin.!n�/Sn.x/;

used in (14), and therefore, the set f!n W n 2 Ng is unique.

3.1 Recovery Procedure

In this section, we propose a method for the recovery of f 2 H�1.�0;LŒ/.
Suppose that

gM.t/ D
MX

kD0
km cos. Q!mt/;

where Q!m D �mt=T0, is obtained by the truncation of the Fourier series of the even
extension of g 2 C 1Œ0;T0� to the interval Œ�T0;T0�, for M 2 N. It is known that
gM ! g absolutely and uniformly. Due to (10) and (11), if wM is the solution that
satisfies (1) when g is replaced by gM, then wM ! w uniformly in Œ0;T0� � Œ0;L�.
Of course, if we have an a priori estimate for the unknown coefficients

k .An/n2N k`2 < �0;
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which is obtained easily from an upper bound of the L2 norm of g in the interval
Œ0;T0�, then, given any � > 0, it is always possible to choose a M 2 N such that, for
each x 2 ˝ , k w.�; x/ � wN.�; x/ kL2.�0;T0Œ/ < �.

We can regard the solution of (1) generating the data for an inverse problem with
gM instead of the original g.

Solving (1) for g replaced by gM, we arrive at the following solution:

wM.t; x/ D
1X

nD1

MX

mD1

AnSn.x/

!n.�2 C 4�2. Q!m � !n/2/.�2 C 4�2. Q!m C !n/2/

h

e�
1
2
�
� t
Œ�2��.�2 C 4�2. Q!2m C !2n // sin.!nt/

�4!n�
2.�2 C 4�2.!2n � Q!2m// cos.!nt/�

C4!n�
2Œ.�2 C 4�2.!2n � Q!2m// cos. Q!mt/C 4 Q!m�� sin. Q!mt/�

i

:

(15)

Because we are dealing with absolutely convergent series, we can rewrite (15) as

wM.t; x/ D
1X

nD1
An

MX

mD1

Sn.x/

!n.�2 C 4�2. Q!m � !n/2/.�2 C 4�2. Q!m C !n/2/

h

e�
1
2
�
� t
Œ�2��.�2 C 4�2. Q!2m C !2n// sin.!nt/

�4!n�
2.�2 C 4�2.!2n � Q!2m// cos.!nt/�

i

C
MX

mD1

1X

nD1

AnSn.x/

!n.�2 C 4�2. Q!m � !n/2/.�2 C 4�2. Q!m C !n/2/

4!n�
2Œ.�2 C 4�2.!2n � Q!2m// cos. Q!mt/C 4 Q!m�� sin. Q!mt/�:

(16)

Observe that is always possible to choose T0 > 0 so that
�

Q!m D �m

T0
W m D 1; : : : ;M

�

\ f!n W n 2 Ng D ;:

In this case, the set Q� D f Q!m W m D 1; : : : ;Mg [ f!n W n 2 Ng is still uniformly
discrete.

Manipulating (16), we get

wM.t; x/ D
1X

nD1

" 
MX

mD1
B.1/m;n

!

sin.!nt/C
 

MX

mD1
B.2/m;n

!

cos.!nt/

#

C
MX

mD1

" 1X

nD1
C.1/

m;n

!

sin. Q!mt/C
 1X

nD1
C.2/

m;n

!

cos. Q!mt/

#

;

(17)
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where

B.1/m;n D �2��AnSn.x/e
� 12 �� t

.�2 C 4�2. Q!2m C !2n //

!n.�2 C 4�2. Q!m � !n/2/.�2 C 4�2. Q!m C !n/2/
;

B.2/m;n D �4�2AnSn.x/!ne�
1
2
�
� t
.�2 C 4�2.!2n � Q!2m//

!n.�2 C 4�2. Q!m � !n/2/.�2 C 4�2. Q!m C !n/2/
;

C.1/
m;n D 16AnSn.x/!n Q!m��

3

!n.�2 C 4�2. Q!m � !n/2/.�2 C 4�2. Q!m C !n/2/
;

C.2/
m;n D 4AnSn.x/!n�

2.�2 C 4�2.!2n � Q!2m//
!n.�2 C 4�2. Q!m � !n/2/.�2 C 4�2. Q!m C !n/2/

Writing the trigonometric functions as sums of exponentials, after some manip-
ulation we obtain

wM.t; x/ D
C1X

nD1
QBne{ �n;1t C

MX

mD1
QCme{ �m;2t; (18)

where �n;1 D .�1/n!d n
2 e and �m;2 D .�1/m Q!d m

2 e. dn=2e denotes the least integer x
such that n=2 � x. Besides,

QBn D .�1/n
PM

mD1 B.1/m;dn=2e
2{

C
PM

mD1 B.2/m;dn=2e
2

;

QCm D .�1/m
PC1

nD1 C.1/

dm=2e;n
2{

C
PC1

nD1 C.2/

dm=2e;n
2

:

(19)

Define �1 D .�n;1/n2N [ .�m;2/m2ZC
. Now reorder�1 increasingly with respect

to the absolute value of its elements to obtain from �1 the new ordered sequence
� D .�n/n2N. Clearly, (18) can be put in the form

wM.t; x/ D
C1X

nD1
˛ne{ �nt; (20)

where the majority of coefficients ˛n belongs to the infinite set . QBn/n2N with a finite
number of them coming from . QCm/m2f1;:::;2Mg.

In order to use the method to be described below, we approximate each ˛n which
depends on t, to a constant mean value in time. This amounts to use the average

1

T0

Z T0

0

e�
1
2
�
� t dt D 1

2

�

�
.1� e�

T0
2
�
� /

in place of the function e�
1
2
�
� t.
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Following [7], we use a family of functions

�1;m;� .�/ D Œsin..� � �m/�/�
2

.� � �m/2�2
; 8m 2 N; 8� > 0:

Observe that their Fourier transform are compactly supported:

1�1;m;� .t/ D .H� � H� /.t/e
�it�m ; H� .t/ D 1

2�
����;�Œ.t/; (21)

Define now V.m/ D hw.�; x/;1�1;m;� i and P� .m; n/ D �1;m;� .�n/. Consider the
operator T W `2 ! s0, given .˛n/n2N ! .V.m//m2N. Formally, applying T can be
interpreted as performing a product with a matrix of infinite order,

2

6
4

V.1/
V.2/
:::

3

7
5 D

2

6
4

P� .1; 1/ P� .1; 2/ P� .1; 3/ : : :
P� .2; 1/ P� .2; 2/ P� .2; 3/ : : :

:::
:::

::: : : :

3

7
5

2

6
4

˛1

˛2
:::

3

7
5 : (22)

Perform now a truncation of the system in (22) to obtain

2

6
6
6
4

V.1/
V.2/
:::

V.N/

3

7
7
7
5

D

2

6
6
6
4

P� .1; 1/ P� .1; 2/ : : : P� .1;N/
P� .2; 1/ P� .2; 2/ : : : P� .2;N/

:::
:::

:::
:::

P� .N; 1/ P� .N; 2/ : : : P� .N;N/

3

7
7
7
5

„ ƒ‚ …

TN

2

6
6
6
4

˛1

˛2
:::

˛N

3

7
7
7
5
: (23)

By solving the linear system (23), we obtain the first elements of the desired
sequence .˛n/n2N. All formal operations above, including convergence and stability
considerations, are proved in [7].

As far as stability is concerned, suppose that the information we have at our
disposal is we.t; x0/

:D w.t; x0/ C e.t/, where e.t/ is the measurement error, which
can be bounded a priori by

jjejjL2.�0;T0Œ/ � �error:

When the measurements contain errors, then instead of V.m/, we have at our
disposal QV.m/ D hwe.t; x0/;1�1;m;� i.

The solution of the linear system (23) gives

. Q̨n/
N
nD1 D TN

�1..V.m//NmD1/C TN
�1..Ve.m//

N
mD1/;
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where

Ve.m/ D he;1�1;m;� i:

In [7] it is proved that TN
�1..V.m//NmD1/

N!C1�! ..˛n/n2N/ and that there exists
C > 0 such that jjT�1N ..Ve.m//NmD1/jj given by

jjTN
�1.Ve.m///

N
mD1kj`2 � C�error

r

N C 1

2�
:

In practice, the error �error incorporates not only the measurement errors but also
those arising from numerical computation. Because of this, as usual, precision is
lower than the one expected if only measurement error were present.

3.2 Bayesian Updating

Now we apply the Bayesian updating method. It is well known that the Tikhonov
regularization may be regarded as a special case of Bayesian updating process (see
for instance, [6]). Furthermore, the method makes it possible to incorporate previous
experimental results and even subjective expert opinion into the analysis.

We suppose in this section that vector ŒV� D ŒV.1/ : : : V.N/�t in (23) is corrupted
by noise. That is, ŒV� is replaced by

Œ QV� D ŒV�C ŒE �;

where E is random variable. We further suppose that E is normally distributed with
zero mean, and that it possesses a covariance matrix 
2� ŒI�.

The likelihood function for Œ˛�, given the observation Œ QV � is

L.Œ˛� j Œ QV �/ D 1

.
�
p
2�/N

exp
h


�2N
� .Œ QV � � ŒTN�Œ˛�/

t
.Œ QV �� ŒTN�Œ˛�/

i

(24)

If we attach to Œ˛� a probability density functions in the Bayesian sense, we
can assign to Œ˛� a prior and a posterior probability density functions, fprior and
fpost respectively, that quantify the knowledge about Œ˛�. The prior density fprior can
incorporate previous analysis and also subjective opinions [5, 6].

By the Bayes rule, we have

fpost.Œ˛�/ D L.Œ˛� j Œ QV �/ fprior.Œ˛�/

K.Œ QV �/ ;
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where K.Œ QV �/ is a normalizing constant defined so that

Z

fpost.Œ˛�/ D 1:

To ease all computations, we use a Bayesian conjugate pair. Since the likelihood
function L assumes the form of a Gaussian distribution, we assume that the prior
also has this form in the computation of the posterior distribution.

In fact, it is known (see for instance, [2]) that taking Œ˛prior� � N.Œ˛0�; 
2� ŒN0�/,
that is, Œ˛prior� is normally distributed, then Œ˛post� is also normally distributed, with
posterior distribution mean is given

Œ˛1� D n0�0 C nNx
n0 C n

; (25)

where Nx is the average of the Œ˛� that solves (23), and the pair .˛0; n0/ corresponds to
the prior. Note that n0 can be interpreted as the weight attributed to the initial guess.

When all data gathered from measurements are incorporated into the analysis,
the best estimator of Œ˛� is the mean (25).

Now it is important to realize that after the posterior distribution is obtained, it
can be reused as a new prior for a new application of the Bayes rule, when new
data is acquired. This is one of the advantages of the Bayesian method, since it can
incorporate previous experimental evidences in a easy way. Also observe that the
first prior employed in the beginning of the process incorporates subjective opinion
regarding the parameters, about their joint distribution, mean and dispersion.

In the next section, the Bayesian method is illustrated by an example in which
in the first step, the displacement of a point x0 is used as the data to obtain the
posterior distribution. Then this posterior is reused as a prior for the next step,
but the observation point is taken in another location x2. This process is continued
iteratively for a finite number of steps.

4 Numerical Experiments

To illustrate the theory above, we show some numerical experiments. Consider a
beam that models a span of L D 100m of a riser under traction with the following
parameters (all values are in the metric system, SI): EI D 2:7� 107, � D 1:3� 101,
T D 5:0 � 105, � D 0:1.

The excitation force used to simulate the dynamics of the system is

h.t; x/ D cos. Q!1t/f .x/;
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with Q!1 D 6, g.x/ D P15
jD1 An

p

2=L sin.�jx=L/, .An/nD1;:::15 D .3:64186,
�2:94632, �0:463688, 2:03586, �0:900316, �0:143288, �0:198724, 0:388815,
0:404651, �0:900316, 0:331078, 0:25921, �0:107005, �0:061409, �0:300105/.

Function g is an approximation for an unit uniformly distributed load spanning
from x D 0:5L and 0:8L. Of course, since the problem is linear, it suffices to multiply
the excitation by a constant factor to obtain more realistic displacement values.

The function w.t; x0/ (in this case, w D wM with M D 1) generated with the
data above is shown in Fig. 1. A random noise uniformly distributed over Œ��; ��,
� D 0:01 was added to w.t; x0/. This disturbed data is used for the recovery of the
first five elements of .An/.

Observe that the synthetic data is obtained using f expressed as a Fourier series
with 15 terms. However, we are going to recover only its first seven terms. Since
each sin or cos function originates two exponential terms, after some manipulation
and reordering, in (20) will end up with 16 terms (14 for the spatial Fourier series
and 2 for the time term cos. Q!1t/).

Solving the 16 � 16 linear system (23), we get Q̨n, n D 1; : : : ; 16. From Q̨n we
obtain An from (19).

The measurements are done in intervals of time of T0 D 20 and T0 D 40 s at
point x0 D 5

11
L. The results from the recovery process are shown in Figs. 2 and 3.

Note that since we are recovering only the first seven terms of a summation of 15,
the best result possible is represented by the solid line in these figures marked as
“Target f ”.

Now we combine information gathered from several measurements by using the
Bayesian updating scheme. The interval of time used in the recovery of f was
considerably less: T0 D 4 s only, but as it is shown in Fig. 4, even with just one
measure point x0 D 1

11
L, the result is better. This is due to the fact that in the

Bayesian scheme there is built-in also a Tikhonov regularization.

Fig. 1 Displacement w.t; x0/ without and with error
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Fig. 2 Recovered f with T0 D 20 s

Fig. 3 Recovered f with T0 D 40 s

In Fig. 5 it is shown the result when two and three measurement points at 1
11

L
and 2

11
L are added to x0 D 5

11
L. The time interval is still T0 D 4 s. Observe that the

results obtained for two and three observation points coincide. It becomes clear that
the Bayesian updating scheme can combine measurements taken at different points,
and that the quality of the result is far superior if just one measurement is taken with
no regularization besides truncation.

Now show several numerical experiments similar to the experiment above. We
consider the same beam under the same loading, but we have chosen points x0 of
the sequence f 100

101
; 200
101
; 300
101
: : :g, in increasing order.
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Fig. 4 Recovered f with T0 D 4 s; one observation point with Bayesian updating

Fig. 5 Recovered f with T0 D 4 s; two and three observation points with Bayesian updating

The data is organized in tables. We quantify the L1 norm of the error between the
target function f and the function estimated by the Bayesian method as

QE D k f � festimated k1 :

We define also the mean L1 error by E D QE =L. In the tables below, n is the
number of measurements and T0 is the period of observation.

To exemplify how the convergence changes with the change of the measurement
error, we show a table, with two distinct �, that denote the standard deviation of the
error.
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� D 0:05 � D 0:2

T0 n E n E

10:0 1 19:868 1 21:0924

10:0 5 6:40178 5 4:89268

10:0 10 5:921161 10 4:44392

5:0 1 19:5052 1 18:9911

5:0 5 6:55553 5 6:93032

5:0 10 4:6693 10 6:89589

2:5 1 19:7712 1 20:8417

2:5 5 7:72417 5 7:3979

2:5 10 6:89102 10 7:1898

2:0 1 22:8154 1 25:2022

2:0 5 12:3089 5 12:4535

2:0 10 11:682 10 12:116

We made measurements until n D 10, but, as we can see, the mean error E
increases as the time decreases due to the error generated added to the numerical
instability. The condition number of the matrix TN , when T0 D 1:5, is 15,636, and
its determinant is 1:11 � 10�7.

5 Conclusion

In this paper we proved that the spatial distribution of the loading acting on an
elastic beam can be uniquely determined by knowing the displacement of a point
over an arbitrarily small interval of time. However, although it is an relevant
mathematical fact, from the applications point of view, it is more important to verify
if such observation can be used to really identify loads. To answer this question, we
performed some numerical experiments.

If we consider just one observation point, we see, comparing Figs. 2 and 3, that
the time observation span is important. This is a result that we may call intuitive.
What is not intuitive is the efficiency of the Bayesian updating scheme. Comparing
Figs. 2 and 4, we see that the Bayesian scheme applied to an observation of 4 s is
better that one obtained with 20 s without that scheme. As remarked earlier, this is
explained by the Tikhonov regularization that is built-in in the Bayesian method.
With two observation points using data gathered for only 4 s we obtained a result
that, from a practical point of view, reached the full recovery of the loading.

The numerical experiments backup the theoretical uniqueness result. Further-
more, inferring from them we may say that the Bayesian updating scheme renders
the recovery of the loading practical.

Acknowledgements The authors thank the partial support of FAPESP Proc. 2015/50461-0.
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On Nonstationary Iterated Tikhonov
Methods for Ill-Posed Equations in
Banach Spaces

M. P. Machado, F. Margotti, and Antonio Leitão

Abstract In this article we propose a novel nonstationary iterated Tikhonov
(nIT) type method for obtaining stable approximate solutions to ill-posed operator
equations modeled by linear operators acting between Banach spaces. We propose
a novel a posteriori strategy for choosing the sequence of regularization parameters
(or, equivalently, the Lagrange multipliers) for the nIT iteration, aiming to obtain a
fast decay of the residual.

Numerical experiments are presented for a 1D convolution problem (smooth
Tikhonov functional and Banach parameter-space), and for a 2D deblurring problem
(nonsmooth Tikhonov functional and Hilbert parameter-space).

1 Introduction

In this article we propose and (numerically) investigate a new nonstationary Iterated
Tikhonov (nIT) type method [6, 9] for obtaining stable approximations of linear ill-
posed problems modeled by operators mapping between Banach spaces.

The novelty of our approach consists in adopting an a posteriori strategy for the
choice of the Lagrange multipliers, which aims to achieve a predefined decay of
the residual in each iteration. This strategy differs from the classical choice for the
Lagrange multipliers in [9, 10], which propose an a priori strategy, and leads to an
unknown decay rate of the residual.

The inverse problem we are interested in consists of determining an unknown
quantity x 2 X from the set of data y 2 Y, where X, Y are Banach spaces. In
practical situations, one does not know the data exactly; instead, only approximate
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measured data yı 2 Y are available with

kyı � ykY � ı ; (1)

where ı > 0 is the (known) noise level. The available data yı are obtained by
indirect measurements of the parameter x, this process being described by the ill-
posed operator equation

A x D yı ; (2)

where A W X ! Y is a bounded linear operator, whose inverse A�1 W R.A/ ! X
either does not exist, or is not continuous. For a comprehensive study of this type of
problems, we refer the reader to the text book [13] and to the references therein.

Iterated Tikhonov type methods are typically used for linear inverse problems.
Applications of this method for linear operator equations in Hilbert spaces can be
found in [9] (see also [4] for the nonlinear case). In the Hilbert space setting, both
a priori and a posteriori strategies for choosing the Lagrange multipliers have been
extensively analyzed [6].

The research on the Banach space setting is still ongoing. Some preliminary
results can be found in [10] for linear operator equations, and in [11] for nonlinear
systems. In both references above, the authors consider a priori strategies for
choosing the Lagrange multipliers.

The approach presented here is devoted to the Banach space setting, and consists
in adopting an a posteriori strategy for the choice of the Lagrange multipliers. The
penalty terms used in our Tikhonov functionals are the same as in [11] and consist
of Bregman distances induced by (uniformly) convex functionals (e.g., the sum of
the L2-norm with the TV-seminorm).

This chapter is outlined as follows: In Sect. 2 a revision of relevant background
material is presented. In Sect. 3 we introduce our nIT method. In Sect. 4 possible
implementations of our method are discussed; the evaluation of the Lagrange
multipliers is addressed, as well as the issue of minimizing the Tikhonov functionals.
Section 5 is devoted to numerical experiments, while in Sect. 6 we present some final
remarks and conclusions.

2 Background Material

For details about the material discussed in this section, we refer the reader to the
textbooks [3] and [13].

Unless the contrary is explicitly stated, we always consider X a real Banach
space. The effective domain of the convex functional f W X ! R WD .�1;1� is
defined as

Dom . f / WD fx 2 X W f .x/ < 1g :
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The set Dom . f / is always convex and we call f proper provided Dom . f / is not
empty. The functional f is called uniformly convex if there exists a continuous and
strictly increasing function 'WRC0 ! R

C
0 with the property ' .t/ D 0 implies t D 0;

such that

f .�x C .1 � �/ y/C � .1 � �/ ' .kx � yk/ � �f .x/C .1 � �/ f . y/ ; (3)

for all � 2 .0; 1/ and x; y 2 X: Of course f uniformly convex implies f strictly
convex, which in turn implies f convex. The functional f is lower semi-continuous
(in short l.s.c.) if for any sequence .xk/k2N � X satisfying xk ! x, it holds

f .x/ � lim inf
k!1 f .xk/ :

It is called weakly lower semi-continuous (w.l.s.c.) if above property holds true with
xk ! x replaced by xk * x: Obviously every w.l.s.c functional is l.s.c. Further, any
Banach space norm is w.l.s.c.

The sub-differential of a functional f W X ! R is the point-to-set mapping @f W X !
2X�

defined by

@f .x/ WD f� 2 X� W f .x/C h�; y � xi � f . y/ for all y 2 Xg :

Any element in the set @f .x/ is called a sub-gradient of f at x: The effective domain
of @f is the set

Dom .@f / WD fx 2 X W @f .x/ ¤ ;g :

It is clear that the inclusion Dom .@f / � Dom . f / holds whenever f is proper.
Sub-differentiable and convex l.s.c. functionals are strongly connected to each

other. In fact, a sub-differentiable functional f is convex and l.s.c. in any open convex
set of Dom . f / : On the other hand, a proper, convex and l.s.c. functional is always
sub-differentiable on its effective domain.

The definition of sub-differential readily yields

0 2 @f .x/ ” f .x/ � f . y/ for all y 2 X:

If f ; gW X ! R are convex functionals and there is a point x 2 Dom . f / \ Dom .g/
where f is continuous, then

@ . f C g/ .x/ D @f .x/C @g .x/ for all x 2 X: (4)

Moreover, if Y is also a real Banach space, hW Y ! R is convex, b 2 Y; AW X ! Y is
a bounded linear operator and h is continuous at some point of the range of A; then

@ .h .� � b// . y/ D .@h/ . y � b/ and @ .h ı A/ .x/ D A� .@h .Ax// ;
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for all x 2 X and y 2 Y; where A�W Y� ! X� is the Banach-adjoint of A: As a
consequence,

@ .h .A � �b// .x/ D A� .@h/ .Ax � b/ for all x 2 X: (5)

If a convex functional f W X ! R is Gâteaux-differentiable at x 2 X; then f has a
unique sub-gradient at x; namely, the Gâteaux-derivative itself: @f .x/ D frf .x/g :

The sub-differential of the convex functional

f .x/ D 1

p
kxkp ; p > 1; (6)

is called the duality mapping and is denoted by Jp: It can be shown that for all x 2 X;

Jp .x/ D
n

x� 2 X� W hx�; xi D kx�k kxk and kx�k D kxkp�1o :

Thus, the duality mapping has the inner-product-like properties:

hx�; yi � kxkp�1 kyk and hx�; xi D kxkp ;

for all x� 2 Jp .x/ : In a Hilbert spaces X, by using the Riesz Representation
Theorem, one can prove that J2 .x/ D x for all x 2 X. Further, only in Hilbert
spaces J2 is a linear map.

Banach spaces are classified according with their geometrical characteristics.
Many concepts concerning these characteristics are usually defined using the
modulus of convexity and the modulus of smoothness, but most of these definitions
can be equivalently stated observing the properties of the functional f defined in (6).1

This functional is convex and sub-differentiable in any Banach space X. If (6) is
Gâteaux-differentiable in the whole space X; this Banach space is called smooth. In
this case, Jp .x/ D @f .x/ D frf .x/g and therefore, the duality mapping JpW X ! X�
is single-valued. If the functional f in (6) is Fréchet-differentiable in X; this space
is called locally uniformly smooth and it is called uniformly smooth provided f is
uniformly Fréchet-differentiable in bounded sets. As a result, the duality mapping
is continuous (resp. uniformly continuous in bounded sets) in locally uniformly
smooth (resp. uniformly smooth) spaces. It is immediate that uniform smoothness
implies local uniform smoothness, which in turn implies smoothness. Further, none
reciprocal is true. Similarly, a Banach space X is called strictly convex whenever (6)
is a strictly convex functional. Moreover, X is called uniformly convex if the
functional f in (6) is uniformly convex. It is clear that uniform convexity implies
strict convexity. It is well-known that both uniformly smooth and uniformly convex
Banach spaces are reflexive.

1Normally, the differentiability and convexity properties of this functional are independent of the
particular choice of p > 1:
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Assume f is proper. Then choosing elements x; y 2 X with y 2 Dom .@f / ; we
define the Bregman distance between x and y in the direction of � 2 @f .y/ as

D� f .x; y/ WD f .x/ � f . y/� h�; x � yi :

Obviously D� f .y; y/ D 0; and since � 2 @f .y/ ; it additionally holds D� f .x; y/ � 0:

Moreover, it is straightforward proving the Three Points Identity:

D�1 f .x2; x1/ � D�1 f .x3; x1/ D D�3 f .x2; x3/C h�3 � �1; x2 � x3i ;

for all x2 2 X; x1; x3 2 Dom .@f / ; �1 2 @f .x1/ and �3 2 @f .x3/ : Further, the
functional D� f .�; y/ is strictly convex whenever f is strictly convex, and in this case,
D� f .x; y/ D 0 iff x D y:

When f is the functional defined in (6) and X is a smooth Banach space, the
Bregman distance has the special notation�p .x; y/ ; i.e.,

�p .x; y/ WD 1

p
kxkp � 1

p
kykp � ˝

Jp . y/ ; x � y
˛

:

Since J2 is the identity operator in Hilbert spaces, a simple application of the
polarization identity shows that �2 .x; y/ D 1

2
kx � yk2 in these spaces.

If f W X ! R is uniformly convex, then for all y 2 X; x 2 Dom .@f /, � 2 @f .x/
and � 2 .0; 1/ ;

f .�x C .1 � �/ y/ � f .x/C h�; .�x C .1 � �/ y/ � xi
D f .x/C .1 � �/ h�; y � xi ;

which in view of (3) implies

h�; y � xi C �' .kx � yk/ � f . y/� f .x/ :

Now, letting � ! 1�; we obtain ' .kx � yk/ � D� f .y; x/ : Analogously, the
inequality

' .kx � yk/ � D� f .x; y/ (7)

holds true for all x 2 X; y 2 Dom .@f / and � 2 @f .y/ ; whenever f is uniformly
convex. In particular, in a smooth and uniformly convex Banach space X, the above
inequality reads ' .kx � yk/ � �p .x; y/ :

It is well-known that for 1 < p < 1; the Lebesgue space Lp .˝/ ; the Sobolev
space Wn;p .˝/ and the space of p-summable sequences `p .R/ are uniformly
smooth and uniformly convex Banach spaces.
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3 The Iterative Method

In this section we introduce the nonstationary iterated Tikhonov method to solve (2).
The method we propose here is in the spirit of the method in [11], with the
distinguish feature of using an endogenous strategy for the choice of the Lagrange
multipliers �ık.

Specifically, fixing r > 0 and a uniformly convex penalty term f , the iterative
method defines sequences .xık/ in X and .�ık / in X� iteratively by

xık WD arg min
x2X

�ık
r

�
�Ax � yı

�
�

r C D�ık�1
f
�

x; xık�1
�

�ık WD �ık�1 � �ıkA�Jr.Axık � yı/;

where the multiplier �ık will be determined using only information about A, ı, yı

and xık�1.
Our strategy for selecting the Lagrange multipliers is inspired in the recent work

[1], where it was proposed an endogenous strategy for the choice of the Lagrange
multiplier in the iterative method for solving (2), when X and Y are Hilbert spaces.
This method is based on successive orthogonal projection methods onto a family of
shrinking, separating convex sets. Specifically, the iterative method in [1] obtains
the new iterate projecting the current one onto a levelset of the residual function,
whose level belongs to a range defined by the current residual and by the noise
level. Further, the admissible Lagrange multipliers (in each iteration) shall belong
to a non-degenerate interval.

With the view to extend this framework to Banach space setting we are forced
to work with Bregman distance and Bregman projections. This is due to the well-
known fact that in Banach spaces the metric projection onto a convex and closed set
C, defined as PC.x/ D arg minz2Ckz � xk2, loses the decreasing distance property
of the orthogonal projection in Hilbert spaces. In order to recover this property,
one should minimize in Banach spaces the Bregman distance, instead of the norm-
induced distance.

In what follows we assume the following conditions:

(A.1) There exist an element x? 2 X such that Ax? D y, where y 2 R.A/ is the exact
data.

(A.2) f is a l.s.c. function.
(A.3) f is a uniformly convex function.
(A.4) X and Y are reflexive Banach spaces and Y is smooth.

We define˝r
�, the �-levelset of the residual functional kAx � yık, as

˝r
� WD

�

x 2 X W 1
r

kAx � yıkr � 1

r
�r

�

:



On Nonstationary Iterated Tikhonov Methods for Ill-Posed Equations in Banach Spaces 181

We observe that since A is a continuous linear operator it follows that ˝r
� is closed

and convex.
Now, given Ox 2 Dom.@f / and � 2 @f .Ox/, we can define the Bregman projection

of Ox onto˝r
�, as a solution of the minimization problem

�
min D� f .x; Ox/
s:t: 1

r kAx � yıkr � 1
r�

r:
(8)

It is clear that a solution of the above problem depends on the sub-gradient �.
Furthermore, since D� f .�; Ox/ is strictly convex, which follows from the uniformly
convexity of f , problem (8) has at most one solution.

The fact that the projection is well defined when � > ı, and in this case we can
set P f

˝r
�
.Ox/ WD arg min

x2˝r
�

D� f .x; Ox/, is a consequence of the following lemma.

Lemma 1 If � > ı then problem (8) has a solution.

Proof Hypothesis (A.1), together with Eq. (1) and the assumption that� > ı, imply
that the feasible set of problem (8), i.e. the set ˝r

�, is nonempty.
By conditions (A.2) and (A.3) we have that D� f .�; Ox/ is proper, convex and l.s.c.

Furthermore, relation (7) implies that D� f .�; Ox/ is a coercive function. Hence, the
lemma follows using that X is a reflexive space and applying [2, Corollary 3.23].

ut
It is easy to see that if 0 � �0 � � then ˝r

�0 � ˝r
�, and A�1.y/ � ˝r

� for all
� � ı. Furthermore, with the available information of the solution set of (2), ˝r

ı

is the set of best possible approximate solution for this inverse problem. However,
since problem (8) may be ill-posed when � D ı, our best choice is to generate xık
from xık�1 … ˝r

ı as a solution of problem (8), with Ox D xık�1 and � D �k such that
we guarantee a reduction of the residual norm while preventing ill-posedness of (8).

For this purpose, we now analyze the minimization problem (8) by means of
Lagrange multipliers. The Lagrangian function associated with problem (8) is

L .x; �/ D �

r
.kAx � yıkr � �r/C D� f .x; Ox/ :

We observe that for each � > 0 the function L .�; �/ W X ! R is l.s.c. and convex.
For any � > 0 define the following functions

�.Ox; �/ D arg min
x2X

L .x; �/ ; GOx.�/ D kA�.Ox; �/� yıkr: (9)

The next lemma gives a classical Lagrange multiplier result for problem (8),
which will be useful for formulating the nIT method.
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Lemma 2 Suppose that kAOx � yık > � > ı, then the following assertions are
equivalent

1. x is a solution of (8);
2. there exists �� > 0 such that x D �.Ox; ��/ and GOx.��/ D �r.

Proof By (1), hypothesis (A.1) and the assumption � > ı, we have that x? 2 X is
such that

kAx? � yıkr < �r:

Inequality above implies the Slater condition for problem (8). Thus, using that A
is continuous and D� f .�; Ox/ is l.s.c., we have that x is a solution of (8) if and only
if there exists � 2 R such that the point .x; �/ satisfies the Karush-Kuhn-Tucker
(KKT) conditions for this minimization problem, see [12].

The KKT conditions [12] for (8) are

� � 0; GOx.�/ � �r; �.GOx.�/� �r/ D 0; 0 2 @xL .x; �/:

If we suppose that � D 0 in relations above, then the definition of the Lagrangian
function, together with the strictly convexity of D� f .�; Ox/, implies that Ox is the unique
minimizer of L .�; 0/. Since kAOx � yık > � we conclude that the pair .Ox; 0/ does
not satisfy the KKT conditions. Hence, we have � > 0 and GOx.�/ � �r D 0. We
conclude the lemma using the definition of �.Ox; �/. ut

We are now ready to formulate the nIT method for solving (2).
Properties (4) and (5), together with the definition of the duality mapping, imply

that the point xık 2 X minimizes the Tikhonov functional

Tı� .x/ WD �ık
r

�
�Ax � yı

�
�

r C D�ık�1
f
�

x; xık�1
�

;

if and only if

0 2 �ıkA�Jr
�

Axık � yı
�C @f

�

xık
� � �ık�1: (10)

Hence, since Y is a smooth Banach space, we have that the duality mapping Jr is
single valued and

�ık�1 � �ıkA�Jr
�

Axık � yı
� 2 @f

�

xık
�

:

Therefore, �ık in step 3.2 of Algorithm 1 is well defined and it is a sub-gradient of f
at xık.
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Algorithm 1 The iterative method
[1] choose an initial guess x0 2 X and �0 2 @f .x0/;
[2] choose � 2 .0; 1/, � > 1 and set k WD 0;
[3] while

�kAxık � yık > �ı
�

do

[3.1] k WD kC 1;

[3.2] compute �ık, xık such that xık D arg min
x2X

�ık
r kAx� yıkr C D�ık�1

f .x; xık�1/,

and ır < Gxık�1
.�ık/ �

�

�ıC .1� �/kAxık�1 � yık�r
.

Set �ık D �ık�1 � �ıkA�Jr.Axık � yı/.

4 Algorithms and Numerical Implementation

4.1 Determining the Lagrange Multipliers

As before, we consider the function GOx.�/ D �
�Ax� � yı

�
�

r
, where x� D �.�; Ox/

represents the minimizer of the Tikhonov functional

T� .x/ D �

r

�
�Ax � yı

�
�

r C D� f .x; Ox/ : (11)

In order to determine the Lagrange multiplier in the iteration k; we need to calculate
�k > 0 such that Gxk�1 .�k/ 2 Œak; bk� ; where

ak WD ır and bk WD .�ı C .1 � �/kAxk�1 � yık/r;
with 0 < � < 1 pre-defined.

For doing that, we have employed three different methods: the well-known secant
and Newton methods and a third strategy, called adaptive method, which we explain
now: fix 
1; 
2 2 .0; 1/, c1 > 1 and start with �ı0 > 0: In the k-th iteration, k � 1;

we define �ık D ck�
ı
k�1, where

ck D
8

<

:

ck�1
1; if Gxk�2 .�
ı
k�1/ < ak�1

ck�1=
2; if Gxk�2 .�
ı
k�1/ > bk�1

ck�1; otherwise
; for k � 2:

The idea behind the adaptive method is observing the behavior of the residual in
last iterations and trying to determine how much the Lagrange multiplier should be
increased in the next iteration. For example, the residual Gxk�2 .�

ı
k�1/ D kAxk�1 �

yıkr lying on the left of the target interval Œak�1; bk�1�, means that �ık�1 was too
large. We thus multiply the number ck�1 by a number 
1 2 .0; 1/ in order to reduce
the speed of growing of the Lagrange multipliers �ık, trying to hit the target in the
next iteration.

Although the Newton method is efficient, in the sense that it normally finds
a good approximation for the Lagrange multiplier in very few steps, it has the
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drawback of demanding the differentiability of the Tikhonov functional, and
therefore it cannot be applied in all situations.

Because it does not require the evaluation of derivatives, the secant method can
be used even for a nonsmooth Tikhonov functional. A disadvantage of this method
is the high computational effort required to perform it.

Among these three possibilities, the adaptive strategy is the cheapest one, since
it only demands one minimization of the Tikhonov functional per iteration. Further,
this simple strategy does not request the derivative of this functional, which makes
it fit in a large range of applications.

Notice that this third strategy may generate a �ık such that Gxk�1 .�
ı
k/ 62 Œak; bk� in

some iterative steps. This is the reason for correcting the factors ck in each iteration.
In our numerical experiments, the condition Gxk�1 .�

ı
k/ 2 Œak; bk� was satisfied in

almost all steps (see the slope of the green curve on Fig. 3; bottom picture).

4.2 Minimization of the Tikhonov Functional

In our numerical experiments, we are interested in solving the inverse problem (2),
where the linear and bounded operator A W Lp .˝/ ! L2 .˝/ ; 1 < p < 1; the
noisy data yı and the noise level ı > 0 are known.

In order to apply the iterative method (Algorithm 1), a minimizer of the Tikhonov
functional (11) needs to be calculated on each iteration. Minimizing this functional
can be itself a very challenging task. We have used two algorithms for achieving this
goal in our numerical experiments: (1) the Newton method was used for minimizing
this functional in the case p ¤ 2 and with a smooth function f ; which induces the
Bregman distance in the penalization term. (2) The so called ADMM method was
employed in order to minimize the Tikhonov functional for the case p D 2 (Hilbert
space) and a nonsmooth functional f . In the following, we explain the details.

First we consider the Newton method. Define the Bregman distance induced by
the norm-functional f .g/ WD 1

p kgkp
Lp ; 1 < p < 1; which leads to the smooth

penalization term D� f .g; h/ D �p .g; h/ ; see Sect. 2. The resultant Tikhonov
functional is

T� .g/ D �

2

�
�Ag � yı

�
�
2 C�p .g; gk�1/ ;

where gk�1 is the current iterate.2 In this case, the optimality condition (10) reads:

F .g/ D �A�yı C Jp .gk�1/ ; (12)

where g 2 Lp .˝/ is the minimizer of the above Tikhonov functional and F .g/ WD
�A�Ag C Jp .g/ :

2Here (2) is replaced by Ag D yı .



On Nonstationary Iterated Tikhonov Methods for Ill-Posed Equations in Banach Spaces 185

In order to apply the Newton method to the nonlinear equation (12), one needs
to evaluate the derivative of F; which (if it exists) is given by F0 .g/ D �A�A C
J0p .g/ : Next, we prove that Jp is at least Gâteaux-differentiable in Lp .˝/ ; if p � 2:

Further, we present an explicit expression for J0p .g/ ; which will be used later in our
numerical experiments.

The key for finding a formula for J0p .g/ is observing the differentiability of the
function � W R ! R, x 7! 1

p jxjp : This function is differentiable in R whenever
p > 1, and in this case,

� 0 .x/ D jxjp�1 sign .x/ ; where sign .x/ D
8

<

:

1; if x > 0
0; if x D 0

�1; if x < 0
: (13)

Furthermore, � is twice differentiable in R if p � 2; with derivative given by

� 00 .x/ D . p � 1/ jxjp�2 : (14)

This formula still holds true for 1 < p < 2; but only in Rn f0g : In this case, � 00 .0/
does not exist and � 00 .x/ grows to infinity as x approaches to zero.

Since Jp .g/ D
�
1
p kgkp

Lp

�0
can be identified with (see [3])

Jp .g/ D jgjp�1 sign .g/ ; (15)

which looks very similar to � 0 in (13), the bounded linear operator J0p.g/ W Lp .˝/ !
Lp�

.˝/ is similar to � 00 in (14). Indeed, for any fixed g 2 Lp.˝/, with p � 2, we
have

˝

J0p .g/ ; h
˛ D

D

. p � 1/ jgjp�2 ; h
E

; (16)

for every h 2 Lp .˝/, where the linear operator . p � 1/jgjp�2 is understood
pointwise: h 7! . p � 1/jg.�/jp�2h.�/. This ensures that Jp is Gâteaux-differentiable
in Lp .˝/ and its derivative J0p can be identified with .p � 1/ j�jp�2.

In the discretized setting, J0p .g/ is a diagonal matrix whose i-th element on its

diagonal is .p � 1/ jg .xi/jp�2 ; with xi being the i-th point of the chosen mesh.
In our numerical simulations, we consider the situation where the sought solution

is sparse and, therefore, the case p � 1 is of our interest. We stress the fact that
Eq. (14) holds true even for 1 < p < 2 whenever x ¤ 0: Using this fact, one can
prove that (16) holds true for these values of p; for instance, if g does not change
signal in ˝ (i.e., g > 0 or g < 0 in ˝) and the direction h is a bounded function
in this set. However, these strong hypotheses are very difficult to check, and even if
they are satisfied, we still expect having stability problems for inverting the matrix
F0 .g/ in (12) if the function g has a small value in some point of the mesh, because
the function in (14) satisfies � 00 .x/ ! 1 as x ! 0. In order to avoid this kind
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of problem in our numerical experiments, we have replaced the i-th element on the

diagonal of the matrix J0p .g/ by max
n

.p � 1/ jg .xi/jp�2 ; 106
o

:

The second method that we used in our experiments was the well-known Alter-
nating Direction Method of Multipliers (ADMM), which has been implemented to
minimize the Tikhonov functional associated with the inverse problem Ax D yı,
where X D Y D R

n, A W Rn ! R
n, and f W Rn ! R is a nonsmooth function.

ADMM is an optimization scheme for solving linearly constrained programming
problems with decomposable structure [5], which goes back to the works of
Glowinski and Marrocco [8], and of Gabay and Mercier [7]. Specifically, this
algorithm solves problems in the form:

min
.x;z/

f'.x/C �.z/ W Mx C Bz D dg; (17)

where ' W Rn ! R and � W Rm ! R are convex proper l.s.c. functions, M W Rn !
R

l and B W Rm ! R
l are linear operators, and d 2 R

l.
ADMM solves the coupled problem (17) performing a sequences of steps that

decouple functions ' and �, making it possible to exploit the individual structure
of these functions. It can be interpreted in terms of alternating minimization,
with respect to x and z, of the augmented Lagrangian function associated with
problem (17). Indeed, ADMM consists of the iterations

xkC1 D arg min
x

L�.x; zk; uk/

zkC1 D arg min
z

L�.xkC1; z; uk/

ukC1 D uk C �.MxkC1 C BzkC1 � d/,

where � > 0 and L� is the augmented Lagrangian function

L�.x; z; u/ WD '.x/C �.z/C hu;Mx C Bz � di C �

2
kMx C Bz � dk22 :

The convergence results for ADMM guarantee, under suitable assumptions, that
the sequences .xk/, .zk/ and .uk/, generated by the method, are such that Mxk C
Bzk � d ! 0, '.xk/ C �.zk/ ! s? and uk ! u?, where s? is the optimal value of
problem (17) and u? is a solution of the dual problem associated with (17).

For minimizing the Tikhonov functional using ADMM we introduce an addi-
tional decision variable z such that problem

min
x2X

Tı
�ık
.x/

is rewritten into the form of (17). The specific choice of the functions ', � and
the operators M and B is problem dependent. For a concrete example, please see
Sect. 5.2. This allows us to exploit the special form of the functional Tı

�ık
and pose

the problem in a more suitable manner to solve it numerically.
In our numerical simulations we stopped ADMM when kMxkk C Bzk � d was

less than a prefixed tolerance.
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5 Numerical Experiments

5.1 Deconvolution

The first application considered here is the deconvolution problem modeled by the
linear integral operator

A x WD
Z 1

0

K.s; t/ x.t/ dt D y.s/ ;

where the kernel K is the continuous function defined by

K.s; t/ D
�
49s.1� t/ ; s � t
49t.1� s/ ; s > t

:

This benchmark problem is considered in [10]. There, it is observed that A W
LpŒ0; 1� ! CŒ0; 1� is continuous and bounded for 1 � p � 1. Thus A W LpŒ0; 1� !
LrŒ0; 1� is compact, for 1 � r < 1.

In our experiment, A is replaced by the discrete operator Ad, where the above
integral is computed using a quadrature formula (trapezoidal rule) over an uniform
partition of the interval Œ0; 1� with 400 nodes.

The exact solution of the discrete problem is the vector x? 2 R
400 with x?.48/ D

2, x?.200/ D 1:5, x?.270/ D 1:75 and x?.i/ D 0, elsewhere.
We compute y D Adx?, the exact data, and add random Gaussian noise to y 2

R
400 to get the noisy data yı satisfying k y � yıkY � ı.
We follow [10] in the experimental setting and choose ı D 0:0005, � D 1:001

(discrepancy principle), and Y D L2. For the parameter space, two distinct choices
are considered, namely X D L1:001 and X D L2.

Numerical results are presented in Fig. 1.3 The following methods are imple-
mented:

– (Blue) L2-penalization, Geometric sequence;
– (Green) L2-penalization, Secant method;
– (Red) L1:001-penalization, Geometric sequence;
– (Pink) L1:001-penalization, Secant method;
– (Black) L1:001-penalization, Newton method.

The six pictures in Fig. 1 represent:

[Top] Iteration error in L2-norm (left)4; residual in L2-norm (right);
[Center] Number of linear systems/step (left); Lagrange multipliers (right);

3For simplicity, all legends in this figure refers to the space L1; however, we used p D 1:001 in the
computations.
4For the purpose of comparison, the iteration error is plotted in the in L2-norm for both choices of
the parameter space X D L2 and X D L1:001.
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[Bottom] Exact solution and reconstructions with L2-penalization (left); exact
solution and reconstructions with L1:001-penalization (right).

5.2 Image Deblurring

The second application of the nIT method that we consider is the image deblurring
problem. This is a finite dimensional problem with spaces X D R

n � R
n and Y D

R
n � R

n. The vector x 2 X represents the pixel values of the original image to
be restored, and y 2 Y contains the pixel values of the observed blurred image.
In practice, only noisy blurred data yı 2 Y satisfying (1) is available. The linear
transformation A represents some blurring operator.

For our numerical simulations we consider the situation where the blur of the
image is modeled by a space invariant point spread function (PSF). We use the
256 � 256 Cameraman test image, and yı is obtained adding artificial noise to the
exact data Ax D y (here A is the convolution operator corresponding to the PSF).

For this problem we implemented the nIT method with two different penalization
terms, namely f .x/ D kxk22 (L2 penalization) and f .x/ D �

2
kxk22 C TV.x/ (L2 C TV

penalization). Here � > 0 is a regularization parameter and TV.x/ D krxk1 is the
total variation norm of x, where r W R

n � R
n ! .Rn � R

n/ � .Rn � R
n/ is the

discrete gradient operator.
We minimize the Tikhonov functional associated with the L2 C TV penalization

term using the ADMM described in Sect. 4. Specifically, if f .x/ D �

2
kxk22 C krxk1,

then on each iteration we need to solve

min
x2X

�ık
2

�
�Ax � yı

�
�
2 C �

2
kx � xık�1k2 C krxk1 � krxık�1k1 � ˝

�ık�1; x � xık�1
˛

:

To use ADMM we sate this problem into the form of problem (17) defining z D rx,

'.x/ WD �ık
2

kAx � yık2 C �

2
kx � xık�1k2 � ˝�ık�1; x � xık�1

˛

, �.z/ D kzk1 � krxık�1k1,
M D �r, B D I and d D 0.

In the experiments we choose � D 10�4, ı D 0:00001 and � D 1:5. Moreover,
we take as initial guesses x0 D yı and �0 D r�.sign.rx0//.

Figure 2 shows the recovered images using the two penalization terms, and the
different strategies we considered for choosing the Lagrange multipliers.

Figure 3 presents some numerical results. We implemented for this example the
following methods:

– (Blue) L2-penalization, Geometric sequence;
– (Red) L2 C TV-penalization, Geometric sequence;
– (Pink) L2 C TV-penalization, Secant method;
– (Green) L2 C TV-penalization, Adaptive method.
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Fig. 2 Image deblurring problem: (top left) Geometric sequence, L2 penalization; (top right)
Geometric sequence, L2 + TV penalization; (bottom left) Secant method, L2 + TV penalization;
(bottom right) Adaptive method, L2 + TV penalization

The four pictures in Fig. 3 represent:

[Top] Iteration error kx? � xıkk;
[Center top] Residual kAxık � yık;
[Center bottom] Number of linear systems solved in each step;
[Bottom] Lagrange multiplier �ık.

6 Conclusions

In this chapter we propose a novel nonstationary iterated Tikhonov (nIT) type
method for obtaining stable approximate solutions to ill-posed operator equations
modeled by linear operators acting between Banach spaces.

The novelty of our approach consists in defining strategies for choosing a
sequence of regularization parameters (Lagrange multipliers) for the nIT method.

The Lagrange multipliers are chosen (a posteriori) in order to enforce a fast
decay of the residual functional (see Algorithm 1 and Sect. 4.1). The computation
of these multipliers is performed by means of three distinct methods: (1) a secant
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Fig. 3 Image deblurring problem: numerical experiments

type method; (2) a Newton type method; (3) an adaptive method using a geometric
sequence with non-constant growth rate, where the rate is updated after each step.

The computation of the iterative step of the nIT method requires the minimization
of a Tikhonov type Functional (see Sect. 4.2). This task is solved here using two
distinct methods: (1) in the case of smooth penalization and Banach parameter-
spaces the optimality condition (related to the Tikhonov functional) leads to a
nonlinear equation, which is solved using a Newton type method; (2) in the case of
nonsmooth penalization and Hilbert parameter-space, the ADMM method is used
for minimizing the Tikhonov functional.
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What concerns the Deconvolution problem in Sect. 5.15:

– The secant and the Newton methods produce a sequence of multipliers with faster
growth, when compared to the geometric (a priori) choice of multipliers.

– The fact above is observed in both parameter spaces L2 and L1:001.
– The secant and the Newton methods converge within fewer iterations than the

geometric choice of multipliers.
– The numerical effort required by the secant type method is similar to the one

required by the geometric choice of multipliers.
– The Newton method requires the smallest amount of computational effort.
– As expected, the sparse solution x? is better approximated by the methods

operating in the L1:001 parameter-space.

What concerns the Deblurring problem in Sect. 5.26:

– The secant and the adaptive methods produce a sequence of multipliers with
faster growth, when compared to the geometric (a priori) choice of multipliers.

– The secant and the adaptive methods converge within fewer iterations.
– The numerical effort required by the secant type method is similar to the one

required by the geometric choice of multipliers.
– The adaptive method requires the smallest amount of computational effort.
– The first reconstructed image (L2 penalization) differs from the other three

reconstructions (L2 + TV penalization), which produce images with sharper
edges and better defined contours.
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The Product Midpoint Rule for
Abel-Type Integral Equations of the First
Kind with Perturbed Data

Robert Plato

Abstract We consider the regularizing properties of the product midpoint rule
for the stable solution of Abel-type integral equations of the first kind with
perturbed right-hand sides. The impact of continuity and smoothness properties
of solutions on the convergence rates is described in detailed manner by using a
scale of Hölder spaces. In addition, correcting starting weights are introduced to
get rid of undesirable initial conditions. The proof of the inverse stability of the
quadrature weights relies on Banach algebra techniques. Finally, numerical results
are presented.

1 Introduction

1.1 Preliminary Remarks

In this contribution we consider linear Abel-type integral equations of the following
form,

.Au/.x/ D 1

� .˛/

Z x

0

.x � y/˛�1k.x; y/u.y/ dy D f .x/ for 0 � x � a; (1)

with 0 < ˛ < 1 and a > 0, and with a sufficiently smooth kernel function k W
f .x; y/ 2 R

2 j 0 � y � x � a g ! R, and � denotes Euler’s gamma function.
Moreover, the function f W Œ0; a � ! R is approximately given, and a function
u W Œ0; a � ! R satisfying Eq. (1) is to be determined.
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In the following we suppose that the kernel function does not vanish on the
diagonal 0 � x D y � a, and without loss of generality we may assume that

k.x; x/ D 1 for 0 � x � a (2)

holds.
There exist many quadrature methods for the approximate solution of Eq. (1),

see e.g., Brunner/van der Houwen [4], Linz [18], and Hackbusch [13]. One of these
methods is the product midpoint rule which is considered in detail, e.g., in Weiss
and Anderssen [30] and in Eggermont [8], see also [18, Section 10.4].

In the present text we investigate, for perturbed right-hand sides in Eq. (1),
the regularizing properties of the product midpoint rule, and we also consider a
modification of this method. Continuity and smoothness is classified in terms of
Hölder continuity of the solution and its derivative, respectively. We also give a
new proof of the inverse stability of the quadrature weights which relies on Banach
algebra techniques and may be of independent interest. Finally, some numerical
illustrations are presented.

1.2 The Abel Integral Operator

As a first step we consider in (1) the special situation k � 1. For technical reasons
we allow arbitrary intervals Œ0; b �with 0 < b � a instead of the fixed interval Œ0; a �.
The resulting integral operator is the Abel integral operator

.V ˛'/.x/ D 1

� .˛/

Z x

0

.x � y/˛�1'.y/ dy for 0 � x � b; (3)

where ' W Œ0; b � ! R is supposed to be a piecewise continuous function. One of
the basic properties of the Abel integral operator is as follows,

.V ˛yq/.x/ D � .qC1/
� .qC1C˛/ xqC˛ for x � 0 .q � 0/; (4)

where yq is short notation for the mapping y 7! yq. In the following, frequently we
make use of the following elementary estimate:

sup
0�x�b

j.V ˛'/.x/j � b˛

� .˛C 1/ sup
0�y�b

j'.y/j; (5)

where ' W Œ0; b � ! R is a piecewise continuous function. Other basic properties
of the Abel integral operator can be found e.g., in Gorenflo and Vessella [12] or
Hackbusch [13].
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2 The Product Midpoint Rule for Abel Integrals

2.1 The Method

For the numerical approximation of the Abel integral operator (3) we introduce
equidistant grid points

xn D nh; n D k
2
; k D 0; 1; : : : ; 2N; with h D a

N
; (6)

where N is a positive integer. For a given continuous function ' W Œ0; xn � ! R .n 2
f 1; 2; : : : ;N g/, the product midpoint rule for the numerical approximation of the
Abel integral .V ˛'/.xn/ is obtained by replacing the function ' on each subinterval
Œxj�1; xj �; j D 1; 2; : : : ; n, by the constant term '.xj�1=2/, respectively:

.V ˛'/.xn/ � 1

� .˛/

nX

jD1

n Z xj

xj�1

.xn � y/˛�1 dy
o

'.xj�1=2/ (7)

D 1

� .˛C 1/
nX

jD1

˚

.xn � xj�1/˛ � .xn � xj/
˛
�

'.xj�1=2/

D h˛

� .˛C 1/
nX

jD1

˚

.n � j C 1/˛�.n � j/˛
�

'.xj�1=2/

D h˛
nX

jD1
!n�j'.xj�1=2/ DW .˝˛

h '/.xn/; (8)

where the quadrature weights !0; !1; : : : are given by

!s D 1

� .˛C 1/
˚

.s C 1/˛ � s˛
�

for s D 0; 1; : : : : (9)

The weights have the asymptotic behavior !s D 1
� .˛/

s˛�1CO.s˛�2/ as s ! 1.

2.2 The Integration Error: Preparations

In the sequel, we consider the integration error

.E˛h'/.xn/ D .V ˛'/.xn/� .˝˛
h '/.xn/ (10)

under different smoothness assumptions on the function '. As a preparation, for
c < d;L � 0;m D 0; 1; : : : and 0 < ˇ � 1, we introduce the space FmCˇ

L Œc; d � of
all functions ' W Œc; d � ! R that are continuously differentiable up to order m, and
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the derivative '.m/ of order m is Hölder continuous of order ˇ with Hölder constant
L � 0, i.e.,

FmCˇ
L Œc; d � D f ' 2 CmŒc; d � j j'.m/.x/ � '.m/. y/j � Ljx � y jˇ for x; y 2 Œc; d � g:

(11)

The space of Hölder continuous functions of order m C ˇ on the interval Œc; d � is
then given by

FmCˇŒc; d � D f ' W Œc; d � ! R j ' 2 FmCˇ
L Œc; d � for some constant L � 0 g:

Other notations for the latter spaces are quite common, e.g., Cm;ˇŒc; d �, cf. [3,
Section 2].

As a preparation, for n 2 f 1; 2; : : : ;N g and ' W Œ0; xn � ! R we introduce the
piecewise constant interpolating spline qh' W Œ0; xn � ! R, i.e.,

.qh'/.y/ � '.xj�1=2/ for xj�1 � y < xj .j D 1; 2; : : : ; n/; (12)

and in the latter case j D n, this setting is also valid for y D xn. For ' 2 FpŒ0; xn �

with 0 < p � 1, it follows from zero order Taylor expansions at the grid points that

'. y/ D .qh'/. y/C O.hp/; 0 � y � xn; (13)

uniformly both on Œ0; xn � and for ' 2 Fp
LŒ0; xn �, with any arbitrary but fixed constant

L � 0, and also uniformly for n D 1; 2; : : : ;N.
We consider the smooth case ' 2 C1Œ0; xn �; n 2 f 1; 2; : : : ;N g, next. Let rh' W

Œ0; xn � ! R be given by

.rh'/.y/ D '.xj�1=2/C .y � xj�1=2/' 0.xj�1=2/ for xj�1 � y < xj .j D 1; : : : ; n/;
(14)

and in the latter case j D n, this definition is extended to the case y D xn. For
' 2 FpŒ0; xn � with 1 < p � 2, first order Taylor expansions at the grid points yield

'. y/ D .rh'/. y/C O.hp/; 0 � y � xn; (15)

uniformly in the same manner as for (13).

2.3 The Integration Error

We are now in a position to consider, under different smoothness conditions on the
function ', representations for the integration errors .E˛h'/.xn/ introduced in (10).
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Lemma 1 Let n 2 f 1; 2; : : : ;N g, and moreover let ' W Œ0; xn � ! R be a
continuous function. We have the following representations for the quadrature error
.E˛h'/.xn/ introduced in (10):

(a) We have

.E˛h'/.xn/ D .V ˛.' � qh'//.xn/: (16)

(b) For ' 2 C1Œ0; xn � we have

.E˛h'/.xn/ D h˛C1
nX

jD1
�n�j'

0.xj�1=2/C .V ˛.' � rh'//.xn/; (17)

where

�s D 1

� .˛C 2/ f .s C 1/˛C1�s˛C1 g � 1

2� .˛ C 1/ f .s C 1/˛Cs˛ g (18)

for s D 0; 1; : : : :

Proof The error representation (16) is an immediate consequence of the identi-
ties (7) and (8). For the verification of the second error representation (17), we use
the decomposition

.E˛h'/.xn/ D .V ˛.' � qh'//.xn/ D .V ˛.rh' � qh'//.xn/C .V ˛.' � rh'//.xn/;

and we have to consider the first term on the right-hand side in more detail.
Elementary computations show that

1

� .˛/

Z xj

xj�1

.xn � y/˛�1.y�xj�1=2/ dy D h˛C1�n�j for j D 1; 2; : : : ; n: (19)

From (19), the second error representation (17) already follows. This completes the
proof of the lemma. ut

A Taylor expansion of the right-hand side of (18) shows that the coefficients �s

have the following asymptotic behavior:

�s D 1� ˛
12� .˛/

s˛�2CO.s˛�3/ as s ! 1: (20)

Lemma 1 is needed in the proof of our main theorem. It is stated in explicit form
here since it immediately becomes clear from this lemma that, for each ' 2 FpŒ0; a �
with 0 < p � ˛ C 1, the interpolation error satisfies

.E˛h'/.xn/ D O.hp/ as h ! 0

uniformly for n D 0; 1; : : : ;N. This follows from (13) and (15), and from the
absolute summability

P1
sD0 j�s j < 1, cf. (20).
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3 The Product Midpoint Rule for Abel-Type First-Kind
Integral Equations with Perturbations

3.1 Some Preparations

We now return to the Abel-type integral equation (1). For the numerical approx-
imation we consider this equation at grid points xn D nh; n D 1; 2; : : : ;N with
h D a=N, cf. (6). The resulting integrals are approximated by the product midpoint
rule, respectively, see (8) with '.y/ D k.xn; y/u.y/ for 0 � y � xn.

In what follows, we suppose that the right-hand side of Eq. (1) is only approxi-
mately given, with

j f ın � f .xn/j � ı for n D 1; 2; : : : ;N; (21)

where ı > 0 is a known noise level. For this setting, the product midpoint rule for
the numerical solution of Eq. (1) looks as follows:

h˛
nX

jD1
!n�j k.xn; xj�1=2/uıj�1=2 D f ın ; n D 1; 2; : : : ;N: (22)

The approximations uın�1=2 � u.xn�1=2/ for n D 1; 2; : : : ;N can be determined
recursively by using scheme (22).

For the main error estimates, we impose the following conditions.

Assumption 1

(a) There exists a solution u W Œ0; a � ! R to the integral equation (1) which satisfies
u 2 FpŒ0; a �, where c˛ WD minf˛; 1� ˛g < p � 2.

(b) There holds k.x; x/ D 1 for each 0 � x � a.
(c) The kernel function k has Lipschitz continuous partial derivatives of second

order.
(d) The grid points xn are given by (6).
(e) The right-hand side of Eq. (1) is approximately given by (21).

3.2 Formal Power Series

As a preparation for the proof of the main stability result of the present paper, cf.
Theorem 1, we next consider power series. In what follows, we identify sequences
.bn/n�0 of complex numbers with their (formal) power series b.�/ D P1

nD0 bn�
n,

with � 2 C. Pointwise multiplication of two power series

� 1X

`D0
b`�

`
�

�
� 1X

jD0
cj�

j
�

D
1X

nD0
dn�

n; with dnWD
nX

`D0
b`cn�` for n D 0; 1; : : :
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makes the set of power series into a complex commutative algebra with unit element
1C 0 � � C 0 � �2 C � � � . For any power series b.�/ D P1

nD0 bn�
n with b0 ¤ 0, there

exists a power series which inverts the power series b.�/ with respect to pointwise
multiplication, and it is denoted by 1=b.�/ or by Œb.�/��1. For a comprehensive
introduction to formal power series see, e.g., Henrici [15].

In what follows, we consider the inverse

Œ!.�/��1 D
1X

nD0
!.�1/n �n (23)

of the generating function !.�/ D P1
nD0 !n �

n, with !n as in (9).

Lemma 2 The coefficients in (23) have the following properties:

!
.�1/
0 > 0; !.�1/n < 0 for n D 1; 2; : : : ; (24)

!
.�1/
0 D � .˛ C 1/ D

1X

nD1
j!.�1/n j; (25)

!.�1/n D O.n�˛�1/ as n ! 1: (26)

Estimate (26) can be found in [8]. Another proof of (26) which uses Banach algebra
theory and may be of independent interest is given in Sect. 7 of the present paper.
Section 7 also contains proofs of the other statements in Lemma 2.

Lemma 2 is needed in the proof of our main result, cf. Theorem 1 below and
Sect. 8. We state the lemma here in explicit form since it is fundamental in the
stability estimates.

3.3 The Main Result

We next present the first main result of this paper, cf. the following theorem, where
different continuity and smoothness properties of the solution u are considered. For
comments on the estimates presented in the theorem, see Remark 1 below.

Theorem 1 Let the conditions of Assumption 1 be satisfied, and consider
the approximations uı1=2; u

ı
3=2; : : : ; u

ı
N�1=2 determined by scheme (22). Let

c˛WD minf˛; 1 � ˛g.

(a) If c˛ < p � 1C c˛ , then we have

max
nD1;2;:::;N juın�1=2 � u.xn�1=2/j D O.hp�c˛ C ı

h˛
/ as .h; ı/ ! 0: (27)

(b) Let 2 � ˛ < p � 2, and in addition let u.0/ D u0.0/ D 0 be satisfied. Then

max
nD1;2;:::;N juın�1=2 � u.xn�1=2/j D O.hp�1C˛ C ı

h˛
/ as .h; ı/ ! 0: (28)
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The proof of Theorem 1 is given in Sect. 8.

Remark 1 We give some comments on Theorem 1. Due to the special form of the
term c˛ appearing in Theorem 1, it makes sense to distinguish the cases ˛ � 1

2
and

˛ � 1
2

which in fact will be done in items (a) and (b).

(a) In the case 0 < ˛ � 1
2
, the following estimate holds:

max
nD1;:::;N

juın � u.xn�1=2/j D
8

<

:

O.hp�˛ C ı

h˛
/; if ˛ < p � ˛ C 1;

O.hp�1C˛ C ı

h˛
/; if 2 � ˛ < p � 2; u.0/ D u0.0/ D 0:

(b) In the case 1
2

� ˛ < 1, the following estimate holds:

max
nD1;:::;N

juın � u.xn�1=2/j D O.hp�1C˛ C ı

h˛
/; if 1 � ˛ < p � 2 � ˛;
or if 2 � ˛ < p � 2; u.0/ D u0.0/ D 0:

For an extension to Volterra integral equations of the first kind with smooth
kernels (˛ D 1), cf. Remark 3 below.

(c) The noise-free rates, obtained for p D 1 and p D 2, basically coincide with those
given in the papers by Weiss and Anderssen [30] and by Eggermont [9].

(d) The maximal rate in the noise-free case ı D 0 and without initial conditions
is O.h/, and it is obtained for p D 1 C c˛ . This rate is indeed maximal for
sufficiently smooth functions, as can be seen by considering the error at the first
grid point x1=2, obtained for the function u.y/ D y, cf. Weiss and Anderssen [30].
Under the additional assumption u.0/ D u0.0/ D 0, the maximal rate is O.h˛C1/,
obtained for p D 2.

(e) It is not clear if the rates presented in Theorem 1 are optimal under the respective
continuity and smoothness conditions. M

In what follows, for step sizes h D a=N we write, with a slight abuse of notation,
h � ıˇ as ı ! 0, if there exist real constants c2 � c1 > 0 such that c1h � ıˇ �
c2h holds for ı ! 0. As an immediate consequence of Theorem 1 we obtain the
following main result of this paper.

Corollary 1 Let Assumption 1 be satisfied.

• Let ˛ � 1=2 and ˛ < p � ˛ C 1. For h D h.ı/ � ı1=p we have

max
nD1;2;:::;N juın�1=2�u.xn�1=2/j D O.ı1�˛=p/ as ı ! 0:

• Let one of the following two conditions be satisfied: (a) ˛ � 1=2; 1 � ˛ < p �
2�˛, or (b) 2�˛ < p � 2; u.0/ D u0.0/ D 0. Then for h D h.ı/ � ı1=.p�1C2˛/
we have

max
nD1;2;:::;N juın�1=2�u.xn�1=2/j D O

�

ı
1� ˛

p�1C2˛ � as ı ! 0:
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Note that in the case ˛ < 1
2
, for the class of functions satisfying the initial conditions

u.0/ D u0.0/ D 0, there is a gap for ˛ C 1 < p � 2 � ˛ where no improvement
in the rates is obtained, i.e., we have piecewise saturation O.ı1=.˛C1// for the given
range of p. This is due to different techniques used in the proof of Theorem 1.

We conclude this section with some more remarks.

Remark 2

(a) We mention some other quadrature schemes for the approximate solution of
Abel-type integral equations of the first kind. The product trapezoidal method is
considered, e.g., in Weiss [29], Eggermont [9], and in [22]. Fractional multistep
methods are treated in Lubich [19, 20] and in [21]. Backward difference product
integration methods are analyzed in Cameron and McKee [6, 7]. Galerkin
methods for Abel-type integral equations are considered, e.g., in Eggermont [9]
and in Vögeli et al. [28]. Some general references are already given in the
beginning of the present paper.

(b) For other special regularization methods for the approximate solution of
Volterra integral equations of the first kind with perturbed right-hand sides and
with possibly algebraic-type weakly singular kernels, see e.g., Anderssen [2],
Bughgeim [5], Gorenflo and Vessella [12], and the references therein.

Remark 3 The results of Theorem 1 and Corollary 1 can be extended to linear
Volterra integral equations of the first kind with smooth kernels, that is, for ˛ D 1.
The resulting method is in fact the classical repeated midpoint rule, and the main
error estimate is as follows: if 0 < p � 2, then we have

max
nD1;2;:::;N juın�1=2 � u.xn�1=2/j D O.hp C ı

h
/ as .h; ı/ ! 0;

and initial conditions are not required anymore then. The choice h D h.ı/ �
ı1=.pC1/ then gives

max
nD1;2;:::;N juın�1=2�u.xn�1=2/j D O.ıp=.pC1// as ı ! 0:

The proof follows the lines used in the present paper, with a lot of simplifications
then. In particular, the inverse stability results derived in Sect. 7 can be discarded
in this case. We leave the details to the reader and indicate the basic ingredients
only: we have !n D 1 and �n D 0 for n D 0; 1; : : : then, and in addition,
!
.�1/
0 D 1; !

.�1/
1 D �1, and !.�1/n D 0 for n D 2; 3; : : : holds. For other

results on the regularizing properties of the repeated midpoint rule for solving
linear Volterra integral equations of the first kind with smooth kernels, see [23] and
Kaltenbacher [16].
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4 Modified Starting Weights

For the product midpoint rule (8), applied to a continuous function ' W Œ0; a � ! R,
and with grid points as in (6), with 1 � n � N and N � 2, we now would like
to overcome the conditions '.0/ D ' 0.0/ D 0. For this purpose we consider the
modification

.e̋h'/.xn/ WD

D.˝h '/ .xn/
‚ …„ ƒ

h˛
nX

jD1
!n�j '.xj�1=2/Ch˛

2X

jD1
wnj'.xj�1=2/ (29)

as approximation to the fractional integral .V ˛'/.xn/ at the considered grid points
xn, respectively. See Lubich [19, 20] and [21] for a similar approach for fractional
multistep methods. In (29), wn1 and wn2 are correction weights for the starting values
that are specified in the following. In fact, for each n D 1; 2; : : : ;N the correction
weights are chosen such that the modified product midpoint rule (29) is exact at
xn D nh for polynomials of degree � 1, i.e.,

.e̋h yq/.xn/ D .V ˛yq/.xn/ for q D 0; 1: (30)

4.1 Computation of the Correction Weights

For each n D 1; 2; : : : ;N, a reformulation of (30) gives the following linear system
of two equations for the correction weights wnj; j D 1; 2:

h˛.wn1 C wn2/ D .E˛h1/.xn/; h˛C1. 1
2
wn1 C 3

2
wn2/ D .E˛h y/.xn/;

cf. (10) for the introduction of E˛h . On the other hand we have

.E˛h1/.xn/ D 0; .E˛h y/.xn/ D h˛C1
n�1X

sD0
�s:

Those identities follow from the representations (16) and (17), respectively. From
this we obtain

�wn1 D wn2 D
n�1X

sD0
�s: (31)

This in particular means that the correction weights are independent of h. We finally
note that the asymptotic behavior of the coefficients �s, cf. (20), implies

wnj D O.1/ as n ! 1 for j D 1; 2: (32)
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4.2 Integration Error of the Modified Quadrature Method

We now consider, for each n D 1; 2; : : : ;N, the error of the modified product
midpoint rule,

.eE˛h'/.xn/ D .V ˛'/.xn/ � .e̋h'/.xn/; (33)

where ' W Œ0; a � ! R denotes a continuous function.

Lemma 3 Let n 2 f 1; 2; : : : ;N g, and moreover let ' 2 FpŒ0; a �, with 0 < p � 2.
We have the following representations of the modified quadrature error .eE˛h'/.xn/

introduced in (33):

(a) In the case 0 < p � 1 we have .eE˛h'/.xn/ D .E˛h'/.xn/C O.hpC˛/ as h ! 0.
(b) In the case 1 < p � 2 we have, withe'.y/WD'.y/�'.0/�' 0.0/y for 0 � y � a,

.eE˛h'/.xn/ D .E˛he'/.xn/C O.hpC˛/ as h ! 0:

Both statements hold uniformly for n D 1; 2; : : : ;N, and for ' 2 Fp
LŒ0; a �, with

L � 0 arbitrary but fixed.

Proof

(a) This follows immediately from (29) and (31)–(33):

.eE˛h'/.xn/ D .E˛h'/.xn/C h˛wn1
�

'.x3=2/ � '.x1=2/
�

D .E˛h'/.xn/C O.hpC˛/ as h ! 0:

(b) Using the notation q.y/WD'.0/C ' 0.0/y, we have ' D e' C q, and the linearity
of the modified error functional gives

.eE˛h'/.xn/ D .eE˛he'/.xn/C
D0

‚ …„ ƒ

.eE˛h q/.xn/ D .E˛he'/.xn/�h˛
2X

jD1
wnje'.xj�1=2/

D .E˛he'/.xn/C O.hpC˛/;

where e'.y/ D O.yp/ as y ! 0 has been used, and the boundedness of the
correction weights, cf. (32), is also taken into account. ut

4.3 Application to the Abel-Type Integral Equation of the First
Kind

In what follows, the modified product midpoint rule (29) is applied to solve the
algebraic-type weakly singular Volterra integral equation (1) numerically, with
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noisy data as in (21). In order to make the starting procedure applicable, in the
following we assume that the kernel k can be smoothly extended beyond the triangle
f 0 � y � x � a g. For simplicity we assume that the kernel is defined on the whole
square.

Assumption 2 The kernel function k has Lipschitz continuous partial derivatives
of second order on Œ0; a � � Œ0; a �.
For each n D 1; 2; : : : ;N, we consider the modified product midpoint rule (29) with
'.y/ D k.xn; y/u.y/ for 0 � y � a; n D 1; 2; : : : ;N. This results in the following
modified scheme:

h˛
nX

jD1
!n�jk.xn; xj�1=2/euıj�1=2 C h˛

2X

jD1
wnjk.xn; xj�1=2/euıj�1=2 D f ın (34)

for n D 1; 2; : : : ;N. This scheme can be realized by first solving a coupled linear
system of two equations for the approximationseu ın�1=2 � u.xn�1=2/; n D 1; 2. The

approximationseu ın�1=2 � u.xn�1=2/ for n D 3; 4; : : : ;N then can be determined
recursively by using scheme (34).

4.4 Uniqueness, Existence and Approximation Properties of
the Starting Values

We next consider uniqueness, existence and approximation properties of the two
starting valueseu ı1=2 andeu ı3=2. They in fact satisfy the linear system of equations

h˛
2X

jD1
.!n�j C wnj
„ ƒ‚ …

DW !nj

/k.xn; xj�1=2/eu ın�1=2 D f ın for n D 1; 2; (35)

with the notation !�1 D 0. In matrix notation, this linear system of equations can
be written as

h˛

DSh
‚ …„ ƒ
0

B
@

!11 k.x1; x1=2/ !12 k.x1; x3=2/

!21 k.x2; x1=2/ !22 k.x2; x3=2/

1

C
A

0

@

eu ı1=2

eu ı3=2

1

A D
0

@

f ı1

f ı2

1

A : (36)

Lemma 4 The matrix Sh 2 R
2	2 in (36) is regular for sufficiently small values of

h, and kSh
�1k1 D O.1/ as h ! 0, where k � k1 denotes the matrix norm induced

by the maximum vector norm on R
2.
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Proof We first consider the situation k � 1 and denote the matrix Sh by T in this
special case. From (4) and (30) it follows

!n1 C !n2 D n˛

� .˛C 1/
1
2
!n1 C 3

2
!n2 D n˛C1

� .˛C 2/ ; n D 1; 2:

Hence the matrix T is regular and does not depend on h.
We next consider the general case for k. Since k.x; x/ D 1, we have k.xn; xm/ ! 1

as h ! 0 uniformly for the four function values of k considered in the matrix Sh.
This shows Sh D T C �h with k�hk1 ! 0 as h ! 0 so that the matrix Sh is
regular for sufficiently small values h, with kSh

�1k1 being bounded as h ! 0. This
completes the proof of the lemma. ut

We next consider the error of the modified product midpoint rule at the two grid
points x1=2 and x3=2.

Proposition 1 Let the conditions of Assumptions 1 and 2 be satisfied. Consider the
approximationseu ı1=2 andeu ı3=2 determined by scheme (34) for n D 1; 2. Then we have

max
nD1;2 jeu ın�1=2 � u.xn�1=2/j D O.hp C ı

h˛
/ as .h; ı/ ! 0:

Proof From (29), (33) and Lemma 3, applied with '.y/ D 'n.y/ D k.xn; y/u.y/ for
0 � y � a, we obtain the representation

h˛
2X

jD1
!nj k.xn; xj�1=2/ Qeıj�1=2 D .eE˛h'n/.xn/C f ın � f .xn/

D O.hpC˛ C ı/ as .h; ı/ ! 0; n D 1; 2;

where Qeıj�1=2 D euıj�1=2 � u.xj�1=2/; j D 1; 2, and the weights !nj are introduced
in (35). Note that Lemmas 1 and 3 imply, for the two integers n D 1; 2, that
.eE˛h'n/.xn/ D O.hpC˛/ as h ! 0. The proposition now follows from Lemma 4.
ut

4.5 The Regularizing Properties of the Modified Scheme

Theorem 2 Let the conditions of Assumptions 1 and 2 be satisfied.

(a) In the case ˛ � 1=2 we have

max
nD1;2;:::;N jeuın�1=2 � u.xn�1=2/j D

8

<

:

O.hp�˛ C ı

h˛
/ if ˛ < p � ˛ C 1;

O.hp�1C˛ C ı

h˛
/ if 2 � ˛ < p � 2:
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(b) In the case ˛ � 1=2; 1 � ˛ < p � 2 we have

max
nD1;2;:::;N jeuın�1=2 � u.xn�1=2/j D O.hp�1C˛ C ı

h˛
/ as .h; ı/ ! 0:

Proof Let Qeıj�1=2 D euıj�1=2 � u.xj�1=2/ for j D 1; 2; : : : ;N. From (29), (32), (33),
Lemma 3 and Proposition 1 we obtain the representation

h˛
nX

jD1
!n�jk.xn; xj�1=2/Qeıj�1=2

D .eE˛h'n/.xn/C f .xn/ � f ın � h˛
2X

jD1
wnjk.xn; xj�1=2/Qeıj�1=2

D .eE˛h'n/.xn/C O.hpC˛ C ı/ D .E˛he'n/.xn/C O.hpC˛ C ı/

as .h; ı/ ! 0, uniformly for n D 1; 2; : : : ;N, wheree'n D 'n, if p � 1, ande'n.y/ D
'n.y/�'n.0/�' 0n.0/y for p > 1. The theorem now follows by performing the same
steps as in the proof of Theorem 1. ut

As an immediate consequence of Theorem 2, we can derive regularizing
properties of the modified scheme.

Corollary 2 Let both Assumptions 1 and 2 be satisfied.

• If ˛ � 1=2 and ˛ < p � ˛ C 1, then choose h D h.ı/ � ı1=p. The resulting
error estimate is

max
nD1;2;:::;N jeu ın�1=2�u.xn�1=2/j D O.ı1�˛=p/ as ı ! 0:

• Let one of the following two conditions be satisfied: (a) ˛ � 1=2; 1 � ˛ < p �
2 � ˛, or (b) 2 � ˛ < p � 2. For h D h.ı/ � ı1=.p�1C2˛/ we then have

max
nD1;2;:::;N jeu ın�1=2�u.xn�1=2/j D O.ı

1� ˛
p�1C2˛ / as ı ! 0:

5 Numerical Experiments

We next present results of some numerical experiments with the linear Abel-type
integral equation of the first kind (1). The following example is considered for
different values of 0 < ˛ < 1 and 0 < q � 2:

k.x; y/ D 1C xy
1C x2

; f .x/ D 1

� .qC 2C ˛/
xqC˛

1C x2
.q C 1C ˛ C .q C 1/x2/; 0 � x; y � 1;

(37)
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with exact solution (cf. (4))

u. y/D 1
� .qC1/y

q for 0 � y � 1; (38)

so that the conditions in (a)–(c) of Assumption 1 are satisfied with at least p D q,
provided that q > c˛ . We present experiments for different values of ˛ and
q, sometimes with corrections weights, sometimes without, in order to cover all
variants in Corollaries 1 and 2. Here are additional remarks on the numerical tests.

• Numerical experiments with step sizes h D 1=2m for m D 5; 6; : : : ; 11 are
employed, respectively.

• For each considered step size h, we consider the noise level ı D ı.h/ D ch�C˛,
where c D 0:3, and � D �.˛; p/ denotes the rate for exact data, supplied by
Theorems 1 and 2. The available error estimate is then of the form maxn juın �
u.xn/j D O.h�/ D O.ı�=.�C˛// as h ! 0.

• In the numerical experiments, the perturbations are of the form f ın D f .xn/C�n

with uniformly distributed random values �n with j�n j � ı.
• In all tables, kf k1 denotes the maximum norm of the function f .
• Experiments are employed using the programming language OCTAVE.

Example 1 We first consider the situation (37)–(38), with ˛ D 1
2

and q D 2. The
conditions in (a)–(c) of Assumption 1 are satisfied with p D 2 (also for any p > 2 in
fact, but then we have saturation). We have u.0/ D u0.0/ D 0, so correction weights
are not required here. The provided error estimate, with the choice of ı D ı.h/
considered in the beginning of this section, is maxn juın � u.xn/j D O.ı3=4/ D
O.h3=2/. The numerical results are shown in Table 1.

Example 2 We next consider the situation (37)–(38), with ˛ D 0:9 and q D 0:4 this
time. The conditions in (a)–(c) of Assumption 1 are satisfied with p D 0:4. Since
p � 1, correction weights are not needed here. The expected error estimate, with
ı D ı.h/ as in the beginning of this section, is maxn juın � u.xn/j D O.ı1=4/ D
O.h0:3/. The numerical results are shown in Table 2.

Example 3 We next consider the situation (37)–(38) with ˛ D 0:2 and q D 0:5. The
conditions in (a)–(c) of Assumption 1 are satisfied with p D 0:5 then, and correction

Table 1 Numerical results for Example 1

N ı 100
ı=k fk1 maxn juın � u.xn/ j maxn juın � u.xn/ j =ı3=4
32 2:9
10�4 9:74
10�2 2:84
10�3 1.27

64 7:3
10�5 2:43
10�2 1:12
10�3 1.41

128 1:8
10�5 6:09
10�3 3:77
10�4 1.35

256 4:6
10�6 1:52
10�3 1:37
10�4 1.38

512 1:1
10�6 3:80
10�4 5:20
10�5 1.48

1024 2:9
10�7 9:51
10�5 1:89
10�5 1.53

2048 7:2
10�8 2:38
10�5 6:55
10�6 1.50
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Table 2 Numerical results for Example 2

N ı 100
ı=k fk1 maxn juın � u.xn/ j maxn juın � u.xn/ j =ı1=4
32 4:7
10�3 6:80
10�1 1:88
10�1 0:72

64 2:0
10�3 2:96
10�1 1:32
10�1 0:62

128 8:9
10�4 1:29
10�1 1:23
10�1 0:71

256 3:9
10�4 5:61
10�2 9:61
10�2 0:69

512 1:7
10�4 2:44
10�2 8:12
10�2 0:71

1024 7:3
10�5 1:06
10�2 6:77
10�2 0:73

2048 3:2
10�5 4:62
10�3 5:43
10�2 0:72

Table 3 Numerical results for Example 3

N ı 100
ı=kfk1 maxn juın � u.xn/ j maxn juın � u.xn/ j =ı0:6
32 5:3
10�2 5:12
100 1:18
10�1 0:69

64 3:8
10�2 3:62
100 8:52
10�2 0:61

128 2:7
10�2 2:56
100 7:78
10�2 0:69

256 1:9
10�2 1:81
100 5:89
10�2 0:64

512 1:3
10�2 1:28
100 5:19
10�2 0:69

1024 9:4
10�3 9:05
10�1 4:20
10�2 0:69

2048 6:6
10�3 6:40
10�1 3:33
10�2 0:68

Table 4 Numerical results for Example 4, without correction weights

N ı 100
ı=kfk1 maxn juın � u.xn/ j maxn juın � u.xn/ j =ı2=3
32 1:7
10�3 2:20
10�1 1:26
10�2 0:90

64 5:9
10�4 7:79
10�2 6:47
10�3 0:92

128 2:1
10�4 2:75
10�2 3:27
10�3 0:94

256 7:3
10�5 9:74
10�3 1:57
10�3 0:89

512 2:6
10�5 3:44
10�3 7:72
10�4 0:88

1024 9:2
10�6 1:22
10�3 3:95
10�4 0:90

2048 3:2
10�6 4:30
10�4 2:06
10�4 0:94

weights are not needed here because of p � 1. The available error estimate is
maxn juın �u.xn/j D O.ı0:6/ D O.h0:3/. The numerical results are shown in Table 3.

Example 4 Finally we consider the situation (37)–(38) with ˛ D 0:5 and q D 1.
The conditions in (a)–(c) of Assumption 1 are satisfied with any 0:5 < p � 2

then, and initial conditions are not satisfied in this case. The presented theory
for the product midpoint rule without correction weights suggests that we have
maxn juın � u.xn/j D O.ı2=3/ D O.h/. The corresponding numerical results are
shown in Table 4.

For the same problem, we also consider the modified version of the product
midpoint rule, i.e., correction weights are used this time. The presented theory then
yields maxn juın � u.xn/j D O.ı3=4/ D O.h3=2/. The related numerical results are
shown in Table 5.
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Table 5 Numerical results for Example 4, with correction weights

N ı 100
ı=k fk1 maxn juın � u.xn/ j maxn juın � u.xn/ j =ı3=4
32 2:9
10�4 3:89
10�2 2:10
10�3 0:94

64 7:3
10�5 9:74
10�3 6:56
10�4 0:83

128 1:8
10�5 2:43
10�3 2:88
10�4 1:03

256 4:6
10�6 6:09
10�4 8:66
10�5 0:87

512 1:1
10�6 1:52
10�4 3:46
10�5 0:99

1024 2:9
10�7 3:80
10�5 1:22
10�5 0:99

2048 7:2
10�8 9:51
10�6 4:31
10�6 0:99

The last column in each table shows that the theory is confirmed in each of the
five numerical experiments.

6 Conclusions

In the present paper we have considered the product midpoint rule for the regular-
ization of algebraic-type weakly singular Volterra integral equations of the first kind
with perturbed given right-hand sides. The applied techniques are closely related to
those used in Eggermont [8]. The presented results include intermediate continuity
and smoothness degrees of the solution of the integral equation in terms of a scale
of Hölder spaces. In addition we have given a new proof of the stability estimate
for the inverse of the generating sequence, cf. (26), which may be of independent
interest. Another topic is the use of correction starting weights to get rid of initial
conditions on the solution. Results of some numerical experiments are also given.

7 Appendix 1: Proof of Lemma 2

We next present a proof of estimate (26) for the coefficients of the inverse of the
considered generating power series

P1
nD0 !n�

n which differs from that given by
Eggermont [8]. Our proof uses Banach algebra theory and may be of independent
interest.

7.1 Special Sequence Spaces, and Banach Algebra Theory

We start with the consideration of some sequence spaces in a Banach algebra
framework. For an introduction to Banach algebra theory see, e.g., Rudin [26]. The
following results can be found in Rogozin [24, 25], and for completeness they are
recalled here.
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For a sequence of positive real weights .
n/n�0, consider the following norms,

kak1;
 D sup
m�0

jam j
m C
1X

nD0
jan j; kak1 D

1X

nD0
jan j; a D .an/n�0 � C;

and the spaces

`1 D f a D .an/n�0 � C j kak1 < 1 g; `1


 D f a D .an/n�0 � C j kak1;
 < 1 g;
c0
 D f a 2 `1


 j an
n ! 0 as n ! 1 g:

We obviously have c0
 � `1
 � `1. By using the canonical identification a.�/ D
P1

nD0 an�
n, the spaces c0
 ; `

1

 and `1 can be considered as function algebras on

D D f � 2 C j j� j � 1 g;

the closed disc with center 0 and radius 1. We are mainly interested in positive
weights .
n/n�0 which satisfy

P1
nD0 
�1n < 1. In that case, supm�0 jam j
m for

.an/n�0 2 `1
 defines a norm on `1
 which is equivalent to the given norm k � k1;
 .
In particular, if 
0 D 1 and 
n D nˇ for n D 1; 2; : : : .ˇ > 1/, then `1
 is the space
of sequences .an/n�0 satisfying an D O.n�ˇ/ as n ! 1. In the sequel we assume
that


n � c
j;
n
2

� j � n; n � 0; (39)

holds for some finite constant c > 0. We state without proof the following
elementary result (cf. [26] for part (a) of the proposition, and [24, 25] for parts
(b) and (c)).

Proposition 2 Let 
0; 
1; : : : be positive weights satisfying condition (39).

(a) The space `1, equipped with convolution .a � b/n D Pn
jD0 an�jbj; n � 0, for

a; b 2 `1, is a commutative complex Banach algebra, with unit e D .1; 0; 0; : : :/.
(b) The space `1
 is a subalgebra of `1, i.e., it is closed with respect to addition,

scalar multiplication and convolution. The norm k�k1;
 is complete on `1
 and
satisfies

ka � bk1;
 � .2c C 1/kak1;
 � kbk1;
 ; a; b 2 `1
 ; (40)

where c is taken from estimate (39).
(c) The statements of (b) are also valid for the space c0
 (instead of `1
 ), supplied

with the norm k � k1;
 .

The following proposition is based on the fact that the subalgebra generated by
a.�/ D � D .0; 1; 0; 0; : : :/ is dense in the space `1 and in c0
 as well, i.e., both
spaces are single-generated in fact.
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Proposition 3 (Rogozin [24]) Let 
0; 
1; : : : be positive weights satisfying con-
dition (39). The spaces `1 and c0
 are inverse-closed, i.e., for each a 2 `1 with
a.�/ ¤ 0; � 2 D , one has Œa.�/��1 2 `1, and for each a 2 c0
 with a.�/ ¤ 0; � 2 D ,
one has Œa.�/��1 2 c0
 .

For the `1-case, this is Wiener’s theorem, cf., e.g., Rudin [26]. The space `1
 is not
single-generated but still inverse-closed which will be used in the following. The
proof is taken from Rogozin [25] and is stated here for completeness.

Proposition 4 (Rogozin [25]) For positive weights .
n/n�0 satisfying condi-
tion (39), the space `1
 is inverse-closed, i.e., for each a 2 `1
 with a.�/ ¤ 0

for � 2 D one has Œa.�/��1 2 `1
 .

Proof Consider a.�/ D P1
nD0 an�

n 2 `1
 with a.�/ ¤ 0 for � 2 D . Then a is

invertible in `1 (cf. Proposition 3), i.e., 1=a.�/ D P1
nD0 a.�1/n �n 2 `1. Let us assume

contradictory that 1=a.�/ 62 `1
 . This means that lim supn!1 ja.�1/n j
n D 1 and
then

�n D max
0�m�n

ja.�1/m j
m ! 1 as n ! 1; (41)

and �nC1 � �n > 0 for n D 0; 1; : : : : Lete
n D 
n=�n for n D 0; 1; : : : : We have

0 <e
n D 
n

�n
� 
n

�j
� c


j

�j
D ce
 j;

n
2

� j � n;

so the space c 0Q
 D f a 2 `1Q
 j ane
n ! 0 as n ! 1 g with e
 D .e
n/n�0 is a
Banach algebra which is inverse-closed (cf. Propositions 2 and 3).

By assumption we have supn�0 jan j
n < 1, and then jan je
n ! 0 as n ! 1.
From Proposition 3 it then follows

ja.�1/n je
n ! 0 as n ! 1: (42)

However, it follows from (41) that for some infinite subset N � N we have

�n D ja.�1/n j
n for n 2 N: (43)

Otherwise there would exist an n1 � 1 with �n D max0�m�n ja.�1/m j
m > ja.�1/n j
n

for n D n1; n1 C 1; : : : ; which in fact means that �n�1 D max0�m�n�1 ja.�1/m j
m

> ja.�1/n j
n holds, and then �n D �n�1 for n D n1; n1 C 1; : : : ; a contradiction
to (41). From (43) we then get

ja.�1/n je
n D ja.�1/n j
n=�n D 1; n 2 N;

a contradiction to (42). ut
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7.2 The Power Series
P1

nD0.n C 1/˛�n

Our analysis continues with a special representation of the power series
P1

nD0.n C
1/˛�n, and we will make use of the binomial expansion

.1 � �/ˇ D
1X

nD0
.�1/n�ˇn

�

�n for � 2 C; j� j < 1 .ˇ 2 R/; (44)

.�1/n�ˇn
� D

m�1X

sD0
dˇsn

�ˇ�1�s C O.n�ˇ�1�m/ as n ! 1; (45)

with certain real coefficients dˇs for s D 0; 1; : : : ;m�1; m D 0; 1; : : : , where dˇ0 D
1=� .�ˇ/; ˇ ¤ 0; 1; : : :, cf. e.g., equation (6.1.47) in Abramowitz and Stegun [1].
We need the following result.

Lemma 5 For 0 < ˛ < 1 we have, with some coefficients r0; r1; : : : ;

1

� .˛C 1/
1X

nD0
.n C 1/˛�n D .1 � �/�˛�1r.�/ for � 2 C; j� j < 1; (46)

with r.�/ D
1X

nD0
rn�

n; r.1/ D 1; rn D O.n�˛�2/ as n ! 1: (47)

Proof We first observe that, for each m � 0, there exist real coefficients c0; : : : ; cm�1
with

1

� .˛C 1/
1X

nD0
.nC1/˛�n D

m�1X

jD0
cj.1��/�˛�1Cj Cs.�/ for � 2 C; j� j < 1; (48)

with s.�/ D P1
nD0 sn�

n, where sn D O.n˛�m/ as n ! 1, and we have c0 D 1. This
follows by comparing the coefficients in the Taylor expansion 1

� .˛C1/ .n C 1/˛ D
Pm�1

tD0 etn˛�t C O.n˛�m/ with the coefficients in the expansions considered in (44)
and (45).

A reformulation of (48) gives, with m D 4,

1

� .˛C 1/
1X

nD0
.n C 1/˛�n D .1 � �/�˛�1

� 3X

jD0
cj.1 � �/j C .1 � �/˛C1s.�/

�

for � 2 C; j� j < 1; with s.�/ D
1X

nD0
sn�

n; sn D O.n˛�4/ as n ! 1:
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The statement of the lemma now follows from statement (b) of Proposition 2,
applied with 
0 D 1 and 
n D n˛C2 for n D 1; 2; : : : ; and from (44), (45) applied
with ˇ D ˛ C 1;m D 0. ut

7.3 Asymptotical Behavior of the Coefficients of Œ!.�/��1

As a consequence of Lemma 5 we obtain the following representation.

Corollary 3 For the quadrature weights !0; !1; : : : considered in (9) we have, with
the power series r from (46), (47),

!.�/ D
1X

nD0
!n�

n D .1 � �/�˛r.�/ for � 2 C; j� j < 1: (49)

Proof The two power series
P1

nD0.n C 1/˛�n and !.�/ D P1
nD0 !n�

n with
coefficients as in (9) are obviously related as follows,

1X

nD0
!n�

n D 1� �
� .˛C 1/

1X

nD0
.n C 1/˛�n:

The representation (46) now implies the statement of the corollary. ut
Inverting (49) immediately gives the power series representation

1X

nD0
!.�1/n �n D .1 � �/˛Œr.�/��1; (50)

where !.�1/n denote the coefficients of the inverse of the power series !.�/ D
P1

nD0 !n�
n, cf. (23).

Below we examine the asymptotic behavior of the coefficients in the power series

Œr.�/��1 D
1X

nD0
r.�1/n �n: (51)

Lemma 6 We have r.�1/n D O.n�˛�2/ as n ! 1.

Proof It follows from (47) that the power series r considered in (46) satisfies r 2 `1

for the specific choice 
0 D 1 and 
n D n˛C2 for n � 1. In addition we have

r.�/ ¤ 0 for � 2 C; j� j � 1; (52)
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which is proven below. From (52) and Proposition 4 we then obtain r.�1/n D
O.n�˛�2/ as n ! 1. So it remains to show that (52) holds. For this purpose we
consider a reformulation of (49),

r.�/ D .1 � �/˛
1X

nD0
!n�

n for � 2 C; j� j < 1:

We have

ˇ
ˇ

1X

nD0
!n�

n
ˇ
ˇ � 1

2� .˛C 1/ for � 2 C; j� j < 1; (53)

a proof of (53) is presented in the next section. Since r.1/ ¤ 0 and r is continuous
on f � 2 C j j� j � 1 g, estimate (53) then implies (52) as desired, and thus the
statement of the lemma is proved. ut

Property (52) in fact means that the product midpoint rule is zero-stable; see
Cameron and McKee [6] for an introduction of this notation for weakly singular
Volterra integral equations.

We are now in a position to continue with the verification of the asymptotical
behavior (26) for the coefficients of the power series Œ!.�/��1. From the repre-
sentation (44), (45) with ˇ D ˛ it follows that the coefficients in the expansion
.1 � �/˛ D P1

nD0.�1/n
�
˛
n

�

�n satisfy .�1/n�˛n
� D O.n�˛�1/ as n ! 1. This

and Lemma 6 (which in particular means r.�1/n D O.n�˛�1/) and part (b) of
Proposition 2, applied with 
0 D 1 and 
n D n˛C1 for n � 1, finally results in
the desired estimate (26) for the coefficients of the power series Œ!.�/��1 .

7.4 The Proof of the Lower Bound (53)

To complete our proof of (26), we need to show that (53) holds. We start with a
useful lemma.

Lemma 7 The quadrature weights !0; !1; : : : in (9) are positive and satisfy
P1

nD0 !n D 1. In addition we have

!nC1

!n
>

!n

!n�1
for n D 1; 2; : : : : (54)

Proof It follows immediately from the definition that the coefficients !0; !1; : : : are
positive. The identity

P1
nD0 !n D 1 is obvious, and we next present a proof of the

inequality (54). Using the notation

f .x/ D x˛ for x � 0
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we obtain the following,

!n

!n�1
D f .nC 1/�f .n/

f .n/�f .n� 1/
.�/D f 0.tn/

f 0.tn � 1/ D �

1 � 1
tn

�1�˛ DW h.tn/ for n D 1; 2; : : : ;

with some real number n < tn < n C 1. Here, the identity .�/ follows from the
generalized mean value theorem. The function h.s/ is monotonically increasing for
s > 0 which yields estimate (54). This completes the proof of the lemma. ut

For results similar to those in Lemma 7, see Eggermont [8, 10] and Linz [18,
Section 10.4]. It follows from Lemma 7 that the conditions of the following lemma
are satisfied for gn D c!n; n D 0; 1; : : : ; with c > 0 arbitrary but fixed.

Lemma 8 (cf. Kaluza [17]; see also Szegö [27], Hardy [14], and Linz [18]) Let
g0; g1; : : : be real numbers satisfying

gn > 0 for n D 0; 1; : : : ;
gnC1

gn
>

gn

gn�1
for n D 1; 2; : : : : (55)

Then the inverse Œg.�/��1 of the power series g.�/ D P1
nD0 gn�

n can be written as
follows,

Œg.�/��1 D c0�
1X

nD1
cn�

n; (56)

with coefficients c0; c1; : : : satisfying cn > 0 for n D 0; 1; : : : . If moreover
P1

nD0 gn D 1 holds and the power series g.�/ D P1
nD0 gn�

n has convergence
radius 1, then we have

P1
nD1 cn D c0.

Proof Lemma 8 is Theorem 22 on page 68 of Hardy [14]. The proof of cn > 0 for
n D 0; 1; : : : is presented there in full detail, and we do not repeat the steps here.
However, the proof of

P1
nD1 cn D c0 is omitted there, so below we present some

details of this proof. Condition (55) and the assumption on the convergence radius
of the power series g.�/ means gnC1=gn ! 1 as n ! 1. The second condition
in (55) then implies 0 < gnC1 < gn for n D 0; 1; : : : . From cn � 0 for n D 0; 1; : : :

we obtain gn�1
Pn

jD1 cj � Pn
jD1 gn�jcj D gnc0 for n D 1; 2; : : : . The latter identity

follows from the representation (56). Thus

nX

jD1
cj � gn

gn�1
c0 � c0 for n D 1; 2; : : : :
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The latter inequality means that c.�/ D c0 �P1
jD1 cj�

j is absolutely convergent on
the closed unit disc f � 2 C j j� j � 1 g and hence is continuous on this set. This
finally gives

0 D lim
0<x!1

1
P1

jD0 gjxj
D c0 � lim

0<x!1

1X

jD1
cjx

j D c0 �
1X

jD1
cj:

This completes the proof of the lemma. ut
The following lemma is closely related to results in Erdős et al. [11]. A detailed

proof can be found in [22].

Lemma 9 Let c1; c2; : : : be a sequence of real numbers satisfying cn > 0 for n D
1; 2; : : : ; and

P1
nD1 cn D 1

2
. Then the power series q.�/ D 1

2
�P1

nD1 cn�
n satisfies

jq.�/j < 1 for each complex number � with j� j � 1.

We are now in a position to present a proof of the lower bound (53). In fact, from
Lemma 7 it follows that the coefficients of the power series g.�/ D 2� .˛ C 1/!.�/

with !.�/ as in (49) satisfy the conditions of Lemma 8, and in addition g0 D 2

holds. This implies that the coefficients of the power series

1

2� .˛ C 1/!.�/
D c0�

1X

nD1
cn�

n

satisfy cn > 0 for n D 0; 1; : : : and
P1

nD1 cn D c0 D 1=2. Lemma 9 then implies
that 2� .˛ C 1/j!.�/j � 1 and thus j!.�/j � 1

2� .˛C1/ for � 2 C; j� j < 1. This is
the desired estimate (53) needed in the proof of Lemma 6.

8 Appendix 2: Proof of Theorem 1

1. We apply the representations (8) and (10) with ' D 'n, where

'n. y/ D k.xn; y/u. y/; 0 � y � xn:

Scheme (22) then results in the following,

h˛
nX

jD1
!n�j k.xn; xj�1=2/eıj�1=2 D .E˛h'n/.xn/C f ın � f .xn/ for n D 1; : : : ;N;

(57)
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where

eıj�1=2 D uıj�1=2 � u.xj�1=2/; j D 1; 2; : : : ;N:

2. We next consider a matrix-vector formulation of (57). As a preparation we
consider the matrix Ah 2 R

N	N given by

Ah D

0

B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
@

!0k1;1=2 0 � � � � � � 0

!1k2;1=2 !0k2;3=2
: : : 0

::: !1 k3;3=2
: : :

: : :
:::

:::
: : :

: : : 0

!N�1kN;1 � � � � � � !1kN;N�3=2 !0kN;N�1=2

1

C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
A

with the notation

kn;j�1=2 D k.xn; xj�1=2/ for 1 � j � n � N:

Additionally we consider the vectors

�ı
h D .eıj�1=2/1� j�N ; Rh D ..E˛h'n/.xn//1�n�N ; Fıh D . f ın � f .xn//1�n�N :

(58)

Using these notations, the linear system of equations (57) can be written as

h˛Ah�
ı
h D RhCFıh; with kFıhk1 � ı; (59)

where k � k1 denotes the maximum norm on R
N . In addition, occasionally we

consider a modified error equation which can easily be derived from (59) by
applying the matrix Dh to both sides of that equation:

h˛DhAh�
ı
h D DhRh C DhFıh; (60)
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where the matrix Dh 2 R
N	N is given by

Dh D

0

B
B
B
B
B
B
B
B
B
B
B
B
B
B
@

!
.�1/
0 0 � � � � � � 0

!
.�1/
1 !

.�1/
0 0 0

!
.�1/
2

: : :
: : :

: : :
:::

:::
: : :

: : :
: : : 0

!
.�1/
N�1 � � � � � � !

.�1/
1 !

.�1/
0

1

C
C
C
C
C
C
C
C
C
C
C
C
C
C
A

: (61)

3. For a further treatment of the identity (59) and the modification (60), we next
show

kDhk1 D O.1/; k.DhAh/
�1k1 D O.1/; kAh

�1k1 D O.1/ as h ! 0;

(62)

where k � k1 denotes the matrix norm induced by the maximum vector norm
on R

N . In fact, the estimate kDhk1 D O.1/ as h ! 0 follows immediately
from the decay of the coefficients of the inverse of the generating function !,
cf. estimate (26). For the proof of the second statement in (62) we use the
fact that the matrix DhAh can be written in the form DhAh D IhCKh, where
Ih 2 R

N	N denotes the identity matrix, and Kh D .kh;n;j/ 2 R
N	N denotes some

lower triangular matrix which satisfies max1� j�n�N jkh;n;j j D O.h/ as h ! 0,
cf. the proof of Lemma 4.2 in Eggermont [9] for more details. We only note
that here it is taken into account that the kernel function is uniformly Lipschitz
continuous with respect to the first variable, cf. part (c) of Assumption 1. This
representation of DhAh and the discrete version of Gronwall’s inequality now
yields k.DhAh/

�1k1 D O.1/ as h ! 0. The third estimate in (62) follows
immediately from the other two estimates considered in (62).

4. In view of (59)–(62), it remains to take a closer look at the representations of the
quadrature error considered in Lemma 1. We consider different situations for p
and constantly make use of the fact that, for some finite constant L � 0, we have

'n 2 Fp
LŒ0; xn � for n D 1; 2; : : : ;N; (63)

cf. Assumption 1.

(i) In the case p � 1 we proceed in two different ways. The first one turns out to
be useful for the case ˛ � 1

2
, while the other one uses partial summation and

is useful for the case ˛ � 1
2
.
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• Our first approach proceeds with (59), and we assume ˛ < p � 1 in this
case. We then easily obtain, cf. (16), (63),

kRhk1 D max
1�n�N

j.E˛h'n/.xn/j D O.hp/ as h ! 0;

and then, cf. (59) and (62), k�ı
hk1 D O.h�˛.hp C ı// D O.hp�˛ C ı

h˛ /.
• In our second approach we would like to proceed with (60), and we need to

consider the vector DhRh 2 R
N in more detail. For this purpose we assume

that 1 � ˛ < p � 1 holds, and we introduce the notation

rn D .E˛h'n/.xn/; n D 1; 2; : : : ;N:

Partial summation, applied to the nth entry of DhRh, gives

.DhRh/n D
nX

jD1
!
.�1/
n�j rj D ˇnr1 C

n�1X

`D1
ˇn�`.r`C1 � r`/; (64)

where

0 � ˇnWD
n�1X

`D0
!
.�1/
` D �

1X

`Dn

!
.�1/
` for n D 1; 2; : : : ; (65)

cf. Lemma 2. We thus have, cf. again Lemma 2,

ˇn D O.n�˛/ as n ! 1; (66)

and thus

n�1X

`D1
ˇ` D O.N1�˛/ D O.h˛�1/ as h ! 0 (67)

uniformly for n D 1; 2; : : : ;N. Estimate (5), representation (16) and Hölder
continuity (63) imply

jr1 j D j.E˛h'1/.x1/j D O.hpC˛/;

and we next consider the differences r`C1 � r` in more detail. For this
purpose we introduce short notation for the interpolation error,

�n. y/ D 'n. y/� qh'n. y/ for 0 � y � xn; n D 1; 2; : : : ;N:



222 R. Plato

We then have

r`C1 � r` D 1

� .˛/

�Z x`C1

0

.x`C1 � y/˛�1�`C1. y/dy�
Z x`

0

.x` � y/˛�1�`. y/ dy
�

D 1

� .˛/

Z x`C1

x`
.x`C1 � y/˛�1�`C1. y/dy

C 1

� .˛/

Z x`

0

.x`C1 � y/˛�1.�`C1 � �`/. y/dy

C 1

� .˛/

Z x`

0

..x`C1 � y/˛�1 � .x` � y/˛�1/�`. y/ dyDW s1C s2 C s3:

We have s1 D O.hpC˛/ which easily follows from sup0�y�x`C1
j�`C1.y/j D

O.hp/. Moreover, first order Taylor expansions of the kernel k with respect
to the first variable at the grid point x` gives for xj�1 � y � xj .1 � j � `/

the following,

.�`C1 � �`/. y/ D k.x`C1; y/u. y/� k.x`C1; xj�1=2/u.xj�1=2/

� ˚

k.x`; y/u. y/� k.x`; xj�1=2/u.xj�1=2/
�

D �@k
@x
.x`; y/h C O.h2/

�

u. y/� �@k
@x
.x`; xj�1=2/h C O.h2/

�

u.xj�1=2/

D h
�@k
@x
.x`; y/u. y/� @k

@x
.x`; xj�1=2/u.xj�1=2/

�C O.h2/ D O.hpC1/;

and this implies s2 D O.hpC1/. Finally,

js3 j � L
� .˛/

hp
Z x`

0

.x` � y/˛�1 � .x`C1 � y/˛�1 dy

D L
� .˛C 1/h

pC˛.1C `˛ � .`C 1/˛/ D O.hpC˛/:

Summation gives s1 C s2 C s3 D O.hpC˛/, and (64) finally results in (see
also (67))

.DhRh/n D O.hpC˛ C h˛�1hpC˛/ D O.hpC2˛�1/

uniformly for n D 1; 2; : : : ;N. We note that this estimate is useful for ˛ � 1
2

only. We are now in a position to proceed with (60):

k�ı
hk1 D O

�

h�˛kDhRhk1 C ı

h˛
� D O.hpC˛�1 C ı

h˛
/ as .h; ı/ ! 0;

where also (62) has been used. This gives the desired result.

(ii) We now proceed with the case 1 < p � 2. Preparatory results are given
in the present item (ii), and in item (iii) the final steps will be done.
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Representation (17) of the integration error gives

.E˛h'n/.xn/ D h˛C1sn C tn; with sn D
nX

jD1
�n�j'

0
n.xj�1=2/;

tn D .V ˛.'n � rh'n//.xn/;

for n D 1; 2; : : : ;N, or, in vector notation (for the definition of Rh see (58))

Rh D h˛C1Sh C Th; with Sh D .sn/nD1;:::;N ; Th D .tn/nD1;:::;N : (68)

In view of (59) and (60), we need to consider the four vectors Sh;DhSh;Th and
DhTh 2 R

N in more detail.

• From the summability of the coefficients �s, cf. (20), it immediately follows
that kShk1 D O.1/ as h ! 0.

• In the case p > 2 � ˛ and u.0/ D u0.0/ D 0, it turns out to be useful to
consider the vector DhSh. Partial summation applied to the nth entry of DhSh

gives

.DhSh/n D
nX

`D1
!
.�1/
n�` s` D ˇns1 C

n�1X

`D1
ˇn�`.s`C1 � s`/; (69)

with ˇn given by (65). The smoothness property (63), the assumption
u.0/ D u0.0/ D 0 and the boundedness ˇn D O.1/, cf. (66), imply that
ˇns1 D ˇn�0'

0
1.x1=2/ D O.hp�1/. In addition,

s`C1 � s` D
`C1X

jD1

�`C1�j'
0

`C1.xj�1=2/ �
X̀

jD1

�`�j'
0

`.xj�1=2/

D �`'
0

`C1.x1=2/C
X̀

jD1

�`�j
�

'0

`C1.xjC1=2/ � '0

`.xj�1=2/
� D O.hp�1/

uniformly for ` D 1; 2; : : : ;N � 1. The considered partial summation (69)
thus finally results in (see also (65), (67))

kDhShk1 D O.hp�1/C O.h˛�1Cp�1/ D O.hpC˛�2/: (70)

• It follows from (15) that kThk1 D O.hp/ as h ! 0. This estimate will be
useful in the case ˛ � 1

2
.

• We next consider the vector DhTh in more detail. Partial summation applied
to the nth entry of DhTh gives

.DhTh/n D
nX

`D1
!
.�1/
n�` t` D ˇnt1 C

n�1X

`D1
ˇn�`.t`C1 � t`/: (71)
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We have

t1 D O.hpC˛/; t`C1 � t` D O.hpC˛/;

uniformly for ` D 1; 2; : : : ;N � 1. This in fact is verified similarly as in
the second item of part 4(i) of this proof, this time with second order Taylor
expansions of the kernel k as well as first order Taylor expansions of @k

@y with
respect to the first variable, respectively. We omit the simple but tedious
computations. This gives

kDhThk1 D O.hpC˛/C O.h˛�1CpC˛/ D O.hpC2˛�1/: (72)

This estimate will be useful in the case ˛ � 1
2
.

Notice that the second of the four considered items is the only one where the
initial condition u.0/ D u0.0/ D 0 is needed.

(iii) We continue with the consideration of the case 1 < p � 2. The results from (ii)
allow us to proceed with (59), (60).

• We first consider the case ˛ � 1
2
; 1 < p � ˛ C 1. The consistency

error representations in item (ii) of the present proof yield kRhk1 D
max1�n�N j.E˛h'n/.xn/j D O.h˛C1kShk1 C kThk1/ D O.h˛C1 C hp/ D
O.hp/. From the error equation (59) it then follows k�ı

hk1 D
O.h�˛.hp C ı// D O.hp�˛ C ı=h˛/.

• We next consider the case ˛ � 1
2
; 1 < p � 2 � ˛. The integration

error estimates obtained in item (ii) yield kDhRhk1 D O.h˛C1kShk1 C
kDhThk1/ D O.h˛C1 C hpC2˛�1/ D O.hpC2˛�1/, where the first identity
in (62) has been applied. From the error equation (60) it then follows
k�ı

hk1 D O.h�˛.hpC2˛�1 C ı// D O.hp�1C˛ C ı=h˛/.
• Finally we consider the case 2 � ˛ < p � 2 and u.0/ D u0.0/ D
0. The consistency error estimates in item (ii) yield kDhRhk1 D
O.h˛C1kDhShk1 C kDhThk1/ D O.hpC2˛�1/. From the error equa-
tion (60) we then obtain the estimate k�ı

hk1 D O.h�˛.hpC2˛�1 C ı// D
O.hp�1C˛ C ı=h˛/. This completes the proof of the theorem.
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Heuristic Parameter Choice in Tikhonov
Method from Minimizers
of the Quasi-Optimality Function

Toomas Raus and Uno Hämarik

Abstract We consider choice of the regularization parameter in Tikhonov method
in the case of the unknown noise level of the data. From known heuristic parameter
choice rules often the best results were obtained in the quasi-optimality criterion
where the parameter is chosen as the global minimizer of the quasi-optimality
function. In some problems this rule fails, the error of the Tikhonov approximation
is very large. We prove, that one of the local minimizers of the quasi-optimality
function is always a good regularization parameter. We propose some algorithms
for finding a proper local minimizer of the quasi-optimality function.

1 Introduction

Let A 2 L .H;F/ be a linear bounded operator between real Hilbert spaces. We are
interested in finding the minimum norm solution u� of the equation

Au D f�; f� 2 R.A/: (1)

The range R.A/ may be non-closed and the kernel N .A/ may be non-trivial, so in
general this problem is ill-posed. As usually in treatment of ill-posed problems, we
assume that instead of exact data f� noisy data f 2 F are given. For the solution of
the problem Au D f we consider Tikhonov method (see [6, 36]) where regularized
solutions in cases of exact and inexact data have corresponding forms

uC̨ D �

˛I C A�A
��1

A�f�; u˛ D �

˛I C A�A
��1

A�f

and ˛ > 0 is the regularization parameter.
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Denote

e1.˛/ WD �
�uC̨ � u�

�
�C �

�u˛ � uC̨
�
� : (2)

Due to the well-known estimate
�
�u˛ � uC̨

�
� � 1

2
˛�1=2 k f � f�k (see [6, 36]) the

error ku˛ � u�k can be estimated by

ku˛ � u�k � e1.˛/ � e2.˛; k f � f�k/ WD �
�uC̨ � u�

�
�C 1

2
p
˛

k f � f�k : (3)

We consider choice of the regularization parameter if the noise level for k f � f�k is
unknown. The parameter choice rules which do not use the noise level information
are called heuristic rules. Many heuristic rules are proposed, well known are the
quasi-optimality criterion [2, 3, 5, 10, 20–22, 25, 35], L-curve rule [16, 17], GCV-
rule [8], Hanke-Raus rule [15], Reginska’s rule [33], about other rules see [18, 19,
23, 26]. Heuristic rules are numerically compared in [4, 10, 18, 26]. It is also well
known that it is not possible to construct heuristic rule guaranteeing convergence
ku˛ � u�k ! 0 as the noise level goes to zero (see [1]). Nevertheless the heuristic
rules give good results in many problems. The problem is that all these rules may
fail in some problems and without additional information about the solution, it is
difficult to decide, is the obtained parameter reliable or not.

In this article we propose a new strategy for heuristic parameter choice. It is
based on analysis of local minimizers of the function  Q.˛/ D ˛

�
� du˛

d˛

�
�, the

global minimizer of which on certain interval Œ˛M ; ˛0� is taken for parameter in
the quasi-optimality criterion. We will call the parameter ˛R in arbitrary rule R as
pseudooptimal, if

ku˛R � u�k � const min
˛>0

e1.˛/

and we show that at least one of local minimizers of  Q.˛/ has this property. Our
approach enables to replace the search of the parameter from the interval Œ˛M; ˛0�

by search of the proper parameter from the set Lmin of the local minimizers of
the function  Q.˛/. We consider also the possibility to restrict the set Lmin to its
subset L�min still containing at least one pseudooptimal parameter. It occurs that in
many problems the restricted set L�min contains only one local minimizer and this is
the pseudooptimal parameter. If the set L�min contains several local minimizers, we
consider different algorithms for choice of the proper parameter from the set L�min.

The plan of this paper is as follows. In Sect. 2 we consider known rules for choice
of the regularization parameter, both in case of known and unknown noise level.
We will characterize distinctive properties of considered heuristic rules presenting
results of numerical experiments on test problems [17]. In Sect. 3 we consider the
set Lmin of local minimizers of the function  Q.˛/ and prove that this set contains
at least one pseudooptimal parameter. In Sect. 4 we show how to restrict the set Lmin

to the set L�min still containing at least one pseudooptimal parameter. In Sect. 5 we
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consider the case if the set L�min contains several elements and we propose some
algorithms for finding proper pseudooptimal parameter. In all sections theoretical
results and proposed algorithms are illustrated by results of numerical experiments
on test problems [17].

2 Rules for the Choice of the Regularization Parameter

An important problem, when applying regularization methods, is the proper choice
of the regularization parameter. The choice of the parameter depends on the
information about the noise level.

2.1 Parameter Choice in the Case of Known Noise Level

In case of known noise level ı; k f � f�k � ı we use one of so-called ı-rules, where
certain functional d.˛/ and constants b2 � b1 � b0 (b0 depends on d.˛/) are
chosen and such regularization parameter ˛.ı/ is chosen which satisfies b1ı � d.˛/
� b2ı:

1) Discrepancy principle (DP) [24, 36]:

b1ı � kAu˛ � f k � b2ı; b1 � 1:

2) Modified discrepancy principle (Raus-Gfrerer rule) [7, 28]:

b1ı � kB˛ .Au˛ � f /k � b2ı; B˛ WD ˛1=2
�

˛I C AA�
��1=2

; b1 � 1:

3) Monotone error rule (ME-rule) [14, 34]:

b1ı � kB˛ .Au˛ � f /k2
kB2˛ .Au˛ � f /k � b2ı; b1 � 1:

The name of this rule is justified by the fact that the chosen parameter ˛ME

satisfies

ku˛ME � u�k < ku˛ � u�k 8˛ > ˛ME:

Therefore ˛ME � ˛opt WD argminku˛ � u�k and b1 D b2 D 1 are recommended.
4) Monotone error rule with post-estimation (MEe-rule) [10, 12, 13, 26, 31]. The

inequality ˛ME � ˛opt suggests to use somewhat smaller parameter than ˛ME .
Extensive numerical experiments suggest to take b1 D b2 D 1, to compute
˛ME and to use the post-estimated parameter ˛MEe WD 0:4˛ME . Then typically
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ku˛MEe � u�k=ku˛ME � u�k 2 .0:7; 0:9/. To our best knowledge in case of exact
noise level this MEe-rule gives typically best results from all known rules for the
parameter choice.

5) Rule R1 [29]: Let b2 � b1 � 0:325. Let d.˛/ WD ˛�1=2
�
�A�B2˛ .Au˛ � f /

�
�.

Choose ˛.ı/ such that d.˛.ı// � b1ı, but d.˛/ � b2ı for all ˛ � ˛.ı/.
Note that

B2˛ .Au˛ � f / D Au2;˛ � f ; u2;˛ D �

˛I C A�A
��1

.˛u˛ C A�f /;

where u2;˛ is the 2-iterated Tikhonov approximation.
6) Balancing principle [4, 9, 26, 27]. This rule has different forms in different

papers, in [9] the form

b1ı �
p
˛

p
qku˛ � u˛=qk
1� q

� b2ı; b1 � 3
p
6

16
� 0:459:

Typically balancing principle is implemented by computing a sequence of Tikhonov
approximations, but in case of a smooth solution much better approximation
than single Tikhonov approximation is simple linear combination of Tikhonov
approximations with different parameters — the extrapolated approximation (see
[9, 11, 26]). See [32] about effective numerical realization of rules 1)–6).

The last five rules are weakly quasioptimal rules (see [30]) for Tikhonov method.
If k f � f�k � ı, then we have the error estimate (see (3))

�
�u˛.ı/ � u�

�
� � C.b1; b2/ inf

˛>0
e2.˛; ı/ D C.b1; b2/ inf

˛>0

�
�
�uC̨ � u�

�
�C 1

2
p
˛
ı




:

The rules for the parameter choice in case of approximately given noise level are
proposed and analysed in [12, 13, 26, 31].

2.2 Parameter Choice in the Case of Unknown Noise Level

If the noise level is unknown, then, as shown by Bakushinskii [1], no rule for choos-
ing the regularization parameter can guarantee the convergence of the regularized
solution to the exact one as noise level k f � f�k goes to zero. Nevertheless, some
heuristic rules are rather popular, because they often work well in practice and
because in applied ill-posed problems the exact noise level is often unknown.

A classical heuristic rule is the quasi-optimality criterion. In Tikhonov method it
chooses ˛ D ˛Q as the global minimizer of the function

 Q.˛/ D ˛

�
�
�
�

du˛
d˛

�
�
�
�

D ˛�1
�
�A�B2˛ .Au˛ � f /

�
� : (4)
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In case of the discrete version of the quasi-optimality criterion we choose ˛ D ˛QD

as the global minimizer of the function
�
�u˛ � uq˛

�
�, where 0 < q < 1.

The Hanke-Raus rule finds the regularization parameter ˛ D ˛HR as the global
minimizer of the function

 HR.˛/ D ˛�1=2 kB˛ .Au˛ � f /k :

In practice the L-curve rule is popular. This rule uses the graph with log-log scale,
on x-axis kAu˛ � f k and on y-axis ku˛k. The name of the rule is justified by fact
that often the points .kAu˛ � f k ; ku˛k/ have shape similar to the letter L and
parameter ˛L which corresponds to the “corner point” is often a good parameter.
In the literature several concrete rules for choice of the ‘corner point’ are proposed.
One natural rule is proposed in [33] where global minimum point of the function

 RE.˛/ D kAu˛ � f k ku˛k� ;

with � � 1 is used. In numerical experiments below we used this rule with � D 1.
Some heuristic rules choose the regularization parameter as global minimizer

of a function ˛�1=2d.ı/ with function d.ı/ from some ı-rule 1)–6) from Sect. 2.1
(see [10]). For example, the quasi-optimality criterion and Hanke-Raus rule use
functions d.ı/ from the rules 5) (R1) and 2) (modified discrepancy principle)
respectively. In [10] heuristic counterpart of rule 3) (ME-rule) is also studied. We
call this rule as HME-rule (H means “heuristic counterpart”), here the regularization
parameter ˛ D ˛HME is chosen as the global minimizer of the function

 HME.˛/ D ˛�1=2
kB˛ .Au˛ � f /k2
kB2˛ .Au˛ � f /k :

In the following we will find the regularization parameter from the set of
parameters

˝ D ˚

˛j W ˛j D q˛j�1; j D 1; 2; : : : ;M; 0 < q < 1
�

; (5)

where ˛0; q; ˛M are given. In the case if in the discretized problem the minimal
eigenvalue �min of the matrix ATA is larger than ˛M , the heuristic rules above choose
parameter ˛M , which is generally not a good parameter. The works [21, 22, 25]
propose to search the global minimum of the function  Q.˛/ in the interval
Œmax .˛M; �min/; ˛0�. We use basically the same approach but consider also local
minimizers.

We say that the discretized problem Au D f do not need regularization if

e1.�min/ D min
˛2˝;˛��min

e1.˛/:
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If �min > ˛M and the discretized problem do not need regularization then ˛M is the
proper parameter while then it is easy to show the error estimate

ku˛M � u�k � e1.˛M/ � 2min
˛2˝ e1.˛/:

Searching the parameter from the interval Œmax .˛M; �min/; ˛0� means the a priori
assumption that the discretized problem needs regularization. Note that if �min >

˛M , then in general case it is not possible to decide (without additional information
about solution or about noise of the data), needs the discretized problem regular-
ization or not. In practice in the case �min > ˛M it is meaningful to choose the
regularization parameter ˛H from the interval Œ�min; ˛0�, while then our parameter is
not too small. If we have some information about solution or about the noise then
this information may help to decide, is ˛H or ˛M the better final parameter.

Our tests are performed on the well-known set of test problems by Hansen [17].
In all tests we used discretization parameter n D 100. Since the performance
of rules generally depends on the smoothness p of the exact solution in (1), we
complemented the standard solutions u� of (now discrete) test problems with
smoothened solutions jAjpu�; jAj WD .A�A/1=2; p D 2 (computing the right-hand
side as A.jAjpu�/). After discretization all problems were scaled (normalized) in
such a way that the Euclidean norms of the operator and the right-hand side were
1. On the base of exact data f� we formed the noisy data f , where k f � f�k has
values 10�1; 10�2; : : : ; 10�6, f � f� has normal distribution and the components of
the noise were uncorrelated. We generated 20 noise vectors and used these vectors
in all problems. We search the regularization parameter from the set ˝ , where
˛0 D 1; q D 0:95 and M is chosen so that ˛M � 10�18 > ˛MC1.

Since in model equations the exact solution is known, it is possible to find the
regularization parameter ˛�, which gives the smallest error in the set ˝ . For every
rule R the error ratio

E D ku˛R � u�k
ku˛�

� u�k D ku˛R � u�k
min˛2˝ ku˛ � u�k

describes the performance of the rule R on this particular problem. To compare
the rules or to present their properties, the following tables show averages A and
maximums M of these error ratios over various parameters of the data set (problems
1–10, smoothness indices p, noise levels ı). We say that the heuristic rule fails if the
error ratio E > 100. Table 1 contains the results of the previous heuristic rules by
problems.

This table shows that the quasi-optimality principle succeeds to choose a proper
parameter in almost all problems, except the problem heat where this principle fails
in 66.7% cases. In contrast to other problems in problem heat the maximal ratio� D
max�k>max .˛M ;�n/ �k=�kC1 of consecutive eigenvalues � D �1 � �2 � : : : � �n of
the matrix ATA in the interval Œmax .˛M; �n/; 1� is much larger than in other
problems. It means that location of the eigenvalues in the interval Œmax .˛M; �n/; 1�

is sparse.
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Table 1 Averages of error ratios E and failure % (in parenthesis) for heuristic rules, p D 0

Problem � Quasiopt. HR HME Reginska

Baart 1666 1.54 2:58 2:52 1.32

Deriv2 16 1.08 2:07 1:72 35.19 (3.3)

Foxgood 210 1.57 8:36 7:71 36.94 (10.8)

Gravity 4 1.13 2:66 2:32 20.49 (0.8)

Heat 4 � 1029 > 100 (66.7) 1:64 1:48 23.40 (4.2)

Ilaplace 16 1.24 1:94 1:81 1.66

Phillips 9 1.09 2:27 1:91 > 100 (44.2)

Shaw 290 1.43 2:34 2:23 1.80

Spikes 1529 1.01 1:03 1:03 1.01

Wing 9219 1.40 1:51 1:51 1.18

The rules of Hanke-Raus and HME did not fail in test problems, but the error
of the approximate solution is in most problems approximately two times larger
than for parameter chosen by the quasi-optimality principle. The problem in these
rules is that they choose too large parameter comparing with the optimal parameter.
Reginska’s rule may fail in many problems but it has the advantage that it works
better than other rules if the noise level is large. The Reginska’s rule has average
of error ratios of all problems E D 1:46 and E D 3:23 in cases k f � f�k D 10�1
and k f � f�k D 10�2 respectively, the Hanke-Raus rule has corresponding averages
E D 3:41 and E D 3:50.

By implementing of all these rules the problem is that without additional
information in general case it is difficult to decide, is the obtained parameter good
or not. In the following we propose a methodology enabling in many cases to assert
that obtained parameter is pseudooptimal.

3 Local Minimum Points of the Function  Q.˛/

In the following we investigate the function  Q.˛/ in (4) and show that at least
one local minimizer of this function is the pseudooptimal parameter. We need some
preliminary results.

Lemma 1 The function  Q.˛/ has the estimate (see (2) for notation e1.˛/)

 Q.˛/ � e1.˛/: (6)
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Proof The following equalities hold:

Au˛ � f D A
�

˛I C A�A
��1

A�f � f D �˛ �˛I C AA�
��1

f ;

� ˛�1A�B2˛ .Au˛ � f / D ˛A�
�

˛I C AA�
��2

f D ˛
�

˛I C A�A
��2

A�f D (7)

D ˛A�A
�

˛I C A�A
��2

u� C ˛
�

˛I C A�A
��2

A�. f � f�/:

Now the inequality (6) follows from (4) and the inequalities

˛
�
�
�A�A

�

˛I C A�A
��2

u�
�
�
� � ˛

�
�
�

�

˛I C A�A
��1

u�
�
�
� D �

�uC̨ � u�
�
� :

˛
�
�
�

�

˛I C A�A
��2

A�. f � f�/
�
�
� �

�
�
�

�

˛I C A�A
��1

A�. f � f�/
�
�
� D �

�u˛ � uC̨
�
� : ut

Remark 1 Note that lim˛!1  Q.˛/ D 0, but lim˛!1 e1.˛/ D ku�k. Therefore
in the case of too large ˛0 this ˛0 may be global (or local) minimizer of the
function  Q.˛/. We recommend to take ˛0 D c kA�Ak ; c � 1 or to minimize
the function Q Q.˛/ WD .1 C ˛= kA�Ak/ Q.˛/ instead of  Q.˛/. Due to limit
lim˛!0.1C ˛= kA�Ak/ D 1 the function Q Q.˛/ approximately satisfies (6).

Lemma 2 Denote  QD.˛/ D .1 � q/�1
�
�u˛ � uq˛

�
�. Then it holds

 Q.˛/ �  QD.˛/ � q�1 Q.q˛/:

Proof We use the equalities (7) and

u˛ � uq˛ D �

˛I C A�A
��1

A�f � �

q˛I C A�A
��1

A�f D
D .q � 1/ ˛ �˛I C A�A

��1 �
q˛I C A�A

��1
A�f :

The following inequalities prove the lemma:

 Q.˛/ D ˛
�
�
�

�

˛I C A�A
��2

A�f
�
�
� � ˛

�
�
�

�

˛I C A�A
��1 �

q˛I C A�A
��1

A�f
�
�
� D

D  QD.˛/ � ˛
�
�
�

�

q˛I C A�A
��2

A�f
�
�
� D q�1 Q.q˛/: ut

In the following we define the local minimum points of the function  Q.˛/ on the
set ˝ (see (5)).

We say that the parameter ˛k; 0 � k � M � 1 is the local minimum point of the
sequence  Q.˛k/, if  Q.˛k/ <  Q.˛kC1/ and in case k > 0 there exists index j � 1
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such, that  Q.˛k/ D  Q.˛k�1/ D : : : D  Q.˛k�jC1/ <  Q.˛k�j/. The parameter
˛M is the local minimum point if there exists index j � 1 so, that

 Q.˛M/ D  Q.˛M�1/ D : : : D  Q.˛M�jC1/ <  Q.˛M�j/:

Let the number of the local minimum points be K and denote

Lmin D
n

˛
.k/
min W ˛.1/min > ˛

.2/
min > : : : > ˛

.K/
min

o

:

The parameter ˛k; 0 < k < M is the local maximum point of the sequence  Q.˛k/

if  Q.˛k/ >  Q.˛kC1/ and there exists index j � 1 so, that

 Q.˛k/ D  Q.˛k�1/ D : : : D  Q.˛k�jC1/ >  Q.˛k�j/:

We denote by ˛.k/max the local maximum point between the local minimum points
˛
.kC1/
min and ˛.k/min; 1 � k � K � 1. Denote ˛.0/max D ˛0; ˛

.K/
max D ˛M . Then by the

construction

˛.0/max � ˛
.1/
min > ˛

.1/
max > : : : > ˛

.K�1/
max > ˛

.K/
min � ˛.K/max:

Theorem 1 The following estimates hold for the local minimum points of the
function  Q.˛/:

1.

min
˛2Lmin

ku˛ � u�k � q�1C min
˛M�˛�˛0

e1.˛/; (8)

where

C WD 1C max
1�k�K

max
˛j2˝;˛.k/max�˛j�˛.k�1/

max

T
�

˛
.k/
min; ˛j

�

� 1C cq ln

	
˛0

˛M




;

T.˛; ˇ/ WD
�
�u˛ � uˇ

�
�

 Q.ˇ/
; cq WD �

q�1 � 1
�

= ln q�1 ! 1 if q ! 1:

2. Let u� D jAjp v, kvk � �, p > 0 and ˛0 D 1. If ı0 WD p
˛M � k f � f�k, then

min
˛2Lmin

ku˛ � u�k � cpQ
1

pC1 maxfln
k f � f�k
ı0

; j ln k f � f�kjg k f � f�k
p

pC1 ; 0 < p � 2:

(9)

Proof For arbitrary parameters ˛ � 0; ˇ � 0 the inequalities

ku˛ � u�k � �
�u˛ � uˇ

�
�C �

�uˇ � u�
�
� � T.˛; ˇ/ Q.ˇ/C e1.ˇ/
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and (6) lead to the estimate

ku˛ � u�k � .1C T.˛; ˇ// e1.ˇ/: (10)

It is easy to see that

min
˛j2˝

e1.˛j/ � q�1 min
˛M�˛�˛0

e1.˛/; (11)

while in case q˛ � ˛0 � ˛ we have e1 .˛0/ � q�1e1 .˛/.
Let ˛j� D ˛0qj� be the global minimum point of the function e1.˛/ on the set of

the parameters˝ . Then ˛j� 2 Œ˛.k/max; ˛
.k�1/
max � for some k; 1 � k � K. Denote uj D u˛j

and ukmin D u
˛
.k/
min

. Then using (10) we can estimate

kukmin � u�k �
�

1C T.˛.k/min; ˛j�/
�

e1.˛j�/ �
 

1C max
˛
.k/
max�˛j�˛.k�1/

max

T.˛.k/min; ˛j/

!

min
˛j2˝

e1.˛j/:

Since we do not know to which interval Œ˛.k/max; ˛
.k�1/
max � the parameter ˛j� belongs, we

take maximum of T over all intervals, 1 � k � K. Using also (11) we obtain the
estimate (8).

Now we show that C � 1C cq ln
�
˛0
˛M

�

. At first we estimate T.˛.k/min; ˛j/ in the case

if ˛.k/min � ˛j � ˛
.k�1/
max . Then Lemma 2 enables to estimate

�
�ukmin � uj

�
� � ˙j�i�kmin�1 kui � uiC1k � q�1.1 � q/˙j�i�kmin�1 Q.˛iC1/

and

T.˛.k/min; ˛j/ D
�
�ukmin � uj

�
�

 Q.˛j/
� q�1.1 � q/˙j�i�kmin�1

 Q.˛iC1/
 Q.˛j/

�

.q�1 � 1/.kmin � j/ � .q�1 � 1/M D .q�1 � 1/

ln q�1
ln
˛0

˛M
D cq ln

˛0

˛M
:

If ˛.k/max � ˛j � ˛
.k/
min, then analogous estimation of T.˛.k/min; ˛j/ gives the same result.

For source-like solution u0 � u� D jAjp v, kvk � �, p > 0 the error estimate

min
˛M�˛�˛0

e1.˛/ � cp�
1=. pC1/k f � f�kp=. pC1/; 0 < p � 2

is well-known (see [6, 36]), the relations

ln
˛0

˛M
D ln ı�20 � 4max

�

ln
k f � f�k
ı0

; jln k f � f�kj
�

lead to the estimate (9). ut
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Table 2 Results for the set Lmin, p D 0

ME MEe DP Best of Lmin jLminj Apost. C

Problem Aver E Aver E Aver E Aver E Max E Aver Max Aver Max

Baart 1:43 1:32 1:37 1:23 2:51 6:91 8 3:19 3:72

Deriv2 1:09 1:08 1:28 1:08 1:34 2:00 2 3:54 4:49

Foxgood 1:98 1:42 1:34 1:47 6:19 3:63 6 3:72 4:16

Gravity 1:40 1:13 1:16 1:13 1:83 1:64 3 3:71 4:15

Heat 1:19 1:03 1:05 1:12 2:36 3:19 5 3:92 4:50

Ilaplace 1:33 1:21 1:26 1:20 2:56 2:64 5 4:84 6:60

Phillips 1:27 1:02 1:02 1:06 1:72 2:14 3 3:99 4:66

Shaw 1:37 1:24 1:28 1:19 2:15 4:68 7 3:48 4:43

Spikes 1:01 1:00 1:01 1:00 1:02 8:83 10 3:27 3:70

Wing 1:16 1:13 1:15 1:09 1:38 5:20 6 3:07 3:72

Total 1:32 1:16 1:19 1:16 6:19 4:09 10 3:67 6:60

The results of numerical experiments for local minimizers ˛ 2 Lmin of the function
 Q.˛/ are given in Table 2. For comparison the results of ı-rules with ı D k f � f�k
are added to the columns 2–4. Columns 5 and 6 contain respectively the averages
and maximums of error ratios E for the best local minimizer ˛ 2 Lmin. The results
show that the Tikhonov approximation with the best local minimizer ˛ 2 Lmin is
even more accurate than with the best ı-rule parameter ˛MEe. Columns 7 and 8
contain the averages and maximums of cardinalities jLminj of sets Lmin (number
of elements of these sets). Note that number of local minimizers depends on
parameter q (for smaller q the number of local minimizers is smaller) and on length
of minimization interval determined by the parameter ˛M . The number of local
minimizers is smaller also for larger noise size. Columns 9 and 10 contain the
averages and maximums of values of constant C in the a posteriori error estimate
(8). The value of C and error estimate (8) allow to assert, that in test problems
[17] the choice of ˛ as the best local minimizer in Lmin guarantees that error of the
Tikhonov approximation has the same order as min˛M�˛�˛0 e1.˛/. Note that average
and maximum of error ratio E1 D ku˛R � u�k =min˛2˝ e1.˛/ for the best local
minimizer ˛R over all problems were 0.84 and 1.39 (for the MEe-rule corresponding
error ratios were 0.85 and 1.69).

4 Restricted Set of the Local Minimizers of the Function
 Q.˛/

We will restrict the set Lmin using two phases. In the first phase we remove from
Lmin local minimizers in interval, where the function kB˛ .Au˛ � f /k decreases only
a little bit. On the second phase we remove from set obtained on the first phase
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these local minimizers for which the function  Q.˛/ for decreasing ˛-values has
only small growth before the next decrease.

1. Denote ıM WD kB˛M .Au˛M � f /k and by ˛ D ˛MD the parameter for which
kB˛ .Au˛ � f /k D bıM; b > 1. Denote ˛MDQ WD min

�

˛MD; ˛Q
�

, where
˛Q 2 Lmin is the global minimizer of the function  Q.˛/ on the set ˝ . Let

˛
.k0/
max � ˛MDQ < ˛

.k0�1/
max for some k0; 1 � k0 � K. Then the set of local

minimizers what we obtain on the first phase of restriction, has the form L0min D
n

˛
.k/
min W 1 � k � k0

o

. In the case ˛.k0/max � ˛MDQ � ˛
.k0/
min we change denotation to

˛
.k0/
max WD ˛

.k0/
min .

2. We remove from the set L0min these local minimizers ˛.k/min and following maximiz-

ers ˛.k/max, which satisfy the following conditions:

˛
.k/
min 6D ˛.k/maxI

 Q.˛
.k/
max/

 Q.˛
.k/
min/

� c0I  Q.˛
.k/
min/

minj�k  Q.˛
. j/
min/

� c0;

where c0 > 1 is some constant. We denote by

L�min WD
n

˛
.k/
min W ˛.1/min > ˛

.2/
min > : : : > ˛

.k�/
min

o

the set of minimizers remained in L0min and denote the remained maximizers by

˛.k/max W ˛.0/max > ˛
.1/
min > : : : > ˛.k�/

max . According to this algorithm the following
inequalities hold:

˛.0/max � ˛
.1/
min > ˛

.1/
max > : : : > ˛

.k��1/
max > ˛

.k�/
min � ˛.k�/

max :

Note that if ˛M is the global minimizer of the function  Q.˛/ then ˛M 2 L�min. But
in case ˛MD < ˛Q the global minimizer of the function  Q.˛/ may not belong to
the set L�min. For the restricted set of local minimizers the following theorem hold.

Theorem 2 The following estimates hold for the local minimum points of the set
L�min:

1.

min
˛2L�

min

ku˛ � u�k � max

�

q�1C1 min
˛M�˛�˛0

e1.˛/;C2.b/ min
˛M�˛�˛0

e2.˛; ı�/
�

;

(12)

where

C1 WD 1C max
1�k�k�

max
˛j2˝;˛.k/max�˛j�˛.k�1/

max

T
�

˛
.k/
min; ˛j

�

� 1C c0cq ln

 

˛0

˛.k�/
max

!

(13)

and ı� D max .ıM; k f � f�k/, C2.b/ D b C 2.
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2. Let u� D jAjp v, kvk � �, p > 0, ˛0 D 1. If ı0 WD p
˛M � k f � f�k, then

min
˛2L�

min

ku˛ � u�k � c0cp ln
k f � f�k
ı0

�
1

pC1 jln k f � f�kj k f � f�k
p

pC1 ; 0 < p � 2:

(14)

Proof Due to the inequality ı� � k f � f�k the global minimizer of the function
e2.˛; ı�/ is greater or equal to the global minimizer of the function e1.˛/. Denote
˛ WD ˛

.k�/
min , let ˛� be the global minimizer of the function e2.˛; ı�/ and ˛j� be the

global minimizer of the function e1.˛/ on the set ˝ . We consider separately the
cases a) ˛j� � ˛, b) ˛j� � ˛ � ˛�, c) ˛� � ˛.

In the case a) we get the estimate

min
˛2L�

min

ku˛ � u�k � q�1C1 min
˛M�˛�˛0

e1.˛/ (15)

analogically to the proof of Theorem 1, but use for the estimation of T.˛.k/min; ˛j/ the

inequality˙j�i�kmin�1  Q.˛iC1/

 Q.˛j/
� c0M.

In the case b) we estimate

ku˛ � u�k � �
�uC̨

�

� u�
�
�C 0:5˛j��1=2 k f � f�k � min

˛2˝ e1.˛/C min
˛

e2.˛; ı�/:
(16)

In the case c) we have ˛ � ˛MD and therefore also kB˛ .Au˛ � f /k � bıM � bı�.
Now we can prove analogically to the proof of the weak quasioptimality of the
modified discrepancy principle [30] that under assumption ˛� � ˛ the error estimate

ku˛ � u�k � C2.b/ min
˛M�˛�˛0

e2.˛; ı�/ (17)

holds. Now the assertion 1 of Theorem 2 follows from the inequalities (15)–(17).
The proof of assertion 2 is analogical to the proof of Theorem 1. ut
We recommend to choose the constant b from the interval Œ1:5I 2� and coefficient
c0 from the interval Œ1:5I 3�. In all following numerical examples b D c0 D 2. The
numerical experiments show that the set L�min contains in many test problems only
one local minimizer and this is a good regularization parameter. In Table 3 for the
test problems [17] the results are given for the set L�min. The columns 2–7 contain the
averages and maximums of the error ratio E for the best parameter from the set L�min,
the average and maximum of numbers jL�minj of elements of L�min and averages and
maximums of the constants C1 in the error estimate. The last column of the table
contains % of cases, where the set L�min contained only one element or two elements
one of which was ˛M . Tables 2 and 3 show that for the best parameter from the set
L�min the error ratio E is smaller than for parameter from the ME-rule. Table 3 shows
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Table 3 Results about the set L�

min, p D 0

Best of L�

min jL�

minj Apost. C1 jL�

minj D 1

Problem Aver E Max E Aver Max Aver Max %

Baart 1:40 2:91 1:41 3 6:38 7:93 60:8

Deriv2 1:08 1:34 2:00 2 3:54 4:49 100

Foxgood 1:57 6:69 1:00 1 4:39 4:92 100

Gravity 1:14 2:15 1:00 1 3:02 3:95 100

Heat 1:12 2:36 2:05 3 5:08 5:38 0

Ilaplace 1:23 2:56 1:00 1 4:68 6:68 100

Phillips 1:06 1:72 2:10 3 3:97 4:66 90:0

Shaw 1:39 3:11 1:16 2 5:89 8:06 84:2

Spikes 1:01 1:03 1:64 3 10:07 11:82 55:0

Wing 1:30 1:84 2:18 4 3:03 6:63 1:7

Total 1:23 6:69 1:55 4 5:01 11:82 69:2

also that in test problems foxgood, gravity and ilaplace the set L�min contains only one
element and this a good parameter. Due to small values of C1 the chosen parameter
is pseudooptimal. Note that average and maximum of the error ratio E1 for the best
local minimizer ˛R from L�min over all problems were 0.88 and 1.61 respectively.

5 Choice of the Regularization Parameter from the Set L�
min

Now we give algorithm for choice of the regularization parameter from the set
L�min.

1. If the set L�min contains only one parameter, we take this for the regularization
parameter. On the base of Theorem 2 we know (we can compute also the a
posteriori coefficient C1), that this parameter is reliable.

2. If the set L�min contains two parameters one of which is ˛M , we take for the
regularization parameter another parameter ˛ 6D ˛M . This parameter is good
under the assumption that this problem needs regularization.

3. If the set L�min contains after possible elimination of ˛M more than one parameter,
we may use for parameter choice the following algorithms.

a) Let ˛Q, ˛HR be global minimizers of the functions  Q.˛/,  HR.˛/ respectively
on the interval Œmax .˛M; �min/; ˛0�. Let ˛Q1 WD max

�

˛Q; ˛HR
�

. Choose from the
set L�min the largest parameter ˛, which is smaller or equal to ˛Q1.

b) Let ˛RE be the global minimizer of the function  RE.˛/ on the interval
Œmax .˛M; �min/; ˛0�. Let ˛Q2 be the global minimizer of the function  Q.˛/ on
the interval Œ˛RE; ˛0�. Choose from the set L�min the largest parameter ˛, which is
smaller or equal to ˛Q2.
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c) For the parameters from L�min we compute value R.˛/ D  HR.˛/

ku˛k which we

consider as the rough estimate for the relative error ku˛�u�k
ku�k under assumption

that parameter ˛ is near to the optimal parameter. We choose for the regular-
ization parameter the smallest parameter ˛� from the set L�min, which satisfies
the condition R.˛�/ � C�min˛2L�

min;˛>˛�
R.˛/. We recommend to choose the

constant C� from the interval 5 � C� � 10. In the numerical experiments we
used C� D 5.

Note that these algorithms are motivated by experience that global minimizers of
functions  HR.˛/, R.˛�/ are typically too large parameters. Therefore we choose
smaller parameter under condition, that in case, if the optimal local minimizer is
larger than chosen parameter, the chosen parameter is still pseudooptimal. Choice
of value of constant C in algorithm c) was suggested by numerical experiments.

The results of the numerical experiments for different algorithms for the param-
eter choice are given in Table 4. The results for all three algorithms are very similar
and the average of the error ratio is even smaller than for ˛ from the ME-rule. In
the case if the set L�min contained more than three parameters, in 68.1% of cases
all three algorithms gave the same parameter and in 92.7% of cases the parameters
from algorithms b) and c) coincided. We changed also the parameters b 2 Œ1:5I 2�
and c0 2 Œ1:5I 3�, but the overall average of the ratio E changed less than 2%.

The proposed algorithms for parameter choice are complicated (formation of the
set L�min) but they enable to estimate also the reliability of the chosen parameter and
propose alternative parameters if the set L�min contains several local minimizers. If
some information about solution or noise is available, it may help to find from the
set L�min better parameter than algorithms a)–c) find. If the purpose is only parameter
choice, simpler rules below may be used (parameters ˛Q1 and ˛Q2 are defined in
algorithm a), b)).

Table 4 Averages and maximums of error ratios E in case of different heuristic algorithms, pD 0

Algorithm a) Algorithm b) Algorithm c)

Problem Aver E Max E Aver E Max E Aver E Max E

Baart 1:83 3:63 1:61 2:91 1:61 2:91

Deriv2 1:08 1:34 1:08 1:34 1:08 1:34

Foxgood 1:57 6:69 1:57 6:69 1:57 6:69

Gravity 1:14 2:15 1:14 2:15 1:14 2:15

Heat 1:12 2:36 1:12 2:36 1:12 2:36

Ilaplace 1:23 2:56 1:23 2:56 1:23 2:56

Phillips 1:06 1:72 1:06 1:72 1:06 1:72

Shaw 1:48 3:64 1:45 3:64 1:45 3:64

Spikes 1:01 1:03 1:01 1:03 1:01 1:03

Wing 1:50 1:86 1:38 2:04 1:32 1:84

Total 1:30 6:69 1:26 6:69 1:26 6:69
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1. We choose for the regularization parameter the smallest local minimizer ˛.k�/
min of

the function  Q.˛/ which satisfies the following conditions:

 Q.˛
.k/
max/

 Q.˛
.k/
min/

� c0; k D k0; k0 C 1; : : : ; k� � 1I (18)

 Q.˛
.k/
min/

minj�k  Q.˛
. j/
min/

� c0; k D k0; k0 C 1; : : : ; k�; (19)

where k0 is the index for which ˛.k0/min � ˛Q1 � ˛
.k0�1/
max .

2. We choose for the regularization parameter the smallest local minimizer ˛.k�/
min of

the function  Q.˛/ satisfying conditions (18), (19) where k0 is index for which
˛
.k0/
min � ˛Q2 � ˛

.k0�1/
max .

These rules give in test problems [17] the same results as the algorithms a)
and b) respectively.

Table 5 gives results of the numerical experiments in the case of smooth solution,
p D 2. The table shows that in case of smooth solution the number of local
minimizers in Lmin and number of elements L�min are smaller than in case p D 0.
If the set L�min contains several elements, then the algorithms a) and c) gave the same
parameter, which was always the best parameter from L�min with smallest error. In
case of algorithm b) the overall average of the ratio E was 1.25. In all problems
except the problem wing the heuristic rule gave parameter where the average of
error was smaller than by parameter from the ME-rule, and only 10% larger than by
parameter from the MEe-rule (both ME-rule and the MEe rule used the exact noise
level).

Table 5 Results of the numerical experiments, p D 2

ME MEe Best of Lmin jLminj Best of L�

min jL�

minj jL�

minj D 1

Problem Aver E Aver E Aver E Aver Aver E Aver %

Baart 1:86 1:19 1:18 4:74 1:41 1:02 98:3

Deriv2 1:10 1:19 1:03 2:00 1:03 2:00 100

Foxgood 1:56 1:13 1:14 2:08 1:20 1:00 100

Gravity 1:33 1:05 1:09 1:72 1:11 1:00 100

Heat 1:13 1:12 1:05 2:10 1:05 2:10 0

Ilaplace 1:47 1:06 1:11 2:73 1:11 1:00 100

Phillips 1:26 1:06 1:04 2:10 1:04 2:10 90

Shaw 1:37 1:06 1:11 3:72 1:22 1:01 99:2

Spikes 1:85 1:12 1:19 4:78 1:31 1:00 100

Wing 1:67 1:14 1:22 4:53 1:73 1:01 99:2

Total 1:46 1:11 1:12 3:05 1:22 1:32 88:7
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We finish the paper with the following conclusion. For the heuristic choice of
the regularization parameter we recommend to choose the parameter from the set of
local minimizers of the function  Q.˛/. Proposed algorithm enables to restrict this
set and in many problems the restricted set contains only one element, this parameter
is the pseudooptimal parameter.
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Regularization Motivated by a Problem
of Identification of Laser Beam Quality
Parameters
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Abstract Presented is a new method for finding an approximate minimum of a
real function given on a discrete set of points where its values are given with some
errors. The applied approach is a certain modification of the iterative Tikhonov
regularization. The essence of the presented method is to reduce the initial problem
to that of finding an approximation of the function in a class of functions whose
minimum can easily be calculated. The presented method is motivated by a
problem of identification of laser beam quality parameters, however the scope of
its applicability is quite general.

1 Introduction

In this paper we propose a new method for finding an approximate minimum of a
function f given on a discrete set of points. The actually available data f ı.z/ for
z 2 I WD Œs1; s2� will be contaminated with noise for which we here use a determinis-
tic model, i.e.,
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We assume that

1. for any v 2 D.F/ F.vI �/ is convex and its minimum is easily computable;
2. F.v1I �/ D F.v2I �/ if and only if v1 D v2;
3. for the exact f there exists v� W F.v�I �/ D f .�/, i.e., f 2 F .
4. for any z 2 I a noisy f ı.z/ can be computed or measured.

The case when f is not in F but there exists Qf 2 F such that k Qf � f k1 � �

for sufficiently small � can also be considered. Then Qv� will denote the solution of
F. Qv�I �/ D Qf .�/.

So, the problem of minimizing f is replaced by the following one:

Problem 1 Find vı 2 D.F/ such that F.vıI z/ � f ı.z/ on a chosen set of points z
and minz2I F.vı; z/ � minz2I f .z/.

The problem above is generated by the problem of determining the axial profile
of the laser beam. In the case of narrow beam one can assume that this profile is a
hyperbola type [9, 19]. The final aim of the proposed approach is to approximate
laser beam quality parameters such as the waist of an axial profile of the beam and
its position on the axis of beam by corresponding values of a hyperbola which well
approximate the given noisy points of axial profile. The problem for the axial profile
of the laser beam is described in Sect. 2.

The problem of finding vı could be formulated as a system of nonlinear equations

F.vI zi/ D f ı.zi/; i D 1; : : : ;N (2)

for a fixed set of points fzig. In [15] we proposed to approximate v� by vı˛ given
by the Tikhonov regularization method. This method is widely used especially
in connection with the output least squares formulation of parameter estimation
problems (see [1, 5]). However, a small distance between f ı.zi/ and f .zi/ for zi

from the given a priori set of points fzig does not guarantee a small distance between
arg minz2I F.vı˛; z/ and arg minz2I f .z/.

It should be stressed that it is not clear how to choose a priori an appropriate set
of points fzig. Therefore we propose an iteration method in which the set of points
changes in every step of iteration; to the fixed set of points fz0i gr

iD1 we add additional
one which is defined successively during iterations. So, let

Zn WD fz01; � � � ; z0r ; zng:

We abbreviate the notation by introducing the operator

Fn.�/ WD �

F.�I z01/; � � � ;F.�I z0r /;F.�I zn/
�

; Fn W D.F/ � Rd ! RrC1 (3)

and the vector

f ın D . f ı.z01/; : : : ; f
ı.z0r /; f

ı.zn//: (4)
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The norms and inner products in Rd and RrC1 will be denoted by k � k and < �; � >;
they can always be identified from the context in which they appear. Consider the
equation

Fn.v/ D fn (5)

with a noisy right hand side f ın , satisfying

k f ın � fnk � ın � ı: (6)

Generally, for the noisy right hand side f ın the solution in the classical sense does
not exist. So, as a solution of the problem (5) we chose the concept of so called
v�-minimum norm least-squares solution, i.e. the least squares solution of a minimal
distance to a fixed v� [5]. Available a priori information about the location of least-
squares solutions of (5) has to enter into the selection of v�.

The starting point of our approach is the iterated Tikhonov method [6] for solving
F.v/ D f . This regularization method is defined by

vınC1 D arg min
v2D.F/

˚k F.v/ � f ık2 C ˇkv � vınk2� :

Our modification consists in introducing different operators at different steps.
We propose in this article the following regularization method:

Let us denote an initial guess for n D 0

vı0 D v�: (7)

Step n C 1:

•

zınC1 D arg min
z2I

F.vınI z/I (8)

•

FnC1.v/ D �

F.�I z01/; � � � ;F.�I z0r /;F.�I znC1/
� I (9)

•

˚nC1.v/ WD k FnC1.v/� f ınC1k2 C ˇkv � vınk2I (10)

•

vınC1 D arg min
v2D.F/

˚nC1.v/ for n � 0: (11)
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Here ˇ is an appropriately chosen number (see (26) below). The number r is chosen
a priori and it depends on F. For instance, in the case of a hyperbola (18) we can
take r D 3 (see Sect. 5). We apply an a-posteriori stopping rule which employs the
discrepancy principle, i.e., the iteration is stopped after n� steps with

n� D minfn 2 N W n > 0 and k Fn.v
ı
n/ � f ın k � �ıg; (12)

where � > 1. The article is outlined as follows. In Sect. 2 we present the underlying
mathematical model of laser beam and the problem of identification of laser
beam quality parameters. In Sect. 3 disadvantages of the Tikhonov method applied
to the problem stated in Introduction are considered. In Sect. 4 we analyze the
proposed method, we formulate basic assumptions and derive a convergence result.
Section 5 contains remarks concerning applicability of the method to the problem
underlaying. Section 6 is devoted to final remarks and conclusions.

2 Problem Formulation for a Laser Beam

The laser beam is an electromagnetic field, i.e. from a mathematical point of view
a vector field defined on R3. Usually we measure only one component of this field,
e.g. one component of the electric field u. (For technical details of measurements,
see e.g. [11, 17, 18].) A simplified mathematical model for a collimated laser
beam leads to the Cauchy problem for the Helmholtz equation on u. This problem
is ill-posed. Hence, its numerical treatment requires the application of special
regularization methods. For references to the extensive literature on the subject one
may refer to [7]. The Cauchy problem for the Helmholtz equation can be considered
on different bounded or unbounded domains, but the boundary conditions are always
given only on a part of the boundary. It is considered mainly on an infinite strip or on
a rectangle or a cuboid. Methods for an infinite strip based on the equivalent operator
equation in the frequency space were considered for instance in [7, 14–16, 20, 21].
For a treatment of rectangular or cuboidal domains one may refer to [2, 12, 13, 22].

For formulating a mathematical model we follow the papers [14–16] where
the domain is an infinite strip and where the numerical analysis of a spectral
type regularization is presented for the reconstruction of the field. Consider the
Helmholtz equation

�u C k2u D 0 for .x; y; z/ 2 ˝ D R2 � .0; s/;
u.�; �; z/ 2 L2.R2/ for z 2 .0; s/; (13)

where u is a component of the electric field, �u D uxx C uyy C uzz and k > 0

is the wave number. We assume that the boundary conditions are given only on
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� D R2 � s, i.e. on a part of the boundary @˝:

u D g; on �;

@u

@z
D h; on � (14)

while on �0 D R2 � 0, a source condition ku.�; 0/kL p � E is assumed.
In practical applications, instead of defining the laser beam as a vector field, we

often describe it as a geometrical object. In the present paper we consider the axial
profile defined by the radii of the beam at the points z denoted by f .z/. In general
the beam is not axially symmetric, i.e. it has different radii in directions x and y, but
for simplicity we restrict further considerations to the x; z plane.

In the literature there are many definitions of the radii of the beam (cf. [9, 19]),
but the most popular one uses the second moment of the power of radiation:

f .z/ D P2;x.z/

P.z/
(15)

where

P2;x.z/ D
Z 1

�1

Z 1

�1
x2u2.x; y; z/dxdy; (16)

and

P.z/ D
Z 1

�1

Z 1

�1
u2.x; y; z/dxdy (17)

is the total intensity of the beam on the cross-section at the point z.
In [15], the regularized solutions of the Cauchy problem for the Helmholtz

equation (13) (14) are employed to approximate the axial profile. In order to find
approximate beam quality parameters such as the waist of the axial profile of the
beam and its position, the axial profile has been approximated by a hyperbola.
It is reasonable, because in the case of a narrow beam the exact f is a hyperbola
(see [9, 10, 19]).

Therefore, in the case of axial profiles of laser beams we chose

F.vI z/ WD
s

a2 C a2

b2
.z � c/2; (18)

where v D .a; b; c/ and

• c is the center of the hyperbola,
• a denotes the transverse semi-axis,
• b denotes the conjugate semi-axis.
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The central equation of the hyperbola is generated by parameters v D .a; b; c/

x2

a2
� .z � c/2

b2
D 1:

Now FnC1.v/ in (9) transforms D.F/ � R3 into RrC1 where

D.F/ WD Œa; a� � Œb; b� � Œc; c�: (19)

We assume, that we are able to indicate a proper D.F/ for the considered model.
Moreover, we assume that Œc; c� � Œs1; s2� � .0; s/.

In the paper we will consider two cases:

1. for the exact f .z/ there exist the unique vector v� D .a�; b�; c�/ such that

f .z/ D F.v�I z/ for z 2 .s1; s2/: (20)

2. there exists g 2 F such that for any z 2 I, j f .z/�g.z/j � � for sufficiently small
� and

g.z/ D F.v�I z/ for z 2 .s1; s2/: (21)

The aim of consideration is to find the minimum of axial profile and the point where
it is attained. In the case when f is the branch of hyperbola then its minimum equals
a� and it is attained at the point z D c�. In the second case a� is the minimum of g
and can be considered as an approximation of the minimum of f .
The finite set of noisy data f ın .z/ (4) can be obtained in the following way:

– An approximate value of f ı.z/ is obtained by quadratures applied to numerical
computation of a value of the functional (15) acting on the electric field u.�:z/
(on the beam cross-section at the point z).

– In practice, the available u.�; z/ is always corrupted by noise. Instead of the exact
function in (15) we have measured uı.�; z/ or numerically computed uı˛.ı/.

– If on the beam cross-section at a point z there are no measurements of the field,
we can reconstruct this field by solving an appropriate problem for the Helmholtz
equation:

• if zi 2 .s1; s2/ is less than the smallest point z for which we have measurement
data, then we have to deal with an ill-posed Cauchy problem for the Helmholtz
equation on R2 � .0; z/ and for a field reconstruction we have to use some
regularization method.

• if zi 2 .z; s2/ than we can formulate a well posed boundary value problem for the
Helmholtz equation and obtain approximate field by a stable numerical method
(see [14]).
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3 Tikhonov Regularization

In this section we consider the system of equations (2) with a fixed set of points
fzigN

iD1. In Tikhonov regularization method a solution of (2) is approximated by a
solution of the minimization problem

vı˛ D arg min
v2D.F/

˚k FN.v/ � f ıNk2 C ˛kv � v�k2� : (22)

By the assumption on F, FN is continuous and compact and D.F/ is closed and
convex. Thus the minimization problem (22) admits a solution (see [6, Chap. 10.2]).
However, since FN is nonlinear, the solution will not be unique, in general.

The problem of solving (22) is stable in the sense of continuous dependence of
the solutions on the data f ı (see Theorem 10.2 in [6]). The following convergence
result follows from [6, Theorem. 10.3]:

Theorem 1 Let f 2 F , the solution v� of (2) be unique, and k f ıN � fNk � ı. If ˛.ı/
is such that

˛.ı/ ! 0 and
ı2

˛.ı/
! 0 as ı ! 0;

then

lim
ı!0 v

ı
˛.ı/ D v�:

However, this theoretical asymptotic result is not very useful in practical situation
when we have to deal with given measurement errors. Moreover a small distance
between f ıN and fN does not guarantee a small distance between arg minz2I F.vı˛; z/
and arg minz2I f .z/.

4 Modification of Iterated Tikhonov Regularization

In this section we assume that f 2 F and F 2 C2.D.F/ � I/. Since

F0n.v/�
�

Fn.v/� f ın
�C ˇ.v � vın�1/

is the gradient of the Tikhonov functional˚n.v/ defined by (10), minimization (11)
corresponds to the iteration

vın D vın�1 � 1

ˇ
F0n.vın/�

�

Fn.v
ı
n/� f ın

�

: (23)
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First, let us prove that under some assumptions on the function F, vın is well defined,
i.e., the Tikhonov functional ˚n.v/ in (10) has unique minimizer in a closed ball
B�.v�/ of radius � around v�.

Lemma 1 Let �; M; L; be such that

1. k F0v.v; z/k � M for v 2 B�.v�/, z 2 I;
2. 8z 2 I; k F0v.v1; z/ � F0v.v2; z/k � Lkv1 � v2k for v1; v2 2 B�.v�/.

If ˇ > M2 C LC where C D supfk Fn.v/ � f ın k W v 2 B�.v�/; k fn � f ın k � ıg, then
vın is uniquely defined.

Proof Suppose that v1; v2 2 B�.v�/ are minimizers of ˚n. Using (23 ) we get

kv1 � v2k2 D 1

ˇ
< F0n.v2/�

�

Fn.v2/� f ın
� � F0n.v1/�

�

Fn.v1/ � f ın
�

; v1 � v2 >

D 1

ˇ
<
�

Fn.v2/� f ın
�

;
�

F0n.v2/ � F0n.v1/
�

.v1 � v2/ >

C 1

ˇ
< .Fn.v2/ � Fn.v1// ;F

0
n.v1/.v1 � v2/ > :

Since the estimations 1-2 hold in particular for z 2 Zn, we conclude that
corresponding estimations hold for Fn and its Fréchet-derivative F0n. Hence

kv1 � v2k2 � 1

ˇ
.CL C M2/kv1 � v2k2;

It means that for ˇ sufficiently large, kv1 � v2k D 0.

Let us observe that (23) is a modification of the nonlinear Landweber iteration
[8] in which the operator Fn changes at each step. Iterations with different operators
occur in Kaczmarz type methods (see [3, 4]). The convergence analysis presented
below follows the lines of the proof of convergence of an iterated Tikhonov-
Kaczmarz method established in [4].

Lemma 2 For n � 0

k FnC1.vınC1/� f ınC1k2 � k FnC1.vın/� f ınC1k2:

Proof vnC1 is a minimizer of (10), thus

k FnC1.vınC1/� f ınC1k2 � ˚nC1.vınC1/ � ˚nC1.vın/:

Thus, Lemma follows from the equality

˚nC1.vın/ D k FnC1.vın/ � f ınC1k2:



Modification of Iterative Tikhonov Regularization 253

Lemma 3 Let us assume that for the exact f there exists the unique vector v� such
that f .�/ D F.v�I �/. If

v� 2 B�=4.v
�/ � D.F/; (24)

vın 2 B�=4.v
�/; (25)

ˇ �
	
4ınC1
�


2

; (26)

and

k f ınC1 � fnC1k � ınC1

then

vınC1 2 B�.v
�/

and

vınC1 2 B�.v
�/:

Proof From (10) and (11) it follows that

ˇkvınC1 � vınk2 � ˚nC1.vınC1/ � ˚nC1.v�/ D k fnC1 � f ınC1k2 C ˇkv� � vınk2;

since FnC1.v�/ D fnC1. Thus by (25) and (26)

kvınC1 � vınk � ınC1
p

ˇ
C kv� � vınk � �

2
:

It means that for

kvınC1 � v�k � kvınC1 � vınk C kvın � v�k � �

2
C �

4
:

Moreover, by (24)

kvınC1 � v�k � kvınC1 � v�k C kv� � v�k � �

which ends the proof.

The proof of monotonicity of the method i.e., kvınC1 � v�k � kvın � v�k, can
be done like the proof of monotony property for an iterated Tikhonov-Kaczmarz
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method presented in [4, Proposition 1]. In particular, it is based on an auxiliary
lemma which for (11) takes the following form

Lemma 4 Let the assumptions of Lemma 3 be satisfied. If for some � < 1

j F.uI z/� F.vI z/ � F0.vI z/.u � v/j � �j F.uI z/� F.vI z/j (27)

holds for any u; v 2 B�.v�/ and for n > 0, then

kvınC1 � v�k2 � kvın � v�k2 � 2

ˇ
Cı

nC1
�

.�� 1/Cı
nC1 C .�C 1/ınC1

�

; (28)

where

Cı
nC1 WD k FnC1.vınC1/ � f ınC1k:

Proof The assumption (27) holds for z 2 ZnC1 and for u D vınC1 and v D v�, since
they belong to B�.v�/ according to Lemma 3. Thus

k FnC1.vınC1/� FnC1.v�/ � F0nC1.vınC1/.vınC1 � v�/k �
�k FnC1.vınC1/� FnC1.v�/k: (29)

We have

kvınC1 � v�k2 � kvn � v�k2 � 2 < vınC1 � v�; vınC1 � vın >

D 2

ˇ
< FnC1.vınC1/� f ınC1;�F0nC1.vınC1/.vınC1 � v�/˙ FnC1.v�/˙ FnC1vınC1/ >

� 2

ˇ
Cı

nC1�k FnC1.vınC1/ � FnC1.v�/˙ f ınC1 ˙ fnC1k

C 2

ˇ
< FnC1.vınC1/� f ınC1;FnC1.v�/� f ınC1 � .FnC1.vınC1/ � f ınC1/ >

� 2

ˇ
Cı

nC1
�

.� � 1/Cı
nC1 C .�C 1/k f ınC1 � fnC1k

�

:

This implies the assertion.

Theorem 2 If the assumptions of Lemmas 3 and 4 are satisfied and the constant �
in the stopping rule (12) is such that

� >
1C �

1 � � ; (30)

then

kvınC1 � v�k � kvın � v�k for n < n�:
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Proof In the first step of iteration we compute v1. If for n D 1 the stopping criterion
(12) is not satisfied (i.e.: 1 < n�) then

Cı
1 D k F1.v

ı
1/� f ı1 k > �ı:

Moreover, Lemma 3 guarantees that v1 2 B�.v�/. Thus from Lemma 4 and from the
assumption (30) it follows that

kvı1 � v�k2 � kvı0 � v�k2 � 2

ˇ
ıCı

1 ..�� 1/� C .�C 1// < 0:

In particular vı1 2 B�=4.v�/. Now, it follows by induction that Lemma 4 is applicable
for all 0 < n < n�, which ends the proof of Theorem.

Corollary 1 Let the assumptions of Theorem 2 hold. Then the stopping index n� in
(12) is finite and

n� � 1C ˇ

�ı2
1

.1 � �/� � .1C �/
kvı0 � v�k2:

Proof Taking into account that Cı
n > �ı for 0 < n < n�, and

�

.�� 1/Cı
n C .�C 1/ı

� � .� � 1/�ı C .�C 1/ı � �ı

	
�C 1

�
� 1C �




;

from (28) we get

2

ˇ
.Cı

n/
2

	

��C 1

�
C 1 � �




� �kvın � v�k2 C kvın�1 � v�k2:

Adding up these inequalities for n from 1 through n� � 1 we obtain

�2ı2.n� � 1/ �
n��1X

kD1
.Cı

k/
2 � ˇ�

.1 � �/� � .1C �/
kvı0 � v�k2

which ends the proof.

Consider now the iteration process (23) for the exact data. The iterates are denoted
by vn in contrast with vın in the noisy case.

Corollary 2 If ı D 0, then from Theorem 2 and Lemma 4 it follows that

1X

kDn0

k FkC1.vkC1/ � fkC1k2 � ˇ

2.1 � �/kv
� � v�k2: (31)
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Proof For ı D 0, n� D minfn > 0 W k Fn.vn/ � fnk D 0g. If n� is finite then
vn�

D v� and then from (10) vn D v� for any n > n�. If n� D 1 then for any
n > 0, k Fn.vn/ � fnk > 0. Thus (28) can be rewritten as

2

ˇ
.1 � �/k Fn.vn/ � fnk2 � kvn�1 � v�k2 � kvn � v�k2

and holds for any n > 0. By adding these inequalities for all n > 0 we get (31).

Convergence of the method can be obtained in a similar way as it was done for
the Landweber iteration in [6, 8] or for iterated Tikhonov-Kaczmarz method by De
Cesaro et al. in [4].

Theorem 3 If the assumptions of Theorem 2 are satisfied, then for the exact data
the iteration vn converges to v� as n ! 1.

Proof The proof is based on Corollary 2 and monotonicity of en D kvn � v�k. The
proof follows the lines of the proof of [6, Theorem 11.4] or [4, Theorem 3.2].

Theorem 4 Let the assumptions of Theorem 2 be satisfied and let n� .D n�.ı// be
chosen according to the stopping rule (12). Then

vın� �! v� as ı �! 0:

Proof Because of the stability of nonlinear Tikhonov regularization (see [6, The-
orem 10.2]), we have continuous dependence of vın on the data f ın for any fixed
iteration index n. Now, the proof is analogous to the proof of [8, Theorem 2.6] and
will be omitted.

The next result shows that the considered method can be used for finding approxi-
mate value of z� WD arg minz2I f .z/.

Theorem 5 Let the assumptions of Theorem 4 be satisfied and let n� .D n�.ı// be
chosen according to the stopping rule (12). If for v 2 B�.v�/ and z 2 I

1. F.vI �/ 2 C2.I/, and c0 > 0 is such that F00z .vI z/ � c0;

2. M2 is such that k @2

@v@z F.vI z/k � M2

then

jzın�C1 � zn�C1j � M2

c0
kvın� � vn�

k (32)

and

zın�

�! z� as ı �! 0:

Proof Let ı D 0 and znC1 WD arg minz2I F.vnI z/. Applying Taylor’s theorem to
F0z.vnI �/ we get

F0z.vnI z�/ D .z� � znC1/F00z .vnI Qz/
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for some real number Qz between z� and znC1. From this, it follows that

jz� � znC1j � 1

c0
j F0z.vnI z�/j �! 0 as n �! 1; (33)

since the assumptions on F and Theorem 3 are satisfied.
Now, let us consider the noisy case. Let n D n�.ı/. Then

F0z.vnI znC1/ D 0 and F0z.vınI zınC1/ D 0:

Utilizing Taylor’s theorem we have

0 D F0z.vınI zınC1/ D F0z.vınI znC1/C .zınC1 � znC1/F00z .vınI Qz/

for some Qz, and thus

jzınC1 � znC1j � 1

c0
j F0z.vınI znC1/j: (34)

Similarly, for some Qv from a neighborhood of vn,

0 D F0z.vnI znC1/ D F0z.vınI znC1/C @

@v
F0z. QvI znC1/.vın � vn/:

Hence

j F0z.vınI znC1/j � M2kvın � vnk: (35)

Now, (32) follows from (34) and (35). The convergence for ı ! 0 follows from
Theorems 3, 4 and (33).

5 Application to a Laser Beam Profile

Let r D 3 in (3). If f ı.z1/; f ı.z2/; f ı.z3/ are not collinear, the equation

F3v D f ı3

has a unique solution which can be chosen as the initial guess v� of iteration process.
If f ı.z1/; f ı.z2/; f ı.z3/ are collinear, we define

v� D arg min
v2D.F/

˚k F3.v/ � f ı3 k23 C ˇkv � v0k2
�

;
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where v0 is an a priori information about the location of v�. Let subsequent elements
of the sequence (11) be denoted as

vın D .aın; b
ı
n; c

ı
n/

according to (18). If vın is computed, then without any additional computation we
have

arg min
z2I

F.vınI z/ D cın and min
z2I

F.vınI z/ D aın: (36)

Moreover, if vın approximates v�, then the minimum of f .z/ as well as its
localization are approximated by aın and cın, respectively, with the same accuracy.

If n� .D n�.ı// is chosen according to the stopping rule (12), then, in particular

j F.vın�

I cın��1/ � f ı.cın��1/j � �ı: (37)

The crucial point for stating the monotonicity (Theorem 2) and convergence
(Theorem 4) is the question whether the local tangential cone condition (27) is
satisfied. This problem is still open. The remaining constants appearing in lemmas
and theorems of Sect. 4 can be computed and their values depend on a choice
of D.F/ and I. For example, if D.F/ D Œ0:05; 0:15� � Œ5; 15� � Œ15; 25�, then
k F00n .v/k � 1.

6 Conclusion

A new method for finding an approximate minimum of a real function f given
on a discrete set of points (where its values are given with some errors) has been
presented. The initial problem is replaced by that of finding d parameters (denoted
in the paper by v 2 Rd) such that F.v; �/ approximates f .�/. Here F is appropriately
chosen and F.v; �/ are functions whose minima can easily be calculated. The method
for finding v is a certain modification of the iterative Tikhonov regularization. Our
modification consists in introducing different operators at different steps of iteration.
Namely, we propose an iteration method in which the set of points (where noisy
data f ı are taken) changes at every step of iteration; to the fixed set of points we
add additional one which is defined successively during iterations. In the paper the
convergence of the method is proved but the rate of convergence is still an open
problem.

As a motivation and illustration of the theory, the problem of identification of
laser beam quality parameters has been used. This theory can serve as a basis of
numerical programs in different applications, which will be a subject of forthcoming
papers.
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Tomographic Terahertz Imaging Using
Sequential Subspace Optimization

Anne Wald and Thomas Schuster

Abstract Terahertz tomography aims for reconstructing the complex refractive
index of a specimen, which is illuminated by electromagnetic radiation in the
terahertz regime, from measurements of the resulting (total) electric field outside
the object. The illuminating radiation is reflected, refracted, and absorbed by the
object. In this work, we reconstruct the complex refractive index from tomographic
measurements by means of regularization techniques in order to detect defects
such as holes, cracks, and other inclusions, or to identify different materials and
the moisture content. Mathematically, we are dealing with a nonlinear parameter
identification problem for the two-dimensional Helmholtz equation, and solve it
with the Landweber method and sequential subspace optimization. The article
concludes with some numerical experiments.

1 Introduction

Terahertz (THz) tomography refers to the nondestructive testing of dielectric objects
by illuminating them by electromagnetic radiation with a frequency of about 0.1–
10 THz and measuring the resulting total electric field, see, e.g., [6, 11]. In the
electromagnetic spectrum, THz radiation is located between infrared and microwave
radiation. We are thus dealing with a frequency range for which a neglection
of either the wave character or the ray character is not convenient. Radiation
with a lower frequency has a prominent wave character, and the description of
its propagation in space leads to typical scattering problems as in RADAR and
microwave tomography, or, in the case of mechanical waves, ultrasound tomography
[7]. Conversely, radiation with a higher frequency, such as X-radiation or gamma
radiation, can be treated by purely considering its ray character: the rays travel along
straight lines, which is used in classical computerized tomography [15].
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The inverse problem of two-dimensional THz tomography has already been
addressed by Tepe et al. in [20], where the algebraic reconstruction technique
(ART) has been modified to using refracted ray paths and taking into account
reflection losses. The mathematical model is based on the Radon transform along
these refracted ray paths. In order to complement this work, we now want to treat
an approach that originates from scattering theory. Note that our approach allows an
easy inclusion of the rather complex geometry of the incident Gaussian beam in the
model.

Outline Section 2 is devoted to a detailed analysis of the forward model of THz
tomography. We start by a deduction of the Helmholtz equation as mathematical
model for the propagation of time-harmonic terahertz waves using Maxwell’s
equations as a starting point (Sect. 2.1). Section 2.1 also contains a motivation of
the Gaussian beam as physical model for terahertz beams. As boundary values we
use the Robin condition mimicking the Sommerfeld radiation condition for bounded
domains. Existence and uniqueness of a weak solution of the arising boundary
value problem is proven in Sect. 2.2. Since we intend to use iterative methods for
solving the inverse problem, we need Fréchet differentiability. We give an explicit
representation of the Fréchet derivative of the scattering map (Sect. 2.3) and of its
adjoint (Sect. 2.4). Finally we construct the so-called observation operator which
contains the details of the measurement process (Sect. 2.5). This completes the
analytical model of THz tomography. Section 3 contains then implementations
and numerical experiments for solving the inverse imaging problem by using
Landweber’s method as well as regularizing sequential subspace optimization
(RESESOP). The reconstruction techniques are described in Sect. 3.1 and the
numerical verification is contained in Sect. 3.2.

2 An Analysis of the Forward Operator in THz Tomography

We begin by introducing the physical basics and the notation. The overall goal
is a description of the nonlinear forward operator F, which turns out to be
the composition of a scattering operator S, the trace operator � , and a suitable
observation operator Q. The resulting nonlinear inverse problem

F.m/ D y; (1)

where m represents the complex refractive index and y are the measured data, is
solved iteratively by the Landweber method and an adapted sequential subspace
optimization method that originates from the techniques developed in [21] for
nonlinear inverse problems, which are themselves inspired by subspace techniques
from the theory of linear inverse problems [14, 18, 19]. To this end, expressions of
the form F0.m/�.F.m/�y/ need to be evaluated. We present all necessary tools and
analyze the occurring operators in detail.
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2.1 Physical Basics and Notations

Generally, the propagation of electromagnetic waves in space is described by
Maxwell’s equations, which are coupled first order partial differential equations
for the electric field E W R � R

3 ! C; .t; x/ 7! E.t; x/, and the induction field
B W R � R

3 ! C; .t; x/ 7! B.t; x/. If the wave travels through dielectric, non-
magnetic media, where the dielectric permittivity � W R3 ! R satisfies

r � .�.x/E.t; x// � �.x/r � E.t; x/;

and the magnetic permeability � D �0 is constant, the electric field E (and also the
induction field B) solves the wave equation

�E.t; x/� �.x/�0
@2

@t2
E.t; x/ D 0:

If there are neither sinks, nor sources. In our case, we use time-harmonic electro-
magnetic waves E.t; x/ D u.x/ei!t with a fixed frequency !, such that a separation
of variables yields the Helmholtz equation

�u.x/C Qk2u.x/ D 0

with Qk2 D !2�.x/�0. In vacuum, we have �.x/�0 D c�20 , where c0 is the speed of
light in free space.

In absorbing, anisotropic media, we use a complex electric permittivity Q�.x/ D
�1.x/C i�2.x/ to model the absorption losses and write

Qk D k0 Qn D k0.n C i�/;

where Qn is the complex refractive index, n is the refractive index and � is the
extinction coefficient. The Helmholtz equation thus reads

�u.x/C k20 Qn2u.x/ D 0: (2)

Note that the objects in question usually consist of plastics or ceramics (suitable
materials are discussed in [9]), which have a very small extinction coefficient in the
THz range. This implies a high penetration depth, explaining the relevance of THz
radiation in nondestructive testing.

The radiation that is used to illuminate the object is a time-harmonic, electro-
magnetic Gaussian beam uG W R

3 ! C
3 with a fixed wave number k0 > 0. An

essential property of Gaussian beams is that they propagate in a certain direction, in
our case in y-direction. A mathematical description of Gaussian beams is given as
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an approximate solution of the paraxial Helmholtz equation

	
@2

@x2
C 2ik0

@

@y
C @2

@z2
C 2k20




u.x/ D 0;

which is derived from the Helmholtz equation�uCk20u D 0 in vacuum by assuming
that the change in the amplitude of the electric field in the direction y of propagation
is small compared to orders of the wave length. Each component uG of the electric
field u is expressed in cylindric coordinates by

uG.x/ D a0
W0

W. y/
exp

	

� r2

W2. y/




exp

	

i
k0y � �. y/C k0r2

2R. y/




; (3)

where r D p
x2 C z2 is the radial component, a0 is the amplitude at the origin,

W0 D W.0/ the beam waist, the function �.y/ D arctan .y=y0/ the Gouy phase, and
y0 2 R. The factor

R. y/ D y

	

1C y20
y2




defines the radius of curvature of the wavefronts. The function

W. y/ D W0

s

1C y2

y20

is called the spot size parameter. A full derivation and discussion is to be found in
[17].

Let ˝ � R
2 be an open, bounded domain with a C1-boundary @˝ . The incident

field, which is denoted by ui, is thus given analytically by (3). It approximately
solves the Helmholtz equation (2). The total field ut fulfills

�ut C k20 Qn2ut D 0

in ˝ and is obtained by the superposition principle as the sum

ut D ui C usc; (4)

where usc is the scattered electric field. Note that the low extinction coefficient
motivates the use of the superposition principle.

The superposition principle (4) and the Helmholtz equation (2) now yield the
scattered field usc as the solution of the inhomogeneous Helmholtz equation

�usc C k20 Qn2usc D k20.1 � Qn2/ui:
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In the context of a (numerical) solution of the above partial differential equation,
we have to impose suitable boundary conditions on usc. The correct physical choice
are radiation conditions such as the Sommerfeld radiation condition. Since we are
required to work on a bounded domain, we use Robin boundary conditions that
approximate the Sommerfeld radiation condition and are sometimes referred to as
first order scattering boundary conditions. They are given by

@usc

@n
� ik0usc D 0:

By @
@n we denote the partial directional derivative in the direction of the outward

normal vector n of the boundary.
Since we are interested in two-dimensional THz tomography, we make some

further simplifications. First, we only aim at reconstructing the object in the x-y-
plane, such that we define Qn as a complex function on ˝ and neglect the influence
of the object outside this plane. Second, the use of polarization filters in the receivers
allows us to restrict our considerations to the z-component of the electric field ut.
Given the complex refractive index in ˝ , the z-component of the total electric field,
denoted by ut, is consequently obtained by solving

�usc C k20 Qn2usc D k20.1 � Qn2/ui in ˝;

@usc

@n
� ik0usc D 0 on @˝;

usc C ui D ut in ˝;

where ui and usc are the respective z-components of the incident and scattered field.

Remark 1 The propagation of THz radiation is barely influenced by the presence
of air. Consequently, the complex refractive index Qnair of air fulfills Qnair � 1 and
1 � Qn2air � 0.

Generally, the complex refractive index Qn W ˝ ! C is a bounded, complex-
valued function on˝ . Note that the function Qn contains the same information as the
function 1 � Qn2. This motivates the following definition.

Definition 1 Let m W ˝ ! C be the bounded, complex-valued function given by

m.x/ D 1 � Qn2.x/

for all x D .x; y/ 2 ˝ .

Remark 2 Obviously, we have m 2 L1.˝/. Since m vanishes outside the object,
we also have

m 2 L2comp.˝/ WD ˚

f 2 L2.˝/ W supp. f / � ˝
�

;
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where the support of f 2 L2.˝/ is defined as

supp. f / WD ˝ n
[˚

U � ˝ W U open; f jU D 0 a:e:
�

:

In summary, the inclusion

m 2 L1.˝/\ L2comp.˝/ � L2.˝/

allows us to treat m as an element of the Hilbert space L2.˝/, which is necessary
for the convergence of our reconstruction algorithms. For the subsequent analysis,
we will, however, exploit that m 2 L1.˝/. Furthermore, we define

L2;1comp.˝/ WD L1.˝/\ L2comp.˝/:

From now on, we silently abuse notation and refer to m as the complex refractive
index of the test object.

2.2 Existence and Uniqueness of a Weak Solution

Up to now, we have discussed the physical model for the propagation of the THz
beam through an object with complex refractive index m. The first part of our
forward operator is thus given as the parameter-to-solution mapping, which maps
m to the total electric field

ut D ui C usc in ˝; (5)

where ui is the incident Gaussian beam and the scattered field usc solves the
boundary value problem

�usc C k20.1 � m/usc D k20mui in ˝; (6)

@usc

@n
� ik0usc D 0 on @˝: (7)

In a first step, we establish the existence and uniqueness of a weak solution u
of (6), (7), i.e., we show that there is a unique u 2 H1.˝/, which solves the
respective variational problem

a.u; v/ D b.v/ for all v 2 H1.˝/; (8)

where the sesquilinear form a W H1.˝/ � H1.˝/ ! C is defined by

a.u; v/ WD .ru;rv/L2.˝/ � k20 ..1 � m/u; v/L2.˝/ � ik0.u; v/L2.@˝/; (9)
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and the linear functional b W H1.˝/ ! C by

b.v/ WD �k20.mui; v/L2.˝/: (10)

Remark 3 The restriction of u 2 H1.˝/ to @˝ is to be understood in the context of
the trace operator

� W H1.˝/ ! L2.@˝/; u 7! uj@˝;

which is well-defined if @˝ is of class C1. For reference, see, e.g., [2, 8].

Our approach is inspired by the analysis of the inverse medium problem by Bao
and Li in [3, 4]. We begin with a uniqueness result.

Theorem 1 For any m 2 L2;1comp.˝/ with real part mr WD Re.m/ and imaginary
part mi WD Im.m/ � 0 there is at most one solution to the variational scattering
problem (8).

Proof We consider the variational problem (8) for v D u, such that a.u; u/ D b.u/.
Due to the linearity of the elliptic partial differential equation it suffices to show that
u D 0 in case there is no incident field, i.e., ui D 0. We then have

a.u; u/ D
Z

˝

ru � ru dx � k20

Z

˝

.1 � m/u � u dx � ik0

Z

@˝

u � u dsx D 0:

We write m D mr C imi and obtain

ik20

Z

˝

miu � u dx D ik0

Z

@˝

u � u dsx

for the imaginary part of the previous equation. We thus have

kuk2L2.@˝/ D k0

Z

˝

mijuj2 dx � 0;

as mi.x/ � 0 for all x 2 ˝ . This yields uj@˝ D 0, such that our boundary condition
now reads @u

@n D 0 (Neumann boundary conditions) as well as mi � juj2 D 0 a.e.,
which implies mi � u D 0 a.e.. Hence, it remains to show that there is at most one
solution of the Neumann boundary value problem

�u C k20.1 � mr/u D 0 in ˝;

@u

@n
D 0 on @˝:

(11)

Corollary 8.2 from [10] yields u D 0 in (11) on˝ and consequently, we have u D 0

on ˝. ut
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Remark 4 The condition mi � 0 holds naturally due to m D 1 � .n C i�/2 D
1� n2C�2 � i � 2n� and n � 1, � � 0. More precisely, it suffices that mi � 0 almost
everywhere in ˝ .

Having established the uniqueness of a solution of the variational problem (8),
we now have to prove its existence. In the following, we will always assume that the
complex refractive index m satisfies

Im.m/ � 0;

such that we can apply Theorem 1.
Throughout this section, let cj > 0, j 2 N, be positive constants.

Theorem 2 Let ˝ be a bounded domain with C1-boundary @˝ , k0 2 R
C a

nonnegative constant and ui 2 H1.˝/ the incident field. If m 2 L2;1comp.˝/, the
variational problem (8) possesses a unique, weak solution u 2 H1.˝/ satisfying

kukH1.˝/ � C1kmkL1.˝/ kuikL2.˝/ (12)

for some constant C1 D C1.k0;˝/ > 0.

Proof We split the sesquilinear form a from (9) in two sesquilinear forms a1; a2 W
H1.˝/ � H1.˝/ ! C, where

a1.v1; v2/ D .rv1;rv2/L2.˝/ � ik0.v1; v2/L2.@˝/;

and

a2.v1; v2/ D ��.1 � m/v1; v2
�

L2.˝/
;

such that

a D a1 C k20a2:

Note that a2 can be defined on L2.˝/ � L2.˝/ as well.
We first show that a1 is bounded and coercive. From

ja1.v1; v2/j � jv1jH1.˝/ � jv2jH1.˝/ C k0 kv1kL2.@˝/ � kv2kL2.@˝/

� kv1kH1.˝/ � kv2kH1.˝/ C c1k0 kv1kH1.˝/ � kv2kH1.˝/

� c2k0kv1kH1.˝/ � kv2kH1.˝/

we obtain the boundedness of a1. We have used the semi-norm j�jH1.˝/ on H1.˝/,
given by

jvj2H1.˝/
D
Z

˝

rv � rv dx
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and satisfying jvjH1.˝/ � kvkH1.˝/, and the trace theorem (for reference, see, e.g.,
[1, 8]). The constant c2 > 0 depends only on ˝ .

The coercivity of a1 is obtained by estimating

ˇ
ˇ
�

a1.v; v/
�ˇ
ˇ D

�

jvj4H1.˝/
C k20kvk4L2.@˝/

�1=2

� c3
�

jvj2H1.˝/
C k0kvk2L2.@˝/

�

� c4k0kvk2H1.˝/
;

using the equivalence of the Euclidean norm and the `1-norm on R
2,

�
�
�jvj2H1.˝/

; k0kvk2L2.@˝/
�T�
�
2

� c3
�
�
�jvj2H1.˝/

; k0kvk2L2.@˝/
�T�
�
1
;

and a norm equivalence that can be found in [2, p. 214]. The constant c4 depends
only on ˝ (also [2, p. 214]).

In the following, we denote by

˚ W H1.˝/ ! .H1.˝//�; v 7! .v; �/H1.˝/

the isometric Riesz isomorphism (see, e.g., [5] and [22], Theorem V.3.6). The Lax-
Milgram lemma yields the existence of an isomorphism T W H1.˝/ ! H1.˝/ with
kTkH1.˝/!H1.˝/ � c2k0 and kT�1kH1.˝/!H1.˝/ � .c4k0/�1, which satisfies

a1.u; v/ D .Tu; v/H1.˝/

for all u; v 2 H1.˝/ (this operator is associated to a1, see [5, 16]). Now consider
the mapping

B W L2.˝/ ! .H1.˝//�; s 7! a2.s; �/;

which is well-defined and the mapping a2.s; �/ is antilinear for s 2 L2.˝/. For
w 2 H1.˝/, we write BsŒw� D a2.s;w/. For all s 2 L2.˝/ and v 2 H1.˝/, we
have

ja2.s; v/j D ˇ
ˇ
�

.1� m/s; v
�

L2.˝/

ˇ
ˇ � k1 � mkL1.˝/kskL2.˝/kvkL2.˝/

� k1 � mkL1.˝/kskL2.˝/kvkH1.˝/:

Consequently, a2.s; �/ is continuous and we have

ka2.s; �/k.H1.˝//� � k1 � mkL1.˝/kskL2.˝/:



270 A. Wald and T. Schuster

This estimate also yields the boundedness of the linear mapping B with

kBkL2.˝/!.H1.˝//� � k1 � mkL1.˝/:

We now define the linear operator

eA WD T�1˚�1B W L2.˝/ ! H1.˝/:

Consider the operator

A W L2.˝/ ! H1.˝/ ,! L2.˝/; s 7! eA s:

Since H1.˝/ is compactly embedded in L2.˝/, A W L2.˝/ ! L2.˝/ is compact as
a composition of a compact and a bounded linear operator. Note that A .L2.˝// �
H1.˝/. We obtain for every s 2 L2.˝/ the estimate

kA skH1.˝/ D keA skH1.˝/ � kT�1kH1.˝/!H1.˝/ � k˚�1BskH1.˝/

� .c4k0/
�1kBsk.H1.˝//� � .c4k0/

�1k1 � mkL1.˝/kskL2.˝/

and compute

a1.A s;w/ D a1
�
eA s;w

� D a1
�

T�1˚�1Bs;w
� D �

˚�1Bs;w
�

H1.˝/

D �

˚.˚�1Bs/
�

Œw� D BsŒw� D a2.s;w/:

It is easily verified that A is unique having this property.
By I W L2.˝/ ! L2.˝/, we denote the identity mapping in L2.˝/. In the next

step, we show that for every k0 > 0 the operator I C k20A is injective.
Let s 2 N

�

I C k20A
� � L2.˝/. Then we have s D �k20A s 2 H1.˝/ and thus

a1.s; s/C k20a2.s; s/ D a1
�� k20A s; s

�C k20a2.s; s/

D �k20a1
�

A s; s
�C k20a2.s; s/

D �k20a2.s; s/C k20a2.s; s/ D 0:

Our uniqueness result, Theorem 1, now yields s D 0. Hence, the operator I C k20A
is injective.

Consider now the (antilinear) functional b 2 .H1.˝//�, see (10), and let u 2
H1.˝/. Using the definitions of a1, a2, and the operator A , we see that our original
variational problem of finding u 2 H1.˝/,

a1.u; v/C k20a2.u; v/ D b.v/ for all v 2 H1.˝/
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is equivalent to finding u 2 H1.˝/, such that

b.v/ D a1
�

u C k20A u; v
� D �

T
�

u C k20A
�

; v
�

H1.˝/

for all v 2 H1.˝/. This yields ˚
�

T
�

I C k20A
�

u
� D b and we finally obtain u D

�

I C k20A
��1

T�1˚�1.b/, such that our variational problem has at least one solution
u 2 H1.˝/. Now put

Qu WD T�1˚�1.b/

and we see that

b.v/ D �

˚T Qu�Œv� D .T Qu; v/ D a1.Qu; v/ for all v 2 H1.˝/:

Since A is compact and I C k20A is injective, the Fredholm alternative is applicable
and yields the existence of a unique u 2 H1.˝/, such that

�

I C k20A
�

u D Qu; (13)

and the boundedness of the inverse of I C k20A , i.e.,

�
�
�

I C k20A
��1�
�

H1.˝/!H1.˝/
� c5; (14)

where c5 D c5.k0/ depends on the wave number k0. We estimate

kukH1.˝/ � �
�I C k20A

�
�
�1
H1.˝/

kQukH1.˝/

� c5
�
�T�1

�
�

H1.˝/!H1.˝/

�
�˚�1b

�
�

H1.˝/

� c5.c4k0/
�1��˚�1b

�
�

H1.˝/

and together with the boundedness of b, which we derive from

kbk.H1.˝//� D sup
kvkH1.˝/D1

jb.v/j D sup
kvkH1.˝/D1

jk20.mui; v/j

� sup
kvkH1.˝/D1

k20kmkL1.˝/kuikL2.˝/kvkL2.˝/

� sup
kvkH1.˝/D1

k20kmkL1.˝/kuikL2.˝/kvkH1.˝/

� k20kmkL1.˝/kuikL2.˝/;
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we finally arrive at

kukH1.˝/ � c5.c4k0/
�1 � k20kmkL1.˝/kuikL2.˝/

D c�14 c5 � k0kmkL1.˝/kuikL2.˝/

D C1kmkL1.˝/kuikL2.˝/

where C1 D c�14 c5 � k0 depends on k0 and˝ . ut
We now define the first part of our forward operator, the so-called scattering

operator.

Definition 2 Let ui 2 H1.˝/. We define the mapping

S W D.S/ ! H1.˝/; m 7! S.m/ WD ut;

where

D.S/ �
n

m 2 L2;1comp.˝/ W kmkL1.˝/ � M and Im.m/ � 0
o

for some fixed M > 0, such that ut D uiCusc and usc is the solution of the variational
problem (8) of the boundary value problem (6), (7).

Note, that S is well-defined according to our previous results. The analysis of S is
concluded by a continuity result. In the following, we always refer to weak solutions
of the occurring boundary value problems.

Lemma 1 Let m1;m2 2 D.S/. Then S is Lipschitz continuous on D.S/, i.e., we
have

kS.m1/ � S.m2/kH1.˝/ � C2 km1 � m2kL1.˝/ kuikL2.˝/ ; (15)

where C2 D C2 .k0;˝/ > 0 and ui 2 H1.˝/ is the incident field.

Proof We set u.1/ WD S.m1/ � ui and u.2/ WD S.m2/� ui, such that

�u. j/ C k20
�

1 � mj
�

u. j/ D k20mjui; j D 1; 2: (16)

From Theorem 2 we deduce that

�
�u. j/

�
�

H1.˝/
� C1kmjkL1.˝/ kuikL2.˝/ : (17)

By subtracting Eq. (16) for j D 2 from the one for j D 1 and by setting w WD
u.1/ � u.2/ we obtain

�w C k20 .1 � m1/w D k20.m1 � m2/
�

ui C u.2/
�

:
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Note that w satisfies the Robin boundary condition of our scattering problem, such
that we can apply Theorem 2. We thus have

kwkH1.˝/ � C1km1 � m2kL1.˝/

�
�ui C u.2/

�
�

L2.˝/ :

Combining this estimate with
�
�u.2/

�
�

L2.˝/ � �
�u.2/

�
�

H1.˝/
and (17) for j D 2 yields

kS.m1/ � S.m2/kH1.˝/ D �
�u.1/ � u.2/

�
�

H1.˝/

� C1km1 � m2kL1.˝/

�
�ui C u.2/

�
�

L2.˝/

� C1km1 � m2kL1.˝/

�

kuikL2.˝/ C �
�u.2/

�
�

L2.˝/

�

� C1
�

1C C1km2kL1.˝/

�km1 � m2kL1.˝/ kuikL2.˝/

� C1
�

1C C1M
�km1 � m2kL1.˝/ kuikL2.˝/ :

By setting C2 D C2 .k0;˝/ WD C1
�

1CC1M
�

we obtain the continuity estimate (15).
ut

2.3 The Linearized Scattering Problem

In the numerical reconstruction of the complex refractive index, the linearization
of the scattering map S in m 2 D.S/ plays an important role. Before proving the
Fréchet differentiability of S, we define a further parameter-to-solution operator that
will prove useful for our further investigations.

Definition 3 For a fixed m 2 D.S/ and the respective total field ut WD S.m/, let
Tm W D.S/ ! H1.˝/ be the operator that maps h 2 D.S/ to the unique (weak)
solution of the boundary value problem

�w C k20.1 � m/w D k20h � ut in ˝; (18)

@w

@n
� ik0w D 0 on @˝: (19)

Let us for now assume that S is Gâteaux differentiable in an open neighborhood
of m 2 D.S/. The Gâteaux differentiability in m yields the existence of the limit

lim
˛!0

�

S.m C ˛h/ � S.m/
�

˛
; h 2 D.S/:

The boundary value problem (18), (19) is obtained from the original scattering
problem (6), (7) by considering, for m 2 D.S/, the perturbed boundary value
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problem

�usc;h C k20
�

1 � .m C ˛h/
�

usc;h D k20.m C ˛h/ui in ˝;

@usc;h

@n
� ik0usc;h D 0 on @˝;

where usc;h WD S.m C ˛h/� ui. As before, we define usc WD S.m/� ui and note that
both fields usc and usc;h fulfill the Robin boundary condition (7).

Note that usc; usc;h 2 H1.˝/, which follows from our analysis of the scattering
map S. We subtract the Helmholtz equation for usc from the one for usc;h and obtain

�
�

S.m C ˛h/ � S.m/
�C k20.1 � m/

�

S.m C ˛h/ � S.m/
� D k20

�

S.m C ˛h/
�

˛h:

We divide this expression by ˛ and consider the weak formulation (8) of this partial
differential equation,

Z

˝

ru˛ � rv dx � k20

Z

˝

.1 � m/u˛ � v dx � ik0

Z

@˝

u˛ � v dsx D �k20

Z

˝

mui � v dx;

(20)

where we replaced u by

u˛ WD
�

S.m C ˛h/� S.m/
�

˛
:

We postulated the existence of the limit lim˛!0 u˛ and assume j˛j � ˛ for some
˛ > 0. Note that due to our previous findings, we estimate

kru˛kL2.˝/ D ju˛jH1.˝/ � ku˛kH1.˝/

� c.k0; ˛;˝; kmkL1.˝//khkL1.˝/kuikL2.˝/:

As a consequence,

sup
j˛j�˛

�ru˛ � rv� 2 L1.˝/:

Obviously, our previous analysis also yields

sup
j˛j�˛

�

.1� m/u˛ � v� 2 L1.˝/; sup
j˛j�˛

�

u˛ � v� 2 L1.@˝/; sup
j˛j�˛

�

mui � v� 2 L1.˝/:

We let ˛ tend to zero in (20). The dominated convergence theorem (see, e.g., [12])
now allows us to interchange limit and integration. Additionally, the continuity of
the operator r W H1.˝/ ! L2.˝/, which follows from krukL2.˝/ D jujH1.˝/ �
kukH1.˝/, allows a further interchange of limit and differentiation. We thus derived
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a variational formulation of

� lim
˛!0 u˛ C k20.1 � m/ lim

˛!0 u˛ D k20 lim
˛!0

�

S.m C ˛h/
�

h

with Robin boundary conditions. Since S is continuous, the right-hand side con-
verges to k20S.m/h for ˛ ! 0. Now define

w WD lim
˛!0 u˛ D lim

˛!0

�

S.m C ˛h/� S.m/
�

˛
;

which satisfies the inhomogeneous Helmholtz equation (18). This yields a candidate
for the Fréchet derivative of the scattering map S in m. We will further investigate the
linear mapping Tm, prove that S is Fréchet differentiable and show that its Fréchet
derivative coincides with the operator Tm.

Similar techniques as applied in the previous section allow us to prove the
existence of a weak solution w 2 H1.˝/ of the boundary value problem (18), (19),
such that Tm is well-defined on D.S/. Also, we can deduce that Tm is bounded and
therefore continuous. We will skip the proof as it is similar to the proof of Theorem 2
and the subsequent statements.

Lemma 2 Let m 2 D.S/ and ui 2 H1.˝/ be fixed. The operator

Tm W D.S/ ! H1.˝/; Tmh WD w;

where w is the unique weak solution of (18), (19), is linear and bounded. For h 2
D.S/, we have

kTmhkH1.˝/ � C3 khkL1.˝/ � kuikL2.˝/ ; (21)

where C3 WD C1.1C C1M/ > 0 depends on k0, ˝ .

Let us now consider the mapping

eT W D.S/ ! L
�

D.S/;H1.˝/
�

; m 7!eT.m/ WD Tm:

This operator maps a bounded, compactly supported function m to the respective
linear operator Tm. We can formulate a continuity result for this mapping.

Lemma 3 Let m1;m2; h 2 D.S/ and ui 2 H1.˝/. The mappingeT fulfills

�
�eT.m1/h �eT.m2/h

�
�

H1.˝/
� C4 km1 � m2kL1.˝/ � khkL1.˝/ � kuikL2.˝/ ; (22)

where C4 D C4
�

k0;˝
�

> 0.
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Proof For wj WD eT.mj/h D Tmj h, j D 1; 2, we have

�wj C k20.1 � mj/wj D k20h � S.mj/:

By subtracting these two equations from each other, we obtain

�.w1 � w2/C k20.1 � m1/.w1 � w2/ D k20h
�

S.m1/ � S.m2/
�C k20.m1 � m2/w2:

Using the previous arguments again, we obtain

kw1 � w2kH1.˝/ � k0
�khkL1.˝/ � kS.m1/� S.m2/kH1.˝/

C km1 � m2kL1.˝/ � kw2kH1.˝/

�

:

Finally, we use Lemmas 1 and 2 to further estimate

kw1 � w2kH1.˝/ � k0.C2 C C3/ khkL1.˝/ � km1 � m2kL1.˝/ � kuikL2.˝/

and set C4 WD k0.C2 C C3/. ut
Theorem 3 The operator S from Definition 2 is Fréchet differentiable with respect
to m 2 D.S/. The Fréchet derivative in m 2 D.S/ is the linear operator

S0.m/ W D.S/ ! H1.˝/; h 7! S0.m/h D w;

where w 2 H1.˝/ solves the linearized boundary value problem

�w C k20.1 � m/w D k20ut � h in ˝; (23)

@w

@n
� ik0w D 0 on @˝: (24)

The function ut WD S.m/ is the weak solution of the scattering problem (5)–(7).
We thus have S0.m/h D Tmh for all h 2 D.S/ and S0.m/ is continuous.

Proof If there is a positive constant C5 D C5.k0;˝/, such that the estimate

kS.m C h/� S.m/� TmhkH1.˝/ � C5khk2L1.˝/ � kuikL2.˝/ (25)

holds for m; h 2 D.S/, we are done.
Define the functions

usc WD S.m/� ui;

usc;h WD S.m C h/� ui;

w WD Tmh;
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which fulfill the Robin boundary condition and

�usc C k20
�

1 � m
�

usc D k20mui;

�usc;h C k20
�

1 � .m C h/
�

usc;h D k20
�

m C h
�

ui;

�w C k20
�

1 � m
�

w D k20h
�

usc C ui
�

:

From these equations, we obtain for v WD usc;h � usc � w D S.m C h/� S.m/� Tmh
the Helmholtz equation

�v C k20.1 � m/v D k20h
�

usc;h � usc
�

;

and since v satisfies the Robin boundary condition (7), we estimate

kvkH1.˝/ � C1 khkL1.˝/ � kusc;h � usckL2.˝/

� C1 khkL1.˝/ � kusc;h � usckH1.˝/

� C1C2 khk2L1.˝/ � kuikL2.˝/ ;

where we used Lemma 1. Resubstituting v again, we finally have shown

kS.m C h/� S.m/� TmhkH1.˝/ � C5 khk2L1.˝/ � kuik

with C5 D C5.k0;˝/ D C1C2 > 0. The continuity of S0.m/ is a direct result of the
boundedness of Tm. ut
Lemma 4 For m1;m2 2 D.S/, the operator S fulfills the estimate

kS.m1/ � S.m2/ � S0.m1/.m1 � m2/kL2.˝/

� C6 � kS.m1/ � S.m2/kL2.˝/;
(26)

where C6 D C6
�

k0;˝;M
�

.

Proof Let u1 WD S.m1/� ui, u2 WD S.m2/� ui and w WD S0.m1/.m1 � m2/ satisfying

�u1 C k20.1 � m1/u1 D k20m1ui;

�u2 C k20.1 � m2/u2 D k20m2ui;

�w C k20.1 � m1/w D k20.m1 � m2/.u1 C ui/:

Additionally, u1, u2, w, and consequently u1 � u2 � w obey the Robin boundary
condition. In particular, we have u1; u2;w 2 H1.˝/ � L2.˝/ according to our
previous results.
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Subtracting the equations for u2 and w from the one for u1 yields

�.u1 � u2 � w/C k20.1 � m1/.u1 � u2 � w/ D k20.m1 � m2/.u2 � u1/:

As before, we now estimate

ku1 � u2 � wkL2.˝/ � ku1 � u2 � wkH1.˝/

� C1 � km1 � m2kL1.˝/ � ku1 � u2kL2.˝/

� C1 � 2M � ku1 � u2kH1.˝/;

which is equivalent to (26) for C6 WD 2C1M due to our definitions of u1, u2, and
w. ut
Remark 5 For the constant C6 in the estimate (26) holds

C6.k0;˝;M/ < 1 (27)

for M sufficiently small. Lemma 4 then states the validity of the tangential cone
condition for S,

kS.m1/� S.m2/ � S0.m1/.m1 � m2/kL2.˝/ � ctckS.m1/� S.m2/kL2.˝/ (28)

with a constant ctc < 1 for all m1;m2 2 D.S/. Note further, that the value of
C6 in (26) depends in particular on the wave number k0 and has to be adapted
when working with different frequencies. Finally we like to emphasize that the
estimate (26) is valid in H1.˝/ as well, according the proof of Lemma 4.

2.4 The Adjoint Linearized Scattering Operator
on the Boundary

We define the composition of the operators � and S0.m/, m 2 D.S/, by

Tm W D.S/ ! L2.@˝/; h 7! �S0.m/h:

Let 
 2 L2.@˝/. We want to find a function ım 2 L2.˝/, such that

T �m 
 D ım: (29)

For that purpose, we will consider the standard L2-inner product, such that for � 2
L2.˝/ we have

.ım; �/L2.˝/	L2.˝/ D �

T �m 
; �
�

L2.˝/	L2.˝/
D .
;Tm�/L2.@˝/	L2.@˝/ :
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Theorem 4 There exists a � 2 H1.˝/, such that

T �m 
 D k20 � S.m/ � �; (30)

where m 2 D.S/. The function � is uniquely determined as the weak solution of the
adjoint problem

�� C k20.1 � m/� D 0 in ˝; (31)

@�

@n
C ik0� D �
 on @˝: (32)

Proof Let w WD S0.m/h D Tmh. Consider the inner product .�; �/L2.˝/	L2.˝/ of
Eq. (23) with some � 2 H1.˝/,

Z

˝

�w� dx C k20

Z

˝

.1 � m/w� dx D k20

Z

˝

h � ut� dx; (33)

where ut WD S.m/ denotes the solution of the direct scattering problem (5)–(7).
With partial integration, we obtain from the first term

Z

˝

�w� dx D
Z

@˝

@w

@n
� dsx �

Z

@˝

w
@�

@n
dsx C

Z

˝

w�� dx:

By applying the boundary condition (19) of the linearized problem, this yields

Z

˝

�w� dx D
Z

@˝

w �
	

�ik0� � @�

@n




dsx C
Z

˝

w�� dx:

The second term of (33) is rewritten as

k20

Z

˝

.1 � m/w� dx D
Z

˝

w
�

k20.1 � m/�
�

dx:

By setting T �m 
 D k20ut�, the right-hand side of (33) yields

k20

Z

˝

h � ut� dx D .Tmh; 
/L2.@˝/	L2.@˝/ D
Z

@˝

w
 dsx:

Summarizing the above results we obtain

Z

˝

w � ��� C k20.1 � m/�
�

dx D 0
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and

Z

@˝

w �
	

�ik0� � @�

@n
� 





dsx D 0:

As the weak solution w of the linearized scattering problem does generally not
vanish on either ˝ or its boundary @˝ , � fulfills the postulated boundary value
problem from Theorem 4. The existence and uniqueness of a weak solution �
of (31), (32) can be derived by similar calculations as in the preceding section. ut

2.5 The Observation Operator

For our numerical reconstructions, we have to specify the observation operator and
find an expression for its adjoint. We assume there are N 2 N receivers that measure
the total electric field on the boundary of˝ . In order to increase the amount of data
points, the tomograph is rotated around the test object in J 2 N equidistant steps
�j D . j � 1/ 2�J , j D 1; : : : ; J. The emitter also serves as a receiver. However, the
incident field ui, and correspondingly also the scattered field usc, the total field ut,
the scattering operator S, and the observation operator Q depend on the position j of
the tomograph. We indicate this dependence by an additional index j.

The receivers’ surfaces are denoted by Ej
� for � D 1; : : : ;N. A sketch of the setup

is given in Fig. 1.

Definition 4 For each j D 1; : : : ; J, the observation operator Q j maps
the (restricted) electric field �u j 2 L2.@˝/ to the measured values y j D
�

y j
1; : : : ; y

j
N

�T 2 C
N by y j D Q j.�u j/, where

Q j W L2.@˝/ ! C
N ;

' 7!
	Z

@˝ j
e j
�.x/'.x/ dsx




�D1;:::;N
:

(34)

The functions e j
� W @˝ ! Œ0;1/, � D 1; : : : ;N, are called the sensor

characteristics.

Obviously, the observation operator Q j is linear and bounded. The adjoint .Q j/�
of Q j is given by .Q j/� W C

N ! L2.@˝/, where

ˇ D .ˇ�/�D1;:::;N 7! .Q j/�ˇ D
NX

�D1
ˇ�e j

�: (35)

Together with our previous results, we have derived a complete representation of
the forward operator Fj D Q j�Sj, its Fréchet derivative .Fj/0.m/ D Q j�.Sj/0.m/
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Fig. 1 Sketch of a THz tomograph with N D 6 receivers E j
� , � D 1; : : : ; 6, where the receiver E j

1

also serves as an emitter

in m 2 D.S/ and the adjoint of .Fj/0.m/. In summary, the inverse problem of THz
tomography is formulated as the collection of operator equations

Fj.m/ D y j; j D 1; : : : ; J;

and consists in the reconstruction of m from (noisy) data y D .yj
�/jD1;:::;J;�D1;:::;N .

3 Numerical Reconstruction of the Complex Refractive
Index from Simulated Data

This section deals with numerical reconstructions of tomographic THz data, where
we use iterative solvers as the Landweber method and sequential subspace tech-
niques (RESESOP). Nonlinear inverse problems (1) are usually solved iteratively,
and for both methods it is essential to have gradients

g.m/ WD �

F0.m/
���

F.m/� yı
�

of the functional 1
2
kF.x/ � yık2 available. Due to our previous results, we are able

to determine the gradient g j.m/ D �

.Fj/0.m/
���

Fj.m/ � y j;ı
�

in m 2 D.S/ for
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each position j D 1; : : : ; J. However, since we have to evaluate two boundary value
problems in order to calculate g j.m/, it is desirable to reduce the number of iterations
until the stopping criterion is fulfilled. The (regularizing) sequential subspace
optimization method ((RE)SESOP) has been developed for this purpose [21]. In
the subsequent sections, we first give an overview of the applied reconstruction
techniques, before we present some numerical reconstructions of m from synthetic
noisy data yı 2 C

N	J .

3.1 Reconstruction Techniques

The RESESOP method, which is used to solve the inverse problem of THz tomo-
graphy, is a slight variation of the RESESOP algorithm with two search directions
as presented in [21]. Generally, the methods discussed in [21] are suited to solve
nonlinear inverse problems in real Hilbert spaces. In the case of THz tomography,
we are dealing with an inverse problem in complex Hilbert spaces. We give a short
introduction to sequential subspace optimization and derive a method that meets the
requirements of complex Hilbert spaces.

The basic idea of sequential subspace optimization is to reduce the number of
iterations by projecting sequentially onto suitable subsets of the source space in
order to find an approximate solution of a nonlinear operator equation

F.x/ D y:

In each step n 2 N, we choose a finite index set Iın � N. The subsets are intersections
of stripes

Hı
n;l WD H

�

uın;l; ˛
ı
n;l; �

ı
n;l

�

; l 2 Iın;

where uın;l is the normal vector of the bounding affine hyperplanes, ˛ın;l is the offset,
and �ın;l � 0 determines the width of the stripe. A stripe in a real Hilbert space X is
defined as

H.u; ˛; �/ WD ˚

x 2 X W ˇˇ hu; xi � ˛ˇˇ � �
�

:

It is essential that each of these stripes contains the solution set of the unperturbed
operator equation. The shape, i.e., the width and the normal vector, are chosen such
that the nonlinear character and the noise level ı are taken into account, guaranteeing
a descent property of the form

�
�z � xınC1

�
�
2 � �

�z � xın
�
�
2 � Cn;
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where
˚

xın
�

is the sequence of iterates and Cn > 0. This is realized by an iteration of
the form

xınC1 D xın �
X

l2Iın

tın;l � uın;l; (36)

and the optimization parameters tın;i are calculated such that the current iterate xın is
projected onto the intersection of the respective stripes Hı

n;l, l 2 Iın.
For our reconstruction, we specify the index set as Iın WD fn�1; ng and the search

directions uın;l WD gıl for all n 2 N. The result is a fast regularizing method with two
search directions per iteration. For the stripes Hı

n;l, where l D n � 1; n, we choose
the offset

˛ın;l WD ˝

uın;l; x
ı
l

˛

and the width

�ın;l WD kRıl k � �ı C ctc
�kRıl k C ı

��

;

where ı is the noise level and ctc is the constant from the tangential cone
condition (28) with S replaced by F. The norm of the residual

Rın WD F.xın/� yı

not only occurs as a factor in the width of the stripes, but is also needed for the
discrepancy principle.

In the following, we will take a closer look at our inverse problem of THz
tomography,

Fj.m/ D y j;ı; j D 1; : : : ; J:

Note, that Fj W L2.˝/ ! C
N is a nonlinear operator between complex Hilbert

spaces.

Remark 6 The search directions we use in our RESESOP algorithm (36) are
averaged gradients

gın WD 1

J

JX

jD1
gj;ı

n D 1

J

JX

jD1

�

Fj
�0�

mı
n

�� �
Fj
�

mı
n

� � y j;ı
�

: (37)

Before we are able to apply the RESESOP algorithm, a small and straightforward
adaption is necessary: The source space is a complex Hilbert space, whereas the
algorithm requires it to be a real Hilbert space. By splitting up the gradient into
real and imaginary part, we obtain separate real-valued search directions. The new
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iterate is then obtained by a separate subspace optimization for real and imaginary
part. This means that the full forward model is used to calculate the search direction
F0.mn/

�.F.mn/�yı/, whereas the step width is determined individually for real and
imaginary part:

mı
nC1 D Re.mı

nC1/C i � Im.mı
nC1/

D
0

@Re.mı
n/�

X

l2Iın

tı;rn;l � Re.gıl /

1

AC i �
0

@Im.mı
n/ �

X

l2Iın

tı;in;l � Im.gıl /

1

A :

The optimization parameter tı;rn;l is calculated such that Re.mı
n/ is projected onto the

intersection of the stripes Hr;ı
n;l , l D n � 1; n, with width

˛
ı;r
n;l D ˝

Re.gıl /;Re.mı
n/
˛

and offset

�ıl D kRıl k � �ı C ctc
�kRıl k C ı

��

:

The stripes Hi;ı
n;l are defined analogously. Note that the width of the stripes must not

be adapted, as it is influenced by the norm of the residual Rıl , which is determined
by the full forward problem. We set

kRınk WD max
jD1;:::;J

�
�Fj.mı

n/� y j;ı
�
� :

The iteration is stopped by the discrepancy principle after step n� satisfying

max
jD1;:::;J

�
�Fj.mı

n�

/� y j;ı
�
� � �ı < max

jD1;:::;J
�
�Fj.mı

n/ � y j;ı
�
�

for all n < n�.

3.2 Numerical Experiments

We start with an example of a reconstruction from simulated data that were
generated in a test with radiation of the frequency f D 0:1THz. The second example
serves as a performance test for the two techniques.
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3.2.1 An Example in the THz Regime

For our first numerical experiment, we choose a plastic block with a complex
refractive index m1 WD 1 � .1:5 C i � 0:005/2 D �1:249975 � i � 0:015 as a test
object and assume the outer interfaces to be known. Inside the object, there are
two inclusions. One is a hole filled with air, which thus has the complex refractive
index m2 D 0, the other one consists of an optically denser material with complex
refractive index m3 D 1 � .1:8 C i � 0:02/2 D �2:2396 � i � 0:072. There is no a
priori information about the inclusion or any material parameter. Note that the size
of the inclusions is of the order of the wave length of the THz beam. The domain in
which we reconstruct m is set to

˝ D ˚

x 2 R
2 W kxk22 � .0:04m/2

�

:

The exact real and imaginary part are displayed in Fig. 2.
For the generation of (noisy) data we use the parameters in Table 1.
We set the starting value to m0.x/ D .�1 � i � 0:001/ � �D.x/, where the support

of the (intact) block is denoted by D D fx 2 ˝ W �0:0015m � x; y � 0:0015mg and
�D is the characteristic function of D.

Fig. 2 Real (a) and imaginary (b) part of m

Table 1 Parameters of the
numerical RESESOP
experiment

Parameter Value

Frequency f 0:1 
 1012 Hz

Wave length � 2:998 
 10�3 m

Beam waist W0 0:015m

Rayleigh zone y0 0:02m

Number of receivers N 40

Number of positions J 180

ctc 0:9

� 20
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Fig. 3 Reconstruction mı
n�

of real (a) and imaginary (b) part of m after n� D 30 iterations with
the RESESOP method (using two search directions). The object was scanned using a Gaussian
beam of frequency f D 0:1THz

The occurring boundary value problems are solved numerically with a Matlab
solver, which uses the finite element method with linear basis functions. The
maximal size of the finite elements should not exceed a tenth of the wave length.
Since the numerical effort to solve one boundary value problem grows quadratically
with the wave number, these evaluations are expensive.

The implementation of the observation operator, however, leads to an unavoid-
able error in the data, which we take into account in an increased noise level.
Additionally, we add 2% uniformly distributed noise to the data.

As the plots in Fig. 3 indicate, the real part of the complex refractive index is
reconstructed satisfactorily (with a relative error of 7.98%), allowing quantitative
and qualitative conclusions, also on location, shape, and size of the inclusions.
However, the reconstructed imaginary part does not yield any information on the
value of Im.m/, but admits a localization of the inclusions. A possible reason
might be the model itself, which is based on several assumptions that hold only
approximately (such as the idealized Robin boundary conditions).

Remark 7 There are a lot of parameters occurring in the model, and also in the
RESESOP algorithm, that need to be chosen by trial and error. This leaves some
room for further improvement. Due to the numerically expensive evaluations of the
boundary value problems, a thorough testing of the parameters is time-consuming
and not very economical. This underlines the necessity of faster reconstruction
methods such as the RESESOP method.

3.2.2 A Comparison of Landweber and RESESOP Method

In an additional experiment, we have compared the performance of our RESESOP
method with the standard Landweber method

mı
nC1 D mı

n � !gın.m
ı
n/; n 2 N;
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with a fixed relaxation parameter ! (see, e.g., [13]). Both iterations were stopped
by the discrepancy principle. We used microwave radiation with a frequency of
2:5 � 1010 Hz in order to reduce the computational effort. We tested an object as in
the previous experiment, but with larger inclusions (due to the lower frequency).
The object’s complex refractive index is plotted in Fig. 4, along with the respective
reconstructions.

Fig. 4 Real (a) and imaginary (b) part of m and the respective reconstructions with the Landweber
method ((c) and (d)) and with the RESESOP method ((e) and (f)), respectively
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Table 2 Performance of Landweber and RESESOP method at the reconstruction of the complex
refractive index

Landweber RESESOP

Number of iterations n� 155 20

Execution time 6 h 38min 49 s 1 h 12min 40 s

The synthetic noisy data was generated for N D 20 receivers in J D 180

positions. Table 2 shows the performance of the two methods, clearly stating the
reduced run-time of the RESESOP algorithm. We also see that the execution of
a single step in the RESESOP method is a little slower than in the Landweber
iteration, such that the gain is due to the reduction of iterations steps. The RESESOP
method is thus especially interesting, when the calculation of the gradient is
particularly expensive.

Remark 8 We want to state some concluding remarks.

• We have to make a good guess for the constant ctc from the tangential cone
condition (28) in the RESESOP method since (28) has not been proven for Fj.
Experiments indicate that the choice ctc D 0:6 is fine for f D 2:5 � 1010 Hz and
ctc D 0:9 for f D 0:1THz.

• The value of ctc and the consequences for the reconstruction represent the
nonlinearity of the forward operator: The RESESOP algorithm requires � >

.1Cctc/ � .1�ctc/
�1 for the parameter � from the discrepancy principle, such that

a large value of ctc involves a large value of � , and the stopping criterion tends
to be fulfilled earlier than for smaller values of � . This is not surprising, since ctc

can be interpreted as an indicator for the nonlinearity of the forward operator F.

4 Conclusion and Future Work

We outlined a physical description of the forward model of THz tomography and
analyzed in particular the properties of the underlying scattering map S. We have
shown that there is a unique (weak) solution to the variational scattering problem.
Additionally, we have proved the Fréchet differentiability of S, analyzed the Fréchet
derivative S0.m/ of S in m, and calculated the adjoint of the composition �S0.m/.
Finally, we included a linear observation operator and obtained a mathematical
description of the forward operator, on which the inverse problem of THz tomog-
raphy relies in practical applications, that means, if the measurement geometry is
taken into account. In view of numerical experiments, we derived all necessary
tools to calculate the current gradient of the least squares functional 1

2

�
�F.m/� yı

�
�
2
,

which is essential for the RESESOP algorithm and also for the Landweber iteration.
Further research includes a more general framework for inverse problems based

on the Helmholtz equation, i.e., a generalization of the results presented in this paper
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towards a more general parameter m. Additionally, an extension of the subspace
optimization methods to solving nonlinear inverse problems in Banach spaces is a
natural continuation of our work, with benefits also in the field of THz tomography.
Finally, a combination of our methods and the adapted ART presented in [20]
may yield a hybrid reconstruction algorithm which produces more precise results,
especially for the imaginary part of the complex refractive index. Our numerical
evaluations demonstrate that from the refractive index the singular support of the
object can be well detected. This a priori information is essential for the ART
method developed in [20]. To this end, the observation operator has to be adapted to
the actual measuring process.

Acknowledgements The authors are indebted to Heiko Hoffmann for valuable discussions about
the proof of Theorem 2.
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Adaptivity and Oracle Inequalities in
Linear Statistical Inverse Problems: A
(Numerical) Survey

Frank Werner

Abstract We investigate a posteriori parameter choice methods for filter based
regularizations Of˛ D q˛ .T�T/ T�Y in statistical inverse problems Y D Tf C 
�.
Here we assume that T is a bounded linear operator between Hilbert spaces, and �
is Gaussian white noise.

We discuss order optimality of a posteriori parameter choice rules by means
of oracle inequalities and review known results for the discrepancy principle, the
unbiased risk estimation procedure, the Lepskiı̆-type balancing principle, and the
quasi-optimality principle.

The main emphasis of this paper is on numerical comparisons of the mentioned
parameter choice rules. We investigate estimation of the second derivative as a
mildly ill-posed example, and furthermore satellite gradiometry and the backwards
heat equation as severely ill-posed examples. The performance is illustrated by
means of empirical convergence rates and inefficiency compared to the best possible
(oracle) choice.

1 Introduction

Many practical problems ranging from astrophysics to cell biology can be described
by models of the form

Y D Tf C 
�: (1)

Here f 2 X is the unknown quantity of interest, T W X ! Y is a bounded linear
operator between Hilbert spaces X and Y , 
 > 0 denotes the noise level and �
is the observation noise. The aim is to estimate f from the measurements Y. The
difficulty of this problem crucially depends on the behavior of T, and unfortunately

F. Werner (�)
Statistical Inverse Problems in Biophysics Group, Max Planck Institute for Biophysical
Chemistry, Am Faßberg 11, Göttingen, Germany
e-mail: Frank.Werner@mpibpc.mpg.de

© Springer International Publishing AG 2018
B. Hofmann et al. (eds.), New Trends in Parameter Identification for Mathematical
Models, Trends in Mathematics, https://doi.org/10.1007/978-3-319-70824-9_15

291

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-70824-9_15&domain=pdf
mailto:Frank.Werner@mpibpc.mpg.de
https://doi.org/10.1007/978-3-319-70824-9_15


292 F. Werner

in most applications T is not continuously invertible (e.g. if T is compact). In this
case, no direct inversion is possible and regularization is needed.

Here we focus on purely random noise �, more specifically we will assume that
� is a Gaussian white noise on Y . In this setup, the model (1) has to be understood
in a weak sense as � … Y with probability 1, this is for each y 2 Y we have access
to observations of the form

h Y; yi D hTf ; yiY C 
 h�; yi

where h�; yi � N
�

0; kyk2Y
�

and E Œh�; y1i h�; y2i� D h y1; y2i for all y1; y2 2 Y .

Gaussian white noise can be considered as a prototype in many applications, and
hence such models have been studied extensively in the literature, see e.g. [9, 16,
32, 33, 43, 51, 64].

In this paper we focus on filter-based regularization methods, i.e. given a family
q˛ W Œ0; kT�Tk� ! R, ˛ 2 A � RC of functions we consider estimators of the
form

Of˛ D q˛
�

T�T
�

T�Y: (2)

To ensure that Of˛ is well-defined, we will always assume that T is a Hilbert–Schmidt
operator, i.e. the squares of its singular values are summable. In this case we can
identify T�Y with a Hilbert space valued random variable in X . Estimators of the
form (2) cover many popular methods frequently applied in practice, i.e. spectral
cut-off and Tikhonov regularization, and are well-known from the literature (see
[22] and the references therein).

Given a family
nOf˛
o

˛>0
of estimators as in (2), the remaining question is how

to choose the parameter ˛ > 0. A common measure for the performance of some
estimator Of˛ (or in our situation for the parameter ˛) is the mean square error (MSE)

E

h

k Of˛ � f k2X
i

. Typically, the optimal value

˛or WD argmin
˛>0

E

h

k Of˛ � f k2X
i

will depend not only on Y and 
 , but also on the unknown truth f 2 X . Here we
focus on a posteriori parameter choice methods, this is choices N̨ depending only
on the data Y and the noise level 
 which automatically adapt to all possible f 2 W
where W � X is some smoothness class of solutions, e.g. a Sobolev or Besov ball.
The ultimate aim is to find adaptive parameter choice methods N̨ for which the MSE
evaluated at ˛ D N̨ .Y; 
/ decays of the same order (or at least almost the same

order up to some logarithmic factors) as E
h

k Of˛or � f k2X
i

as 
 & 0. One important

tool to obtain such order optimality results are so-called oracle inequalities, which
relate the MSE evaluated at N̨ with the MSE evaluated at ˛or.
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In this study we will try to provide a (limited) survey over some common a
posteriori parameter choice methods, related oracle inequalities, and theoretical
results on order optimality. Furthermore, we will compare the investigated methods
in numerical simulations with a focus on severely ill-posed operators, i.e. situations
when the singular values of T decay exponentially fast.

The rest of the paper is organized as follows: In Sect. 2 we introduce the notion
of a filter, give some examples, and present main facts about the error analysis
of estimators of the form (2). Furthermore we also give a brief introduction to
oracle inequalities. Section 3 is then devoted to a posteriori parameter choice rules,
focusing on four prominent examples. In Sect. 4 we present a numerical comparison
of these strategies for different filter-based regularization methods. Afterwards,
some conclusions are drawn in Sect. 5.

2 Filter-Based Regularization

In this section we will recall basic facts about filter-based regularization. In what
follows, suppose that A � RC is a bounded set with accumulation point 0. A
family of functions q˛ W Œ0; kT�Tk� ! R is called a filter if there exist constants
C0q;Cq00 > 0 such that for every ˛ 2 A and every � 2 Œ0; kT�Tk� it holds

˛ jq˛.�/j � C0q; (3a)

� jq˛.�/j � C00q : (3b)

Let f
k; uk; vkgk2N be a singular value decomposition (SVD) of T. Then the
model (1) is equivalent to the Gaussian sequence model

Yk D 
kfk C 
�k; k 2 N

where Yk WD h Y; vki, fk WD h f ; uki and �k WD h�; vki i.i.d.� N .0; 1/. Therefore, the
estimation of f from Y is equivalent to estimate the coefficients fk from Yk, and the
most simple (and unbiased) estimator therefore is given by

Ofk D 
�1k
OYk: (4)

Unfortunately, in the ill-posed situation one has 
k & 0 as k ! 1, and hence this
estimator is highly sensitive to the noise �k. The sensitivity is decoded in the rate of
decay of 
k, and the operator T is called mildly ill-posed, if 
k decays polynomially,
and severely ill-posed, if the decay is at least exponential.

With the help of the SVD, the estimator Of˛ in (2) can be written as

Of˛ D
1X

kD1

kq˛

�


2k
�

Ykuk:
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Compared to (4), the unstable inversion 
�1k is replaced by a function 
kq˛
�


2k
�

.
More precisely, if q˛ .�/ D ��1, then (2) and (4) coincide. Condition (3a) ensures
boundedness of q˛ (i.e. stability of Of˛ w.r.t. noise), whereas (3b) restricts q˛ to
functions which are sufficiently close to .�/�1.

There exists a vast variety of filters satisfying (3), and many common regular-
ization methods can be written as (2) with suitable q˛. Here we will focus on the
following three:

• Spectral cut-off regularization: If q˛ .�/ D 1
�

1Œ˛;1/.�/, then (2) is known as
cut-off estimator. The condition (3) is satisfied with C0q D C00q D 1.

• Tikhonov regularization: If q˛ .�/ D 1
�C˛ , then (2) is known as Tikhonov

regularization or ridge regression. The condition (3) is satisfied with C0q D
C00q D 1.

• Showalter’s method: If q˛ .�/ D 1�exp.� �˛ /
�

, the estimator (2) arises from
Showalter’s method. Again, (3) is satisfied with C0q D C00q D 1.

For a further discussion of these and other filter-based methods we refer to the
monograph [22]. Let us briefly comment on the reasons to focus on the above three
methods: From an analytical point of view, spectral cut-off regularization can be
seen as an optimal regularization method, as in many situations the corresponding
estimators turn out to be (order) optimal over a wide range of smoothness classes
W � X . However, the implementation of (2) in spectral cut-off regularization
requires the SVD of T, which might be unknown analytically and difficult to
compute in practice. Therefore we also consider Tikhonov regularization, which can
be implemented directly by Of˛ D .T�T C ˛I/�1 T�Y, i.e. the SVD does not have to
be known. Unfortunately, Tikhonov regularization suffers from so-called saturation,
which means that the corresponding estimator can only be minimax if the class
W � X is not smoother than the range of T�T (see the discussion after (7) below).
Consequently, we also consider Showalter’s method, which does not suffer from
saturation, but can still be implemented avoiding an SVD by employing Runge–
Kutta schemes, cf. [22, Ex. 4.7] or [57].

2.1 Error Analysis

It can be seen by straight-forward computations, that the risk of Of˛ satisfies the error
decomposition

E

��
�
� Of˛ � f

�
�
�

2

X




D
�
�
�E

hOf˛
i

� f
�
�
�

2

X
C E

��
�
� Of˛ � E

hOf˛
i�
�
�
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where we abbreviated r˛ .�/ WD 1��q˛ .�/. The first term kr˛ .T�T/ f kX is purely
deterministic and called the bias or approximation error, as it should tend to 0 as
˛ & 0. It is in fact caused by approximating 
�1k by 
kq˛

�


2k
�

. The second term


2E
h

kq˛ .T�T/ T��k2X
i

is called the variance or propagated data noise error, and

this term will typically diverge as ˛ & 0. Therefore, the optimal ˛ should perform
a trade-off between both error contributions.

Due to the classical result by Schock [58], the rate of convergence of Of˛ towards
the true solution f will be arbitrarily slow in general. Here we will follow the
common paradigm to assume that f satisfies a spectral source condition of the form

f D '
�

T�T
�

!; k!kX � �; (6)

where ' W Œ0; kT�Tk� ! R is a so-called index function, i.e. ' .0/ D 0, ' is
continuous and strictly increasing. For any underlying truth f there exists a function
' such that (6) is fulfilled (cf. [50]).

To ensure that the regularization scheme (2) can take advantage of (6) we have
to assume that the function ' in (6) is a qualification of the filter q˛, this is

sup
�2Œ0;kT�Tk�

'.�/ jr˛.�/j � C''.˛/ for all ˛ 2 A (7)

for some constant C' > 0. We refer to [52] for further details on qualification
conditions. In case of spectral cut-off regularization, any index function ' is
a qualification of q˛, whereas for Tikhonov regularization this is only true for
functions which increase slower than ' .�/ D � close to 0. For Showalter
regularization, it can be said that at least all functions which increase slower than
some polynomial around 0 are qualifications of the corresponding filter q˛.

Under (6) and (7), the bias in (5) can obviously be bounded by

�
�r˛

�

T�T
�

f
�
�
X

� C'' .˛/ �:

The estimation of the variance term in (5) requires more complicated techniques.
If the noise � was deterministic and an element of Y , the straight-forward estimate

�
�q˛

�

T�T
�

T��
�
�
X

� �
�q˛

�

T�T
�

T�
�
� k�kY � 1

˛
k�kY (8)

already leads to order optimal results. However, in the stochastic case, � … Y with
probability 1 and hence one has to proceed more carefully. Explicit computations
yield
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�2 D Trace
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: (9)
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In this situation it has been shown by Bissantz et al. [9] that under suitable
assumptions on the decay of the singular values one has

E

h�
�q˛

�

T�T
�

T��
�
�
2

X

i

� C
#
˚

k 2 N
ˇ
ˇ 
2k � ˛

�

˛
as ˛ & 0: (10)

Note that this bound can be substantially larger than the deterministic one in (8), as
it depends on the decay rate of the singular values 
k.

2.2 Oracle Inequalities

An important tool to analyze the performance of a given parameter choice method
are oracle inequalities. Suppose we are given a family of estimators Of˛ , ˛ 2 A , and
define the weak and strong risks

rw .˛; f / WD E

��
�
�T Of˛ � Tf

�
�
�

2

Y




; rs .˛; f / WD E

h

kf˛ � f k2X
i

;

which are deterministic functions of the parameter ˛. (Strong) oracle inequalities do
now relate the MSE of Of N̨ with some parameter choice N̨ D N̨ .Y; 
/ with the oracle
risks, this is inequalities of the form
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˛

rs .˛; f / ; inf
˛

rw .˛; f /
�

as 
 & 0 (11)

with some function � W R2�0 ! R�0 which hold true uniformly for f 2 W . Note
that the expectation on the left-hand side is taken w.r.t. Y and hence affects also N̨ ,

which implies especially E
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� Of N̨ � f

�
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�
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X




¤ E Œrs . N̨ ; f /�. The infimum on the right-

hand side of (11) can either be taken over all possible parameters ˛ 2 A , or over
a finite subset depending on the underlying regularization scheme. Equation (11)
might seem strange on first glance, as the classical understanding of an oracle
inequality is of the form

E
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� Of N̨ � f

�
�
�
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X




� C inf
˛

rs .˛; f /C R .
/ as 
 & 0 (12)

with some constant C � 1 and a remainder term R .
/ D o .1/ as 
 & 0. Obviously,
this is a special case of (11) with � .a; b/ D Ca C R .
/. If R decays at least as fast
as the strong oracle risk, then the oracle inequality (12) ensures that N̨ performs
up to a constant as good as choosing the optimal ˛ on the smoothness class W .
Nevertheless, oracle inequalities of the form (12) are hard to obtain in practice, see
e.g. the discussion in [18], where consequently an oracle inequality of the form (11)
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with� depending only on the second argument is proven. Furthermore, as the weak
and strong oracle risks are of different order, it is to be expected that� is non-linear
w.r.t. the second argument.

Similar to strong oracle inequalities, weak oracle inequalities relate the weak
risk with the oracle risks, but due to the ill-posedness the weak risk carries only
little information about the performance of N̨ .

Oracle inequalities in statistical inverse problems have been studied intensively
in the literature over the last two decades. We refer to [13, Sec. 3.2] for a slightly
different introduction to oracle inequalities. Furthermore we mention [12, 20, 34, 35]
for oracle inequalities in wavelet shrinkage approaches and [14–18, 24–26] for
oracle inequalities in weighted projection methods (partially including some of the
filter based methods discussed here). More recently, in [43] an oracle inequality
for general filter based regularization with a specific parameter choice rule also
discussed here (see Sect. 3.3) has been obtained. Lepskiı̆ [40] and Blanchard et
al. [11] discuss the usage of oracle inequalities in inverse problems from a more
general perspective.

3 A Posteriori Parameter Choice Rules

In this section we will now discuss different a posteriori parameter choice rules
for estimators of the form (2). Over the last decades, a vast variety of such methods
have been proposed, developed, analyzed and compared. For a recent overview with
numerical comparison we refer to [5]. We also refer to a series of papers by Hämarik
et al. [27–29], where whole families of parameter choice rules are compared also for
the situation of incomplete information about the noise level. In the following, we
will always assume that the noise level is known exactly, and focus on four popular
methods, namely

• the discrepancy principle,
• Empirical risk minimization, also known as Mallow’s CL or Stein’s unbiased risk

estimator (URE),
• the Lepskiı̆-type balancing principle, and
• the quasi-optimality principle.

There are many other parameter choice methods, which we do not consider here for
various reasons. We emphasize, that a method’s omission does not mean that it is
too difficult to implement or that it performs poorly. Nevertheless, here we focus on
methods for which oracle inequalities (11) are known, and which are meaningful
in the infinite dimensional statistical setup chosen here (or can readily be turned
meaningful by discretization as the discrepancy principle). Note that the discrepancy
principle and the quasi-optimality principle have their mathematical origin in the
deterministic setting, whereas URE and the Lepskiı̆-type balancing principle have
been developed in statistics initially (cf. [5, Table 3]).
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Below we will describe the four parameter choice methods investigated here,
highlight their development, and briefly recall known results about their perfor-
mance and analysis. As far as possible, all the results will be given for general
A , but some of the methods require a discretization of the parameter space by
definition. We furthermore emphasize that all methods are defined by minimizing
or maximizing some score function, and for discretized A they can consequently
be implemented straight forward by evaluating the score function at all values and
taking the optimal one. The ordering of the candidate values in A does not matter
in this case. Nevertheless, the discrepancy principle can be implemented faster
by checking the candidate values in a decreasing order, whereas the Lepskiı̆-type
balancing principle can be implemented faster by checking in an increasing order.

3.1 The Bakushinskiı̆ veto

In deterministic inverse problems, the famous Bakushinskiı̆ veto [1] tells that any
parameter choice method independent of the noise level cannot lead to a convergent
regularization scheme for an ill-posed problem. More precisely, given deterministic
data Y 2 Y , a filter q˛ and a parameter choice N̨ D N̨ .Y/, then it states that worst
case convergence

lim

&0

sup
˚�
�R N̨. Y/ � f

�
�
X

ˇ
ˇ Y 2 Y ; kY � Tf kY � 


� D 0

for all f 2 X implies boundedness of T�1 on its range. Consequently, if the
underlying problem is ill-posed, any convergent a posteriori parameter choice rule
must depend not only on Y, but also on the noise level 
 . However, this result
is not directly transferable to statistical inverse problems as considered here. The
question of transferability was initially raised in [7] and extensively answered in
[8]. In the specific case we consider here, i.e. that the probability distribution of the
noise does not change if the noise level changes, it follows from the results there
that the Bakushinskiı̆ veto does not hold true. As an immediate consequence, there
are convergent a posteriori parameter choice rules independent of the noise level 
 .

3.2 Discrepancy Principle

The discrepancy principle dates back to Phillips and Morozov [54, 56] and is based
on the simple idea that the chosen reconstruction Of˛ should not try to explain the
observed data better than the accuracy of the data actually is. If E Œk�kY � < 1,

this means that ˛ should be chosen such that
�
�
�T Of˛ � Y

�
�
�
Y

� 
 k�kY . Typically,

˛ 7!
�
�
�T Of˛ � Y

�
�
�
Y

is increasing as ˛ increases, and hence a reasonable parameter
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choice in this spirit is

˛DP D max
n

˛ 2 A
ˇ
ˇ

�
�
�T Of˛ � Y

�
�
�
Y

� �
E Œk�kY �
o

(13)

with a tuning parameter � � 1. However, in the situation of Gaussian white noise
� this principle is not applicable as � … Y . This difficulty can be overcome for
example by first applying T� to the data, which then yields an operator equation in
X of the form

Z D T�Tf C 
T��;

i.e. with noise T�� with finite X -norm [10, 44]. Here we proceed differently and
apply the original formulation (13) to the discretized equation where T is an n � n
matrix and � � N .0; In/. If k�kY is the Euclidean norm, then E Œk�kY � D p

n,
and hence (13) can be used. This choice of ˛ has e.g. been analyzed in [19, 46],
and in [11] also an oracle inequality for some iterative regularization methods has
been obtained. One essential drawback of the discrepancy principle is that for order
optimality a higher qualification condition is required. More precisely, not ' as
in (6), but � 7! p

�' .�/ has to be a qualification of the filter q˛ , this is [cf. (7)]

sup
�2Œ0;kT�Tk�

p
�' .�/ jr˛ .�/j � C0'

p
˛' .˛/ for all ˛ 2 A : (14)

It should also be noted that the actual performance can be quite sensitive w.r.t. the
tuning parameter � , and there is no clear roadmap how to choose � in a specific
example. In our simulations we will use � D 1:5. In case of a discretized parameter
set it is immediately clear that the discrepancy principle is computationally very

cheap, as only the residuals
�
�
�T Of˛k � Y

�
�
�
Y

have to be evaluated.

3.3 Empirical Risk Minimization

As the ideal ˛ should minimize the weak risk rw .˛; f /, one possible idea is to
mimic this behavior by minimizing an (up to a constant) unbiased estimator of
rw .˛; f /. This idea dates back to Mallows [48] and Stein [59], and therefore it is also
known as Mallow’s CL or Stein’s unbiased risk estimator (URE). Straight forward
computations show that with

Orw.˛;Y/ WD
�
�
�T Of˛

�
�
�

2

Y
� 2

D

T Of˛;Y
E

C 2
2Trace
�

T�Tq˛
�

T�T
��

(15)

it holds

E ŒOrw.˛;Y/� D rw .˛; f / �
1X

kD1

2k f 2k ; ˛ 2 A :
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Therefore, we define

˛URE 2 argmin
˛2A

Orw.˛;Y/: (16)

For a more detailed derivation of ˛URE we refer to [62, Sec. 7.1] and [47]. Note
that there is some commonality in the definition of ˛URE and generalized cross-
validation (GCV) as discussed in [21, 41, 63], but we emphasize that ˛URE is
meaningful also in the continuous setting (1), in which GCV cannot be applied. It is
known that choosing ˛ D ˛URE in combination with certain regularization schemes

leads to an order optimal method w.r.t. the weak MSE E

��
�
�T Of˛URE � Tf

�
�
�

2

Y




, see

e.g. [42, 45, 61]. Using the seminal results by Kneip [37], it has recently been
shown in [43] that ˛URE yields an oracle inequality of the form (11) with �

depending only on the second argument, which then leads to order-optimality

w.r.t. the MSE E

��
�
� Of˛URE � f

�
�
�

2

X




for mildly ill-posed operators if the stronger

qualification condition (14) is satisfied. Concerning the computational cost, it must
be said that (16) is more expensive than the discrepancy principle due to the
evaluation of the trace operator in (15).

Note that it is also possible to estimate the strong risk rs .˛; f / in an unbiased
way, as discussed in [16]. Unfortunately, the corresponding parameter choice is
only order-optimal for mildly ill-posed operators, and its practical performance
deteriorates as the degree of ill-posedness grows (see e.g. the simulations in [18]).

3.4 The Lepskiı̆-Type Balancing Principle

The Lepskiı̆-type balancing principle was originally introduced by Lepskiı̆ [39], and
was further developed for usage in (statistical) inverse problems in [2, 49, 52, 53, 65].
Suppose m possible values ˛1 < : : : < ˛m for the regularization parameter ˛ are
given. Then the Lepskiı̆-type balancing principle consists in choosing

j�D max

(

1� j � m
ˇ
ˇ

�
�
� Of˛j � Of˛k

�
�
�
X

� 4�

r

Trace
�

q˛k .T�T/2 T�T
�

for all 1� k � j

)

:

(17)

and ˛LEP WD ˛j� . Here, � � 1 is again a tuning parameter. For an explanatory deriva-
tion of this choice we refer to [49]. It is worth noting that 


p

Trace.q˛k.T�T/2T�T/
is in fact an upper bound for the standard deviation of the estimator Of˛k as seen in (5).
Under suitable assumptions on the filter, the noise behavior and the definition of the
regularization parameters ˛1; : : : ; ˛m it has been shown in [6, 53] that one obtains
an oracle inequality of the form (11) with � .a; b/ D C1a C C2

p
m exp

��C3�2
�

.
From this one can deduce that the MSE decays of optimal order up to a logarithmic
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factor, if � is chosen appropriately. To be more precise, if T is mildly ill-posed one
should use � � p� log .
/ and one obtains the optimal rate up to log .�
/ [53],
and if T is severely ill-posed, the choice � � p

log .� log .
// leads to the optimal
rate up to log .log .�
// [6]. In our simulations we always set � D 1. Especially for
severely ill-posed T, the growth of

p

log .� log .
// is too slow that any difference
between this choice and � D 1 could be seen in simulations.

Finally, we mention that the computation of ˛LEP is even more expensive than
the one of ˛URE, as the reconstructions have to be compared among each other.

3.5 The Quasi-Optimality Criterion

The quasi-optimality criterion was originally introduced by Tikhonov and
Glasko [60], and was further developed for usage in (statistical) inverse problems
by [3, 4, 7, 36, 55]. In the literature, there are different definitions of the quasi-
optimality criterion, depending on the considered setting. In the setting of general
filters, Neubauer [55] defines

˛QO WD argmin
˛2A

�
�
�r˛

�

T�T
� Of˛
�
�
�
X
:

Apparently, this is not a meaningful choice for spectral cut-off regularization, where
r˛ .T�T/ Of˛ D 0 for all ˛ 2 A . The more common and initial definition—which we
will use here—works for a discrete set ˛1 < : : : : < ˛m of possible regularization
parameters and is given by

nQO WD argmin
1�n�m�1

�
�
� Of˛n � Of˛nC1

�
�
�
X

and ˛QO WD ˛nQO : (18)

If ˛n D ˛0qn, it can readily be seen that both definitions are consistent for Tikhonov
regularization. Note that the computation of ˛QO is substantially more simple than
the ones discussed above, as neither an estimate for the variances of Of˛j nor the noise
level 
 is required. The latter is also very helpful in practice, as no or only rough
knowledge of the noise level makes the methods discussed above not applicable
or unstable. As mentioned before, the famous Bakushinskiı̆ veto [1] does not hold
true in the situation considered in this paper. In fact, it has been shown that the
quasi-optimality criterion leads to a convergent regularization scheme under suitable
assumptions. For Tikhonov regularization, [3, 4] show an oracle inequality of the
form (11) if the unknown solution satisfies a source condition (6) of Hölder-type
(this is ' .�/ D ��) with 0 < � � 1 and if T is mildly ill-posed. For spectral cut-off
regularization, order optimality has been shown in a Bayesian setting in [7]. We also
mention [36] for results in the purely deterministic case.
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4 Numerical Comparison

In this section we will compare the aforementioned parameter choice rules in
several numerical examples. Note that all of them consist in minimizing some
functional w.r.t. ˛, which can be challenging in general. We therefore discretize
the set A of possible regularization parameters in a logarithmically equispaced
way. Furthermore we restrict ourselves to regularization parameters in

�


2; kT�Tk�,
as the optimal parameter will (asymptotically) be larger that 
2 and smaller than
kT�Tk. Consequently,

Ad D
n

˛k D 
2 � rk
ˇ
ˇ k D 0; 1; : : : ;

j

.log .r//�1 log
�


�2 kT�Tk�
ko

(19)

with r > 1 should be an appropriate approximation of the continuous parameter set
A . Clearly, a larger value of r will result in a worse practical performance, whereas
r � 1 typically makes the computations unfeasible. Note that in many examples
one finds from the error decomposition (5) that the discrete parameter set Ad is able
to resemble the optimal behavior of a continuous parameter set A up to a constant
depending on r (see e.g. [65]). In our simulations we will always use r D 1:2. We
also tried different values of r which did not influence the results significantly.

In practice, some of the investigated parameter choice methods are very sensitive
w.r.t. too small or too large values of ˛. This is especially the case for the quasi-
optimality criterion, which is known to oversmooth the solution if Ad contains too
large ˛’s, and to undersmooth if it contains too small values (cf. [5]). To avoid both,
we furthermore consider only a subset A 0d � Ad such that max˛2A 0

d
˛ � 1 and

˚ .˛/ � 2�1 max˛2Ad ˚ .˛/ for all ˛ 2 A 0d with the variance function

˚2 .˛/ D 
2Trace
�

q˛
�

T�T
�2

T�T
�

:

The rationale behind the second restriction is as follows. As ˚ is monotonically
decreasing one has max˛2Ad ˚ .˛/ D ˚ .˛0/. Furthermore there exists some N̨ such
that ˚ .˛/ � 2�1˚ .˛0/ for all ˛ � N̨ and ˚ .˛/ > 2�1˚ .˛0/ for all ˛ < N̨ . Using
that the first term in (5) is monotonically increasing we can now compute
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for all ˛ 2 Ad; ˛ < N̨ . But for the optimal ˛ 2 Ad, a lower bound as proven
above is not to be expected, and hence it is reasonable that the optimal ˛ 2 Ad

should satisfy ˛ � N̨ or equivalently ˚ .˛/ � 2�1 max˛2Ad ˚ .˛/, i.e. it should be
contained in A 0d .
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Fig. 1 Empirical means of the unbiased risk estimation score function ˛ 7! Orw .˛; Y/ and the
risk rw .˛; f / (simulated from 104 runs; left) and problematic example cases of both (right) for
Tikhonov regularization with 
 D 6:1035 
 10�5. The corresponding minima are always marked
by a cross. Shown are the antiderivative problem (score function: , true risk: ), the satellite
gradiometry problem (score function: , true risk: ), and the backwards heat problem (score
function: , true risk: )

It will turn out that the score function Orw .˛;Y/ in the unbiased risk estima-
tion principle is to some extend sensitive w.r.t. the noise in Y, which causes
some instabilities in the corresponding parameter choice strategy. Even though
E ŒOrw .˛;Y/� D rw .˛; f / up to a constant independent of ˛, both quantities can
vary significantly for single experiments. This is shown in Fig. 1, where on the left
empirical means of both quantities are shown (simulated from 104 runs), and on the
right some problematic cases of both are depicted. In all cases, Orw .�;Y/ has been
shifted such that min˛2A 0

d
Orw .˛;Y/ D min˛2A 0

d
rw .˛; f /. In the plot it can be seen

that even though in expectation both quantities agree quite well, in some cases the
variation causes a big difference in the minimizers. We will see that this leads to
instabilities in the parameter choice strategy based on empirical risk minimization.
Up to some extend this is caused by the design of the method, as it is based on some
quantity (Orw .˛;Y/) which behaves correctly in expectation, whereas all the other
parameter choice strategies are designed based on the available (single) instance of
the problem.

Furthermore we emphasize that rw .�; f / as well as Orw .�;Y/ vary over several
orders of magnitude, and that the more ill-posed the problem, the more flat is
Orw .�;Y/ around its minimum.

In the following we will compare the empirical MSE and its variance under the
investigated parameter choice methods from Sect. 3 in three different problems with
three different regularization methods. The three problems and the corresponding
results will be given below. As regularization methods we consider spectral cut-
off regularization, Tikhonov regularization, and Showalter regularization, which
are all three described in Sect. 2. The empirical MSE and its variance will be
computed by Monte Carlo simulations with 104 experiments per noise level 
 2
˚

2�15; : : : ; 2�25
�

. For comparison, we will also depict results for the optimal but
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practically unavailable parameter choice rule

˛or WD argmin
˛2A 0

d

rs .˛; f / (20)

and (in case of the MSE) the optimal rate of convergence known from the theory.
For the empirical variance, the optimal rate of convergence is not discussed in this
study. Nevertheless, asymptotically we expect that
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2
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� N .m .
/ ; v .
//

with functions m; v W RC ! R
C corresponding to the analytical mean and variance

of the MSE of the estimator. The decay of m is typically considered as the rate
of convergence of the estimator, but the decay of v is interesting as well, as it
can be interpreted as the rate of concentration. If v does not tend to 0, then the
estimator might have a good MSE, but still its practical performance is questionable.
Consequently, in our plots we depict estimates of m and v.

4.1 A Mildly Ill-Posed Problem: The Second Antiderivative

At first we investigate the empirical rate of convergence in a mildly ill-posed
situation borrowed from [31]. Consider the following Fredholm integral operator
T W L2 .Œ0; 1�/ ! L2 .Œ0; 1�/ of the first kind

.Tf / .x/ D
1Z

0

k .x; y/ f . y/ dy; x 2 Œ0; 1�

with kernel k .x; y/ D min fx � .1 � y/ ; y � .1 � x/g ; x; y 2 Œ0; 1�. This implies that
.Tf /00 D �f for all f 2 L2 .Œ0; 1�/. Explicit computations show that the singular
values 
k of T satisfy 
k � k�2.

For the discretization of this operator we choose the composite midpoint rule, i.e.
with the equidistant points x1 D 1

2n ; x2 D 3
2n ; : : : ; xn D 2n�1

2n we approximate

.Tf / .xi/ D
1Z

0

k .xi; y/ f . y/ dy � 1

n

nX

jD1
k
�

xi; xj
�

f
�

xj
�

; 1 � i � n:

As exact solution we consider the continuous function

f .x/ D
(

x if 0 � x � 1
2
;

1 � x if 1
2

� x � 1:
(21)
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As argued in [43], the optimal rate of convergence in this situation is O
�



3
4�"
�

for any " > 0. To avoid an inverse crime, the exact data g D Tf is implemented
analytically:

g .x/ D
8

<

:

� x.4x2�3/
24

if 0 � x � 1
2
;

.x�1/.4x2�8xC1/
24

if 1
2

� x � 1:

The results are shown in Figs. 2, 3, and 4. We find that all parameter choice
rules under investigation yield the optimal rate of convergence. The quasi-optimality
criterion seems to be most sensitive w.r.t. the possible regularization parameters,
which is mostly observed in combination with spectral cut-off regularization. This
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Fig. 2 Simulation results for spectral cut-off regularization in the antiderivative problem from
Sect. 4.1 with different parameter choice methods: oracle choice ( ), empirical risk mini-
mization ( ), Lepskiı̆-type balancing principle ( ), quasi-optimality criterion ( ), and
discrepancy principle ( )
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Fig. 3 Simulation results for Tikhonov regularization in the antiderivative problem from Sect. 4.1
with different parameter choice methods: oracle choice ( ), empirical risk minimization ( ),
Lepskiı̆-type balancing principle ( ), quasi-optimality criterion ( ), and discrepancy princi-
ple ( )
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Fig. 4 Simulation results for Showalter regularization in the antiderivative problem from Sect. 4.1
with different parameter choice methods: oracle choice ( ), empirical risk minimization ( ),
Lepskiı̆-type balancing principle ( ), quasi-optimality criterion ( ), and discrepancy princi-
ple ( )

effect has already been observed in [5] and will also be seen in the other two
examples below. Note that the conditions mentioned in Sect. 3.5 to ensure order
optimality are satisfied here. Concerning the other parameter choice strategies,
it seems that empirical risk minimization has a slightly higher variance than
the discrepancy principle and the Lepskiı̆-type balancing principle. It is very
likely that this is caused by problems in minimizing ˛ 7! Orw .˛;Y/ as show in
Fig. 1.

4.2 A Severely Ill-Posed Operator: Satellite Gradiometry

As a second example we consider an inverse problem in satellite gradiometry [23].
Consider the unit ball B D ˚

x 2 R
d
ˇ
ˇ kxk2 D 1

�

and the unit sphere S WD @B. Given

measurements of g D @2u
@r2

on RS with R > 1 we want to find f in

8

ˆ̂
<

ˆ̂
:

�u D 0 in R
d n B;

u D f on S;

ju .x/j D O
�

kxk�12
�

as kxk2 ! 1:

If d D 3 and B is considered as an approximation of the earth, then u describes
the gravitational potential of the earth, and we want to determine this potential on
the earth’s surface from satellite measurements of the potentials second derivative
of the gravitational potential in radial direction. For computational simplicity, we
consider d D 2 in the following. Let us define the forward operator T W f 7! g as
T W L2 .S; �/ ! L2 .RS; �/ with the surface measure � on S. Note that u can be
computed explicitly using the Poisson formula. If the corresponding integral kernel
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is furthermore expanded as a power series in R, this gives an explicit representation
of T in form of a Fourier series (cf. [38]), i.e.

.Tf / .x/ D
1X

kD�1
jkj .jkj C 1/R�jkj�2 exp .ikx/ Of .k/ :

Consequently, T is severely ill-posed with singular values 
k D jkj .jkj C 1/R�jkj�2.
Furthermore it follows that Of .0/ cannot be determined from Tf . Hence we choose

f .x/ D �

2
� jxj ; x 2 Œ��; ��

as exact solution. This ensures that kf C ck2L2 is minimal for c D 0, i.e. all reg-
ularization schemes considered here will produce reconstructions which converge
towards f . It follows from [30, Prop.16] and similar computations as in [43] that the

optimal rate of convergence in this situation is O
�

.� log .
//�3C"
�

for any " > 0.

Furthermore, g D Tf can be computed analytically from

g .x/ D 4

�

X

m2N

	

1C 1

2m C 1




R�2m�3 cos ..2m C 1/ x/ ; x 2 Œ��; �� :

To discretize T we choose again equidistant points x1; : : : ; xn in Œ��; �� and replace
f by the piecewise constant approximation Qf D Pn

jD1 f
�

xj
�

1Œxj��=n;xjC�=n�. This
yields

.Tf / .xi/ �
nX

jD1

 

2

�

X

m2N

sin
��m

n

�

.m C 1/R�m�2 cos
�

m
�

xi � xj

��

!

f
�

xj

�

; 1� i � n:

The inner sum is truncated at m D 64, and to avoid an inverse crime, the summation
in the definition of g is truncated at m D 128. In our simulations, we set R D 2.

The results are shown in Figs. 5, 6, and 7. For spectral cut-off regularization we
observe a different behavior than for Tikhonov and Showalter regularization. This
is due to the fact that the ‘interesting’ regularization parameters for spectral cut-off
regularization are exactly ˛ D 
k with the singular values 
k of T, but those are
not well covered by our set A 0d . More precisely, there are some ˛k 2 A 0d which
yield the same spectral cut-off reconstruction, and some pairs with several singular
values in between. Still it can be seen that all parameter choice strategies but the
quasi-optimality principle yield the order optimal convergence rate for spectral cut-
off, and all strategies yield the order optimal convergence rate in Tikhonov and
Showalter regularization. Furthermore we observe that empirical risk minimization
behaves slightly worse and its variance decreases only slowly. This is due to the
fact that ˛ 7! Orw .˛;Y/ is nearly constant around its minimum, and hence the
minimizer has a high variance itself, cf. Fig. 1. Consequently, it is questionable if
URE performs optimal in this situation.
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Fig. 5 Simulation results for spectral cut-off regularization in the satellite gradiometry problem
from Sect. 4.2 with different parameter choice methods: oracle choice ( ), empirical risk
minimization ( ), Lepskiı̆-type balancing principle ( ), quasi-optimality criterion ( ), and
discrepancy principle ( )
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Fig. 6 Simulation results for Tikhonov regularization in the satellite gradiometry problem from
Sect. 4.2 with different parameter choice methods: oracle choice ( ), empirical risk mini-
mization ( ), Lepskiı̆-type balancing principle ( ), quasi-optimality criterion ( ), and
discrepancy principle ( )

4.3 Another Severely Ill-Posed Operator: The Backwards Heat
Equation

As a third example we consider the so-called backwards heat equation. Given
measurements of g D u .�; Nt/ with Nt > 0 we want to find f in the periodic heat
equation

8

ˆ̂
<

ˆ̂
:

@u
@t .x; t/ D @2u

@t2
.x; t/ in .��; �� � .0; Nt/ ;

u .x; 0/ D f .x/ on Œ��; �� ;
u .��; t/ D u .�; t/ on t 2 .0; Nt � :
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Fig. 7 Simulation results for Showalter regularization in the satellite gradiometry problem
from Sect. 4.2 with different parameter choice methods: oracle choice ( ), empirical risk
minimization ( ), Lepskiı̆-type balancing principle ( ), quasi-optimality criterion ( ), and
discrepancy principle ( )

Let us define the forward operator T W f 7! g as T W L2 .Œ��; ��/ ! L2 .Œ��; ��/.
Separation of variables gives an explicit representation of T in form of a Fourier
series, i.e.

.Tf / .x/ D
1X

kD�1
exp

��k2Nt� exp .ikx/ Of .k/ :

Consequently, T is severely ill-posed with singular values 
k D exp
��k2Nt�. As exact

solution we choose again

f .x/ D �

2
� jxj ; x 2 Œ��; �� :

Similarly as in [30, Rem.15] it can be seen that the optimal rate of convergence

is O
�

.� log .
//�3=2C"
�

for any " > 0. Furthermore, g D Tf can be computed

analytically from

g .x/ D 4

�

X

m2N

exp
�

� .2m C 1/2 Nt
�

.2m C 1/2
cos ..2m C 1/ x/ ; x 2 Œ��; �� :

To discretize T we proceed as in Sect. 4.2, which yields

.Tf / .xi/�
nX

jD1

 

2

�

X

m2N

exp
��m2Nt�

m
sin
��m

n

�

cos
�

m
�

xi � xj
�� C 1

n

!

f
�

xj
�

; 1� i � n:
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The inner sum is truncated at m D 64, and to avoid an inverse crime, the summation
in the definition of g is truncated at m D 128. In our simulations, we set Nt D 0:1.

The results are shown in Figs. 8, 9, and 10. Again for spectral cut-off regu-
larization the empirical MSE behaves less regular, which is due to the extremely
fast decay of the singular values. A difference is only to be expected once 
 falls
below the next singular value, which explains the step-like behavior. Besides this,
it seems that all parameter choice strategies yield the order optimal convergence
rate for spectral cut-off, Tikhonov and Showalter regularization. Even though the
severely ill-posed case is not covered by the assumptions from Sect. 3.5 to ensure
this for the quasi-optimality criterion, this result suggests that something similar
should hold true for severely ill-posed operators. For all regularization methods,
the variances behave comparably irregular, even though they are small compared to
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Fig. 8 Simulation results for spectral cut-off regularization in the backwards heat problem
from Sect. 4.3 with different parameter choice methods: oracle choice ( ), empirical risk
minimization ( ), Lepskiı̆-type balancing principle ( ), quasi-optimality criterion ( ), and
discrepancy principle ( )
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Fig. 9 Simulation results for Tikhonov regularization in the backwards heat problem from
Sect. 4.3 with different parameter choice methods: oracle choice ( ), empirical risk mini-
mization ( ), Lepskiı̆-type balancing principle ( ), quasi-optimality criterion ( ), and
discrepancy principle ( )
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Fig. 10 Simulation results for Showalter regularization in the backwards heat problem from
Sect. 4.3 with different parameter choice methods: oracle choice ( ), empirical risk mini-
mization ( ), Lepskiı̆-type balancing principle ( ), quasi-optimality criterion ( ), and
discrepancy principle ( )

the MSE and decay as 
 & 0. The only exception is empirical risk minimization
where the variance roughly stays constant. This is again due to the fact that ˛ 7!
Orw .˛;Y/ is nearly constant around its minimum, and hence the minimizer has a high
variance itself, cf. Fig. 1. Again, it is questionable if URE performs optimal in this
situation.

4.4 Inefficiency Simulations

As we are not only interested in convergence rates simulations, but also in oracle
inequalities, we will now try to infer numerically if an oracle inequality of the
form (12) holds, more precisely we want to know if

E

��
�
�bf N̨ � f

�
�
�

2

X




� c min
˛2A 0

d

E

��
�
� Of˛ � f

�
�
�

2

X




(22)

is satisfied and if so, what is the best possible value of c � 1. Inspired by [5, 18] we
consider the following setup. The forward operator is a 300 � 300 diagonal matrix
with singular values � .k/ D exp .�ak/ with fixed parameter a > 0. Consequently,
the ill-posedness is comparable to the satellite gradiometry problem. Then we repeat
the following experiment 104 times : Given a parameter � we generate a random
ground truth f 2 R

300 by f .k/ D ˙k�� � �1C N
�

0; 0:12
��

where the sign is
independent and uniformly distributed for each component. From this ground truth,
data is generated according to Y.k/ D � .k/ � f .k/ C N

�

0; 
2
�

where the noise
is again independent in each component. Based on the data compute empirical
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Fig. 11 Efficiency simulations for Tikhonov regularization with different smoothness parameters
a and �. Shown are ROR=RURE ( ), ROR=RLEP ( ), ROR=RQO ( ), and ROR=RDP ( )

versions of the MSEs
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with � 2 fOR;URE;LEP;QO;DPg. In Fig. 11 we depict the fractions of the oracle
risk with the different MSEs for several parameters � and a to compare the average
behavior of these parameter choice methods. The closer the value of such a fraction
is to the (optimal) value of 1, the better performs this parameter choice strategy and
the smaller c in (22).

In conclusion we empirically find that the quasi-optimality principle performs
most stable and is in all investigated situations nearly as good as the oracle choice.
This is not clear from the analytical results in Sect. 3.5, as those are limited to mildly
ill-posed problems. The Lepskiı̆-type balancing principle also performs well in our
simulations, but with a larger constant c in (22). The discrepancy principle behaves
comparable. These results are in agreement with the theoretical facts that an oracle
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inequality is satisfied, and that we do not expect the loss of a logarithmic factor for
˛LEP to be visible here.

The choice ˛URE shows a behavior which is harder to interpret. For ˛URE we
observe in most situations that the performance decreases as 
 becomes smaller,
and this effect is stronger for smoother solutions, whereas the ill-posedness seems
to have smaller effect. Especially for smooth solutions f it is questionable if (22) can
be satisfied. On the other hand, the theoretical results on empirical risk minimization
show that (22) is too ambitious anyway, and that a weaker oracle inequality could
still be satisfied.

5 Conclusion

In this study we have investigated four different parameter choice methods in
filter based regularization of statistical inverse problems. For the discrepancy
principle, unbiased risk estimation, the Lepskiı̆-type balancing principle, and the
quasi-optimality principle we have recalled the most important theoretical facts
on order optimality and oracle inequalities, and afterwards compared all of them
in a simulation study with focus on severely ill-posed operators. It turned out all
four seem to perform order optimal in the situations we investigated, with unbiased
risk estimation having a higher variance than the others. We also investigated the
efficiency in terms of the constant c in an oracle inequality of the form (22). In
this simulation, the quasi-optimality principle turned out to be best, followed by
the Lepskiı̆-type balancing principle. For unbiased risk estimation it is questionable
from our simulations if an oracle inequality of the form (22) is satisfied.

In conclusion, the quasi-optimality principle seems to be the most favorable the
parameter choice strategy, as it outperforms the other investigated strategies and is
most simple to implement. Nevertheless, the set of regularization parameters needs
to be chosen carefully. The second favorable choice seems to be the Lepskiı̆-type
balancing principle, which also performs well and very stable in all investigated
situations, but at the price of a substantially higher computational effort.
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Relaxing Alternating Direction Method
of Multipliers (ADMM) for Linear
Inverse Problems

Zehui Wu and Shuai Lu

Abstract We investigate the Alternating Direction Method of Multipliers (ADMM)
for solving linear inverse problems. In particular, a relaxing factor is introduced to
the standard algorithm allowing more flexible updating of the Lagrange multiplier.
The convergence result is established for the Relaxing ADMM for the noise free data
under appropriate assumptions. We also calibrate the convergence of the algorithm
for the noisy data when noise vanishes by a modified discrepancy principle.

1 Introduction and Preliminaries

We consider a linear inverse problem

Ax D b; x 2 X ; (1)

where A is a bounded linear operator acting from X to H , b is the observation
data and x is the unknown variable. We call b consistent if there exists x such that (1)
holds true. Such an inverse problem is usually ill-posed in the sense that the recovery
of x does not depend continuously on the data b. In particular, a small perturbation in
the observation may lead to huge deviation of the solution, see for example [5, 8, 12].

To solve the ill-posed problem (1) stably, we usually minimize a functional
f .Wx/ with respect to the constraint such that the following minimization problem
is considered

min
x

f .Wx/ s:t: Ax D b; x 2 D.W/
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where f is a specific functional described below. By defining an auxiliary variable
y, we transfer the above problem into a general form

min
x;y

f . y/

s:t: Ax D b; Wx D y; x 2 D.W/: (2)

We collect following definitions and assumptions before we proceed further.

Definition 1 Let Y be a Hilbert space. The functional f W Y ! .�1;C1� is
called proper, if

D. f / WD f y 2 Y W f . y/ < 1g

is not empty.
The functional f W Y ! .�1;C1� is called strongly convex, if there exists a

constant c0 > 0 such that for any y1; y2 2 Y and 0 � t � 1 the following inequality
holds true

f .ty1 C .1 � t/y2/C c0t.1 � t/k y1 � y2k2 � tf . y1/C .1 � t/f . y2/:

ut
The main assumption is presented below.

Assumption 1 Let X , Y , H be Hilbert spaces. Following items are assumed to
be true.

(I) A W X ! H is a linear bounded (or compact) operator, A� W H ! X is its
adjoint operator;

(II) f W Y ! .�1;C1� is a proper, lower semi-continuous, strongly convex
functional;

(III) D.W/ is dense in X and W W X ! Y is a closed linear operator;
(IV) There exists a constant c1 > 0 such that for any x 2 D.W/ there holds

kAxk2 C kWxk2 � c1kxk2:

Items .III/ and .IV/ in Assumption 1 are standard in classic regularization theory
where W is usually considered as a differential operator, c.f. [5, 12]. Different
choices of f can be found in [11, 13, 16]. In particular the monograph [15] collects
a systematic investigation of different regularization schemes in Banach spaces,
where f is not quadratic.

The following theorem shows that under above Assumption 1, the variational
problem (2) has a unique solution referring to [10].
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Theorem 1 ([10]) Let the observation data b be consistent and Assumption 1 .I/–
.IV/ hold true, then the optimization problem (2) has a unique solution x� 2 D.W/
and Wx� 2 D. f /.

We denote @f .y/ be the subgradient of the functional f at y defined by

@f . y/ D f� 2 Y W f .Oy/ � f . y/ � h�; Oy � yi � 0; 8Oy 2 Y g:

In particular, we need the Bregman distance in [2] between Oy and y which is defined
by

D�f .Oy; y/ D f .Oy/ � f . y/� h�; Oy � yi; � 2 @f . y/:

We note that the Bregman distance plays important roles in convergence analysis
of regularization schemes for linear inverse problems [3, 9, 14] and the Bregman
distance of any strongly convex functional has the following property.

Proposition 1 ([10]) Let f be a strongly convex functional, � and O� be the
subgradient of f at point y and Oy respectively. Then the following estimates hold
true

D�f .Oy; y/ � c0kOy � yk2;
h�� O�; y � Oyi � 2c0k y � Oyk2:

We consider the augmented Lagrangian functional of the minimization prob-
lem (2) below

L�1;�2.x; yI�;�/ D f . y/C h�;Ax � bi C h�;Wx � yi
C �1

2
kAx � bk2 C �2

2
kWx � yk2;

where weighted constants �1 and �2 are positive. Referring to the optimality
conditions, we investigate the Relaxing ADMM such that

�kC1 D �k C ��1.Axk � b/; (3)

�kC1 D �k C �2.Wxk � yk/; (4)

xkC1 D arg min
x

L�1;�2 .x; ykI�kC1; �kC1/; (5)

ykC1 D arg min
y

L�1;�2 .xkC1; yI�kC1; �kC1/: (6)

Compared with the standard ADMM [1], we have introduced a relaxing factor
� in (3) to allow more flexible updating of the Lagrange multiplier �. In the
Relaxing ADMM (3)–(6), the sub-optimization problem (5) is quadratic, whereas
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the sub-optimization problem (6) can be solved analytically with some prior
information of a specific choice of f . We shall mention that another form of ADMM
updates firstly the iterates .xkC1; ykC1/ then the Lagrange multipliers .�kC1; �kC1/.
Its performance in linear inverse problems has been well discussed in [10]. A
relaxing ADMM has been investigated in [4] where a simplified case with W D I is
considered. Convergence analysis for the Relaxing ADMM (3)–(6) in current work
is not trivial compared with the existing ones.

Rest of the paper is organized as follows. In Sect. 2, we collect several lemmas
verifying that the sub-optimization problems (5) and (6) are well-posed. In Sect. 3,
we prove the convergence of the Relaxing ADMM (3)–(6) with exact data under
Assumption 1. In Sect. 4, we calibrate the convergence analysis of the same
algorithm for noisy data when noise vanishes. Finally a conclusion Sect. 5 ends the
manuscript.

2 Basic Lemmas

In this section, we collect several lemmas which are important to carry out the
convergence analysis. We first show that the sub-optimization problems (5)–(6) can
be simplified below.

xkC1 D arg min
x

(

�1

2

�
�
�
�

Ax � b C �kC1
�1

�
�
�
�

2

C �2

2

�
�
�
�

Wx � yk C �kC1
�2

�
�
�
�

2
)

;

ykC1 D arg min
y

(

f . y/C �2

2

�
�
�
�

y � WxkC1 � �kC1
�2

�
�
�
�

2
)

:

(7)

In particular, the above sub-optimization problems are well-defined as shown in
[10].

Lemma 1 ([10]) Let Assumption 1 .I/–.IV/ hold true. For any h 2 H and v 2 Y
the optimization problem

min
z2D.W/

�1

2
kAz � hk2 C �2

2
kWz � vk2

has a unique solution and the variables z and Wz depend continuously on h and v.

Lemma 2 ([10]) Let Assumption 1 .I/–.IV/ hold true. The following optimization
problem

min
y2Y L2. y/ D f . y/C �2

2
k y � vk2

has a unique solution y and the variables y and f .y/ depend continuously on v.
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By taking the Euler equations of (7), we obtain

A�Œ�kC1 C �1.AxkC1 � b/�C W�Œ�kC1 C �2.WxkC1 � yk/� D 0;

�kC2 D �kC1 C �2.WxkC1 � ykC1/ 2 @f . ykC1/:
(8)

Notice that the functional f is strongly convex and we have the following inequality,

h�kC2 � �kC1; ykC1 � yki � 2c0k ykC1 � ykk2: (9)

Moreover, we define the following residuals

rk D Axk � b; sk D Wxk � yk: (10)

The following lemma is essential to carry out the convergence analysis of the
Relaxing ADMM.

Lemma 3 Let k be the iteration of the Relaxing ADMM. If k D 1, there holds

A��2 D .� � 1/�1A
�r1 C �2W

�. y0 � y1/ � W��2:

For any k � 2, there holds

�1A
�rk C .� � 1/�1A

�rk�1 D �2W
�Œ. yk�1 � yk/� . yk�2 � yk�1/� � �2W�sk:

Proof The proof follows directly after the sub-optimization problems (3)–(4) and
the optimality condition (8) such that

A��kC1 DA��k C ��1A
�rk C W�.�2sk C �k � �kC1/

D � �1A�rk � W�Œ�k C �2.Wxk � yk�1/�C ��1A
�rk

C W�.�2sk C �k � �kC1/

D.� � 1/�1A�rk C �2W
�. yk�1 � yk/ � W��kC1:

Let k D 1, we obtain the first equality. By implementing (3) and the above equality,
we derive

��1A
�rk D A��kC1 � A��k

D .� � 1/�1A
�.rk � rk�1/

C �2W
�Œ. yk�1 � yk/� . yk�2 � yk�1/� � W�.�kC1 � �k/;

which yields the second equality referring to (8) and (10). ut
Lemma 4 Denote Ek D �1�krkk2 C�2kskk2 C�2k yk � yk�1k2. For any � 2 .0; 2/,
Ek is monotonically non-increasing such that

EkC1 � Ek � ��1.2� �/krkC1 � rkk2 � 4c0k ykC1 � ykk2 � 0;
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and

1X

kD1
k yk � ykC1k2 < 1:

Proof By the definition in (10), we have

rkC1 � rk D A.xkC1 � xk/; skC1 � sk D WxkC1 � Wxk C yk � ykC1:

Implement Lemma 3, we have the following equality,

�1hrkC1 � rk; rkC1i C �2hskC1 � sk; skC1i
D�1hA.xkC1 � xk/; rkC1i C �2hWxkC1 � Wxk C . yk � ykC1/; skC1i
DhxkC1 � xk; .1 � �/�1A

�rki C hxkC1 � xk; �2W
�Œ. yk � ykC1/� . yk�1 � yk/�i

C �2hyk � ykC1; skC1i:

From the inequality (9) we derive,

�1hrkC1 � rk; rkC1i C �2hskC1 � sk; skC1i C .� � 1/�1hrkC1 � rk; rki
��2hskC1 � sk C ykC1 � yk; . yk � ykC1/� . yk�1 � yk/i � 2c0k ykC1 � ykk2:

Following three equalities are straight-forward

�1hrkC1 � rk; rkC1i D �1

2
.krkC1k2 � krkk2 C krkC1 � rkk2/;

�2hskC1 � sk; skC1i D �2

2
.kskC1k2 � kskk2 C kskC1 � skk2/;

�1hrkC1 � rk; rki D �1

2
.�krkk2 � krk � rkC1k2 C krkC1k2/:

The Cauchy–Schwarz inequality further yields

�2h.skC1 � sk/C . ykC1 � yk/; . yk � ykC1/� . yk�1 � yk/i
��2
2

kskC1 � skk2 C �2

2
k. yk � ykC1/� . yk�1 � yk/k2

� �2k ykC1 � ykk2 C �2hyk � ykC1; yk�1 � yki
D�2

2
kskC1 � skk2 � �2

2
k ykC1 � ykk2 C �2

2
k yk � yk�1k2:

The lemma is then proven by considering above equalities and inequalities. ut
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Meanwhile, the following technical lemma is helpful and will be recalled
occasionally in the context.

Lemma 5 Let sk D Wxk � yk and integers m < n. For any � > 0, there holds

�hyn�1 � yn;W.Ox � xn/i � 1

4
kW.Ox � xm/k2 C �.ksmk2 C ksnk2/

C 1

2�

n�1X

kDm

k yk � ykC1k2 C �

2
.n � m � 1/k yn�1 � ynk2:

(11)

Proof The proof is a direct consequence of the Cauchy–Schwarz inequality such
that

� hyn�1 � yn;W.Ox � xn/i

D � hyn�1 � yn;W.Ox � xm/i �
n�1X

kDm

hyn�1 � yn;W.xk � xkC1/i

�1
4

kW.Ox � xm/k2 C k yn�1 � ynk2 �
n�1X

kDm

hyn�1 � yn; sk C yk � ykC1 � skC1i

D1

4
kW.Ox � xm/k2 � hyn�1 � yn; sm � sni �

n�2X

kDm

hyn�1 � yn; yk � ykC1i

�1
4

kW.Ox�xm/k2C�.ksmk2Cksnk2/C 1

2�

n�1X

kDm

kyk�ykC1k2C�

2
.n�m�1/kyn�1�ynk2:

ut

3 Convergence Analysis with Exact Data

We proceed to the convergence analysis of the Relaxing ADMM with exact data.
First lemma considers the asymptotic behavior of the Bregman distance between
neighbouring iterates and Ek.

Lemma 6 Let � 2 .0; 2/, the minimizing sequences fxkg and f ykg are bounded and
satisfies

1X

kD1

�

D�kC1
f . ykC1; yk/C Ek

�

< 1:
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Proof Denote .Ox; Oy/ be a feasible point of the optimization problem (2). By the
Bregman distance and (4), we have

D�kC2
f .Oy; ykC1/ � D�kC1

f .Oy; yk/C D�kC1
f . ykC1; yk/

D h�kC1 � �kC2; Oy � ykC1i D ��2hskC1;W Ox � ykC1i
D ��2hskC1;W.Ox � xkC1/C skC1i D ��2kskC1k2 � �2hskC1;W.Ox � xkC1/i:

Implement Lemma 3, we derive

D�kC2
f .Oy; ykC1/ � D�kC1

f .Oy; yk/C D�kC1
f . ykC1; yk/

D � �2kskC1k2 � hOx � xkC1; �2W�Œ. yk � ykC1/� . yk�1 � yk/�i
C hOx � xkC1; �1A�rkC1 C .� � 1/�1A�rki

D � �2kskC1k2 � �1krkC1k2 � .� � 1/�1hrk; rkC1i
C �2hyk�1 � yk;W.Ox � xkC1/i � �2hyk � ykC1;W.Ox � xkC1/i: (12)

We sum up both sides of (12) and obtain

D�nC1
f .Oy; yn/ � D�mC1

f .Oy; ym/C
n�1X

kDm

D�kC1
f . ykC1; yk/

D �
nX

kDmC1

�

�2kskk2 C �1krkk2
� � .� � 1/�1

n�1X

kDm

hrk; rkC1i

C �2

n�2X

kDm�1
hyk � ykC1;W.Ox � xkC2/i � �2

n�1X

kDm

hyk � ykC1;W.Ox � xkC1/i

D �
nX

kDmC1

�

�2kskk2 C �1krkk2
� � .� � 1/�1

n�1X

kDm

hrk; rkC1i

C �2

n�2X

kDm

hyk � ykC1;W.xkC1 � xkC2/i C �2hym�1 � ym;W.Ox � xmC1/i

� �2hyn�1 � yn;W.Ox � xn/i: (13)

Let m D 1, we thus have

D�nC1
f .Oy; yn/C

n�1X

kD1
D�kC1

f . ykC1; yk/
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DD�2 f .Oy; y1/�
nX

kD2
.�2kskk2 C �1krkk2/� .� � 1/�1

n�1X

kD1
hrk; rkC1i

C �2hy0 � y1;W.Ox � x2/i C �2

n�2X

kD1
hyk � ykC1;W.xkC1 � xkC2/i

� �2hyn�1 � yn;W.Ox � xn/i: (14)

We provide the error estimates for three items appearing in the right-hand side
of (14) below

n�1X

kD1
jhrk; rkC1ij �

n�1X

kD1

krkk2 C krkC1k2
2

�
nX

kD1
krkk2; (15)

n�2X

kD1
hyk � ykC1;W.xkC1 � xkC2/i

D
n�2X

kD1
hyk � ykC1; skC1 C . ykC1 � ykC2/� skC2i

�
n�2X

kD1
k yk � ykC1k.kskC1k C k ykC1 � ykC2k C kskC2k/

�
n�2X

kD1

	
1

8
kskC1k2 C 1

8
kskC2k2 C 9

2
k yk � ykC1k2 C 1

2
k ykC1 � ykC2k2




� 1

4

nX

kD2
kskk2 C 5

n�1X

kD1
k yk � ykC1k2; (16)

and

�hyn�1 � yn;W.Ox � xn/i � 1

4
kW.Ox � x1/k2 C 1

4

�ks1k2 C ksnk2�

C 2

n�1X

kD1
k yk � ykC1k2 C n

8
k yn�1 � ynk2 (17)

by letting m D 1, � D 1
4

in Lemma 5.
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With the aid of above (in)equalities (14)–(17), we have the following estimate

D�nC1
f .Oy; yn/C

n�1X

kD1
D�kC1

f . ykC1; yk/ � C �
nX

kD2
.�1krkk2 C �2kskk2/

C j� � 1j�1
nX

kD1
krkk2

C �2

4

nX

kD2
kskk2 C 5�2

n�1X

kD1
k yk � ykC1k2 C �2

4
ksnk2

C 2�2

n�1X

kD1
k yk � yk�1k2 C n�2

8
k yn�1 � ynk2

�C � �1.1 � j� � 1j/
nX

kD2
krkk2 � �2

2

nX

kD2
kskk2

C 7�2

n�1X

kD1
k yk � ykC1k2 C n�2

8
k yn�1 � ynk2 (18)

where the constant C does not depend on n.
At the same time, Lemma 4 has shown that

1X

kD1
k yk � ykC1k2 < 1:

We can find a subsequence nj ! 1 such that

njk ynj � ynjC1k2 ! 0 . j ! 1/:

Therefore for arbitrary 0 < � < 2, we have

nj�1
X

kD1
D�kC1

f . ykC1; yk/C �1.1 � j1 � � j/
nj
X

kD2
krkk2 C �2

2

nj
X

kD2
kskk2 � C:

Let j ! 1,

1X

kD1

�

D�kC1
f . ykC1; yk/C Ek

�

< 1:
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By Lemma 4, we know that fEkg is monotonically non-increasing, thus

n�2k yn � yn�1k2 � nEn �
nX

kD1
Ek < C;

and

lim
n!1 k yn � yn�1k D 0; lim

n!1En D 0:

By (18) and the strong convexity of f , we derive

C � D�nC1
f .Oy; yn/ � c0kOy � ynk2:

Therefore f yng is a bounded sequence. Moreover, because limn!1 En D 0, we
further have

lim
n!1Axn D b; lim

n!1.Wxn � yn/ D 0:

Since fAxng and fWxng are bounded sequences, by Assumption 1 .IV/,

c1kxnk2 � kAxnk2 C kWxnk2 < 1;

we prove that fxng is also a bounded sequence. ut
Lemma 7 Denote .Ox; Oy/ be a feasible point of (2) and let � 2 .0; 2/. Then the
Bregman distance sequence fD�kC1

f .Oy; yk/g converges.

Proof We consider (13) and obtain

ˇ
ˇD�nC1

f .Oy; yn/� D�mC1
f .Oy; ym/

ˇ
ˇ

�
n�1X

kDm

D�kC1
f . ykC1; yk/C

nX

kDmC1
.�1krkk2 C �2kskk2/

C �2

ˇ
ˇ
ˇ
ˇ
ˇ

n�2X

kDm

hyk � ykC1;W.xkC1 � xkC2/i
ˇ
ˇ
ˇ
ˇ
ˇ
C �2jhym�1 � ym;W.Ox � xmC1/ij

C �2jhyn�1 � yn;W.Ox � xn/ij C j1 � � j�1
n�1X

kDm

jhrk; rkC1ij: (19)

Notice that

ˇ
ˇ
ˇ
ˇ
ˇ

n�2X

kDm

hyk � ykC1;W.xkC1 � xkC2/i
ˇ
ˇ
ˇ
ˇ
ˇ

� 1

4

nX

kDmC1
kskk2 C 5

n�1X

kDm

k yk � ykC1k2:
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Substitute it into (19), we obtain

ˇ
ˇD�nC1

f .Oy; yn/� D�mC1
f .Oy; ym/

ˇ
ˇ

�
n�1X

kDm

D�kC1
f . ykC1; yk/C

nX

kDmC1
.�1krkk2 C �2kskk2/C j1 � � j�1

nX

kDm

krkk2

C �2

4

nX

kDmC1
kskk2 C 5�2

n�1X

kDm

k yk � ykC1k2

C �2k ym�1 � ymkkW.Ox � xmC1/k C �2k yn�1 � ynkkW.Ox � xn/k: (20)

By Lemma 6, we verify that the right hand side of (20) tends to 0 when m; n ! 1
such that

lim
m;n!1 jD�nC1

f .Oy; yn/ � D�mC1
f .Oy; ym/j D 0:

ut
We thus prove convergence of the Relaxing ADMM.

Theorem 2 Let Assumption 1 .I/–.IV/ hold true, � 2 �
2
3
; 2
�

and the observation
data b be consistent. Denote x�; y� D Wx� be the exact solution. Then the Relaxing
ADMM (3)–(6) converges such that

xk ! x�; yk ! y�; Wxk ! y�;

f . yk/ ! f . y�/; D�kC1
f . y�; yk/ ! 0; .k ! 1/:

Proof We first prove f ykg is a Cauchy sequence. Assume .Ox; Oy/ is a feasible point,
we have the following equality

D�mC1
f . yn; ym/� D�mC1

f .Oy; ym/C D�nC1
f .Oy; yn/ D h�nC1 � �mC1; yn � Oyi:

(21)

From (4) we have,

h�nC1 � �mC1; yn � Oyi D
nX

kDmC1
h�kC1 � �k; yn � Oyi

D �2

nX

kDmC1
hsk; yn � Oyi

D ��2
nX

kDmC1
hsk; sni C �2

nX

kDmC1
hsk;W.xn � Ox/i:
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By using Lemma 3, we have

jh�nC1 � �mC1; yn � Oyij

D
ˇ
ˇ
ˇ
ˇ
ˇ
��2

nX

kDmC1
hsk; sni C

nX

kDmC1
h�2W�Œ. yk�1 � yk/� . yk�2 � yk�1/�; xn � Oxi

�
nX

kDmC1
h�1A�rk C .� � 1/�1A�rk�1; xn � Oxi

ˇ
ˇ
ˇ
ˇ
ˇ

D
ˇ
ˇ
ˇ
ˇ
ˇ
��2

nX

kDmC1
hsk; sni C �2hym � yn � ym�1 C yn�1;W.xn � Ox/i

��1
nX

kDmC1
hrk; rni � .� � 1/�1

nX

kDmC1
hrk�1; rni

ˇ
ˇ
ˇ
ˇ
ˇ

��2
2

nX

kDmC1
.kskk2 C ksnk2/C �2jhyn�1 � yn;W.xn � Ox/ij

C �2jhym�1 � ym;W.xn � Ox/ij C �1

2

nX

kDmC1
.krkk2 C krnk2/

C j1 � � j�1
2

nX

kDmC1
.krk�1k2 C krnk2/

��2
2

nX

kDmC1
kskk2 C �1.1C j1 � � j/

2

nX

kDm

krkk2 C �2.n � m/

2
ksnk2

C �1

2
.1C j1 � � j/.n � m/krnk2 C �2jhyn�1 � yn;W.xn � Ox/ij

C �2jhym�1 � ym;W.xn � Ox/ij: (22)

Notice that � 2 Œ2=3; 2/ allows

ˇ
ˇh�nC1 � �mC1; yn � Oyiˇˇ �2

nX

kDmC1
Ek C �2

ˇ
ˇhyn�1 � yn;W.xn � Ox/iˇˇ

C �2jhym�1 � ym;W.xn � Ox/ij: (23)

Implement Lemma 6 and (23), we have

h�nC1 � �mC1; yn � Oyi ! 0 .m; n ! 1/: (24)
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Lemma 7 and (21) further yield

jD�mC1
f . yn; ym/j ! 0 .m; n ! 1/

and the property of Bregman distance shows limm;n!1 k yn � ymk D 0. Thus f yng
is a Cauchy sequence and yn ! Qy.n ! 1/.

Secondly we prove that there exists Qx 2 D.W/ such that

xk ! Qx .k ! 1/;

AQx D b; W Qx D Qy:

From Lemma 6 and yk ! Qy, we have

Wxk ! Qy; Axk ! b:

Furthermore, by using Assumption 1 .IV/ we can prove that fxkg is a Cauchy
sequence and

xn ! Qx .n ! 1/:

Thus we have b D limn!1 Axn D AQx. Notice that W is a closed operator in
Assumption 1 .III/, there holds

Qx 2 D.W/; W Qx D Qy:

Next, we prove that

Qy 2 D. f /; lim
k!1 f . yk/ D f .Qy/; lim

k!1D�kC1
f .Qy; yk/ D 0:

For any feasible point .Ox; Oy/ we have,

f .Oy/C h�kC1; yk � Oyi � f . yk/: (25)

Since f is a proper function and yk is a solution of optimization problem (7), f .yk/

is finite. Because of the lower semi-continuity, we further obtain

f .Qy/ � lim inf
k!1 f . yk/ < 1:

Therefore Qy 2 D. f /.
Since .Qx; Qy/ is a feasible point, we replace .Ox; Oy/ by .Qx; Qy/ and re-consider (23),

lim sup
k!1

jh�kC1; yk � Qyij �
1X

iDmC1
Ei:
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Let m ! 1, we have jh�kC1; yk � Qyij ! 0 .k ! 1/, hence, lim supk!1 f .yk/ �
f .Qy/. By the lower semi-continuity, we have limk!1 f .yk/ D f .Qy/ which yields

lim
k!1D�kC1

f .Qy; yk/ D 0:

Finally, we prove that .Qx; Qy/ is the exact solution .x�; y�/. For any � > 0, referring
to (24), there exists k0 > 0 which satisfies

jh�kC1 � �k0C1; yk � Oyij � �;

�2jhyk0�1 � yk0 ;W.xk � Ox/ij � �; 8k > k0:
(26)

Then (25) yields

f . yk/ � f .Oy/C � C h�k0C1; yk � Oyi:
However,

h�k0C1; yk � Oyi D �h�k0C1; ski C h�k0C1;W.xk � Ox/i

D �h�k0C1; ski C h�2;W.xk � Ox/i C �2

k0X

iD2
hsi;W.xk � Ox/i:

From Lemma 3, we have

h�k0C1; yk � Oyi D � h�k0C1; ski � h�2;A.xk � Ox/i C .� � 1/�1hr1; rki

C �2hy0�y1;W.xk�Ox/i � �1

k0X

iD2
hri; rki � .� � 1/�1

k0X

iD2
hri�1; rki

C �2

k0X

iD2
h. yi�1 � yi/� . yi�2 � yi�1/;W.xk � Ox/i

D � h�k0C1; ski � h�2; rki C .� � 1/�1hr1; rki

� �1

k0X

iD2
hri; rki � .� � 1/�1

k0X

iD2
hri�1; rki

C �2hyk0�1 � yk0 ;W.xk � Ox/i: (27)

Combine (26) and (27), we obtain

jh�k0C1; yk � Oyij �k�k0C1kkskk C k�2kkrkk C j1 � � j�1kr1kkrkk

C .1C j� � 1j/�1.
k0X

iD1
krik/krkk C �:
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From Lemma 6, we derive

lim sup
k!1

f . yk/ � f .Oy/C 2�:

Because f is lower semi-continuous, we thus have

f .Qy/ � lim inf
k!1 f . yk/ � f .Oy/C 2�:

Let � ! 0, then f .Qy/ � f .Oy/. Because of the uniqueness in Theorem 1, we thus
conclude

Qx D x�; Qy D y�:

ut
We shall mention that the interval � 2 �

2
3
; 2
�

in Theorem 2 can be released to
� 2 Œ�; 2/ for any positive constant � < 2=3 such that the right-hand of (22) can be
bounded by some constant, depending on �, multiplying the right-hand of (23). We
consider a simple interval � 2 �

2
3
; 2
�

here just illustrating the role of the relaxing
factor.

4 Convergence Analysis with Noisy Data

Notice that the observation data b is usually contaminated by some noise, careful
calibration of the Relaxing ADMM (3)–(6) shall be considered when noisy data bı

is known instead of the exact one. Moreover, we shall assume that there is a noisy
level ı satisfying

kbı � bk � ı:

We introduce the residual

rık D Axık � bı; sık D Wxık � yık

and present the algorithm for noisy data as below.

Algorithm 1 (Relaxing ADMM for Noisy Data)
Given the forward operator A and the noisy data bı.

(a) Set initial guesses x0 2 D.W/, y0 2 Y , �0 2 H , �0 2 Y , constants �1 > 0,
�2 > 0 and the relaxing parameter � > 0.
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(b) Let k D 0, xı0 D x0, yı0 D y0, �ı0 D �0, �ı0 D �0.
(c) If the stopping criterion is satisfied, with a constant � > 1,

��21krıkk2 C �22ksıkk2 � max.�21; �
2
2/�

2ı2; (28)

then the algorithm terminates.
(d) Update the Lagrange multipliers �, � and solutions x, y by

�ıkC1 D �ık C ��1.Axık � bı/I
�ıkC1 D �ık C �2.Wxık � yık/I
xıkC1 D arg min

x2D.W/
h�ıkC1;Axi C h�ıkC1;Wxi C �1

2
kAx � bık2 C �2

2
kWx � yıkk2I

yıkC1 D arg min
y2Y

f . y/� h�ıkC1; yi C �2

2
kWxıkC1 � yk2:

Let k D k C 1 and return to (c).

We shall emphasize that (28) is a modified discrepancy principle which allows
a stable recovery of the unknown variable x. These type of stopping criterion is
necessary in solving ill-posed problems, see for example [6, 7].

Theorem 3 Let .xık; y
ı
k; �

ı
k; �

ı
k/ be the kth iterate of the Relaxing ADMM for noisy

data and .xk; yk; �k; �k/ be the kth iterate of the Relaxing ADMM for exact data.
Then for any k > 0 and ı ! 0 there holds

xık ! xk; yık ! yk; Wxık ! Wxk;

�ık ! �k; �ık ! �k; f . yık/ ! f . yk/:

Proof Assume that the argument holds true when k D n, we consider the case of
k D n C 1. If ı ! 0, then there holds

�ınC1 D �ın C ��1.Axın � bı/ ! �n C ��1.Axn � b/ D �nC1;

and similarly �ınC1 ! �nC1. By Lemma 1 we further derive

xınC1 ! xnC1; WxınC1 ! WxnC1 if ı ! 0:

Then by implementing Lemma 2 we obtain

yınC1 ! ynC1; f . yınC1/ ! f . ynC1/ if ı ! 0:

ut
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Recall Algorithm 1, we have the explicit updating form

�ıkC1 � �ık D ��1r
ı
k I

�ıkC1 � �ık D �2s
ı
kI

A��ıkC1 C �1A
�rıkC1 D �W�Œ�ıkC1 C �2.WxıkC1 � yık/�I
�ıkC2 2 @f . yıkC1/:

By adjusting the proof of Lemmas 3 and 4, we have the following

Lemma 8 Let k be the iteration of the Relaxing ADMM for noisy data. If k D 1,
there holds

A��ı2 D .� � 1/�1A
�rı1 C �2W

�. yı0 � yı1/� W��ı2:

For any k � 2, there holds

�1A
�rık C .� � 1/�1A�rık�1 D �2W

� �. yık�1 � yık/� . yık�2 � yık�1/
� � �2W�sık:

Lemma 9 Denote Eık D �1�krıkk2 C�2ksıkk2 C�2k yık � yık�1k2. For any � 2 .0; 2/,
fEıkg is monotonically non-increasing such that

EıkC1 � Eık � ��1.2 � �/krıkC1 � rıkk2 � 4c0k yıkC1 � yıkk2 � 0

and

n�1X

kDm

k yıkC1 � yıkk2 � 1

4c0
Eım; (29)

.n � m/�2k yın � yın�1k2 �
nX

kDmC1
Eık :

If we have the noisy data, the Bregman distance between the iterates and the exact
unknown variable shall be re-estimated more carefully.

Lemma 10 Denote kı be the first k which satisfies the stopping criterion (28). Then
kı is finite for any ı > 0.

Let Q�.�/ be the solution of � C �3=2

�
D 2. If � satisfies 0 < 1

�2
< � < Q�.�/ < 2,

for 1 � m < n � kı � 1, the following estimate holds

D�ınC1
f .Oy; yın/C c2

2

nX

kDmC1
Eık �D�ımC1

f .Oy; yım/C j� � 1j�1krımk.krımk=2C ı/
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C �2hyım�1 � yım;W.Ox � xımC1/i C �2

4
kW.Ox � xım/k2

C c2
6
�2ksımk2 C CEım; (30)

where constants c2 and C only depend on c0, �2, � and � .

Proof Similar to (21), we have the estimate

D�ıkC2
f .Oy; yıkC1/� D�ıkC1

f .Oy; yık/C D�ıkC1
f . yıkC1; yık/

D � h�ıkC2 � �ıkC1; Oy � yıkC1i: (31)

By using Lemma 8, we have

� h�ıkC2 � �ıkC1; Oy � yıkC1i D ��2hsıkC1; Oy � yıkC1i
D � �2hsıkC1;W.Ox � xıkC1/C sıkC1i D ��2ksıkC1k2 � h�2W�sıkC1; Ox � xıkC1i
D � �2ksıkC1k2 � h�2W�Œ. yık � yıkC1/� . yık�1 � yık/�; Ox � xıkC1i

C h�1A�rıkC1 C .� � 1/�1A�rık ; Ox � xıkC1i
D � �2ksıkC1k2 � �1krıkC1k2 � .� � 1/�1hrıkC1; rıki

C .� � 1/�1hrık ; b � bıi C �1hrıkC1; b � bıi
C �2hyık�1 � yık;W.Ox � xıkC1/i � �2hyık � yıkC1;W.Ox � xıkC1/i: (32)

Notice that by (31) and (32), the following items are equivalent

.I/ D �2hyık�1 � yık;W.Ox � xıkC1/i � �2hyık � yıkC1;W.Ox � xıkC1/i
DD�ıkC2

f .Oy; yıkC1/� D�ıkC1
f .Oy; yık/C D�ıkC1

f . yıkC1; yık/C �2ksıkC1k2 C �1krıkC1k2

C .� � 1/�1hrıkC1; rıki � .� � 1/�1hrık ; b � bıi � �1hrıkC1; b � bıi D .II/:
(33)

Choose m, n such that 1 � m < n < kı , we add the left-hand side of (33) from m to
n � 1 and obtain

n�1X

kDm

.I/ D �2

n�2X

kDm�1
hyık � yıkC1;W.Ox � xıkC2/i � �2

n�1X

kDm

hyık � yıkC1;W.Ox � xıkC1/i

D�2hyım�1 � yım;W.Ox � xımC1/i � �2hyın�1 � yın;W.Ox � xın/i

C �2

n�2X

kDm

hyık � yıkC1;W.xıkC1 � xıkC2/i: (34)
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Two items in the right-hand side of (34) are estimated below.

n�2X

kDm

hyık � yıkC1;W.xıkC1 � xıkC2/i D
n�2X

kDm

hyık � yıkC1; sıkC1 C . yıkC1 � yıkC2/ � sıkC2i

�
n�2X

kDm

k yık � yıkC1k.ksıkC1k C k yıkC1 � yıkC2k C ksıkC2k/

�
n�2X

kDm

�
�

2
ksıkC1k2 C �

2
ksıkC2k2 C

	
1

2
C 1

�




k yık � yıkC1k2 C 1

2
k yıkC1 � yıkC2k2

�

��
nX

kDmC1
ksıkk2 C

	

1C 1

�


 nX

kDmC1
k yık � yık�1k2; (35)

Let � D � in Lemma 5, we obtain

�hyın�1 � yın;W.Ox � xın/i �1
4

kW.Ox � xım/k2 C �.ksımk2 C ksınk2/

C 1

2�

nX

kDmC1
k yık � yık�1k2 C �.n � m/k yın�1 � yınk2:

(36)

On the other hand, we add the right-hand side of (33) from m to n � 1. By the
strongly convexity of f , we have

n�1X

kDm

.II/ D D�ınC1
f .Oy; yın/� D�ımC1

f .Oy; yım/C
n�1X

kDm

D�ıkC1
f . yıkC1; yık/

C
nX

kDmC1
.�2ksıkk2 C �1krıkk2/C .� � 1/�1

n�1X

kDm

hrıkC1; rıki

� .� � 1/�1
n�1X

kDm

hrık ; b � bıi � �1

nX

kDmC1
hrık ; b � bıi

�D�ınC1
f .Oy; yın/� D�ımC1

f .Oy; yım/C c0

n�1X

kDm

k ykC1 � yıkk2

C
nX

kDmC1
.�2ksıkk2 C �1krıkk2/ � j� � 1j�1

n�1X

kDm

krıkC1k2 C krıkk2
2
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� ��1
n�1X

kDmC1
krıkkı � j� � 1j�1krımkı � �1krınkı

�D�ınC1
f .Oy; yın/� D�ımC1

f .Oy; yım/C
nX

kDmC1
.�2ksıkk2 C �1krıkk2 C c0k yık � yık�1k2/

� j� � 1j�1
nX

kDmC1
krıkk2 � j� � 1j�1 krımk2

2
� �

n�1X

kDmC1
krıkkı�1

� j� � 1jkrımkı�1 � krınkı�1: (37)

By (34)–(37), we derive

D�ınC1
f .Oy; yın/C .E1/ � D�ımC1

f .Oy; yım/C j� � 1j�1krımk.krımk
2

C ı/C

�2hyım�1 � yım;W.Ox � xımC1/i C ��2ksımk2 C �2

4
kW.Ox � xım/k2 C .E2/I

with

.E1/ D
nX

kDmC1

˚

�1.1 � j� � 1j/krıkk2 C �2ksıkk2 C c0k yık � yık�1k2
�

� �1ıkrınk � ��1
n�1X

kDmC1
krıkkıI (38)

.E2/ D2��2
nX

kDmC1
ksıkk2 C �2

	

1C 3

2�


 nX

kDmC1
k yık � yık�1k2

C �.n � m/�2k yın�1 � yınk2:

If k < kı, we apply the stopping criterion to obtain

max.�21; �
2
2/�

2ı2 � ��21krıkk2 C �22ksıkk2:

Therefore, we have

�1=2�1ıkrıkk D �1=2ımax.�1; �2/1=2
�1=2�1krıkk

�1=2 max.�1; �2/1=2

�
� max.�1; �2/ı2 C ��21krıkk2

� max.�1;�2/

2
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� 2��21krıkk2 C �22ksıkk2
2� max.�1; �2/

� 1

�

�

��1krıkk2 C �2ksıkk2
�

; .1 � k < kı/: (39)

By using inequalities (39) and (38), we derive

.E1/ � c2

nX

kDmC1
Eık ;

c2 D min

�
c0
�2
;
1 � j� � 1j

�
� 1

�
max.��1=2; �1=2/

�

:

To ensure that c2 > 0, we choose � satisfying,

0 <
1

�2
< � < Q�.�/ < 2;

where Q� is the solution of �C �3=2

�
D 2 and Q� 2 .1; 2/. By using the inequality (29),

we also have

.E2/ � 3�

nX

kDmC1
Eık C �2.1C 3=.2�//

4c0
Eım:

Choose � D c2=6, we thus obtain the inequality (30).
Finally, we prove that Algorithm 1 terminates in finite steps for any ı > 0.

Assume that the algorithm doesn’t terminate in finite steps, then for any k there
holds

��21krıkk2 C �22ksıkk2 > max.�21; �
2
2/�

2ı2:

Hence,

Eık � ��1krıkk2 C �2ksıkk2 > max.�1; �2/�2ı2:

By (30), we conclude

.n � m/
c2
2

max.�1; �2/�2ı2 � C.m/:

Letting n ! 1 then yields a contradiction. ut
Lemma 11 Let � satisfy

1

�2
< � < Q�.�/ and j� � 1j

	
1

2�
C 1

��1=2




<
c2
2
:
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If m < kı � 1, then the following estimates hold true

D�ıkıC1
f .Oy; yıkı /C QcEıkı �D�ımC1

f .Oy; yım/C j� � 1j�1krımk
	krımk

2
C ı




C ��1=2 max.�1; �2/�ı2 C �2hyım�1 � yım;W.Ox � xımC1/i

C 3�2

4
kW.Ox � xım/k2 C C1ksımk2 C C2E

ı
m; (40)

and

jh�ıkıC1; yıkı � Oyij �jh�ımC1; yıkı � Oyij C ��1=2 max.�1; �2/�ı2

C C3

kıX

kDm

Eık C �2

2
kW.xıkı � Ox/k2; (41)

where constants Qc, C1, C2, C3 only depend on c0, �2, � and � .

Proof Choose k D kı � 1, implement (28), (31), (32) and notice the strongly
convexity of f , we can derive

D�ıkıC1
f .Oy; yıkı /C c0k yıkı � yıkı�1k2

� D�ıkı
f .Oy; yıkı�1/ � �2ksıkık2 � �1krıkık2

C �2hyıkı�2 � yıkı�1;W.Ox � xıkı /i � �2hyıkı�1 � yıkı ;W.Ox � xıkı /i
� .� � 1/�1hrıkı ; r

ı
kı�1i C .� � 1/�1hrıkı�1; b � bıi C ��1=2 max.�1; �2/�ı2:

Three items appearing in the right-hand side of above inequality can be estimated
below

hyıkı�2 � yıkı�1;W.Ox � xıkı /i

D hyıkı�2 � yıkı�1;W.Ox � xım/i C
kı�1X

kDm

hyıkı�2 � yıkı�1;W.x
ı
k � xıkC1/i

� 1

4
kW.Ox � xım/k2 C k yıkı�2 � yıkı�1k2

C
kı�1X

kDm

hyıkı�2 � yıkı�1; s
ı
k C yık � yıkC1 � sıkC1i

D 1

4
kW.Ox � xım/k2 C hyıkı�2 � yıkı�1; s

ı
m � sıkı i
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C k yıkı�2 � yıkı�1k2 C
kı�1X

kDm

hyıkı�2 � yıkı�1; y
ı
k � yıkC1i

� 1

4
kW.Ox � xım/k2 C �

2
ksımk2 C �

2
ksıkık2 C 1C �

�
k yıkı�2 � yıkı�1k2

C 1

4�

kı�1X

kDm

k yık � yık�1k2 C �.kı � m/k yıkı�2 � yıkı�1k2

� 1

4
kW.Ox � xım/k2 C �

2
ksımk2 C �

2
ksıkık2

C
	

1C 5

4�


 kı�1X

kDm

k yık � yıkC1k2 C �.kı � m/k yıkı�2 � yıkı�1k2I (42)

Let � D �
2

in Lemma 5, we obtain

�hyıkı�1 � yıkı ;W.Ox � xıkı /i � 1

4
kW.Ox � xım/k2 C �

2
.ksımk2 C ksıkık2/

C
	

1C 5

4�


 kı�1X

kDm

k yık � yıkC1k2C�.kı�m/k yıkı�1�yıkık2I
(43)

�.� � 1/�1hrıkı ; r
ı
kı�1i � j� � 1j�1

krıkık2 C krıkı�1k2
2

� j� � 1j
2�

�

��1krıkık2 C Eıkı�1
�

: (44)

The stopping criterion (28) and (39) yield

.� � 1/�1hrıkı�1; b � bıi � j� � 1j�1krıkı�1kı � j� � 1j
��1=2

Eıkı�1: (45)

By further considering (42)–(45) and applying Lemma 9, we obtain

D�ıkıC1
f .Oy; yıkı /C QcEıkı � D�ıkı

f .Oy; yıkı�1/C c3

kı�1X

kDmC1
Eık C �2

2
kW.Ox � xım/k2

C QC1ksımk2 C QC2Eım C ��1=2 max.�1; �2/�ı2
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with

c3 D 2� C j� � 1j
2�

C j� � 1j
��1=2

where QC1; QC2 only depend on c0, �2, � and � . Let � be small enough, and � in the
neighborhood of 1, we allow c3 < c2=2. By using (30), we thus obtain (40).

We prove the final inequality. By Lemma 8, we have

h�ıkıC1 � �ımC1; yıkı � Oyi D �2

kıX

kDmC1
hsık; y

ı
kı

� Oyi

D � �2

kıX

kDmC1
hsık; s

ı
kı

i C �2

kıX

kDmC1
hsık;W.x

ı
kı

� Ox/i

D � �2

kıX

kDmC1
hsık; s

ı
kı

i C �2

kıX

kDmC1
h. yık�1 � yık/� . yık�2 � yık�1/;W.xıkı � Ox/i

� �1

kıX

kDmC1

˚hrık ; r
ı
kı

iChrık ; b
ı�bi�� .��1/�1

kıX

kDmC1

˚hrık�1; rıkı iChrık�1; bı � bi�

D � �2

kıX

kDmC1
hsık; s

ı
kı

i � ��1
kı�1X

kDmC1
hrık ; r

ı
kı

i � .� � 1/�1hrım; r
ı
kı

i

� �1krıkık2 � ��1

kı�1X

kDmC1
hrık ; b

ı � bi � .� � 1/�1hrım; b
ı � bi

� �1hrıkı ; b
ı � bi C �2h. yım � yıkı / � . yım�1 � yıkı�1/;W.x

ı
kı

� Ox/i:

Take the absolute value on both sides and apply the triangle inequality, we derive

jh�ıkıC1 � �ımC1; yıkı � Oyij

�1
2

kı�1X

kDmC1

˚

��1krıkk2 C �2ksıkk2
�C �1krıkık2 C �2ksıkık2 C .kı � m � 1/

�2

2
ksıkık2

C ��1

2
.kı � m � 1/krıkık2 C j� � 1j�1jhrım; r

ı
kı

ij C ��1ı

kı�1X

kDmC1
krıkk

C j� � 1j�1ıkrımk C �1krıkıkı C �2jhyıkı�1 � yıkı ;W.x
ı
kı

� Ox/ij
C �2jhyım�1 � yım;W.x

ı
kı

� Ox/ij
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�
	

1C max

	
1

�
; 1



 kıX

kDmC1
Eık C max.�; 1/�1ı

kı�1X

kDm

krıkk

C �1ıkrıkık C j� � 1j�1jhrım; r
ı
kı

ij
C �2jhyıkı�1 � yıkı ;W.x

ı
kı

� Ox/ij C �2jhyım�1 � yım;W.x
ı
kı

� Ox/ij: (46)

Implement the stopping criterion (28) and (39), we can derive

max.�; 1/�1ı
kı�1X

kDm

krıkk � max.�; 1/
1

��1=2

kı�1X

kDm

Eık ; (47)

�1ıkrıkık � ��1=2 max.�1; �2/�ı
2: (48)

Recall the definition of Eık , we have

�1j� � 1j ˇˇhrım; r
ı
kı

iˇˇ � j� � 1j
2�

.Eım C Eıkı /; (49)

and

�2jhyıkı�1 � yıkı ;W.x
ı
kı

� Ox/ij C �2jhyım�1 � yım;W.x
ı
kı

� Ox/ij
� �2

2
kW.xıkı � Ox/k2 C Eıkı C Eım: (50)

Combine (46)–(50), we prove (41). ut
Finally we present the main convergence theorem of the Relaxing ADMM for

noisy data.

Theorem 4 Let Assumption 1 (I)–(IV) hold true and the observation data b be
consistent. Denote x� be the unique solution of (2) and y� D Wx�. If kı is the
first k satisfying the stopping criterion (28) and � belongs to the set ˚ such that

˚ D
�

� j max

�
2

3
;
1

�2

�

< � < Q�.�/; j� � 1j
	
1

2�
C 1

��1=2




<
c2
2

�

then the Relaxing ADMM with noisy data yields

xıkı ! x�; yıkı ! y�; Wxıkı ! y�;

f . yıkı / ! f . y�/; D�ıkıC1
f . y�; yıkı / ! 0

when ı tends to 0.
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Proof We prove the theorem in two cases.
Firstly we assume that bıi satisfies kbıi � bk � ıi ! 0 such that kıi D k0 < 1

holds for all i. By the stopping criterion, we have

��21krıi
k0

k2 C �22ksıi
k0

k2 � max.�21; �
2
2/�

2ı2i :

Let ıi ! 0 and apply Theorem 3, we have

Axk0 D b; Wxk0 D yk0 :

By Algorithm 1, we have �k0C1 D �k0 ; �k0C1 D �k0 and �kC1 2 @f .yk/, such that

0 D h�k0C1 � �k0 ; yk0 � yk0�1i � 2c0k yk0 � yk0�1k2:

Hence yk0 D yk0�1. We can easily verify that xk0C1 D xk0 and yk0C1 D yk0 .
Notice that the Relaxing ADMM with exact observation data stops at k0. From the
convergence analysis for exact data, we have

xk D x�; yk D y�;

for all k � k0. By applying Theorem 3, we have the convergence results.
In the second case, we assume that bıi satisfies kbıi � bk � ıi ! 0 such that

ki D kıi ! 1 (i ! 1). We first prove that D
�
ıi
kiC1

f .y�; yıi
kıi
/ ! 0. By applying

upper limit to (40), we have

lim sup
i!1

D
�
ıi
kiC1

f . y�; yıi
ki
/ � D�mC1

f . y�; ym/C CkW.x� � xm/k2 C C1ksmk2

C C2Em C �2jhym�1 � ym;W.x
� � xmC1/ij C j� � 1j�1

2
krmk2:

From the convergence result for the exact data, let m ! 1, we obtain

D
�
ıi
kiC1

f . y�; yıi
kıi
/ ! 0: (51)

Because f is strongly convex, then there holds yıi
ki

! y�. Implement the stopping
criterion, we derive

��21kAxıi
ki

� bıik2 C �22kWxıi
ki

� yıi
ki

k2 � max.�21; �
2
2/�

2ı2i :

Let i ! 1, we obtain

Axıi
ki

! b; Wxıi
ki

! y�:



344 Z. Wu and S. Lu

From Assumption 1 .IV/, we obtain xıi
ki

! x�.i ! 1/. Hence,

Eıi
ki

! 0 .i ! 1/:

Finally we prove that f .yıi
ki
/ ! f .y�/. From (51), we only need to show

h�ıi
kiC1; y

� � yıi
ki
i ! 0: (52)

By applying upper limit to (41), we derive

lim sup
i!1

jh�ıi
kiC1; y

� � yıi
ki

ij � C3 lim sup
i!1

 
ki�1X

kDm

Eıi
k C Eıi

ki

!

:

From (30),

lim sup
i!1

ki�1X

kDm

Eıi
k �C

�

D�m f . y�; ym�1/C QCkrm�1k2 C hym�2 � ym�1;W.x� � xm/i

C kW.x� � xm�1/k2 C ksm�1k2 C Em�1
�

:

Let m ! 1, we thus prove (52). ut

5 Conclusion

We investigate the ADMM for solving linear inverse problems. In particular, a
relaxing factor is introduced to the standard algorithm allowing more flexible
updating of the Lagrange multiplier. We shall emphasize that in principle another
relaxing factor can be introduced to the Relaxing ADMM (3)–(6) updating both
Lagrange multipliers. But the convergence analysis is much more difficult than what
we have proposed in current work.

We skip the numerical simulation since most of the examples are quite robust.
By choosing the relaxing factor appropriately, one can obtain early convergence
of the Relaxing ADMM with respect to the standard one. The resolution of both
algorithms are comparably the same.
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