
Yi Zeng · Yong He
Jeanette Hellgren Kotaleski
Maryann Martone 
Bo Xu · Hanchuan Peng
Qingming Luo (Eds.)

 123

LN
AI

 1
06

54

International Conference, BI 2017
Beijing, China, November 16–18, 2017
Proceedings

Brain Informatics



Lecture Notes in Artificial Intelligence 10654

Subseries of Lecture Notes in Computer Science

LNAI Series Editors

Randy Goebel
University of Alberta, Edmonton, Canada

Yuzuru Tanaka
Hokkaido University, Sapporo, Japan

Wolfgang Wahlster
DFKI and Saarland University, Saarbrücken, Germany

LNAI Founding Series Editor

Joerg Siekmann
DFKI and Saarland University, Saarbrücken, Germany



More information about this series at http://www.springer.com/series/1244

http://www.springer.com/series/1244


Yi Zeng • Yong He • Jeanette Hellgren Kotaleski
Maryann Martone • Bo Xu • Hanchuan Peng
Qingming Luo (Eds.)

Brain Informatics
International Conference, BI 2017
Beijing, China, November 16–18, 2017
Proceedings

123



Editors
Yi Zeng
Chinese Academy of Sciences
Beijing
China

Yong He
Beijing Normal University
Beijing
China

Jeanette Hellgren Kotaleski
KTH Royal Institute of Technology and
Karolinska Institute

Stockholm
Sweden

Maryann Martone
University of California, San Diego
San Diego, CA
USA

Bo Xu
Chinese Academy of Sciences
Beijing
China

Hanchuan Peng
Allen Institute for Brain Science
Seattle, WA
USA

Qingming Luo
Wuhan National Lab Optoelectronics
Huazhong University of Science and
Technology

Wuhan
China

ISSN 0302-9743 ISSN 1611-3349 (electronic)
Lecture Notes in Artificial Intelligence
ISBN 978-3-319-70771-6 ISBN 978-3-319-70772-3 (eBook)
https://doi.org/10.1007/978-3-319-70772-3

Library of Congress Control Number: 2017957855

LNCS Sublibrary: SL7 – Artificial Intelligence

© Springer International Publishing AG 2017
This work is subject to copyright. All rights are reserved by the Publisher, whether the whole or part of the
material is concerned, specifically the rights of translation, reprinting, reuse of illustrations, recitation,
broadcasting, reproduction on microfilms or in any other physical way, and transmission or information
storage and retrieval, electronic adaptation, computer software, or by similar or dissimilar methodology now
known or hereafter developed.
The use of general descriptive names, registered names, trademarks, service marks, etc. in this publication
does not imply, even in the absence of a specific statement, that such names are exempt from the relevant
protective laws and regulations and therefore free for general use.
The publisher, the authors and the editors are safe to assume that the advice and information in this book are
believed to be true and accurate at the date of publication. Neither the publisher nor the authors or the editors
give a warranty, express or implied, with respect to the material contained herein or for any errors or
omissions that may have been made. The publisher remains neutral with regard to jurisdictional claims in
published maps and institutional affiliations.

Printed on acid-free paper

This Springer imprint is published by Springer Nature
The registered company is Springer International Publishing AG
The registered company address is: Gewerbestrasse 11, 6330 Cham, Switzerland



Preface

This volume contains papers selected for presentation at the technical and invited
special sessions of the 2017 International Conference on Brain Informatics (BI 2017),
which was held at the Grand Gongda Jianguo Hotel, Beijing, China, during November
16–18, 2017. The conference was co-organized by Beijing University of Technology,
Institute of Automation, Chinese Academy of Sciences, Web Intelligence Consortium
(WIC), and IEEE Computational Intelligence Society Task Force on Brain Informatics
(IEEE-CIS TF-BI).

Brain informatics (BI) started the exploration as a research field with the vision of
investigating the brain from the perspective of informatics. First, brain informatics
combines aspects of cognitive science, neuroscience, machine learning, big data ana-
lytics, AI, and ICT to study the brain as a general information processing system.
Second, new measurements and informatics equipment, tools, and platforms are rev-
olutionizing the way we understand the brain. Third, staring from its proposal as a field,
brain informatics has the goal of inspiring future artificial intelligence, especially Web
intelligence.

The series of Brain Informatics conferences started with the WICI International
Workshop on Web Intelligence Meets Brain Informatics, held in Beijing, China in
2006. The next four conferences of Brain Informatics in 2009, 2010, 2011, and 2012
were held in Beijing, China, Toronto, Canada, Lanzhou, China, and Macau, China,
respectively. Since 2013, “health” was added to the conference title with an emphasis
on real-world applications of brain research in human health and well-being and BHI
2013, BIH 2014, BIH 2015, and BIH 2016 were held in Maebashi, Japan, Warsaw,
Poland, London, UK, and Omaha, USA, respectively. This year, we celebrated the
tenth anniversary of Brain Informatics. This grand event in Beijing was co-hosted by
the Beijing University of Technology, and the Institute of Automation, Chinese
Academy of Sciences.

BI addresses the computational, cognitive, physiological, biological, physical,
ecological, and social perspectives of brain informatics, as well as topics related to
mental health and well-being. It also welcomes emerging information technologies,
including but not limited to Internet/Web of Things (IoT/WoT), cloud computing, big
data analytics, and interactive knowledge discovery related to brain research. BI also
encourages research exploring how advanced computing technologies are applied to
and make a difference in various large-scale brain studies and their applications.

Informatics-enabled studies are transforming brain science. New methodologies
enhance human interpretive powers when dealing with big data sets increasingly
derived from advanced neuro-imaging technologies, including fMRI, PET, MEG,
EEG, and fNIRS, as well as from other sources like eye-tracking and wearable, por-
table, micro and nano devices. New experimental methods, such as in toto imaging,
deep tissue imaging, opto-genetics and dense-electrode recording, are generating
massive amounts of brain data at very fine spatial and temporal resolutions. These



technologies allow for the measuring, modeling, managing, and mining of multiple
forms of big brain data. Brain informatics techniques for the analysis of the data will
help achieve a better understanding of human thought, memory, learning,
decision-making, emotion, consciousness, and social behaviors. These methods and
related studies will also assist in building brain-inspired intelligence, brain-inspired
computing, and human-level wisdom-computing paradigms and technologies, thereby
improving the treatment efficacy of mental health and brain disorders.

BI 2017 provided a broad forum for academics, professionals, and industry repre-
sentatives to exchange their ideas, findings, and strategies in utilizing the powers of the
mammalian brain, especially human brains and man-made networks to create a better
world. In the 2017 version of the Brain Informatics conference, we argued that brain
research is a grand challenge to all countries and various scientific communities. Its
potential impact not only will help us to understand who we are, and provide us with a
better life, but will also enable a paradigm shift in the new intelligence era. Hence,
future brain research needs joint efforts and collaboration from different countries
worldwide. It also calls for interdisciplinary studies to investigate the brain from var-
ious perspectives.

Therefore, the theme of BI 2017 was “Informatics Perspective of Investigation on
the Brain and Mind.”

BI 2017 involved an inspiring cadre of world leaders in brain informatics research,
including keynote speakers Alan Evans, James McGill Professor at McGill University,
Canada, Tom Mitchell, E. Fredkin University Professor at Carnegie Mellon University,
USA, and feature speakers Yanchao Bi, Professor at Beijing Normal University, China,
Adam R. Ferguson, Associate Professor at University of California, San Francisco,
USA, Bin Hu, Professor at Lanzhou University, China, Mike Hawrylycz, Investigator
at Allen institute for Brain Science, USA, and Dinggang Shen, Professor at University
of North Carolina at Chapel Hill, USA. BI 2017 also included a panel discussion
among the leaders of brain informatics research worldwide.

Here we would like to express our gratitude to all members of the Conference
Committee for their instrumental and unwavering support. BI 2017 had a very exciting
program with a number of features, ranging from keynote talks to technical sessions,
workshops/special sessions, and panel discussion. This would not have been possible
without the generous dedication of the Program Committee members in reviewing the
conference papers and abstracts, the BI 2017 workshop and special session chairs and
organizers, and our keynote and feature speakers in giving outstanding talks at the
conference. BI 2017 could not have taken place without the great team effort of the
local Organizing Committee and generous support from our sponsors. We would
especially like to express our sincere appreciation to our kind sponsors, including the
Beijing Advanced Innovation Center for Future Internet Technology/BJUT (http://
bjfnc.bjut.edu.cn), the Faculty of Information Technology/BJUT (http://xxxb.bjut.edu.
cn), the Research Center for Brain-inspired Intelligence, Institute of Automation,
Chinese Academy of Sciences (http://bii.ia.ac.cn), the Web Intelligence Consortium
(http://wi-consortium.org), the Chinese Society for Cognitive Science (http://www.
cogsci.org.cn), the Chinese Association for Artificial Intelligence (http://caai.cn), the
International Neural Network Society (https://www.inns.org), the IEEE Computational
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Intelligence Society (http://cis.ieee.org), the Allen Institute for Brain Science (https://
alleninstitute.org), Springer LNCS/LNAI (http://www.springer.com/gp/computer-science/
lncs), PsyTech Electronic Technology Co., Ltd. (http://www.psytech.com.cn), Beijing
7Invensun Technology Co., Ltd. (https://www.7invensun.com), John Wiley & Sons, Inc.
(http://www.wiley.com), and Synced Technology Inc. (https://syncedreview.com).

Special thanks go to the Steering Committee co-chairs, Ning Zhong and Hanchuan
Peng, for their help in organizing and promoting BI 2017. We also thank Juzhen Dong,
Yang Yang, Jiajin Huang, Tielin Zhang, and Liyuan Zhang for their assistance with the
CyberChair submission system and local affairs. We are grateful to Springer’s Lecture
Notes in Computer Science (LNCS/LNAI) team for their support. We thank Springer
for their help in coordinating the publication of this special volume in an emerging and
interdisciplinary research field.

September 2017 Yi Zeng
Yong He

Jeanette Hellgren Kotaleski
Maryann Martone

Bo Xu
Hanchuan Peng
Qingming Luo
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Foundations of Brain Science



Speech Emotion Recognition Using Local
and Global Features

Yuanbo Gao1, Baobin Li1(B), Ning Wang2, and Tingshao Zhu3

1 School of Computer and Control, University of Chinese Academy of Sciences,
Beijing 100190, China
libb@ucas.ac.cn

2 Beijing Institue of Electronics Technology and Application, Beijing 100091, China
3 Institute of Psychology Chinese Academy of Sciences, Beijing 100101, China

tszhu@psych.ac.cn

Abstract. Speech is an easy and useful way to detect speakers’ mental
and psychological health, and automatic emotion recognition in speech
has been investigated widely in the fields of human-machine interaction,
psychology, psychiatry, etc. In this paper, we extract prosodic and spec-
tral features including pitch, MFCC, intensity, ZCR and LSP to estab-
lish the emotion recognition model with SVM classifier. In particular,
we find different frame duration and overlap have different influences on
final results. So, Depth-First-Search method is applied to find the best
parameters. Experimental results on two known databases, EMODB and
RAVDESS, show that this model works well, and our speech features are
enough effectively in characterizing and recognizing emotions.

Keywords: Speech · Emotion · SVM · EMODB · RAVDESS

1 Introduction

As a natural and effective way of human communication, speech is an important
biometric feature classifying speakers into categories ranging from age, identity,
idiolect and sociolect, truthfulness, cognitive health. In particular, it is also one
of the most expressive modalities for human emotions, and how to recognize
emotion automatically from human speech has been widely discussed in the fields
of the human-machine interaction, psychology, psychiatry, behavioral science,
etc. [1,2].

Finding and extracting good and suitable features is one of challenging and
important tasks in the study of speech emotion recognition. In 1989, Cummings
et al. reported that the shape of the glottal pulse varies with different stressed
conditions in a speech signal [3]. Seppänen et al. extracted pitch, formant and
energy features on MediaTeam emotional speech corpus, and got the 60% accu-
racy [4]. In 2005, Luengo et al. used prosodic features to recognize speech emotion
based on Basque Corpus with the three different classifiers, and the best result

c© Springer International Publishing AG 2017
Y. Zeng et al. (Eds.): BI 2017, LNAI 10654, pp. 3–13, 2017.
https://doi.org/10.1007/978-3-319-70772-3_1
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was up to 98.4% by using GMM classifier. Origlia et al. extracted 31 dimen-
sional pitch and energy features, and got almost 60% accuracy for a multilingual
emotional database including four European languages in 2010 [5].

Moreover, prosodic and spectral features including the linear predictor cep-
stral coefficients (LPCC) [6] and mel-frequency cepstral coefficients (MFCC) [7]
have been also widely used in speech emotion recognition [8,9]. In 2000, Bou-
Ghazale and Hansen [10] found that features based on cepstral analysis, such
as LPCC and MFCC, outperformed ones extracted by linear predictor coeffi-
cients (LPC) [11] in detecting speech emotions. In 2003, New et al. proved that
the performance of log-frequency power coefficient was better than LPCC and
MFCC when using hidden Markov model as a classifier [12]. Wu et al. proposed
modulation spectral features for the automatic recognition of human affective
information from speech, and an overall recognizing rate of 91.6% was obtained
for classifying seven emotions [13].

In addition, voice quality features are also related to speech emotion including
format frequency and bandwidth, jitter and shimmer, glottal parameter, etc.
[14,15]. Li et al. extracted jitter, shimmer features mixed with MFCC features as
voice quality parameters to identify emotions on SUSAS database, and compared
to MFCC, the accuracy increased by 4% [14]. Lugger et al. combined prosodic
features with voice quality parameters for speech emotion recognition and the
best accuracy was up to 70.1% with two ways of combining classifiers [15].

Recently, the combination of many kinds of features has been widely used for
automatic speech emotion recognition. In 2012, Pan et al. found the combination
of MFCC, mel-energy spectrum dynamic coefficients and Energy, obtained high
accuracies on both Chinese emotional database (91.3%) and Berlin emotional
database (95.1%) [16]. Chen et al. extracted the energy, zero crossing rate (ZCR),
pitch, the first to third formants, spectrum centroid, spectrum cut-off frequency,
correlation density, fractal dimension, and five Mel-frequency bands energy for
every frame. Average accuracies were 86.5%, 68.5% and 50.2%, respectively [17].
In 2013, Deng et al. merged ZCR, MFCC and harmonics-to-noise features, and
used the autoencoder method to classify emotions [18]. In 2014, Han et al. pro-
posed to utilize deep neutral networks to extract MFCC and pitch-based features
from raw data on Emotional Dyadic Motion Capture to distinguish excitement,
frustration, happiness, neutral and surprise emotions, and the best accuracy
obtained by DNN-KELM was 55% [19].

In this paper, we extract different features including MFCC, intensity, pitch,
Line spectral pairs (LSP) and ZCR features, which have been proved to be
effective, and then, a smooth and normalization operation is needed to reduce
the noise. The output with delta regression coefficients are regarded as local
features. In the end, we use 15 statistics methods to extract global features based
on local features. In particular, we find the features of samples not only can effect
the results of classification, but the frame duration and overlap are also two key
factors, so the Depth First Search (DFS) is used to select frame duration and
overlap and find the most appropriate combination between features and frame
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duration and overlap, which works well on two public databases: EMODB and
RAVDESS.

This paper is organized as follows. Section 2 introduces and describes the
information of two databases: EMODB and RAVDESS. Section 3 presents the
process of extracting features including local and global features. Section 4 shows
the classified results, and the average accuracy of cross-validation is 87.3% for
EMODB and 79.4% for RAVDESS respectively. Finally, the conclusion and
future work are outlined in Sect. 5.

2 Materials and Methods

2.1 Database

In this paper, two databases are considered: Berlin emotional corpus (EMODB)
[20] and Ryerson Audio-Visual Database of Emotional Speech and Song
(RAVDESS) [21]. EMODB has been built by Institute of Communication Sci-
ence at the Technical University of Berlin, which contains 535 utterances of 10
actors (5 males, 5 females) with 7 different emotions—angry, anxiety/fear, hap-
piness, sadness, disgust, boredom and neutral. The distributions of each class
are shown in Table 1.

Table 1. The distributions of EMODB Database

Emotion Angry Boredom Disgust Fear Happy Neutral Sad

Number 127 81 46 69 71 79 62

RAVDESS includes the audio-visual of 24 performers (12 male, 12 female)
speaking and singing the same two sentences with various emotions, where the
speech recordings include angry, calm, disgust, fearful, happy, neutral, sad, sur-
prise eight emotions, and the song recording have six emotions except for digust
and surprise emotions. RAVDESS contains over 7000 files (audio-only, video-
only, full audio-video). We only use audio utterances with normal intensity, and
the number of each class is 92.

2.2 Features for Speech Emotion Recognition

We choose frame duration and overlap by DFS. The range of frame durations
is from 20 ms to 100 ms, and every frame durations acts as a father node. Every
overlaps is a child node and start at 10 ms, increasing by 1 ms each time until
equal to the half of its father node.

Every speech sample is divided into a sequence of frames. A hamming window
is applied to remove the signal discontinuities at the ends of each frame. Within
each window, we extract pitch, LSP, MFCC, intensity and ZCR features, and
combine these features with a smooth operation. The output with their delta
regression coefficients are our speech features. The following subsections will
describe these features in details.
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Local Features. The local features are comprised of pitch, MFCC, LSP, Inten-
sity and ZCR features.

Pitch Features. Each frame xi(t) pass a hamming window, and a short-time
Fourier transform function is applied on it,

H(w) =
N∑

n

xi(t) ∗ Ham(len(xi(t))) ∗ e−jwn, (1)

where xi means the ith frame’s sample points, N means the length of ith frame.
Then, we use above results to compute the autocorrelation function (ACF) and
Cepstrum coefficients,

Ci =
N∑

w

log|H(w)| ∗ ejwn, Ri =
N∑

w

|H(w)|2 ∗ ejwn, (2)

where Ci denotes the ith frame’s Cepstrum coefficient and Ri is ith frame’s
ACF. Pitches are computed as follows,

Ci
p =

f

idx(max(Ci[f ∗ 0.02 : f ∗ 0.2])) + f ∗ 0.02 − 1
,

Ri
p =

f

idx(max(Ri[f ∗ 0.02 : f ∗ 0.2])) + f ∗ 0.02 − 1
,

(3)

where Ci
p and Ri

p denote the ith frame pitch computed by Cepstrum coefficient
and ACF, respectively, f stands for the sampling rate, and the idx means the
index of values.

MFCC Features. MFCC features are commonly used for human speech analysis.
MFCCs use frequency bands based on the Mel-spaced triangular frequency bins,
then a Discrete Cosine Transform (DCT) is applied to calculate the desired
number of cepstral coefficients. The first twelve cepstral coefficients are extracted
as our MFCC features.

LSP Features. LSP is a way of uniquely representing the LPC-coefficients. It
decomposes the p order linear predictor A(z) into a symmetrical and anti-
symmetrical part denoted by the polynomial P (z) and Q(z), separately.

The p order linear prediction system can be written as the Eq. (4) in
z-domain, and a prediction error A(z) is produced by (5),

x(n) =
p∑

k=1

akx(n − k) −→ x(z) =
p∑

k=1

akx(z), (4)

A(z) = 1 −
p∑

k=1

ak ∗ z−k. (5)
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Two polynomials P (z) and Q(z) are given by

P (z) = A(z) + z−(p+1)A(z−1), Q(z) = A(z) − z−(p+1)A(z−1). (6)

LSP parameters are expressed as the zeros of P(z) and Q(z), and we choose the
first eight parameters as our LSP features.

Intensity and ZCR features. Intensity, one of the major vocal attribute, can be
computed by

Ii =
1
N

N∑

n

Ham2(xi(n)). (7)

ZCR is the rate at which the signal changes from positive to negative or back.
It has been used in both speech recognition, being a key feature to classify
percussive sounds.

Smoothing and Normalization. Smoothing is an useful tool to reduce the
noise and slick data contours. In smoothing, the data points of a signal are
modified so that individual points that are higher than the immediately adjacent
points, are reduced, and points that are lower than the adjacent points are
increased. In this paper, we adopt a moving average filter of 3-length to smooth
data,

si =
xi−1 + xi + xi+1

3
. (8)

It is essential to normalize data for a strong emotion recognition system. The goal
of normalization is to eliminate speaker and recording variability while keeping
the emotional discrimination. In this paper, the min-max method that limits the
value of each feature ranging between 0 and 1 is adopted for feature scaling. For
every sample, the normalized feature is estimated by the following

si =
si − min(si)

max(si) − min(si)
. (9)

Global Features. Global features are calculated as statistics of all speech fea-
tures extracted from an utterance. The majority of researchers have agreed that
global features are superior to local ones in terms of classification accuracy and
classification time. Therefore, the maximum, minimum, mean, maximum posi-
tion, minimum position, range (maximum-minimum), standard deviation, skew-
ness, kurtosis, linear regression coefficient (slope and offset), linear regression
error (linear error and quadratic error), quartile and inter-quartile range are
computed based on local features, and combined into the global features.

Every frame consists of pitch, MFCC, LSP, intensity and ZCR features. After
smoothing these features, the delta regression coefficients are merged, then, the
global features are computed based on local features. Figure 1 shows the block
diagram for the processing of feature extraction. We extract these features with
the help of OpenSMILE [22].
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Fig. 1. Block diagram of processing of features extraction

Fig. 2. Frame Duration

3 Results/Discussion

In the speech emotion recognition, many classifiers including GMM, artificial
neutral networks (ANN), and support vector machine (SVM), has been used.
Specially, SVM classifier is widely used in many pattern recognition applications,
and outperforms other well-known classifiers. This study use a linear kernel SVM
with sequential minimal optimization (SMO) to build model.

In particular, by DFS, we find the best durations between two database are
different. Every broken line in Fig. 2 means the change of accuracy in different
duration and overlap for corresponding emotion. For German Database, Fig. 2(a)
shows that the best frame duration is 40 ms and overlap is 10 ms while Fig. 2(b)
tells us that the best frame duration is 60 ms and overlap is 10 ms in terms of
RAVDESS Database.
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3.1 Classification Results for EMODB

For EMODB database, the number of samples is 535. We adopt the ten-fold
cross validation to avoid overfitting, and the results are shown in Table 2. It
can be seen the average accuracy of cross-validation is 87.3%. The previous
results on EMODB database such as in [23], the average accuracy was 83.3%. In
[24], they aggregated features from MPEG-7 descriptors, MFCCs and Tonality.
The best results was 83.39% by using SVM classifier. In [25], they extracted
1800 dimensional features, and average accuracy was 73.3% for classifying six
categories ignoring the disgust emotion.

Table 2. Confusion Matrix on the EMODB (%)

Angry Boredom Disgust Fear Happy Neutral Sad

Angry 92.9 0 0 2.3 4.6 0 0

Boredom 0 87.5 0 0 0 4.9 7.4

Disgust 2.1 2.1 86.9 4.2 4.2 0 0

Fear 5.7 0 1.4 85.5 4.3 0 2.8

Happy 14.1 0 1.4 9.8 74.6 0 0

Neutral 0 6.4 0 0 0 93.6 0

Sad 0 9.6 0 0 0 1.7 90.3

Table 3 shows the results of each feature (e.g. pitch, MFCC, etc.) and
MFCC+LSP to compare with our original features. The reason why we choose
MFCC+LSP feature is that MFCC and LSP are the best two types of features
in term of classifying accuracy.

Table 3. Comparisons the accuracy of each feature and MFCC+LSP with fusion
features (%)

Angry Boredom Disgust Fear Happy Neutral Sad

ZCR 79.5 52.5 36.9 51.4 30.9 51.2 56.4

Intensity 81.1 61.2 26.9 42.6 11.2 48.7 53.2

Pitch 83.4 72.5 47.8 55.8 36.6 57.5 80.6

LSP 81.8 83.7 69.5 70.5 59.1 81.2 66.1

MFCC 86.6 85.0 80.4 79.4 64.7 83.7 83.8

MFCC+LSP 92.1 88.7 84.7 82.3 74.6 87.5 79.0

Original 92.9 87.5 86.9 85.5 74.6 93.6 90.3
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3.2 Classification Results for RAVDESS

RAVDESS database composed by six emotions which are angry, calm, fearful,
happy, neutral and sad. Each emotions has 92 samples, and we adopt the same
processes as EMODB. The results are shown in Table 4. The average accuracy of
angry is 94.5%, calm is 84.7%, fearful is 86.9%, happy is 79.3%, neutral is 69.5%
and sad is 60.8%. In [26], it has the accuracy 82% for angry, 96% for happy, 70%
for neutral, 58% for sad, 84% for calm and 88% for fearful.

Table 4. Confusion Matrix on the RAVDESS (%)

Angry Calm Fearful Happy Neutral Sad

Angry 94.5 5.5 0 0 0 0

Calm 2.5 84.7 1.0 0 3.2 8.6

Fearful 0 1.0 86.9 3.2 1.0 7.6

Happy 0 0 7.6 79.3 9.7 3.2

Neutral 0 4.2 1.0 6.5 69.5 18.4

Sad 0 3.2 11.9 3.2 20.6 60.8

Table 5 shows the results of each feature (e.g. pitch feature, MFCC features,
etc.) and MFCC+LSP features to compare with our original features.

Table 5. Comparison the accuracies between different screening methods on
RAVDESS (%)

ZCR 39.1 18.4 25 5.4 39.1 20.6

Intensity 60.8 41.3 25.0 40.2 31.5 17.3

Pitch 52.1 44.5 44.5 31.5 16.3 10.8

LSP 70.6 51.1 59.7 59.7 53.2 28.2

MFCC 71 59.7 64.1 64.1 63.2 30

MFCC+LSP 94.5 82.6 88.1 80.6 69.5 59.6

Original 94.5 84.7 86.9 79.3 69.5 60.8

3.3 SFFS

Moreover, we use the sequential floating forward search (SFFS) which is simple,
fast, effective and widely accepted technique to select features. The central idea of
SFFS is that we choose the best feature firstly by forward tracking, then exclude
a number of features by backtracking, this process will be repeated until the
number of features which have been selected is unchange. For EMODB corpus,
the number of features which are selected by using SFFS is 35 and the accuracy



Speech Emotion Recognition Using Local and Global Features 11

of Happy improved by 1.4%. For RAVDESS corpus, the dimension reduce to
27. The accuracy of Happy improved by 1.3% and Fearful improved by 1.2%.
The results for EMODB corpus and RAVDESS corpus are described in Tables 6
and 7 respectively.

Table 6. Comparison the accuracies between different screening methods on
EMODB (%)

Angry Boredom Disgust Fear Happy Neutral Sad

SFFS 92.9 87.5 86.9 85.5 76 93.6 90.3

Original 92.9 87.5 86.9 85.5 74.6 93.6 90.3

Table 7. Comparison the accuracies between different screening methods on
EMODB (%)

Angry Calm Fearful Happy Neutral Sad

SFFS 94.5 84.7 88.1 80.6 69.5 60.8

Original 94.5 84.7 86.9 79.3 69.5 60.8

4 Conclusions

In this paper, we extract two types of features for emotion recognition based
on two well-known databases: EMODB and RAVDASS. Then we carry out the
fusion, smooth and normalization operation on these features, and the accuracies
obtained on the two databases are very promising using SVM classifier, but
we still not find a useful reduce dimensional method to get better results. In
addition, the limitation of this paper is that we only used two speech emotional
corpora. In the future, we will use more databases to identify the effect of our
method and build more persuasive model using some methods of deep learning
like Bidirectional Long ShortTerm Memory (BLSTM) networks and Gaussian
RBM, and we also improve our reducing methods to get better results so that
we can further throw invalid features, and use less features to get better results.
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Abstract. Inspired by elements from neuroscience and psychological
literature, a computational model of forming and changing of behaviours
is presented which can be used as the basis of a human-aware assistance
system. The presented computational model simulates the dynamics of
mental states of a human during formation and change of behaviour. The
application domain focuses on sustainable behavior.
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1 Introduction

Human-aware assisting computing systems have been proposed as a promising
tool to support behaviour and habit changes toward a more healthy [1], or a more
sustainable [2] lifestyle. Such a system is supposed to collect many different types
of data from the environment and user about a specific context. It can use the
ubiquitous power of mobile systems in combination with cloud computing to
collect data all the time, make computational processes on them and deliver
interventions at proper time. Doing this, it is possible to equip such a system
with understanding of behavioural and mental processes of users. In this way,
psychological theories (like [3]) are translated into formal and dynamic models
implemented in the system, which can be used for understanding, prediction and
anticipation of mental processes and behaviour [4].

There is a growing interest in understanding different ways to change the
behaviour of people in different contexts (e.g. [5–7]). Performing a specific action
or behaviour in general is due to a series of attitudes and related goals. So it
can be argued that changing attitudes and goals can change the behaviours.
In addition, behaviour change can sometimes be affected through regulation,
or economic instruments [8]. This strategy is applied in the energy market of
many countries. In these countries, a dynamic price is offered for the electricity
consumers by defining time-based prices for electricity.

Some works also drawn attention to the importance of cultural elements,
norms, routines, habits, social networks, fashion and advertising. It should be
noticed that strongest degree of behaviour change occurs when different strate-
gies are combined [9]. In this work, the focus is mostly on the combination of two
c© Springer International Publishing AG 2017
Y. Zeng et al. (Eds.): BI 2017, LNAI 10654, pp. 14–25, 2017.
https://doi.org/10.1007/978-3-319-70772-3_2
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strategies: the economical motivations in combination with the advertisements
that promise people benefits of these motivations.

The expectancy theory of motivation, introduced by Victor H. Vroom, says
that a person will behave in a specific way because he intends to select that
behaviour over others due to what he expects the result of that selected behaviour
will be [10]. In the other words, the intention or motivation of the behaviour
selection is determined by the desirability of the expected outcomes. According
to [11], Vroom asserts that “intensity of work effort depends on the perception
that an individual’s effort will result in a desired outcome”.

Expectation confirmation theory [3] is a cognitive theory which seeks to
explain post-adaptation satisfaction as a function of expectation and discon-
firmation of beliefs. Although this theory originally appeared in psychology and
marketing literature, it has been adopted in several other fields. This theory
involves four primary constructs: expectations, perceived performance, discon-
firmation of beliefs, and satisfaction. In our model, we took inspiration from such
theories. However, there are also some small differences. For example, our model
also contains expectation but the pre-consumption expectation is replaced by
post-consumption expectations (the same is done in [12]).

In this work, a computational model is proposed for understanding the role
of economical motivations and advertisements on changing behaviours toward a
more sustainable lifestyle. The model is at the cognitive level, which abstracts
from too specific neurological details, but still reflects the underlying neurological
concepts.

The rest of this paper is organized as follows: the next section is a review
on the main concepts of temporal-causal modeling approach. In Sect. 3, the pro-
posed model is explained. In Sect. 4, the results of some experimental simulations
are depicted and discussed. Section 5 is a mathematical analysis on the results of
the simulations, which validate their accuracy. Finally, the conclusion will come.

2 Temporal-Causal Modeling

The proposed model in this work was designed as a temporal-causal network
model based on the Network-Oriented Modeling approach described in [13]. The
dynamic perspective takes the form of an added continuous time dimension. This
time dimension enables causal relations, where timing and combination of causal
effects can be modeled in detail.

This approach is used in many different domains, for example: habit learning
[14], contagion and network change in social networks [15], emotion regulation
[16] and the role of social support on mood [17]. For more information about
this Network-Oriented Modeling approach, see [18].

Based on this approach, a model can be designed at the conceptual level.
Figure 1 shows the graphical representation of a part of model. In a graphical
conceptual representation, states are represented by nodes, and their connections
are represented by arrows which connect the nodes.

A complete model has some labels in addition to its nodes and arrows, rep-
resenting some more detailed information:
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Fig. 1. The graphical representation of a part of a model

– The weight of a connection from a state X to a state Y, in the range of [−1,
1], denoted by ωX,Y

– A speed factor ηY for each state, in the range of [0, 1]
– The type of combination function cY(...) for each state Y shows how to aggre-

gate the multiple causal impacts on that state.

The following rules show how such a model works from a numerical perspective:

– The variable t indicates the time and varies over the non-negative real
numbers

– At any time point, any state of the model has a real value, X(t), in the range
of [0, 1]. (0 means that state is deactivated and 1 means it is fully activated)

– If there is a connection from state X to state y, the impact of X to Y at time
t is equal to: impactX,Y = ωX,Y X(t)

– The aggregated impact of multiple states (X1, X2, X3,..) connected to state
Y at time t is calculated using the combination function of node Y:

aggimpactY (t) = cY (impactX1,Y , impactX2,Y , impactX3,Y , )

= cY (ωX1,Y X1(t), ωX2,Y X2(t), ωX3,Y X3(t), )
(1)

– The effect of aggimpactY(t) on state Y is exerted on this state gradually; its
speed of change is dependent on the speed factor ηY of Y:

Y (t + Δt) = Y (t) + ηY [aggimpactY (t)Y (t)]t (2)

For each state the speed factor represents how fast its value is changing in
response to the casual impacts. States with fleeting behaviour (like emotional
states) have a high value for speed factor. Thus the following equations show the
difference equation for state Y:

Y (t+Δt) = Y (t)+ ηY [cY (ωX1,Y X1(t), ωX2,Y X2(t), ωX3,Y X3(t), )Y (t)]Δt (3)

The above numerical representations can be used for mathematical and com-
putational analysis and simulations.
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3 The Computational Model

The proposed computational model is based on the literature and the concepts
introduced in Introduction. This model was designed at the conceptual cognitive
level, which is based on the neurological theories but abstracts from low level
details. It uses temporal relations between different cognitive states to describe
the mechanisms for action selection and behaviour changes.

3.1 Graphical Representation of the Model

Figure 2 shows the conceptual representation of the causal model of cognitive
states related to two long-term goals. For the sake of presentation, it is assumed
that there are just one short-term goal and one behaviour paired to each long-
term goal. In this figure, the states related to one long-term goal are in the same
color. As depicted, long-term goals lead to short term goals. In general, there is
a many-to-many relation between long-term goals and short-term goals.

In the next step, a short-term goal affects the intention for a specific behav-
iour, which in turn leads to that behaviour. In this work, it is assumed that there
is a competition between (assumed at least partly mutually excluding) behav-
iours: the intentions of different behaviours have negative relations to each other.
Thus, activation of one behaviour has a negative effect on the others, which mod-
els a winner-takes-it-all principle. The other state which affects the intention is
the expectation about the results of a behaviour. If the person expects good
results from performing a behaviour, then he or she has a stronger intention to
do it. On the other hand, if he or she is dissatisfied about that behavior, the
intention will become down.

The expectation about the results of a behaviour is affected both by the
advertisements about that behaviour and by the observation of real results. In
the proposed model, in the cases that a person does not have any experience
in performing a behaviour, this expectation is mostly based on the advertise-
ments. By performing the behaviour for a while and increasing the confidence
about the observed real results, the expectations would be mostly based on these
observations. It should be noticed that unrealistic expectations (a big difference
between promised results in the advertisements and real observed results) leads
to dissatisfaction. A short definition of each state and its role is explained in
Table 1.

In this paper, some assumptions are made for the sake of simplicity in pre-
sentation. These are some assumption that applied here but do not limit the
model and the model can work beyond them:

Assumption 1: There are just two long-term goals available, which are not
fully antithetical. For instance, one goal can be living environmental friendly;
and another one living with more comfort.

Assumption 2: There are just two short-term goals, which are aligned with
long-term goals. Instances for short term goals can be: saving money by not
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Fig. 2. The graphical conceptual representation of proposed model. This representation
contains just two goal-behaviour pairs and their relevant states. In this figure, ovals
represent the nodes and arrows show the connections. The blue arrows have positive
weight and red ones a negative one. Dashed arrows are the connections between the
states of two goals. For a brief description about each node, please look at Table 1.
(Color figure online)

using high power electrical devices during peak hours, and being completely
comfortable by using devices when they are needed.

Assumption 3: There are just two behaviours, behaviour 1 and 2 that are
respectively more related long-term goal 1 and 2. As instances for possible behav-
iours: using high power electrical devices during of peak hours, and using elec-
trical devices when they are needed.

As it can be seen, goals and behaviours are not fully antithetical, while there
are obvious differences. These conditions aim at simplifying the presentation of
the model and the corresponding simulation results. And as explained, the model
is not limited to these conditions.
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Table 1. Definition of states of conceptual model

State name Definition

Lt Goal This stated indicates a long-term goal of the person, which
can be related to a few short-term goals. Examples: living
environmentally friendly; living comfortable

St Goal A short-term goal of the person which can be aligned with a
few long term goals and can lead to a few behaviours in
different contexts. Examples: saving money through using
high power devices during off-peak hours

Intention This state shows the intention of performing a specific
behaviour

Behaviour This state indicates a behaviour in a specific context. It is
assumed that in each time point, just one behaviour can be
activated. Examples: Do not using high power devices during
peak hours

Real Result The observed real results of a behaviour after doing it.
Example: the amount of money saving on the electricity bill
due to the using high power devices during off-peak hours

Confidence The confidence of the person about his expectation. If he or
she performs a behaviour for a longer time, he or she would
be more confident about his/her expectation

Advertisement The promised results for doing a behaviour via advertisements

Expectation The expectations about the results of performing a behaviour
in a specific context. This expectation can be form due to the
personal observations of the real results, or due to the
advertisements

Dissatisfaction Dissatisfaction in performing an action can happen due to a
big difference between the observed result and expectations

3.2 Numerical Representations and Parameters

As explained in Sect. 3.1, to be able to use a temporal-causal network model in
simulations, some elements need to be known: the weight of connections, speed
factors and the type of combination function for each state, and the parameters
(if any) of these combination functions. However, reading this subsection is not
necessary for understanding the model and simulation results.

Connection Weights. The following table shows the connection weights for
the connections of one goal and its related states.

It should be noticed that the connection weights between the states for the
other goal are the same. The only exceptions are the weights of the connections
from st-goal to intention, and from behaviour to real result which both are 0.2
in the second pair of goal-behaviour.
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Table 2. Weight of connections in the proposed model. The graphical representation
of model is presented in Fig. 2

Behaviour Intention St goal Dissat Real result Confidence Expectation

Behaviour 1 0.5 1

Intention 1

St goal 0.35 0.05

Lt goal 0.45

Dissat −1

Real result −0.5 1

Confidence 0.9 1

Ads 1

Expectation 0.3 0.4

In addition to the weights shown in Table 2, there are some connections which
connect the states of two parts of the model (from one goal-behaviour pair to
the other one). The weights of these connections are these: ωltGoal,st−goal =
0.05, ωintention,intention = −0.35, ωDissatisfaction,intention = 0.05

Combination Functions and Parameters. In this work, states which are
not affected by other states, are external states (advertisement and long term
goal). So, the value of these states are not dependent on the model and are
used to define different scenarios (Sect. 4.2). As explained, before performing a
behaviour, the expectation of the person about the results is mostly based on
the advertisements, and by performing the behaviour, the expectation would
gradually become based on the real observations. To have such dynamics, for
the expectation, the following combination function is used, expressing that the
aggregated impact is a weighted average of the impacts by advertising and real
result, where the weights are Conf and 1-Conf:

CF (Ads,Real − result, Conf) = Conf ∗ Real − result + (1 − Conf) ∗ Ads (4)

For the Real result state, an identity combination function id(.) is used. The
output of this function is equal to its input. For the other states of the model, a
simple logistic function is used:

alogisticσ,τ (V 1, V 2, V 3 · · · ) = 1/(1 + exp(−σ(V 1 + V 2 + V 3 · · · − τ))) (5)

As it is clear, this function has two parameters (steepness σ, and threshold
τ) which can be defined for each states. The following Table 3 shows the values
of σ and τ for the states with logistic function, in addition to the speed factor
of all states.

4 Simulation Experiments

The human-aware network model presented above was used to make a com-
parison between what the model predicts and what actually holds in the real
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world (based on the literature [3,10]). In the first subsection, some of hypotheses
are explained. In Subsect. 4.2 three different scenarios and their corresponding
results are discussed. Finally, the defined hypotheses are analysed using the
results of simulations.

4.1 Hypotheses

Some of the expected behaviours of the model can be formulated as follows:

– Hypothesis 1. Due to conflicts between the different behaviours, at any time
point, just one behaviour can be activated.

– Hypothesis 2. In the case that a behaviour is activated and the person is
not dissatisfied with its result and there is no external motivation to stop it,
its activation should continue.

– Hypothesis 3. External motivations (like advertisements via television or
social networks) can motivate a person to change the behaviour via increasing
the expectation about its corresponding results.

– Hypothesis 4. After performing an action (due to advertisements) for a
while, if the observed results are much lower than the promises, the person
will become dissatisfied about it, and stop that behaviour.

4.2 Scenarios and Results

To have more realistic scenarios, “domestic energy usage” was selected as the
application domain of simulated scenarios. By the growth of electricity gen-
eration by non-schedulable sources, matching supply and demand becomes a
more important challenge in this context. An often used way to encourage the
costumers to shift their loads to off-peak hours is time-based pricing. In this
strategy, the price of electricity during the peak hours (when demand is high
and supply is low) is higher than off-peak hours. In addition to such an econom-
ical motivations, it is important to inform the costumers about these economical
advantages. In the defined scenarios, the role of advertisements about these com-
mercial advantages is analysed.

To study the matching of simulation results and hypothesis, the model was
used with two long-term goals:

– Long term goal 1: living environmentally friendly
– Long term goal 2: living with comfort

Table 3. Parameters of the model. Speed factors and parameters of logistic functions

Behave

1

Behave

2

Intention

1& 2

St-goal

1& 2

Dissat 1 Dissat 2 Real result

1 & 2

Confidence

1& 2

Expect

1& 2

Speed factor 0.5 0.5 0.3 0.2 0.5 0.5 0.5 0.025 0.2

Steepness σ 50 50 50 30 50 50 The combination function of

these states is not Logistic

Threshold τ 0.4 0.6 0.1 0.3 1.05 1.15
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Each of them has one short-term goal:

– Short term goal 1: saving money by using the high power electrical devices
in off peak hours (when the price is lower)

– Short term goal 2: having comfort by using the devices whenever they are
needed

And each short time goal leads to a different behaviour:

– Behaviour 1: using the high power electrical devices in off peak hours
– Behaviour 2: using the electrical devices whenever they are needed

In the defined scenarios both goals are available in parallel. Only the avail-
ability of advertisements and the promising results in the advertisements affect
change in the scenarios. Moreover, the result of first behaviour is higher (0.5)
than the second one (0.2). In all scenarios, it is assumed that the person in the
past just always lived based on behaviour2 (using the electrical devices whenever
they are needed) and there was no dissatisfaction.

In the first scenario, a very low advertisement (0.1) is assumed for living
environmentally friendly. Figure 2 shows the results:

As it can be seen in Fig. 3, in the first scenario the person will continue doing
behaviour 2. And due to the lack of external motivations, the person will not
switch to the behaviour1.

In the second scenario, some advertisements inform the person about the
advantages of behaviour1. However, the promised result about the behaviour 2
is much higher than actual result (1.0 vs. 0.5) of this behaviour. Figure 4 shows
the results; the changed behaviour does not persist:

In the third scenario, some advertisements inform the person about the
advantages of behaviour1, and the promised results are not too different the real

Fig. 3. The results of the 1st scenario. Upper graph is related to the Behaviour 1.
Lower graph is related to Behaviour 2.
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Fig. 4. Results of the 2nd scenario. Upper graph is related to the Behaviour 1. Lower
graph is related to Behaviour 2.

Fig. 5. Results of the 2nd scenario. Upper graph is related to the Behaviour 1. Lower
graph is related to Behaviour 2.

results (0.6 vs. 0.5). Figure 5 shows the results of this simulation; the changed
behavior persists.

4.3 Explanation

In Sect. 4.1, four hypothesis are defined based on the literature. In this sub-
section, these hypotheses are analyzed based on the results of the scenarios in
Sect. 4.2:
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– Hypothesis 1. By looking at the Figs. 3, 4 and 5, it can be seen that never
two behaviours are activated together. By activation of a behaviour, the other
one become deactivated simultaneously.

– Hypothesis 2. This hypothesis says that without any stimulant, no changes
will happen in the behaviours. This hypothesis can be analysed in the first
scenario, which there is no external motivation. As it can be seen in Fig. 2,
in this case the person will not change behaviour in this specific context.

– Hypothesis 3. The third hypothesis talks about the necessity of motivations
in changing the behaviours. This hypothesis can be analysed in scenarios 2
and 3, where there is an external motivation.
In both cases, the agent switch from behavior 2 to behaviour 1 after
advertisements.

– Hypothesis 4. The last hypothesis states that a big difference between
expectations about the results and the real results of a behaviour leads to
dissatisfaction. This hypothesis can be analysed in scenario 3, where the per-
son changes behaviour due to the very high expectation about the results
of behaviour1. This high expectation is built due to the unrealistic adver-
tisements. As it can be seen in Fig. 4, after performing behaviour 1 for a
while, observing its real results and comparing it with expectations creates
dissatisfaction, which stops this behaviour.

5 Conclusion

In this paper, a computational model was proposed to simulate the dynamics
of cognitive states of a person during a behaviour change. The presented model
can be used as the basis of a human-aware smart support system. Such a system
can be used for better understanding the cognitive dynamics of a person while
he or she is changing (or persisting on) his or her behaviour.

In the experimental simulations, it was studied how economical motivations
in combination with advertisements can tempt a person to change behaviour.
However, it is shown that unrealistic advertisements can make dissatisfaction.
Subsequently, the person may change his mind again, and return to his old
behaviour.

The results of the simulations match to the expectations. The model was
verified via a mathematical analysis which had a positive outcome.

As mentioned, the probability of behaviour change toward a better lifestyle
is higher, when different strategies are combined together. Therefore, in future
work, the role of other elements (like social networks) will also be considered in
the model.
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Abstract. Desire regulation can make use of different regulation strategies; this
implies an underlying decision making process, which makes use of some form
of self-monitoring. The aim of this work is to develop a neurologically inspired
computational cognitive model of desire regulation and these underlying
self-monitoring and decision making processes. In this model four desire reg-
ulation strategies have been incorporated. Simulation experiments have been
performed based for the domain of food choice.
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1 Introduction

The study of desire and desire regulation has become an important focus for researchers
addressing human behaviour. In particular, the desire for eating and its regulation has
received much attention in recent years from various fields, including psychology,
social science, cognitive science and neuroscience; e.g., [1]. What to eat, when and
how much to eat all are influenced or controlled by a brain reward mechanism. Persons
who cannot control their eating because of poor regulation of their desires for food
often suffer from overweight and obesity. Various studies show that overweight and
obesity has become a major problem that affects health in many ways, for example,
concerning cardiovascular issues, diabetes, high blood pressure, and more [2]. There
has been a strongly increasing trend in the occurrence of obesity globally and in
western societies in particular [3]. Often individuals become habitual in taking certain
types of foods, and changing such habits is a difficult process. On the other hand, the
role of environmental factors is also crucial, such as an environment which is full of
appealing food. Much literature is available on the human neurological basis of the
regulatory mechanism, for example, dealing with certain desires, e.g., for food, drugs,
or alcohol. In general the regulation mechanism for such aspects has a common neu-
rological underpinning; evidence is provided that the neural basis of desire regulation
has some characteristics that are similar to those underlying the regulation of negative
emotion. This includes the involvement of areas such as the dorsolateral prefrontal
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cortex, inferior frontal gyrus, and dorsal anterior cingulate cortex [4, 5] This suggest
that regulatory mechanisms can be considered for any mental state.

Desire is considered here as a mental state that can lead to certain actions for its
fulfilment: a desire state has forward causal connections to action (preparation) states.
Regulatory mechanisms that can be used to regulate a desire (and a food desire in
particular) will indirectly affect these action states. There is a body of research available
that provides evidence and suggests that desires can be down-regulated using different
strategies; e.g., [6, 7]. For the case of emotion regulation, [8, 9] have put forward a
process model that describes how emotion regulation takes place in different stages.
Some of the elements of this process model provide useful inspiration for a generali-
sation and in particular to develop a model for desire regulation.

The design of human-aware or socially aware intelligent systems that support
people in their daily routine can benefit from more attention from a computational
perspective. A dynamical cognitive model can be used to obtain some awareness for
such a system of a person. For that purpose it is important to use a modelling approach
that addresses dynamical aspects and interaction of various mental states underlying
behaviour. In this paper the processes of self-monitoring and decision making con-
cerning desire regulation strategies are explored computationally. This work is an
extension of the model of desire generation and regulation presented in [10]. Four
regulation strategies have been considered: (1) reinterpretation (modulating beliefs),
(2) attention deployment (changing the own sensing and focusing of the world),
(3) suppression (suppressing a desire and the actions triggered by it), and (4) situation
modification (modifying the world itself, for example, by avoidance). The rest of the
paper contains in Sect. 2 neurological background literature, Sect. 3 presents and
provides the details of the computational model in detail. Next, Sect. 4 presents the
results of simulation experiments. Section 5 concludes the paper.

2 Background

The computational cognitive model of self-monitoring and decision making for desire
regulation presented in this paper is inspired by cognitive neuroscience literature; in this
section some neurological background is discussed. Generally a desire is considered as a
mental state of wanting to have or achieve something; it could be for food, smoking,
alcohol or any physiological or other aspect. It often implies strong intentions towards
the desired aspect, such as to fulfil the physiological need, and sometimes it leads to
physically or mentally unhealthy behaviours. In this work the considered application
domain is food desire and its regulation. Food desire is considered as the subjective
sense of wanting a certain type of food; it has motivational characteristics such as
wanting to eat that particular food or being motivated towards that food, it also involve
cognitions as well, for example, intrusive beliefs or thoughts about the food [11]. Taking
the neuroscience perspective into account, numerous theoretical and empirical studies
are available, including fMRI studies about food-related behaviour that show how
persons become food addicted; for example, it explains that how appealing food
environment affect the brain reward pathways such as how greatly appetizing foods
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activates reward pathways leading to obesity [12, 13]. Other studies pointing towards
the dysfunction or dysregulation of brain reward pathways may also contribute to more
consumption of highly appetizing foods, which ultimately leads to more weight gain and
obesity [14].

Literature shows that food reward mechanisms and regulation involves various
parts of brain, and while regulating a desire various other factors are also involved [1],
such as homeostatic requirements, cognition, and the pleasure from food eating [15].
For example, the pleasure factor of food intake is mediated by reward-related cortical
and sub-cortical systems of the brain, including the hypothalamus, ventral striatum and
the orbitofrontal cortex (OFC) [16, 17].

The monitoring and executive control of various functions in the brain involves the
frontal lobes, in particular the prefrontal cortex, orbitoprefrontal cortex also referred as
ventromedial PFC (vmPFC); the vmPFC is involved in predicting actions and their
outcomes and this is associated with the selection of actions in response to a stimulus.
So, the monitoring mechanism of desire regulation can perform selection from an
available pool of regulation strategies based on the assessment of the desire as well as
based on the preference of that person to make use of certain regulation strategies. In
this way decisions about strategies will select any particular regulation strategy or
multiple strategies to regulate the desire.

Often regulation takes place when a desire starts to compete with certain important
goals. For instance, if a person wants to control his or her diet to lose weight and is in a
palatable food environment he or she is trying to avoid certain types of food with high
calories. Desire regulation can make use of a variety of specific strategies to modulate
the level of desire. Some inspiration can be found in models addressing emotion
regulation. Reinterpretation (cognitive change) is a form of regulation strategy often
used to change the meaning of stimuli by changing beliefs about these stimuli. The
neurological underlying mechanism of such regulation processes [18] shows that the
ventrolateral PFC and posterior parietal cortex seem more active for the duration of
both cognitive upregulation and downregulation, and were functionally coupled with
vmPFC and dlPFC. Moreover for the reinterpretation strategy it is plausible that the
control from the PFC affects the interpretation change to change the thoughts about
appetizing food. To control different pathways in order to perform regulation according
to different strategies the PFC seems involved together with different areas within the
brain [19, 20]. For example, during a desire suppression strategy there was more
activity in the prefrontal cortex [21]. So, particularly the dlPFC, plays prominent roles
in the suppression of a desire to eat, and increases activation in a right
prefronto-parietal regulation network [22].

Various empirical studies on the attention deployment strategy [21], explain that
this regulation strategy works by moving the attention away from the particular food or
deploy attention to something else; e.g. to any other type of food. Besides this, other
studies [23, 24] show that the interaction between prefrontal PFC and sensory areas
occurs in the sense that PFC has a prominent role for controlling and directing attention
to a location, or to an object.
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3 Conceptual Representation of the Model

This section shows how the different states in the model affect each other. The pro-
posed model is based on the literature described in the introduction and background
sections; an overview is depicted in Fig. 1. A short description of each state is provided
in Table 1. The model shows how desire regulation strategies work to regulate a desire
using an explicit self-monitoring and selection mechanism of regulation strategies. The
model is based on a temporal-causal network [25] reflecting the underlying neuro-
logical mechanisms in an abstracted manner. The conceptual cognitive model has been
applied to the food desires domain as illustration for this paper.

3.1 Desire Generation and Choosing Actions

The cognitive model adopts some elements from [10], but adds the self-monitoring and
regulation selection process. It is assumed that desire generation involves both phys-
iological and environmental factors, so both aspects have been integrated. It shows how
such bodily unbalance (e.g., hungriness) and environmental factors (e.g., appetizing
food) can generate the desire. Physiological states are based on metabolic activity
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Fig. 1. Conceptual model of self-monitoring and desire regulation strategies.
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Table 1. Overview of the states of the model (see also Fig. 1)

Name Informal name Description

wsw World state w The world situation the person is facing, the
stimulus, in the example w is a food stimulus

ssw Sensor state for w The person senses the world through the sensor state
srsw Sensory representation

state for w
Internal representation of sensory world information
on w

beli Beliefs These represent the interpretation of the world
information

cs1 Control state for
reinterpretation of the
stimulus

By becoming activated this control state suppresses
the positive belief, which gives the opportunity for
alternative beliefs to become dominant

cs2 Control state for desire
suppression

This control state suppresses the desire and the
associated preparations for bi

cs3 Control state for attention
deployment

When this control state becomes active, by action a1
it diverts attention from the stimulus, e.g., to divert
attention from high calories food to low calories
food

cs4 Control state for situation
modification

This state monitors determines whether a situation is
unwanted. If so, the control state activates the
preparation and execution of action a2 to change this
situation

psa1 Preparation for action a1 Preparation to deploy attention (e.g., change gaze
direction) by an action a1

esa1 Execution state for action
a1

The action a1 regulates the desire by focusing the
attention away from the stimulus, so the intensity of
stimulus can be reduced

psa2 Preparation for action a2 Preparation to modify the world situation wsw by an
action a2

esa2 Execution state for action
a2

This state for action a2 is changing the situation by
decreasing the level of world state w

mub Metabolism for ub This represents the metabolic level affecting
unbalance state ub

bsub Body state of ub Bodily unbalance, for example, underlying being
hungry

ssub Sensor state for body
unbalance ub

The person senses bodily unbalance state ub,
providing sensory input

srsub Sensory representation of
ub

Internal sensory representation of body unbalance
ub

bsfull Fullness body state of full A bodily state that represents fullness (in particular
for the food scenario)

ssfull Sensor state for bodily
state full

The person senses body state full, providing sensory
input

srsfull Sensory representation of
full

Internal sensory representation of bodily state full

(continued)

30 A.H. Abro and J. Treur



(e.g., concerning energy level) and are modelled by using connections from a metabolic
state mub that leads to the bodily unbalance represented by body state bsub.

A person senses the bodily unbalance via the internal sensor state ssub that enables
the person to form the sensory body representation state srsub representing body
unbalance in the brain and this in turn affects the desire. Environmental factors also can
lead to a desire (e.g., palatable food) generation. They start with the environment
situation that is represented by world state wsw and the person senses it through sensor
state ssw and represents it by sensory representation state srsw. Based on these repre-
sentations the person forms beliefs to interpret the world state (e.g., the food). If positive
beliefs are strong, then the desire will be stronger. Alternatively, if a person has more
negative beliefs (e.g., this food is not healthy) then the desire may be less strong. The
desire in turn affects preparations for actions to fulfil the desire (e.g., get the body in
balance). This is modelled by the connection from the desire state dsub to preparation

Table 1. (continued)

Name Informal name Description

dsub Desire for unbalance ub Desire to compensate for body unbalance ub (e.g.,
desire to eat to get rid of being hungry)

psbi Preparation for an action
bi

Preparation for an action bi to fulfil the desire (e.g.,
bi represent the available food choices)

fsbi Feeling bi Feeling state fsbi for the effect of action bi
srsbi Sensory representation of

bi
Internal sensory representation of body state for bi in
the brain

ssbi Sensor state for bi The person senses the body states through the sensor
state

sssat Sensor state for
satisfaction sat

The person senses body states providing sensory
input to the feelings of satisfaction

srssat Sensory representation of
sat

Internal representation of the body aspects of
feelings of satisfaction sat

fssat Feeling for satisfaction sat These are the feelings about the considered action
choice, how much satisfactory it is

esbi Execution state for action
bi

An action choice to reduce unbalance ub (in the
food scenarios bi is to eat a chosen food)

bsbi Body state for bi This is the body state resulting from action bi (e.g.,
to eating that particular food)

ltg Long term goal This represents the long term goal (to lose weight,
for example)

stg Short term goal This refers to an incremental way of achieving long
term goals (e.g., avoid fast food)

xfsbi; psbi Learnt connections This models how the generated feeling affect the
preparation for response bi

moni Self-monitoring states These states assess the intensity of the desire, e.g.,
from mon1 for low to mon4 for very high intensity.
This assessment is input for the decision on which
regulation strategies to apply
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states psbi. In the considered scenario, these prepared responses psbi lead to a (predicted)
sensory body representation srsbi and to feeling states fsbi. Subsequently, the states fsbi
have strengthening impacts on the preparation state psbi, which in turn has an impact on
feeling state, fsbi, through srsbi which makes the process recursive: an as-if body loop
(e.g., [26]). The weights xfsbi;psbi , of the connections from feeling states fsbi to prepa-
ration states psbi are learnt over time based on a Hebbian learning principle [27].

Making food choices for actions also involves long term goals ltg and short term
goals stg; for example, if a person has the long term goal to reduce body weight, he or
she may start to achieve that by generating a more specific short term goal to eat low
calories food instead of high calories food.

3.2 Self-monitoring and Regulation Strategies

The self-monitoring mechanism continuously performs monitoring and assessment of
the desire intensity. It provides input for the decision making on whether to activate any
or multiple desire regulation strategies. In the example scenario four monitoring states
were used, but it could be any number. This combined self-monitoring and decision
model provides some freedom to persons in selection of desire regulation strategies.
The self-monitoring process is modelled through links from the desire to a number of
(self-)monitoring states. The decision making process involves links from and to the
four control states for the four regulation strategies covered. The role of the
self-monitoring states is to assess the intensity of a desire. As discussed in Sect. 2, in
general the upward connections to the PFC are used for monitoring and assessment
purposes. In this model four different desire regulation strategies have been incorpo-
rated; depending on the situation and personality of an individual, one, two, three or all
of these regulation strategies are selected. Note that all self-monitoring states have
connections to every control state for a regulation strategy, so any monitoring state can
contribute to activation of any regulation strategy. This can involve personal charac-
teristics of the person such as preferences regarding the regulation strategy and sen-
sitivity of the person for the stimulus.

Regulation strategies can be used in different phases of the causal pathways in
which the desire occurs. The causal pathways considered are those leading to a desire,
from a world state and body state via sensing and representing it and beliefs inter-
preting it, and those pathways following the desire, in particular the action preparation
options triggered by the desire. Desire regulation strategies addressing the first type of
causal pathways include cognitive reinterpretation (modifying the beliefs on the world
situation, controlled by cs1), attention deployment (modifying the sensing of the sit-
uation, controlled by cs3), and situation modification (modifying the situation itself,
controlled by cs4). Desire regulation strategies addressing the second type of causal
pathway include desire suppression and suppression of the preparation for actions
triggered by the desire (controlled by cs2).

Reinterpretation works by altering the interpretation of a stimulus (e.g., by thinking
about the negative consequences of such food), which can in turn reduce the desire. To
model reinterpretation two types of belief states beli (positive bel1 and negative bel2)
have been taken into account, they represent alternative interpretations and suppress
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each other via inhibition connections. A person may interpret food in a different way
(e.g., this food is not healthy) by the control state cs1 becoming active that suppresses
the positive belief, so the alternative negative belief gets more strength and the desire
becomes less.

The second regulation strategy used in the model is suppression of the desire and
the triggered action option preparation states prepbi. For example, if a person is just
sitting in front of appetizing food and a desire to eat develops, to regulate this desire
he/she may start to suppress the desire and the preparations for eating actions. To
model this strategy control state cs2 is used with suppressing connections to the desire
dsub and preparation states prepbi.

The third regulation strategy considered in this model is attention deployment. It is
used to focus attention away from the sensed cue, for example palatable food, so that
the person may get a lower desire level. To model the attention deployment strategy
control state cs3 is used. By using this control mechanism a person can prepare and
undertake action a1 through psa1 and esa1 to turn the gaze away to focus attention on
something less craving thus decreasing the influence of stimulus wsw on the sensory
state ssw, so then the environmental influence becomes low which may lead to less
desire or even no desire anymore.

The fourth desire regulation strategy is situation modification. It refers to changing
or leaving the craving environment which leads to the desire. In this model the control
state cs4 is used for this; this state receives impact from the desire dsub and the stimulus
through the sensory representation of the world srsw and activates preparation state psa2
and execution state esa2 so that action a2 can change the environment state wsw (re-
ducing its level).

3.3 Numerical Representation of the Model

The conceptual representation of the cognitive model presented above (Fig. 1 and
Table 1) shows a collection of mental states with their connections. In a numerical
format the states Y have activation values Y(t) (real numbers ranging between 0 and 1)
over time t where also the time variable is modelled by real numbers. The update
mechanism of a state from time point t to time point t + Dt depends on all incoming
connections to that state. The following elements are considered to be given as part of a
conceptual representation (which makes the graph shown in Fig. 1 a labelled graph):

• For each connection from state X to state Y a weight xX;Y (a number between –1 and
1), for strength of impact; a negative weight is used for suppression

• For each state Y a speed factor ηY (a positive value) for timing of impact
• For each state Y a combination function cY(…) used to aggregate multiple impacts

from different states on Y

The conceptual representation of this cognitive model can be transformed in a
systematic or even automated manner into a numerical representation as follows [25]
obtaining the following difference and differential equation:
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Y tþDtð Þ ¼ Y tð Þþ gY cY xX1;YX1 tð Þ; . . .;xXk;YXk tð Þ� �� Y tð Þ� �
Dt

dY tð Þ=dt ¼ gY ½cY xX1;YX1 tð Þ; . . .;xXk;YXk tð Þ� � � Y tð Þ�

In the model considered here, for all states the advanced logistic sum combination
function alogisticr,s(…) is used:

cY V1; . . .;Vkð Þ ¼ alogisticr;s V1; . . .;Vkð Þ

¼ 1
1þ e�r V1 þ ...þVK�sð Þ �

1
1þ ers

� �
1þ e�rsð Þ

Here r is a steepness parameter and s a threshold parameter. The advanced logistic
sum combination function has the property that activation levels 0 are mapped to 0 and
it keeps values below 1. For example, for the preparation state psbi the model is
numerically represented as

aggimpactpsbiðtÞ ¼ alogisticr;sðxsrsub; psbi srsub tð Þ;
xfsbi; psbi fsbi tð Þ;xfssat ; psbi fssat tð Þ;xstg; psbistg; tð ÞÞ

psbiðtþDtÞ ¼ psbi tð Þþgpsbi
½aggimpactpsbiðtÞ � psbi tð Þ�Dt

The numerical representation of the Hebbian learning connections is:

xfsbi; psbiðtþDtÞ ¼ xfsbi; psbi tð Þþ ½g fsbi tð Þpsbi tð Þð1� xfsbi; psbi tð ÞÞ � fxfsbi; psbi tð Þ�Dt

Simulations are based on these numerical representations. All difference equations
for states and adaptive connections have been converted in a form which can be
computed in a program (in Matlab).

4 Simulation Results

This section provides the details of simulation results in relation with one of the various
scenarios that have been explored. These scenarios address food desire regulation
strategies. The selection of regulation strategies varies and depends on the personal
characteristics and the sensitivity of the person towards the type of food.

The simulations have been executed for 180 time points; the time step was Dt = 0.1
and all update speeds were η = 0.1. The rest of the parameter values for connections
weights are presented in Table 2 and the values for parameters threshold s and
steepness r are given in Table 3 (due to less space both table have been uploaded as
separate file see [28]. These parameters values have been obtained by taking into
consideration the patterns that are known from literature and searching for the ranges of
parameter values that provide such patterns. The initial values for all states were set to
0. Note that connections from self-monitoring states to control states can be chosen
according to the scenario. The following real world scenario is considered.
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John is suffering from overweight and obesity and wants to loose weight. He wants to control
his diet by stopping or reducing eating high calories food. John is present in an appetizing food
environment with high calories food. He may apply various desire regulation strategies. He may
start reinterpretation of the food by thinking about the health related consequences. He may also
move his attention away from that appetizing food, or he may try to suppress his desire (e.g. he
may even sit in front of that food but not eat) and he can change the situation by leaving.

The presented scenario represents one of the experiments performed. The simula-
tion results shows how monitoring and regulation took place. Figure 2 shows that if the
person initially has more positive beliefs about that type of food or stimuli it leads to a
desire.

It is shown that initially this person wants to regulate the desire by applying the
reinterpretation strategy see Fig. 2(a), as control state cs1 becomes active to change the
initial positive beliefs into negative beliefs (thinking about the consequences of that
food type), but as this strategy is not successful, later the person tries to change his
attention (e.g., changing gaze direction); this can be seen in Fig. 2(c) that shows how
control state cs3 becomes active for that purpose.

But still it didn’t work well to reduce the desire, so as a last resort the person
decides to leave the situation by activating control state cs4 to perform the situation
modification action which changes world state wsw; so then there is no more stimulus
and no more desire; see Fig. 2(d). Also Fig. 3 shows that there is no eating action due
to the situation modification. Although the person was prepared (all preparation states
become high, see Fig. 3(b)) for an eating action, there was no eating due to situation
modification action (see Fig. 3(d)); the behaviour of the self-monitoring states and
learnt connections can be seen in Fig. 4.

Fig. 2. (a) reinterpretation (b) suppression (c) attention deployment and (d) situation
modification.
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5 Conclusion

In this paper, a neurologically inspired computational model of self-monitoring and
decision making for desire regulation was presented. A number of simulation experi-
ments have been performed according to different scenarios, that show how people can
decide to apply different desire regulation strategies. The model incorporates a
self-monitoring mechanism that is responsible for assessing the desire. These assess-
ments are input for the decision making process on selection of desire regulation
strategies. This process is based on various factors including the assessed desire level,

Fig. 3. (a) desire & fullness (b) preparation for bi & actions (c) associated feelings bi (d) actions
options

Fig. 4. (a) self-monitoring states. (b) learnt connections
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preferences and personality characteristics such as sensitivity level towards the type of
food. In this model four desire regulation strategies have been taken into account:
reinterpretation, attention deployment, desire suppression and situation modification.
Similar strategies are also known from approaches to emotion regulation such as [9,
29]. However, the current paper contributes a way in which these regulation strategies
can be generalised to address any mental state, affective or not, and this generalisation
is applied in particular to desire states.
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Abstract. In this paper, we present a novel idea where we analyzed EEG
signals to classify what type of video a person is watching which we believe is
the first step of a BCI based video recommender system. For this, we setup an
experiment where 13 subjects were shown three different types of videos. To be
able to classify each of these videos from the EEG data of the subjects with a
very good classification accuracy, we carried out experiments with several
state-of-the-art algorithms for each of the submodules (pre-processing, feature
extraction, feature selection and classification) of the Signal Processing module
of a BCI system in order to find out what combination of algorithms best
predicts what type of video a person is watching. We found, the best results
(80.0% with 32.32 ms average total execution time per subject) are obtained
when data of channel AF8 are used (i.e. data recorded from the electrode located
at the right frontal lobe of the brain). The combination of algorithms that
achieved this highest average accuracy of 80.0% are FIR Least Squares, Welch
Spectrum, Principal Component Analysis and Adaboost for the submodules
pre-processing, feature extraction, feature selection and classification
respectively.

Keywords: EEG � BCI � HCI � Human factor � Video Category Classification

1 Introduction

Electroencephalography (EEG) signals, due to their non-invasiveness, high time res-
olution, ease of acquisition, and cost effectiveness compared to other brain signal
recording methods, are one of the most widely used brain signal acquisition techniques
in existing Brain-Computer Interface (BCI) systems [1].

Advent of off-the-shelf wireless dry electrode EEG recording devices such as
NeuroSky’s MindWave [2], InteraXon’s Muse [3], Emotiv Epoc [4], etc. have created a
whole new domain for BCI researchers in recent years especially because of its
low-cost, ease of use and portability. Emotion classification [5], attentiveness [6], task
discrimination [7, 8], etc. are few examples of areas in which such devices are used in
the recent past.

Video tagging from EEG signals is one other area explored by researchers [9, 10].
In [9], 17 participants were shown 49 videos (less than 10 s each) – 7 videos in each of
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the preselected 7 categories. At the end of each stimulus, a tag was presented for 1 s.
Each of the 49 videos were shown twice (98 trials), the first followed by a matching tag
and the second followed by an incorrect tag, or vice versa. The authors concluded that
the N400 event-related potential (ERP) occurring after an incorrect tag is displayed, is
of higher negativity compared to the N400 ERP after a correct tag.

Usage of videos as stimuli are not uncommon in EEG related BCI studies [1, 11, 12].
However, to the best of our knowledge, there are no studies that tries to passively find
out whether a person is enjoying a particular genre of videos, specifically from brain
signals. To do this, the very first thing that one should be able to classify is, which type
of video a person is watching. With the vision of building a BCI based video recom-
mender system, in this paper, we present a novel idea where we experimented to identify
which genre of videos does one video belong to by analysing EEG signals of the person
watching it.

The rest of the paper is organized as follows. Section 2 discusses the experimental
setup and data acquisition techniques, Sect. 3 comprises of the experimental studies
and findings, Sect. 4 discusses our findings, and finally Sect. 5 gives a brief concluding
remarks.

2 Experimental Setup and Data Acquisition Techniques

2.1 Demographics of Subjects

EEG data were collected from 23 subjects, 15 males and 8 females, all of whom were
second or third year undergraduate students at Independent University, Bangladesh
(IUB). None of the subjects had any personal history of neurological or psychiatric
illness and all of them had normal or corrected-normal vision. We also recorded the
whole experiment of each of the subjects using a webcam. After analysing these
videos, we excluded data of 2 females and 8 males due to reasons like, excessive
blinking, hand or body movements (even after being instructed to move as less as
possible), etc. to keep the signal noise at its minimum.

The maximum, minimum, average, and standard deviation age of the 13 subjects (7
males and 6 females) were 23, 20, 21.4 and 0.961 respectively and all the participants
were right-handed. All the participants signed informed consent forms specific to this
study only after they read and agreed to it.

2.2 EEG Recordings

Electroencephalogram (EEG) data were recorded using the Muse headband by Inter-
aXon [3] which has been used in multiple studies as well [13–15]. This off-the-shelf
dry electrode EEG recording device has 5 channels (TP9, AF7, AF8 and TP10 with
reference channel at FPz) arranged according to the 10–20 international standard. The
data were recorded at a sampling rate of 220 Hz and were transmitted wirelessly to a
computer using Bluetooth communication module.
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2.3 Experimental Setup

The experiment was designed to show the participants three different types of videos:
1. Calming and informative, 2. Fiction and 3. Emotional. The videos were chosen
based on four criteria: 1. the length of the videos must be relatively short, 2. the video is
to be understood without any prior specialized knowledge or explanation, 3. the videos
must be interesting and/or entertaining so that the participant does not get bored and
therefore distracted and 4. to keep the signal noise at its minimum, the videos should
not have any content that changes one’s facial expressions like smiling, squinting, etc.
We carried out a questionnaire based survey on ten subjects (who did not take part in
the study) to verify whether our videos meet all the criteria mentioned.

The first and third video clips were further trimmed to keep the experimental period
short making sure that there was no break in scene i.e. the trimming did not disrupt the
flow of the video or the story.

Each of these three videos were preceded with a five second blank black screen
allocated for the resting period of the participants and another five second blank black
screen at the very end of the three videos. At the very beginning a message stating “The
video will start in 5 s” was shown for two seconds to give a hint of start. The full
process of our experiment is of 6 min 43 s and is depicted in Fig. 1. The experiment
video can be found in [16]. These videos were displayed on a 21.5-inch LED monitor
with a refresh rate of 60 Hz.

The participants were fully explained to the very details about their task (i.e. just to
watch all the videos) in the experiment except for the videos they will be shown. To
keep the signal noise at its minimum the participants were instructed to move as less as
possible. They were given time to sit comfortably before the experiment started and
other than the participant, there was no one else in the room during the experiment.

3 Experimental Study and Findings

3.1 Algorithms and Methods

In our study, we carried out experiments with several state-of-the-art algorithms for
each of the submodules (i.e. Pre-processing, Feature Extraction, Feature Selection, and
Classification) of the Signal Processing module of a Brain-Computer Interface
(BCI) system [1] in order to find out what combination of algorithms for each of the
different submodules best predicts what type of video a person is watching.

In the pre-processing submodule, we mainly concentrated on different types of
filters as EEG signals are highly prone to different types of noise. Basically, we carried

Hint of 
Start 

Blank Black 
Screen Video 1 Blank Black 

Screen Video 2 Blank Black 
Screen Video 3 Blank Black 

Screen 

2 secs 5 secs 68 secs 5 secs 142 secs 5 secs 171 secs 5 secs 

Fig. 1. Video presentation sequence
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out experiments with two basic family of filters namely, Finite Impulse Response
(FIR) and Infinite Impulse Response (IIR) filters.

We designed five filters, two FIR filters and three IIR filters. The EEG signals were
bandpass filtered from 5–48 Hz. Details of their configurations are presented in
Table 1.

The goal of the feature extraction module is to convert the raw EEG data to a set of
logical useful features using which the Classification submodule can classify with
better or more accuracy. The Feature Extraction methods we selected are: Discrete
Wavelet Transform (DWT), Fast Fourier Transform (FFT), Welch Spectrum (PWelch),
Yule – AR Spectrum (PYAR) and Short Time Fourier Transform (STFT). The
parameters for each of these algorithms are presented in Table 2.

Feature selection step reduces the dimensions of the features extracted from the
previous step and selects only those features which contains most relevant information.
In short, it is a dimensionality reduction step. We chose two dimensionality reduction
algorithms, Principal Component Analysis (PCA) and Singular Value Decomposition
(SVD).

We selected six classifiers to train and test using the EEG features selected in the
last step. They are: Adaboost (AB), Support Vector Machines (SVMs), Multi-Class
Linear Discriminant Analysis (MLDA), Multiple Linear Regression (MLR), Naïve
Bayes (NB) and Decision Trees (MLTREE).

Table 1. Different filters with their design specifications

Filters Type Specifications

FIR 1. Equiripple (FE)
2. Least Squares (FLS)

Degree: 256
Sample rate: 220 Hz
Stopband Frequency 1: 4 Hz
Passband Frequency 1: 5 Hz
Stopband Frequency 2: 48 Hz
Passband Frequency 2: 50 Hz

IIR 3. Chebyshev I (Passband ripple) (ICS1)
4. Chebyshev II (Stopband ripple) (ICS2)
5. Elliptic (IE)

Degree: Automatic
Sample rate: 220 Hz
Stopband Frequency 1: 4 Hz
Passband Frequency 1: 5 Hz
Stopband Frequency 2: 48 Hz
Passband Frequency 2: 50 Hz

Table 2. List of feature extraction methods with their default parameters

Algorithm DWT FFT PWelch PYAR STFT

Parameters Wav.: db1
Dec.: 5

Nfft: 512
Freq. range:
0–110 Hz

Nfft: 512
Freq. range:
0–110 Hz

Nfft: 512
Freq. range:
0–110 Hz AR: 20

Nfft: 512
Freq. range:
0–110 Hz
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For SVM, we used one-vs-all method for multi-class classification and the
parameters chosen were kernel = linear and C = 1. For Adaboost, 100 weak classifiers
were used to create all the ensembles. All other classification algorithms and their
default parameters relied on the implementations of MATLAB’s Statistics and Machine
Learning toolbox.

To evaluate the classification accuracy, we chose the 10-fold Cross-Validation
approach also known as Leave-One-Out Cross-Validation (LOOCV). In our study, we
used the subject-specific approach where the training and test set is generated from the
same subject, i.e. we divided a single subject’s EEG data into 10 trials, trained the
classifier with 9 of them and tested the model generated by the classifier with the
remaining one and repeated the whole process for 10 times.

It is important to note that each of the three videos shown to the participants were of
different length. Therefore, we selected one minute of raw EEG data from each of these
videos to keep the length of the raw EEG data of each of the videos equal to ensure that
there was no biasness during classification. This selection of one minute was done
based on one single criteria – the part selected should clearly state the main story line of
the video. Thus, we selected, the last one minute of the first video, one minute from the
exact middle of the second video and finally, the last minute of the third video. Most of
the information is stated in the last minute of the first video, the main climax or story
exists in the middle one minute of the second video and emotional climax is revealed in
the last minute of the third video.

Before the EEG data was used to evaluate classification accuracies, we eliminated
all data whose absolute difference was above 2 standard deviation from the mean
(which significantly improved our classification accuracies in our pre-experiment
results).

All the experiments were run in a computer with 3.4 GHz (Intel Core i7) processor,
16 GB memory and 4 GB (NVDIA GeForce) graphics card.

3.2 Experimental Results

Table 3 presents the top ten combinations of algorithms for each of the submodules of
the Signal Processing module of a Brain-Computer Interface (BCI) system for each of
the channels.

As per Table 3, the best combination of algorithms when data of channel TP9 are
used are ICS2 filter for the pre-processing submodule, PYAR for the feature extraction
submodule, PCA for the feature selection submodule and finally, SVM for the clas-
sification submodule. Combination of these algorithms achieved an average accuracy
of 68.7% and on an average the total execution time taken per subject was 2.05 ms.

A better highest average accuracy of 69.7% is achieved when data of channel AF7
are used. The combination of algorithms is same as that of channel TP9 except for the
pre-processing submodule where FLS (1.82 ms) or IE (1.84 ms) achieved the best
accuracy.

Similar highest average accuracy of 67.9% is obtained when data of TP10 are used.
But the combination of algorithms responsible for this result is quite different than the
ones discussed before. They are: FLS, PYAR, SVD and MLR for the submodules
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Table 3. Top ten combination of algorithms for each of the submodules for each of the channels

Channel Filter Feature
extraction

Feature
selection

Classifier Avg.
accuracy (%)

Avg. time
(msec)

TP9 ICS2 PYAR PCA SVM 68.7 2.05
ICS1 PYAR PCA SVM 68.5 2.06
FLS PYAR PCA MLR 68.5 1.81
FE PYAR SVD NB 66.9 9.97
IE PYAR PCA SVM 66.2 1.91
FE PYAR PCA SVM 65.9 1.80
IE DWT PCA NB 65.9 6.40
ICS1 PYAR PCA AB 65.9 29.63
FLS PYAR PCA SVM 65.6 1.84
ICS1 PYAR SVD NB 65.4 10.23

AF7 FLS PYAR PCA SVM 69.7 1.82
IE PYAR PCA SVM 69.7 1.84
ICS2 PYAR PCA SVM 69.5 2.03
ICS1 PWELCH SVD NB 69.2 11.38
ICS1 PWELCH PCA SVM 69.0 3.21
FLS PYAR SVD SVM 69.0 1.82
FLS PYAR SVD NB 69.0 9.86
FE PYAR SVD SVM 68.7 1.81
ICS1 PYAR PCA SVM 68.7 2.07
FE PYAR SVD NB 68.7 10.01

AF8 FLS PWELCH PCA AB 80.0 32.32
IE PYAR SVD NB 79.2 10.53
ICS2 PYAR PCA AB 79.2 31.06
FLS PYAR SVD NB 79.0 10.57
ICS1 PYAR SVD NB 78.5 10.75
ICS2 PYAR PCA MLDA 78.2 2.98
FLS PWELCH PCA SVM 78.2 3.25
ICS1 PYAR PCA AB 77.9 31.04
ICS2 PYAR PCA SVM 77.9 2.22
IE PYAR PCA AB 77.7 31.05

TP10 FLS PYAR SVD MLR 67.9 1.82
FLS PYAR PCA MLR 67.2 1.85
FE PYAR PCA MLR 65.4 1.86
FE PYAR SVD MLR 65.1 1.86
FLS PYAR PCA SVM 64.1 1.82
ICS2 PYAR SVD MLR 63.8 2.10
IE PYAR SVD MLR 63.6 1.87
FLS PYAR SVD AB 63.3 29.53
ICS1 PYAR SVD MLR 63.3 2.10
IE PYAR PCA AB 63.1 29.38
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pre-processing, feature extraction, feature selection and classification respectively and
the mean total execution time per subject was 1.82 ms.

The best results are obtained when data of channel AF8 are used (i.e. data recorded
from the electrode located at the right frontal lobe or more specifically right dorsolateral
prefrontal cortex of the brain). Even the tenth highest average classification accuracy
(77.7%) is substantially higher than the best accuracies obtained by the data of each of
the other three channels. This means, which type of video a person is watching can be
best classified from the EEG data of channel AF8. Combination of algorithms which
evaluated the highest result of 80.0% are FLS, PWelch, PCA and AB. The average total
execution time per subject (32.32 ms) increased significantly mainly due to the usage
of AB. However, this total execution time of 32.32 ms can still be considered as an
acceptable delay for real-time applications.

Subject wise accuracies for each of the top ranked combination of algorithms for
each of the channels is presented in Table 4.

4 Discussion

Many aspects of the brain are triggered when a person is watching a video, i.e. videos
have the quality to evoke several types of stimuli – attention, emotion, memory, etc. all
of which involves the frontal lobe of the brain. The results (80.0%) we obtained can
therefore be induced from several criteria.

Table 4. Subject-wise accuracies for each of the channels using top ranked combination of
algorithms

Subject Avg. accuracy
(%) of channel
TP9

Avg. accuracy
(%) of channel
AF7

Avg. accuracy
(%) of channel
AF8

Avg. accuracy
(%) of channel
TP10

1 76.7 86.7 100.0 53.3
2 56.7 90.0 90.0 56.7
3 76.7 86.7 80.0 73.3
4 46.7 53.3 63.3 70.0
5 70.0 40.0 56.7 56.7
6 76.7 66.7 76.7 90.0
7 63.3 53.3 76.7 53.3
8 80.0 83.3 100.0 63.3
9 50.0 83.3 56.7 66.7
10 66.7 53.3 60.0 50.0
11 76.7 73.3 96.7 83.3
12 66.7 83.3 100.0 93.3
13 86.7 53.3 83.3 73.3
Avg. accuracy
(%)

68.7 69.7 80.0 67.9
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The reason for the result we obtained (80.0%) from the data of the channel AF8
(located at the right dorsolateral prefrontal cortex), whose results are far better than any
of the other channels, can be because of the influence of working memory in subjects
when watching videos. This result, supports the findings of [17] where the authors
confirms that right dorsolateral prefrontal cortex plays a crucial role in spatial working
memory related tasks.

Many papers [18–20] concluded that signals in the gamma band of the frontal and
prefrontal cortices of the brain are heavily involved during working memory load
related activity. In our paper, we filtered out the raw signal from 5 Hz to 48 Hz keeping
a substantial amount of gamma band in our signal. Taking a larger range of gamma
band into account might improve our classification accuracy as videos are involved in
evoking working memory in viewers. This hypothesis can be even more supported as
gamma band frequencies are also involved in activities requiring cross-modal sensory
processing – perception combined from two separate senses, for example from sound
and sight [21, 22].

The Video Category Classification (VCC) problem can also be represented as an
emotion classification problem. The classification accuracy which we received from
our experiment are not even close to that achieved by Wang et al. [12] (best average
accuracy of 91.77%). This may be because, if we consider our VCC problem as an
emotion classification problem, we considered labels of three unique classes (i.e. we
tried to solve a multi-class classification problem) whereas Wang et al.’s study con-
sidered a binary classification problem which tried to determine positive and negative
emotion only. The other reason for the difference in accuracies between our findings
and the findings of [12] might be the use Linear Discriminant Analysis (LDA) as
feature dimensionality reduction or feature selection tool which the authors claimed
significantly improves emotion classification accuracy.

Other than usage of higher level gamma band frequencies and LDA, the one area
which we believe will significantly improve our results is by using some artefact
removal tools in the pre-processing step. Almost all EEG related studies considers this
as a vital step as EEG signals are highly susceptible to noise and artefacts. Finally,
tuning the parameters of each of the algorithms and using multiple combination of
signals from several channels to solve the classification problem was out of the scope
of this study which will definitely have a huge impact on the average classification
accuracies.

5 Conclusion

Among the data of the four channels (TP9, AF7, AF8 and TP10) the highest average
classification accuracy of 80.0% (substantially higher than the results of each of the
other channels) is obtained when the data of channel AF8 are used (i.e. data recorded
from the electrode located at the right frontal lobe of the brain) proving that data of
channel AF8 is most fitted for our VCC problem. The mean total execution time taken
per subject to achieve this accuracy was 32.32 ms which can be considered as an
acceptable delay for real-time applications. The combination of algorithms (for each of
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the submodules of the Signal Processing module of a BCI system) that achieved this
accuracy is FLS filter in the pre-processing step, the PWelch algorithm in the feature
extraction step, PCA and AB algorithm in the feature selection and classification step
respectively.
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Abstract. Music can convey and evoke powerful emotions. But it is
very challenging to recognize the music emotions accurately by compu-
tational models. The difficulty of the problem can exponentially increase
when the music segments delivery multiple and complex emotions. This
paper proposes a novel quantum convolutional neural network (QCNN)
to learn music emotions. Inheriting the distinguished abstraction abil-
ity from deep learning, QCNN automatically extracts the music features
that benefit emotion classification. The main contribution of this paper
is that we utilize measurement postulate to simulate the human emotion
awareness in music appreciation. Statistical experiments on the standard
dataset shows that QCNN outperforms the classical algorithms as well as
the state-of-the-art in the task of music emotion classification. Moreover,
we provide demonstration experiment to explain the good performance of
the proposed technique from the perspective of physics and psychology.

Keywords: Music emotion · Convolutional neural network · Quantum
mechanics · Superposition collapse

1 Introduction

Music is an artistic form of auditory communication incorporating instrumental
or vocal tones in a structured and continuous manner [1]. No matter what style
of music may interest you, the ability of arousing powerful emotions might be
an important reason behind most people’s engagement with music [2,3]. Such
an amazing ability of music has fascinated not only the general public but also
the researchers from different fields throughout the ages [4].

As defined in Drever’s psychology dictionary [5], emotion is a mental state of
excitement or perturbation, marked by a strong feeling, and usually an impulse
c© Springer International Publishing AG 2017
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towards a definite form of behavior. Ekman presented a classical categorical
model of emotions based on the human facial expressions, which divides emotions
into six basic classes: anger, happiness, surprise, disgust, sadness, and fear [6].

For music emotions, psychologists proposed several models specifically. A
hierarchical model called Geneva emotional music scale (GEMS-45) is designed
by professionals, which includes 40 labels such as moved, and heroic [3]. Turnbull
et al. collected a number of user-generated annotations that describe 500 West-
ern popular music tracks, and generated 18 easily understood emotion labels
such as calming, and arousing [7]. Unlike the categorical models that represent
the musical emotions using a number of classes, another kind of emotion mod-
els, called dimensional models, describe the emotions in a Cartesian space with
valence and arousal (V-A space) as two dimensions. Here valence means how
positive or negative the affect appraisal is and arousal means how high or low
the physiological reaction is [8,9]. For instance, happiness is an emotion of pos-
itive valence and high arousal, while calm is an emotion of positive valence and
low arousal.

It has taken on increasing interests to automate music emotion analysis
using computational approaches [10,11]. Considering that one music segment
often delivers multiple emotions, Li and Ogihara formulated the music emotion
detection as a multi-label classification problem and decomposed it into a set of
binary classification problems [12]. Wu et al. proposed a multi-label multi-layer
multi-instance multiview learning scheme for music emotion recognition [13]. To
discover the nature between music features and human’s emotion, multi-label
dimensionality reduction techniques are introduced and improved the classifi-
cation accuracy further [14,15]. Chen et al. proposed an adaption method for
personalized emotion recognition in V-A space [16]. Weninger et al. utilized in
deep recurrent neural networks for mood regression in V-A space [17].

In summary, most computational models on music emotion analysis utilize
artificial intelligence techniques and have achieved good progress in some real
world applications, such as music recommendation [18] and music video gen-
eration [19]. However, it is very challenging to recognize the music emotions
accurately when the music segment delivers multiple and complex emotions.
One reason is that these classical artificial intelligence techniques are mainly
designed to simulate human’s rational thinking and decision making while emo-
tion response is sentimental and spontaneous. Hence, this paper raises a question
in the suitability of applying artificial intelligence models to affective computing
when most existing models are initially designed for logical reasoning. To address
this problem, we want to try a new kind of technology based on quantum theory,
which can provide significant cognitive implication in emotion modeling. A brief
review of quantum information is provided in Sect. 2. Then we propose a novel
quantum convolutional neural network for music emotion analysis in Sect. 3. In
Sect. 4, we validate the proposed algorithm on a standard dataset CAL500exp
[20]. The paper is closed with conclusion and future work.
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2 Related Work on Quantum Information

Quantum information is the study of the information processing tasks that can
be accomplished using quantum mechanics, which is a mathematical framework
or set of rules for the construction of physical theories. The rules of quantum
mechanics are simple, but some of them are counter-intuitive. For example, mea-
surement changes the state of a qubit, is one of the fundamental postulates of
quantum mechanics. Mathematically, a qubit can be completely described by a
state vector called ket |α〉. In quantum theory, a qubit can be in a superposition
state. For example, a|0〉 + b|1〉 indicates the qubit is in a superposition both |0〉
and |1〉 under |a|2 + |b|2= 1. When a qubit is being measured, the superposi-
tion state will collapse into one of the base states either |0〉 or |1〉 with certain
probability.

Quantum theory has been widely used in information theory since 2004.
A pioneering work proposed the quantum language to describe objects and
processes [21]. Following this pioneering work, the Quantum Probability Rank-
ing Principle (QPRP) was proposed to rank interdependent documents based on
the quantum interference [22]. Inspired by the photon polarization, a Quantum
Measurement inspired Ranking model (QMR) was introduced [23]. Zhu et al.
proposed a non-parametric quantum theory to rank images [24]. Later, a Quan-
tum Language Model (QLM) was proposed to model term dependencies based
on the quantum theory and outperformed the conventional IR model [25]. We
have successfully modeled quantum entanglements in quantum language models
and improved the performance of re-ranking tasks [26]. Latest work in quantum
cognition indicated a new theoretical approach to psychology [27].

3 Quantum Convolutional Neural Network for Music
Emotion Analysis

3.1 Rationale

The proposed technique utilizes the measurement postulate to simulate the emo-
tion awareness in music appreciation. The ability of a qubit to be in a superposi-
tion state runs counter to our common sense understanding of the physical world.
However, quantum theory is much natural to describe the emotion response, and
sometime even better than using classical physical language. A kind of emotion,
for example, happiness can be defined in a continuum of states between |happy〉
and |non − happy〉. When that emotion is observed consciously, just like filling
the questionnaire, the superposition collapses into either happy or non-happy
probabilistically. It is supported by the psychology that the observation of emo-
tion state has influence on the emotion. We simulate the measurement postulate
in the music emotion analysis as supervised learning part.

Note that the superposition of emotion states is different from mixture of
emotion states. For example, one music segment may evoke both happy and
sad emotions, although they are always considered as the opposite emotions.
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More general case is that one music segment conveys cheerful, pleasant, light,
and touching simultaneously. Considering the complexity of the emotions, we for-
mulate the music emotion analysis as a multi-label classification problem while
each label is represented in a continuum of states and collapsed into a determi-
nate state when measured.

We develop our technique under convolutional neural networks framework
because of three considerations. First, the multiple-layer filters can simulate the
audio data perception, which has the good cognition implication. Second, convo-
lutional neural networks have demonstrated the good ability of feature extrac-
tion and abstraction, which is helpful for finding the features that essentially
contribute emotion evoking. Third, convolutional neural networks have shown
good performance in multi-label learning problems.

In summary, we propose a novel quantum convolutional neural network for
multi-label classification problem.

3.2 Quantum Convolutional Neural Network

The framework of the proposed algorithm is shown in Fig. 1. Given a music
segment M i ∈ {M1,M2, ...,MN}, a second order time-frequency feature Xi ∈
R

T×F is generated using the short-time Fourier transform (STFT), where N are
the number of training data, T and F are the numbers of sampling points in the
time order and frequency order, respectively. The corresponding emotion label
is denoted as yi, where yc

i = 1 defines that M i evokes the cth emotion.

Fig. 1. Illustration of quantum convolutional neural network

The training set {(X1,y1), ..., (XN ,yN )} is input to the CNN with three
convolutional layers and two pooling operations. The output feature maps can
be denoted by V k ∈ {V 1,V 2, ...,V K}, where K is the number of feature maps.
We assume that V k is a kind of emotion representation when affective state |αk〉
is expanded in a certain kind of emotion base {|ak〉} as follows:

V k = 〈ak|αk〉. (1)
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With the Dirac’s notation, a vector αk corresponding to a quantum state can be
expressed as the ket |αk〉 and its transpose αk

T is the bra 〈αk|. {|ak〉} denotes
a set of base kets with J elements in the affective state space.

Following Sakurai’s formalism [28], we give the expansion representation for
|αk〉

|αk〉 =
J∑

j=1

|ak〉〈ak|αk〉. (2)

We define another set of base kets {|sk〉} with J elements, and multiply Eq. (2)
by the eigenbra 〈sk| as follows:

〈sk|αk〉 =
J∑

j=1

〈sk|ak〉〈ak|αk〉. (3)

In wave mechanics [29], 〈sk|αk〉 is usually refered to as the wave function for state
|αk〉. The wave function represented by the ψ-function [29] with corresponding
expansion is as follows:

ψαk
(sk) =

J∑

j=1

〈sk|ak〉〈ak|αk〉. (4)

We introduce an eigenfunction with eigenvalue ak

Uk(ak, sk) = 〈sk|ak〉. (5)

Intergrating Eqs. (1) and (5), we rewrite Eq. (4) as follows:

ψαk
(sk) =

J∑

j=1

V kUk(ak, sk). (6)

For a superposition state |αk〉, once a measurement occurs, the superposition
state would collapse into a certain state, which is one of all eigenstates [28]. We
define the probability Pαk

(sk) with which the affective state |αk〉 collapses into
the eigenstate |sk〉 as follows:

Pαk
(sk) = |ψαk

(sk)|2. (7)

We calculate the output label yi according to the probability in Eq. (7). To
minimize the difference between output label and the ground truth, we define
the objective function as follows:

arg min
W ,U

n∑

i=1

|ŷi(Xi,W ,U),yi|2, (8)

where W is the parameter space of CNN. We learn W and U using stochastic
gradient descent method. The computational complexity of QCNN is similar to
the one of CNN.
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4 Experiments

In this section, we evaluate the performance of the proposed technique on a stan-
dard music emotion dataset CAL500exp [20]. This dataset has 500 songs with
totally eighteen emotions, including: angry/aggressive, arousing/awakening,
bizarre/weird, calming/smoothing, carefree/lighthearted, cheerful/festive, emo-
tional/passionate, exciting/thrilling, happy, laid-back/mellow, light/playful, lov-
ing/romantic, pleasant/comfortable, positive/optimistic, powerful/strong, sad,
tender/soft, touching/loving. We extract 5580 3-second music segments for train-
ing and test. For each music segment, we generate a 64×64 time-frequency matrix
as input data using STFT. The emotion ground truth of each music segment is
represented by a 18-dimensional vector, in which each component indicates the
existence/non-existence of a specific emotion.

The time-frequency matrix is input to the CNN with three convolutional
layers. The first convolutional layer filters the input image with 20 kernels of size
5 × 5. The second convolutional layer takes as input the pooled output of the
first convolutional layer and filters it with 50 kernels of size 4× 4. And the third
convolutional layer has 100 kernels of size 6× 6. The CNN is initialized using
zero-mean Gaussian distribution with standard derivation 0.01. For simplicity,
we set the number of eigenfunctions to 18.

Two groups of criteria are used to evaluate the performance. In the first
group, we use the standard label-based metrics, i.e., the precision and F1 score,
as the evaluation criteria [15]. Since precision and F1 score are originally designed
for binary classification, we use macro average and micro average to evaluate
the overall performance across multiple labels. For these four criteria, the larger
the metric value the better the performance. In the second group, we use four
standard example-based metrics, i.e., average precision, Hamming loss, one-error,
and ranking loss, as the evaluation criteria [15]. For average precision, the larger
the metric value the better the performance. For Hamming loss, one-error, and
ranking loss, the smaller the metric value the better the performance. For both
groups, we perform 10-fold cross validation.

We demonstrate the effectiveness of the proposed methods by comparing it
with four representative solutions for multi-label problem, including rank-support
vector machine (Rank-SVM) [30], backpropagation for multi-label learning

Table 1. Performance evaluation on CAL500exp dataset using label-based metrics

Methods Macro average Micro average

Precision F1 score Precision F1 score

Rank-SVM 0.572 0.534 0.569 0.544

BP-MLL 0.551 0.504 0.544 0.548

BML-CNN 0.650 0.628 0.639 0.610

ME-SPE 0.513 0.555 0.580 0.534

QCNN 0.672 0.640 0.664 0.631
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Table 2. Performance evaluation on CAL500exp dataset using example-based metrics

Methods Average precision Hamming loss One-error Ranking loss

Rank-SVM 0.573 0.408 0.343 0.300

BP-MLL 0.560 0.425 0.440 0.355

ML-CNN 0.650 0.277 0.290 0.248

ME-SPE 0.638 0.225 0.294 0.251

QCNN 0.687 0.257 0.281 0.246

Fig. 2. Visualization of eigenfunctions

(BP-MLL) [31], multi-label convolutional neural networks (ML-CNN), and multi-
emotion similarity preserving embedding (ME-SPE) with kNN classifier [15].
As shown in Tables 1 and 2, ML-CNN and QCNN show much better perfor-
mance under most cases. QCNN always performs better and stably compared with
ML-CNN.

To provide the more intuitive impression of quantum information processing,
we visualize the eigenfunctions corresponding to the determination of the emo-
tion state in Fig. 2. More bright components indicate more features are used. For
some simple emotions, such as emotional/passionate, one component is enough
to determine its existence. But for calming/soothing, three components have
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involved in the emotion determination. We can compare the eigenfunctions of
loving/romantic and loving/touching. Although both of them deliver loving emo-
tion, the label romantic is more complex than the label touching, hence, more
components involve in the emotion determination for loving/romantic.

5 Conclusions

This is the first work that utilizes quantum theory to analyze music emotions
under convolutional neural networks. Specifically, a novel quantum convolutional
neural network is proposed for multi-label classification. The proposed technique
not only demonstrates good performance on standard dataset but also provides
some interesting observations from physics and psychology. Future work will be
explored from two aspects. Frist, we will develop novel quantum based regression
techniques for music emotion analysis in V-A space. Second, we will consider
the label correlation. This paper regards every component in the label vector
as independent one. But as indicated in [32], label correction like co-occurrence,
is a kind of important information. To describe complex music emotion more
accurately, we will integrate label correlation in data modeling.
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Abstract. It is of great significance to infer activation extents under
different cognitive tasks in neuroscience research as well as clinical appli-
cations. However, the EEG electrodes measure electrical potentials on
the scalp instead of directly measuring activities of brain sources. To
infer the activated cortex sources given the EEG data, many approaches
were proposed with different neurophysiological assumptions. Tradition-
ally, the EEG inverse problem was solved in an unsupervised way without
any utilization of the brain status label information. We propose that by
leveraging label information, the task related discriminative extended
source patches can be much better retrieved from strong spontaneous
background signals. In particular, to find task related source extents,
a novel supervised EEG source imaging model called Graph regularized
Variation-Based Sparse Cortical Current Density (GVB-SCCD) was pro-
posed to explicitly extract the discriminative source extents by embed-
ding the label information into the graph regularization term. The graph
regularization was derived from the constraint that requires consistency
for all the solutions on different time points within the same class. An
optimization algorithm based on the alternating direction method of mul-
tipliers (ADMM) is derived to solve the GVB-SCCD model. Numerical
results show the effectiveness of our proposed framework.

Keywords: EEG source imaging · Discriminative source · Graph
regularization · Total variation (TV) · Alternating direction method of
multiplier (ADMM)

1 Introduction

Electroencephalography (EEG) is a non-invasive brain imaging technique that
records the electric field on the scalp generated by the synchronous activation of
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neuronal populations. It has been previously estimated that if as few as one in a
thousand synapses become activated simultaneously in a region of about 40 mm2

of cortex, the generated signal can be detected and recorded by EEG electrodes
[1,2]. Compared to other functional neuroimaging techniques such as functional
magnetic resonance imaging (fMRI) and positron emission tomography (PET),
EEG is a direct measurement of real-time electrical neural activities, so EEG can
provide the answer on exactly when different brain regions are involved during
different processing [3]. PET and fMRI, by contrast, measure brain activity
indirectly through associated metabolic or cerebrovascular changes which are
slow and time-delayed [2–4].

Although EEG has the advantages of easy portability, low cost and high tem-
poral resolution, it can only measure the electrical potential from on the scalp
instead of measuring directly the neural activation on the cortex. Reconstructing
the activated brain sources from the recorded EEG data is called inverse problem
(also known as source localization). Due to its significance in clinical applica-
tions and scientific investigations on understanding how our brain is functioning
under different cognitive tasks, numerous methods have been proposed to solve
the inverse problem [5–8]. Furthermore, source localization can serve as a pre-
liminary step for brain connectivity network analysis [9,10], as the calculation
of connectivity between two brain regions is based on the measurement of how
“closely” related of the time series from those two regions, using Pearson corre-
lation, transfer entropy etc. as summarized in [11]. The next step is to analyze
the brain network using complex networks properties such as small-worldness or
clustering coefficient [12–17], as we saw a trend that more attention has been
focused on in neuroscience community from traditional “segregation” perspec-
tive to “integration” perspective where the functional and effective connectivity
are intensively studied [18] in the past decades.

It is very challenging to solve the EEG inverse problem since it is highly
ill-posed due to the fact that the number of dipoles is much larger than that of
electrodes. To seek a unique solution, regularization technique could be applied
to incorporate prior knowledge of sources. The most traditionally used priors
are based on minimum energy, resulting in the �2 norm based minimum norm
estimate (MNE) inverse solver [19]. By replacing �2 by �1, minimum current esti-
mate (MCE) [20] can overcome the disadvantage of over-estimation of active area
sizes incurred by the �2 norm. Bio-inspired algorithms such as genetic algorithm
[21], Particle Swarm Optimization (PSO) is also used in EEG source estima-
tion [22,23]. Pascual-Marqui et al. presented standardized low-resolution brain
electromagnetic tomography (sLORETA) [7] that enforces spatial smoothness
of the neighboring sources and normalizes the solution with respect to the esti-
mated noise level; Gramfort et al. proposed the Mixed Norm Estimates (MxNE)
which imposes sparsity over space and smoothness over time using the �1,2-
norm regularization [24]. In [25], the same authors proposed time-frequency
mixed-norm estimate (TF-MxNE) which makes use of structured sparse priors
in time-frequency domain for better estimation of the non-stationary and tran-
sient source signal. Li et al. presented the graph Fractional-Order Total Variation
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(gFOTV) [26], which enhances the spatial smoothness of the source signal by
utilizing the sparsity of the fractional order TV defined on a triangular mesh. Liu
et al. first proposed to combine the EEG inverse problem and the classification
problem into a joint framework which is solved using a sparse dictionary learning
technique [27]. In recent years, it has been found that by imposing sparseness on
the original domain is inappropriate for the extended source estimation, source
extents can be obtained by enforcing sparseness in transformed domains with
total variation regularization [6,8,26,28], which makes more sense considering
the true sources are not distributed in an isolated and independent way.

It is worth noting that the aforementioned algorithms for solving the EEG
inverse problem used different prior assumptions of sources configurations. To
the best of our knowledge, the traditional algorithms solved the inverse problem
in an unsupervised way and did not use the brain status label information such
as happiness, sadness or calm. Due to the fact that brain spontaneous sources
contribute to the majority of EEG data, label information plays a key role to
find the discriminative task-related sources [27,29,30]. The remaining question
is why not utilizing label information to better reconstruct discriminative source
and how to use those information and fuse the label information into traditional
inverse models.

In this research, we proposed a graph regularized EEG inverse model that
uses label information to estimate source extents with sparsity constraint in the
transformed domain. The graph regularization was derived from the assumption
that requires intra-class consistency for the solutions at different time points. The
proposed graph regularized model was solved by the alternating direction method
of multipliers (ADMM). The proposed model is tested to find discriminative
source extents and its effectiveness is illustrated by numerical experiments.

2 Inverse Problem

EEG data are mostly generated by pyramidal cells in the gray matter with an
orientation perpendicular to the cortex. It is well established to assume the orien-
tation of cortex sources is perpendicular to the surface [31]. With a so-called lead
field matrix L that describes the superposition of linear mappings from the cortex
sources to the EEG recording sensors, the forward model can be described as

X = LS + ε, (1)

where X ∈ R
N×T is the EEG data measured at N electrodes on the scalp for

T time samples and ε represents the noise , each column of lead field matrix
L (L ∈ R

N×D) represents the electrical potential mapping pattern of a cortex
dipole to the EEG electrodes. D is the number of dipoles. Figure 1 illustrates
the process of building a realistic brain model, the cortex sources or dipoles
are represented with triangle meshes, each triangle represents a dipole. Here
S ∈ R

D×T represents the electrical potentials in D source locations for all the T
time points that are transmitted to surface of the scalp. As L is a wide matrix
with much more columns than rows, the inverse problem of inferring S from
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X becomes ill-posed. Mathematically speaking, to seek a unique solution, a
regularization technique could be applied. An estimate of S can be calculated
by minimizing the following objective function:

argmin
S

‖X − LS‖2F + λR(S), (2)

the first term is called fidelity term measuring the fitting error and the second
term is called regularization term. Here ‖·‖F is the Frobenius norm which sums
up the squared values of all entries in a matrix. The regularization term R(S)
is to encourage spatially or temporally smooth source configurations and to
enforce neurophysiologically plausible solutions. For example, to restrict the total
number of total activated sources, �0 norm can be ideally used as it measures
the cardinality of sources. However, the �0-norm regularized problem is NP-hard
from the perspective of computational complexity. Instead of �0-norm, many
convex or quasi-convex norms have been used as R(·), such as �1. More precisely,
source localization can be obtained by solving the following �1-regularized model.

argmin
si

‖xi − Lsi‖22 + γ‖si‖1, (3)

where si is the sparse coding for all the dipoles, i.e., the i-th column of S, and
the nonzero entry of si represents the activated source. We want to find the best
si to fit the observed data xi while maintaining sparse configurations.

Fig. 1. From MRI images to realistic brain model. After gathering the MRI
scans of the head, tissue segmentation is conducted followed by mesh generation. After
assigning conductivity values to different tissues and electrodes co-registered with the
meshing model, boundary element method (BEM) was used to solve the forward model.
Each triangle represents a brain source, the direction of the source is assumed to be
perpendicular to the triangular surface.

3 Graph Regularized EEG Source Imaging
in Transformed Domain

In this section, we first introduce the sparsity related regularization in the trans-
formed domain which promotes the discovery of extended source patches rather
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than isolated sources on the cortex. Our proposed graph regularized model in
the transformed domain is presented in detail.

3.1 EEG Source Imaging in Transformed Domain

As the cortex sources are discretized with meshing triangles, simply distributed
source imaging using the �1 norm on S will cause the calculated sources distrib-
uted in an isolated way instead of grouped as source extents. In order to encour-
age source extents estimation, Ding [6] proposed to used sparse constraint in the
transformed domain and the model was termed as Variation-Based Sparse Corti-
cal Current Density (VB-SCCD). In [8], Zhu et al. proposed to use multiple priors
including variation-based and wavelet-based constraints. The VB-SCCD model
can be extended by adding sparse regularization in the original source domain
named Sparse VB-SCCD (SVB-SCCD) [32]. The common yet most important
term is the TV term, which considers the total sparsity of the gradients of the
source distribution so that the spatial smoothness can be guaranteed. The total
variation was defined to be the �1 norm of the transformed domain using a linear
transform characterized with the matrix V ∈ R

P×N whose entries are{
vij = 1; vik = −1; if voxels j,k share edge i;

vij = 0; otherwise. (4)

where and N is the number of voxels, P is the number of edges from the trian-
gular grid. The motivation of the total variation regularization is illustrated in
Fig. 2, when the red triangle is estimated to be activated, the neighboring blue
voxels should also be activated.

Fig. 2. Illustration of V matrix design purpose. When one voxel (in red) is activated,
the neighbor voxels (in blue) are encouraged to be activated to achieve smaller goal
value in Eq. 5 (Color figure online)

We can see that the matrix V S contains all differences of amplitudes of any
two adjacent voxels. Then the model for the VB-SCCD has the following form:

〈S 〉 = argmin
S

‖X − LS‖2F + λ‖V S‖1,1. (5)
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3.2 Discriminative Source Reconstruction with Graph
Regularization

Previous studies [18,33] indicated that the brain spontaneous sources contribute
most part of the EEG signal. The neurons in our brain are still active even the
subjects are in closed-eye resting state. As a result, the source solution given by
traditional EEG inverse algorithm is likely to be corrupted by background noise.
A simple example is that suppose x1 = L(s0 + s1) and x2 = L(s0 + s2), and
s0 is the spontaneous common source across different classes: brain status 1 and
status 2. Here s1 is the discriminative source for class 1, and s2 is the discrimina-
tive source for class 2. Without the label information, traditional methods such as
MNE, MCE, MxNE are trying to estimate the overall source activation pattern
instead of the task related ones. Even worse, when the magnitude of s0 is much
greater than s1 and s2, the traditional method will be more likely to fail.

Inspired by graph regularization in computer vision community for discover-
ing discriminators of images [34–37], the proposed model employs a Laplacian
graph regularization term in the original VB-SCCD and is termed as GVB-SCCD
in this paper. Although we can consider the graph regularized SVB-SCCD model
which involves sparsity regularization imposed on both the original source signal
domain and TV transformed domain [8], the parameter tuning process will be
very complicated since it involves three parameters that balance the trade off
between data fidelity, sparsity on original domain, sparsity on the transformed
domain, and graph regularization, and its effectiveness will be evaluated in our
future work. The graph regularization tries to eradicate the spurious sources that
are not consistent intra-class. The common source inter-class are decomposed as
the first step using Voting Orthogonal Matching Pursuit (VOMP) algorithm
proposed in [29]. The GVB-SCCD model is given below:

〈S 〉 = argmin
S

1
2

‖X − LS‖2F +
β

2

N∑
i,j=1

‖si − sj‖22 Mij + λ‖V S‖1,1. (6)

Here ‖·‖1,1 is the �1 norm notation for a matrix, equal to the sum of absolute
values of all entries from a matrix. X ∈ R

N×T the EEG data, where T is the
number of samples from different classes. The second term that penalizes the
inconsistent source solutions within the same class is the graph regularization
term. The definition of M matrix is defined as:

Mij =
{

+1, if (si,sj) belong to the same class;
0, if (si,sj) otherwise. (7)

The goal of this formulation is to find discriminative sources by decomposing the
common source while maintaining the consistency of intra-class reconstructed
sources. By defining D as a diagonal matrix whose entries are row sums of the
symmetric matrix M , Dii =

∑
j Mij and the graph Laplacian G = D − M [34],

the second term of Eq. (6) is further expanded as:
N∑

i,j=1

‖si − sj‖22 Mij =
N∑

i,j=1

(si
T si + sj

T sj − 2si
T sj)Mij = 2Tr(SGST ). (8)
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As a result, Eq. (6) is written as

〈S 〉 = argmin
S

1
2

‖X − LS‖2F + β(Tr(SGST )) + λ‖V S‖1,1, (9)

where the second term is called graph regularization. Using variable splitting,
Eq. (9) is equivalent to

min
S

1
2

‖X − LS‖2F + λ‖Y ‖1,1 + β(Tr(SGST ))

s.t. Y = V S. (10)

The new formulation makes the objective function separable with respect to the
variables S and Y . For Problem (10), S can also be written in a separable form
as

min
si

1
2

‖xi − Lsi‖22 + λ ‖yi‖1 + βGiis
T
i si + sT

i
hi

s.t. yi = V si,

(11)

where hi = 2β(
∑

j �=i Gijsj), and xi, si, yi and zi are the i-th column of the
matrices X, S, Y and Z, respectively, Gij is the (i, j)-th entry of the matrix G.

4 Optimization with ADMM Algorithm

After reformulating Problem (11) to unconstrained augmented Lagrangian func-
tion, it can be solved using ADMM [38]:

Lp(si, yi, ui) =
1
2

‖xi − Lsi‖22 + λ ‖yi‖1 + βGiis
T
i si + sT

i hi (12)

+ uT
i (V si − yi) +

ρ

2
‖V si − yi‖22 .

The variable si, yi, ui are updated sequentially, with the hope that each subprob-
lem has a closed form solution or can be calculated efficiently. In short, ADMM
results in two sub-problems Eqs. (13) and (14) plus a variable update Eq. (15),

s
(k+1)
i := argmin

s
Lρ(s, y

(k)
i , u

(k)
i ) = argmin

s

1
2

‖xi − Ls‖22 + βGiis
T s + sT hi

+
ρ

2

∥∥∥∥∥V s − y
(k)
i +

u
(k)
i

ρ

∥∥∥∥∥
2

2

(13)

y
(k+1)
i := argmin

y
Lρ(s

(k+1)
i , y, u

(k)
i ) = argmin

y
λ‖y‖1 +

ρ

2

∥∥∥∥∥V s
(k+1)
i − y +

u
(k)
i

ρ

∥∥∥∥∥
2

2

(14)
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u
(k+1)
i := u

(k)
i + ρ(V s

(k+1)
i − y

(k+1)
i ) (15)

The update of s
(k+1)
i has a closed form solution, which is

s
(k+1)
i = P−1[LT xi − hi + ρV T (y(k)

i − u
(k)
i

ρ
)], (16)

where P = LT L + 2βGiiI + ρV T V . The update of y
(k+1)
i involves the proximal

operator of the �1-norm, and its update can be expressed as:

y
(k+1)
i = shrink(V s

(k+1)
i +

u
(k+1)
i

ρ
,
λ

ρ
), (17)

where the shrinkage function is defined as

shrink(v, μ) = (|v| − μ)+ sgn (v) . (18)

Here (x)+ is x when x > 0, otherwise 0, and sgn(v) is the sign of v. The shrink-
age function provides an efficient way to solve the �1-regularized minimization
problem due to its calculation is element-wise.

The procedure for solving problem (10) is summarized in Algorithm 1.
Although it is time-consuming to update all si’s, the separability of si’s sug-
gests further improvement with the help of parallel computing techniques.

Algorithm 1. ADMM framework for solving goal function (10)
INPUT: Lead field matrix L, EEG signal matrix X, Laplacian Graph G, total varia-
tion matrix V , parameter α and β, λ
OUTPUT: Source matrix S
while the stopping criteria is not met

for i = 1, . . . , N
Alternating update until converge:

s
(k+1)
i = P−1[LT xi − hi + ρV T (y

(k)
i − u

(k)
i
ρ

)],

y
(k+1)
i = shrink(V s

(k+1)
i +

u
(k+1)
i

ρ
, λ

ρ
),

u
(k+1)
i = u

(k)
i + ρ(V s

(k+1)
i − y

(k+1)
i )

end for
end while

5 Numerical Experiment

A realistic head model called “New York Head” [39] and synthetic data with
known ground truth is used for validation of our method. The dimension of
lead field matrix is 108 by 2004 for the head model. We sampled 1 s of the
data with 200 Hz frequency for each class of brain status. The number of classes
is fixed to be 3. An extended common source patch for all 3 classes with 4,
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6, 8 neighboring sources are assumed to be activated respectively. The task
related discriminative source extents for each class also have the same number of
neighboring sources activated. The magnitude of common source that represents
spontaneous activation pattern is set as 0.8 with a standard derivation of 0.1 and
the discriminative source is assigned to be 0.2 with a standard derivation to be
0.05. To mimic the noise from other source locations, we set the magnitude of
10 spurious sources as 0.35 or 0.5 in the simulation experiments. The spurious
sources are randomly chosen in each time point but not consistent intra-class.
Under the current experiment settings, the actual activated number of source
can be 18, 22 and 26. According to the result in [40], the recovery rate drops
quickly when the number of dipoles increases. When the number of activated
sources is 20, the recovery rate is about 40% since the lead field matrix has a
very high coherence across columns. The parameters λ and β in Eq. (9) is set be
0.1 and 1 respectively. Each configuration was repeated 5 times and the ground
truth source localization is randomly simulated in 8 different Regions of Interest
(ROI) defined in [41]. The initialization of S in ADMM algorithm was done by
solving the �1 constrained problem using Homotopy Algorithm.

The accuracy is based on the shortest path distance (in mm) from the ground
truth location to the reconstructed source location along the cortex surface. The
final results under different simulation settings are summarized in Table 1. In
Table 1, PAcc represents the primary common source location accuracy (in mm),
and DAcc represents the discriminative source location accuracy averaged from
3 classes. The simulation result illustrated our proposed method can perform
better than all benchmark methods for discriminative source under different
configurations, and also performs well for the primary common source. Moreover,
from the comparison of the benchmark methods, the �1 based methods within
MCE framework is better than the �2 based methods such as sLORETA and
MNE. The �2 based methods give an overestimation of sources and ignore the
task related discriminative sources. The �1 constrained MCE can recover both
the primary source well, however, the discriminative source extent is corrupted
by spurious sources. Our method can provide a sparse and precise reconstruction

Table 1. Accuracy summary

SSM Patch size = 4 Patch size = 6 Patch size = 8

0.35 0.5 0.35 0.5 0.35 0.5

Method PAcc DAcc PAcc DAcc PAcc DAcc PAcc DAcc PAcc DAcc PAcc DAcc

Homotopy 4.76 33.32 6.97 46.56 4.25 22.43 14.69 47.45 5.08 22.72 12.55 30.48

DALM 4.75 34.04 7.94 46.98 4.08 22.67 15.03 46.85 4.65 22.58 12.93 30.97

FISTA 5.63 39.04 5.78 58.25 6.20 34.08 13.66 49.56 8.84 43.16 8.09 33.84

sLoreta 9.75 160.33 14.44 154.7 5.07 179.31 13.98 133.15 5.99 166.53 11.26 152.43

MNE 9.51 140.73 22.16 136.33 6.06 161.86 26.28 90.32 7.69 151.67 22.31 126.56

GVB-SCCD 2.26 7.85 3.88 3.46 3.69 8.99 7.92 13.67 4.81 9.05 10.24 12.18
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Fig. 3. Ground truth for all 3 classes aggregated in one figure with a common source
and 3 discriminative sources

Fig. 4. Illustration of primary source reconstruction and discriminative source recon-
struction by difference methods. The first row is source solution provided by MNE,
the second row is from the solution of sLORETA, the third and fourth row are DALM
and FISTA method within the MCE framework, the last row is our proposed method
GVB-SCCD.
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of both primary source and discriminative source. For illustration, the ground
truth source and reconstructed source from different algorithms are given in Figs.
3 and 4 respectively. Those illustration results are from the case when spurious
source magnitude (SSM) is equal to 0.5 and the patch size is equal to 6. The
brain imaging figures in Fig. 4 also show that the �2 based methods gave a diffuse
solution and failed to recover the discriminative sources. Our proposed method
can recover the primary source as well as discriminative source by encouraging
intra-class consistency imposed by graph regularization.

6 Conclusion

The EEG inverse problem is usually solved independently under different brain
states. In this research, we used label information to find discriminative source
patches by fusing it into a graph regularization term. The proposed model called
GVB-SCCD has the advantage to better find the task related activation pat-
tern than traditional methods. The additional graph regularization can promote
intra-class consistency thus eliminate the spurious sources. The proposed ADMM
algorithm is given to solve the GVB-SCCD model with better performance than
the benchmark methods validated in the numerical experiments. One of the
drawbacks for the proposed framework is the TV term only allow smoothness
for the first spatial derivative, future work will consider a smoother higher-order
TV to enhance smoothness of reconstructed sources.
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2. Lamus, C., Hämäläinen, M.S., Temereanca, S., Brown, E.N., Purdon, P.L.: A spa-
tiotemporal dynamic solution to the meg inverse problem: An empirical bayes
approach. arXiv preprint (2015). arXiv:1511.05056

3. Michel, C.M., Murray, M.M., Lantz, G., Gonzalez, S., Spinelli, L., de Peralta, R.G.:
EEG source imaging. Clin. Neurophysiol. 115(10), 2195–2222 (2004)

4. Haufe, S., Nikulin, V.V., Ziehe, A., Müller, K.R., Nolte, G.: Combining sparsity
and rotational invariance in EEG/MEG source reconstruction. Neuroimage 42(2),
726–738 (2008)

5. Costa, F., Batatia, H., Chaari, L., Tourneret, J.Y.: Sparse EEG source localization
using bernoulli laplacian priors. IEEE Trans. Biomed. Eng. 62(12), 2888–2898
(2015)

6. Ding, L.: Reconstructing cortical current density by exploring sparseness in the
transform domain. Phys. Med. Biol. 54(9), 2683 (2009)

7. Pascual-Marqui, R.D., et al.: Standardized low-resolution brain electromagnetic
tomography (sloreta): technical details. Methods Find. Exp. Clin. Pharmacol.
24(Suppl D), 5–12 (2002)

8. Zhu, M., Zhang, W., Dickens, D.L., Ding, L.: Reconstructing spatially extended
brain sources via enforcing multiple transform sparseness. Neuroimage 86, 280–293
(2014)

http://arxiv.org/abs/1511.05056


70 F. Liu et al.

9. Mahjoory, K., Nikulin, V.V., Botrel, L., Linkenkaer-Hansen, K., Fato, M.M., Haufe,
S.: Consistency of EEG source localization and connectivity estimates. Neuroimage
152, 590–601 (2017)

10. Yang, Y., Aminoff, E., Tarr, M., Robert, K.E.: A state-space model of cross-region
dynamic connectivity in MEG/EEG. In: Advances in Neural Information Process-
ing Systems, pp. 1234–1242 (2016)

11. Liu, F., Xiang, W., Wang, S., Lega, B.: Prediction of seizure spread network via
sparse representations of overcomplete dictionaries. In: Ascoli, G.A., Hawrylycz,
M., Ali, H., Khazanchi, D., Shi, Y. (eds.) BIH 2016. LNCS (LNAI), vol. 9919, pp.
262–273. Springer, Cham (2016). doi:10.1007/978-3-319-47103-7 26

12. Guan, Z.H., Liu, F., Li, J., Wang, Y.W.: Chaotification of complex networks with
impulsive control. Chaos: an interdisciplinary. J. Nonlinear Sci. 22(2), 023137
(2012)

13. Newman, M.E.: The structure and function of complex networks. SIAM Rev. 45(2),
167–256 (2003)

14. Watts, D.J., Strogatz, S.H.: Collective dynamics of small-world networks. Nature
393(6684), 440–442 (1998)

15. Zhang, H., Guan, Z.H., Li, T., Zhang, X.H., Zhang, D.X.: A stochastic sir epidemic
on scale-free network with community structure. Physica A Statist. Mech. Appl.
392(4), 974–981 (2013)

16. Zhang, H., Shen, Y., Thai, M.T.: Robustness of power-law networks: its assessment
and optimization. J. Comb. Optim. 32(3), 696–720 (2016)

17. Chen, G., Cairelli, M.J., Kilicoglu, H., Shin, D., Rindflesch, T.C.: Augmenting
microarray data with literature-based knowledge to enhance gene regulatory net-
work inference. PLoS Comput. Biol. 10(6), e1003666 (2014)

18. Hipp, J.F., Hawellek, D.J., Corbetta, M., Siegel, M., Engel, A.K.: Large-scale cor-
tical correlation structure of spontaneous oscillatory activity. Nature Neurosci.
15(6), 884–890 (2012)
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Abstract. The paper presents a novel artificial bee colony clustering
(ABCC) algorithm with a self-adaptive multidimensional search mecha-
nism based on difference bias for insula functional parcellation, called as
DABCC. In the new algorithm, the preprocessed functional magnetic res-
onance imaging (fMRI) data was mapped into a low-dimension space by
spectral mapping to reduce its dimension in the initialization. Then, clus-
tering centers in the space were searched by the search procedure com-
posed of employed bee search, onlooker bee search and scout bee search,
where a self-adaptive multidimensional search mechanism based on dif-
ference bias for employed bee search was developed to improve search
capability of ABCC. Finally, the experiments on fMRI data demonstrate
that DABCC not only has stronger search ability, but can produce bet-
ter parcellation structures in terms of functional consistency and regional
continuity.

Keywords: Insula functional parcellation · Spectral mapping ·
Artificial bee colony clustering · Self-adaptive multidimensional search
mechanism

1 Introduction

Insula is a triangular island under the lateral fissure and in the depths of the sul-
cus [1], which involves in many kinds of brain activity, such as smell, taste process,
motor sense, interoception and motivation [2]. Moreover, related researches have
also shown that insula is associated with Alzheimer’s disease, Parkson’s disease
and anxiety disorder. However, we have not yet reached a unified cognition about
insula functional organization up to now. Thus, exploring it further both con-
tributes to understand Human brain cognition mechanism deeply and is beneficial
to grasp the pathogenesis of cerebral diseases more precisely.

Human brain functional parcellation is a crucial method for functional orga-
nization of Human brain by dividing the whole brain or local regions into some
parcels/subregions [3,4]. In recent years, some researchers attempted to investi-
gate functional parcellation of insula based on fMRI data. However, this method
c© Springer International Publishing AG 2017
Y. Zeng et al. (Eds.): BI 2017, LNAI 10654, pp. 72–82, 2017.
https://doi.org/10.1007/978-3-319-70772-3_7
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has a strong dependence on experimental data collected in BrainMap. Litera-
ture [2] clustered functional connectivity between voxels in insula with K-means
and three functional subregions were obtained. But K-means is sensitive to initial
values and easily traps into local optimum. In 2012, Cauda et al. performed hier-
archical clustering after building meta-analysis connectivity on data about insula
from BrainMap, revealing insula functional organization at different granularity
[5]. Although hierarchical clustering can show the whole process of clustering,
it needs bigger storage space and it is difficult to determine the final parcella-
tion result. In 2015, Vercelli et al. applied fuzzy clustering to insula functional
parcellation and twelve functional subregions were obtained in left and right
insula respectively [6]. However, fuzzy clustering easily falls into local optimum.
In 2016, literature [7] employed independent component analysis (ICA) to divide
insular into four functional subregions. Its advantage is to easily find the poten-
tial data structure and independent components obtained by ICA are unstable.
These studies are a helpful exploration of insula functional organization. How-
ever, most of them applied existed methods to insula functional parcellation,
which could not address challenges of the high dimensionality and low signal-
to-noise ratio of fMRI data well and results in poor functional parcellation of
insula in terms of functional consistency and regional continuity.

Researches suggest that swarm intelligence algorithms have strong search abil-
ity and some robustness and clustering methods based on them have proved to
be superior to traditional clustering methods [8]. Especially, artificial bee colony
(ABC) algorithm has the virtues of simplicity, fewer parameters and ease of imple-
mentation and artificial bee colony clustering (ABCC) algorithms that are based
on ABC have strong competitiveness in terms of search and clustering [9].

Driven by the above motivation, we propose an improved ABCC for insula
functional parcellation. To reduce the dimension of fMRI data, DABCC pro-
jected it into a low-dimension space by spectral mapping in initialization. Then,
the search procedure of improved ABCC, composed of employed bee search,
onlooker bee search and scout bee search, was employed to search cluster cen-
ters in the space. For employed bee search, a self-adaptive multidimensional
search mechanism based on difference bias was developed to improve the search
capability of ABCC. The experiments on fMRI data show that DABCC has
stronger search capability and can produce parcellation results with better func-
tional consistency and regional continuity in comparison with some clustering
algorithms.

2 Related Content

2.1 Insula Functional Parcellation Based on FMRI Data

During fMRI data acquisition, a fMRI scanner divides a brain into voxels by
magnetic field gradient in it for imaging and records changes of magnetic res-
onance signal intensity of each voxel at different time points. As a result, time
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series of every voxel are obtained. Taking time series of voxels in insula as data,
insula functional parcellation based on fMRI data segments insula into some
mutually disjoint functional subregions (parcels) with strong functional consis-
tency in space. More intuitively, it assigns voxels in insula to different functional
subregions/parcels according to the similarity of the corresponding time series.
Generally, a parcellation result with stronger functional consistency and spatial
continuity is preferred.

2.2 Artificial Bee Colony (ABC) Algorithm

ABC, proposed by Karaboga in 2005, is a novel meta-heuristic search algorithm
by simulating the intelligence foraging behavior of honey bees [10]. In the initial-
ization operation, some parameters are initialized, such as the population size
N , the max iterative count NC and the maximum mining times thr. Then, the
population (food sources), solutions of some problem to solve, is initialized in
the light of (1):

xij = lbj + rand(0, 1) ∗ (ubj − lbj) (1)

where i = 1, 2, · · · , N , j = 1, 2, · · · , d (d is the dimension of a food source). xij

denotes the j-th dimension of the i-th food source xi = {xi1, xi2, · · · , xid}. lbj and
ubj represent the lower and upper bounds of the j-th dimension, respectively.
Meanwhile, each food source has a variable, named as limit, to evaluate its
mining potential. After initialization, search operations are performed.
(1) Employed bee search. The number of employed bees is equal to that of
the population and each employed bee associates with a food source in ABC.
For each food source, the corresponding employed bee performs neighborhood
search in accordance with (2):

vij = xij + φij ∗ (xrj − xij) (2)

where xrj and vrj denotes the j-th dimension of a neighbor food source xr and
a candidate food source vi. φij ∈ [−1, 1]. If the fitness of vi is better than that
of xi, xi is replaced with vi and the corresponding limit is set to 0; otherwise,
it is increased by one. After employed bee search, the probability of each food
source is computed according to (3):

pi = fiti/
N∑

j=1

fitj (3)

where fitj is the fitness of the j-th food source. The probabilities and fitness
information are used in the following onlooker bee search.
(2) Onlooker bee search. After getting the above information, an onlooker
bee selects a food source according to some selection strategy. Then, it searches
a new food source according to (2). Likewise, the greedy selection between them
is done and the limit is also updated similarly.
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(3) Scout bee search. After onlooker bee search, if limit of a food source
is greater than thr, the employed bee associated with it changes into a scout
bee to randomly search a new food source according to (1) and the scout bee
becomes into an employed bee again. Theoretically, a scout bee can get any point
in search space.

From the above, an employed bee and an onlooker bee perform exploitation
search, while a scout bee does exploration search. However, an employed bee
and an onlooker bee adopt the similar search pattens in the basic ABC and only
one dimension is searched with (2) in a iteration, limiting search performance of
artificial bees.

3 DABCC Algorithm

3.1 Food Source Representation

DABCC first performed spectral mapping and then searched cluster centers in a
low-dimension space. Suppose that the dimension of a low-dimension space is K
after spectral mapping. A cluster center is a K-dimensional vector, so a cluster
solution consisted of K clusters can be represented as a K2-dimensional vector.
Thus, a food source can be repressed as a K2-dimensional vector composed of
K cluster centers.

3.2 Initialization

For the low signal-noise ratio and the high dimension of the preprocessed fMRI
data, we did not directly cluster it, but first performed a mapping for it in
the initialization. Here, spectral mapping based on spectral graph theory was
adopted for the purpose. Its pseudo-code is shown in Algorithm 1. After spectral
mapping, some parameters were initialized. Subsequently, the population was
assigned randomly and their fitness was computed.

Algorithm 1. spectral mapping
Input: D: Dataset, K: cluster number.
Output: A: connectivity matrix, Y: a matrix in a K-dimensional space.
1: Compute the functional connectivity matrix A of D by Pearson’s correlation coef-

ficient;

2: Calculate the diagonal matrix B(Bii =
∑

j

Aij) and construct L = B−1/2AB−1/2;

3: Select the K largest eigenvectors of L and form the matrix X by arranging them
in columns;

4: Normalize each of X’s rows, denoted as Y;
5: Return A, Y;



76 X. Zhao et al.

3.3 Self-adaptive Multidimensional Search Mechanism
Based on Difference Bias for Employed Bee Search

In the basic ABC, an employed bee searches a new food source by only modify-
ing some dimension of its associated with food source to guide it “fly” forward.
Figure 1a illustrates this search when the dimension is 3: an employed bee asso-
ciated with x can only move along the coordinate axis x1, x2 or x3 when it
searches a new food source. However, with the increasing of the dimension of
a food source, the search pattern makes the search ability of ABC poorer. The
reasons are as follows: (i) One dimension is only modified in one iteration, bring-
ing a weak effect on the improvement of a food source. (ii) The unidimensional
search pattern has some blindness. (iii) The search pattern does not take full
advantage of difference information between two food sources. To increase the
dimension of search may alleviate this issue to some extent.

Fig. 1. Search in different dimensions

Along the line of the thought, a self-adaptive multidimensional search mech-
anism based on difference bias is proposed. Its core idea is as follows: in the light
of the maximum difference principle, m dimensions in a searched food source are
selected to generate a candidate food source. When the dimension is 3 with m = 2,
the search is shown in Fig. 1b: an employed bee associated with x could move along
any direction in a plane composed of any two of the three coordinate axes x1, x2

and x3, increasing the diversity of search directions. The formulas for the search
mechanism are defined as follows:

m = max{�K2 ∗ (1 − fitnessbest
fitnessi

)�, 1} (4)

vi(j1, j2, · · · , jm) = xi(j1, j2, · · · , jm) + φi(xb(j1, j2, · · · , jm) − xi(j1, j2, · · · , jm))(5)

where fitnessbest and fitnessi denote the fitness of the current best xb and
the food source xi. j1, j2, · · · , jm are m subscripts corresponding to the dimen-
sions on which the m differences between them are the biggest with φi ∈ (0, 1).
From (4) and (5), we can see that: the searched dimension m for each food is
adaptively determined by its fitness and the current best, avoiding the adverse
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effect brought by too big or small m. In addition, no parameter was introduced
in the mechanism, reducing artificial blind intervention during experiments. In
the new mechanism, the current best food source is employed instead of a ran-
domly selected food source to guide search with the purpose of encouraging food
sources to move towards it.

3.4 Algorithm Description

DABCC mainly consists of an initialization phase and a search phase. In the
former phase, the preprocessed fMRI data was projected into a low-dimension
space by spectral mapping. In the latter phase, employed bee search, onlooker
bee search and scout bee search were orderly performed in one iteration. The
procedure of DABCC is shown in Algorithm 2.

4 Experimental Results and Analysis

In order to verify the performance of the proposed algorithm DABCC, we con-
duct experiments on real fMRI data with comparison to other typical algorithms,
such as spectral clustering (SC) and sparse-representation-based spectral cluster-
ing (SSC) [11] and K-means. All the following algorithms were implemented with
matlab. The parameters are set as follows: NC = 10000, N = 50, thr = K2 × N .

4.1 Data Description and Preprocessing

We got the real fMRI data from the public website1, where fifty-seven subjects
were scanned in resting state. The scanning parameters of functional images
and structural images are listed in Table 1. Fun. Vol and stru. Vol represent
functional image and structural image. TR denotes scanning time for a whole
bran. No.S and No.V represent the number of slice in a volume and that of the
sampled whole brain, respectively.

Table 1. The scanning parameters for fMRI data

Image Sequence TR No.S FOV No.V

Fun. Vol EPI 2000ms 33 200× 200 200

Stru. Vol MPRAGE 2530ms 144 256× 256 1

The fMRI data was preprocessed with DPARSF2 and the specific process
is as follows: the structural images were divided into white matter, gray matter
and cerebral spinal fluid and normalized to the MNI normalized brain atlas. The

1 http://www.yonghelab.org/downloads/data.
2 http://rfmri.org/DPARSF.

http://www.yonghelab.org/downloads/data
http://rfmri.org/DPARSF
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functional images belonging to first 10 volumes (frames) of every subject were
discarded to remove the effects of a fMRI scanner and the adaptive process of
the subjects and they were slice timing corrected, motion corrected, written to
MNI space at 3 × 3 × 3 mm3 resolution. The final fMRI data was restricted to
gray matter by regressing out 24 nuisance signals. At last, the time series were
filtered with passing band 0.01 hz–0.10 hz. A Gaussian kernel of FWHM 4 mm
was employed for spatial smoothing and the linear trend was removed from all
signals. In order to extract signals from the left insula in a subject, the mask
of the left insula was made in the following: an elementary mask was obtained
by extracting the 29-th area in the automated anatomical labeling atlas and
then the final mask was gotten by intersecting it and the grey mask of the

Algorithm 2. DABCC
Input: D: Dataset, K: cluster number.
Output: groups, fit∗, dunn.
1: A) Initialization:
2: obtain the functional connectivity matrix A and the mapped matrix Y according to algo-

rithm 1.

3: Initialize N : the population size, NC : the max iterative count, thr: the max mining
times, populations: the population. pop fits = f(Y, populations); fit∗ = min{pop fits};
fd∗ = populations[argmin{pop fits}];

4: B) Search phase:
5: repeat

6: a) employed bee search:
7: for i = 1; i <= N ; i++ do

8: perform search for the i-th individual in accordance with (4)∼(5), denoted as temp i;
fit i = f(Y, temp i);

9: Select between tempi and population[i] greedily and update limits[i];

10: end for
11: b) onlooker bee search:
12: for i = 1; i <= N ; i++ do

13: randomly select a food source and the corresponding index is denoted as pos; perform
search for it according to (2), denoted as temp i; fit i = f(Y, temp i);

14: Select between tempi and population[i] greedily and update limits[i];

15: end for
16: if fit∗ > min(pop fits) then

17: fit∗ = min(pop fits); fd∗ = populations[argmin(pop fits)];

18: end if

19: c) scout bee search:
20: for i = 1; i <= N ; i++ do
21: if limits[i] > thr then
22: randomly generate a new food source newf i; populations[i] = newf i; pop fits[i]

= f(Y, newf i); limits[i] = 0;

23: end if

24: end for
25: until the iterative count reaches NC

26: calculate clustering labels groups of fd∗ with SSE; dunn = dunns(A,groups);
SI = SIs(A,groups);

27: return groups, fit∗, dunn;
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corresponding subject. We randomly selected a subject and took its left insula
for the following experiments.

4.2 Evaluation Metrics

In order to compare with K-means conveniently, the sum of within-cluster
squared error (SSE) was used. As a common index in clustering, it is defined
in (6):

f(D,Z) =
N∑

i=1

min
j∈{1,2,··· ,K}

{dist(xi, zj)} (6)

where K is the number of clusters and dist(xj , zi) represents squared Euclidean
distance between data point xi ∈ D and the j-th center zj ∈ Z. Obviously, the
smaller its SSE, the better a clustering result.

From the perspective of Human brain functional parcellation, functional con-
sistency is a very important index measured the performance of a parcellation
method. Here, Silhoutte index is often used and its definition is as follows:

SI(C) =
1
K

K∑

k=1

ak − bk
max{ak, bk} (7)

ak =
1

nk(nk − 1)

∑

i,j∈ck,i �=j

s(vi, vj) (8)

bk =
1

nk(Nv − nk)

∑

i∈ck

∑

j /∈ck

s(vi, vj) (9)

where C denotes a parcellation result composed of K parcels/clusters and ck
represents the k-th parcel. s(vi, vj) is the similarity between voxel vi and voxel
vj , which is computed by Pearson correlation. Nv expresses the total number of
voxels. The bigger SI of a parcellation, the higher its functional consistency.

4.3 Search Capability

In order to examine search capability of DABCC, we conduct experiments on the
selected subject. With convenience of comparison, SC, ABCC and DABCC were
run 20 times on it. SSE values in low dimension space were record. The results
are shown in Table 2, where the form μ ± σ is adopted (The form is used in all the
following tables). K-means searches clusters in unreduced high dimension space
spanned by functional matrix and SSC performs clustering in the space spanned
by sparse coefficient matrix, so they are not included in Table 2. It can be seen
that: (i) SSE values from ABCC is lower than them obtained by SC. The reason
is mainly that K-means in SC is a single-path greedy search and easily falls into
local optimum, while ABCC is a multi-path search technique based on popula-
tion and has stronger spatial search capability. (ii) The DABCC is the best in
terms of SSE. The main explanation for it is that the self-adaptive multidimen-
sional search mechanism based on difference bias updates many dimensions of a
food source according to its fitness and provides more suitable search direction.
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Table 2. SSE of different cluster sizes for three algorithms

No. SC ABCC DABCC

2 39.76 ± 7.29E-15 39.76± 7.29E-15 39.76± 2.42E-14

3 64.90± 0 64.90± 0 64.88±2.42E-14

4 83.62± 0 83.61± 4.99E-14 83.37± 4.86E-14

5 97.25± 2.22E-01 97.09± 2.55E-06 96.91± 5.76E-06

6 100.05± 3.8E-03 100.04± 3E-03 100.01± 2.98E-03

7 101.92± 4.9E-03 101.90± 7.5E-03 101.72± 8.78E-03

8 101.72± 2.52E-2 101.71± 1.1E-03 101.47± 8.48E-04

9 91.12± 3.23E-14 91.11± 1.7E0-03 91.02± 1.20E-03

10 99.04± 1.88E-01 99.00± 1.72E-02 98.79± 2.19E-02

11 100.48± 1.13 99.86± 2.07E-02 99.65± 2.03E-02

12 104.56± 8.8E-01 104.45± 2.53E-01 104.23± 7.49E-02

(a) K=6

(b) K=9

Fig. 2. Parcellation results on different parcellation numbers (A color represents a
functional subregion) (Color figure online)

4.4 Parcellation Results

To evaluate spatial structure of parcellation results, we also made a comparison
in terms of functional parcellation maps of parcellation that are the closest to
the corresponding averaged SSE. From Fig. 2, we can see that spatial continuity
of parcellation results from K-means and SSC is poorer. The main reasons are
that both K-means has poor search ability and sparse representation in SSC
is error. The results from DABCC have the best spatial continuity and the
most smooth edges. It suggests that the self-adaptive multidimensional search
mechanism could improve the search capability of DABCC.
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4.5 Functional Consistency

The aim of Human brain functional parcellation is to get some subregions with
stronger functional consistency, so we computed functional consistency of a par-
cellation result with SI from 2 to 12 clusters. The algorithms in Table 3 were
respectively run 20 times. We can see that SI values of K-means are the lowest
and the corresponding standard deviations also are the biggest. The functional
consistency from SC is bigger than them of K-means, because SC searches cluster
centers in a low-dimension space. As the pacellation number increases, the results
obtained by SSC gradually become poor. It may be the reasons that sparse rep-
resentation is error and the similarity between coefficients of nearby time series
is very high. Since ABCC has stronger search capability than K-means and some
robustness, ABCC has the second highest SI values. The results from DABCC
are the best in terms of SI. The explanation is that our self-adaptive multidi-
mensional mechanism captures difference information between food sources and
provides more suitable search directions.

Table 3. SI of different cluster sizes for five algorithms

No. K-means SSC SC ABCC DABCC

2 0.5652± 1.44E-01 0.5758± 2.28E-16 0.8745± 2.28E-16 0.8746± 2.28E-16 0.8777± 2.28E-16

3 0.6797± 5.43E-02 0.7206± 3.42E-16 0.8799± 0 0.8799± 0 0.8801± 2.28E-16

4 0.7558± 4.29E-02 0.7670± 3.42E-16 0.8881± 1.14E-16 0.8890± 1.14E-16 0.8897± 5.70E-16

5 0.8077± 3.59E-02 0.7857± 4.53E-16 0.8959± 4.2E-03 0.8988± 0 0.8997± 3.42E-16

6 0.8230± 1.93E-02 0.8282± 4.45E-16 0.9057± 2E-04 0.9058± 1.35E-04 0.9069± 2.28E-16

7 0.8414± 1.94E-02 0.8367± 1.14E-16 0.8962± 5E-04 0.8965± 5.94E-04 0.8972± 6.67E-03

8 0.8525± 1.42E-02 0.8380± 9E-04 0.9067± 5.32E-16 0.9076± 1.67E-04 0.9084± 3.82E-03

9 0.8695± 1.26E-02 0.8434± 2.5E-03 0.9136± 5.06E-16 0.9137± 2.71E-05 0.9146± 2.84E-03

10 0.8738± 1.21E-02 0.8121± 3.1E-03 0.9118± 7E-04 0.9122± 4.74E-04 0.9150± 3.94E-03

11 0.8815± 8.9E-03 0.8227± 2E-03 0.9171± 3.5E-03 0.9187± 3.92E-04 0.9199± 4.08E-03

12 0.8865± 8.6E-03 0.8314± 2.7E-03 0.9179± 2.8E-03 0.9180± 8.64E-04 0.9201± 3.04E-03

5 Conclusion

The paper developed an new algorithm DABCC for insula functional parcella-
tion. DABCC performed spectral mapping to reduce the dimension of fMRI data
in the initialization. Then, the search procedure based on ABCC was employed to
search clustering centers in a low-dimension space, where a self-adaptive multidi-
mensional search mechanism based on difference bias was adopted for employed
bee search. Finally, the results on real fMRI data demonstrate that DABCC not
only has stronger search capability, but can generate better insula functional
parcellation in terms of functional consistency and regional continuity. More-
over, DABCC is also applied to functional parcellation of other regions. So this
work both deepens our understanding of insula functional organization further
and promotes the development of Human brain functional parcellation method.
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Abstract. Electroencephalograph (EEG) signals reveal much of our
brain states and have been widely used in emotion recognition. However,
the recognition accuracy is hardly ideal mainly due to the following rea-
sons: (i) the features extracted from EEG signals may not solely reflect
one’s emotional patterns and their quality is easily affected by noise; and
(ii) increasing feature dimension may enhance the recognition accuracy,
but it often requires extra computation time. In this paper, we propose
a feature smoothing method to alleviate the aforementioned problems.
Specifically, we extract six statistical features from raw EEG signals and
apply a simple yet cost-effective feature smoothing method to improve
the recognition accuracy. The experimental results on the well-known
DEAP dataset demonstrate the effectiveness of our approach. Compar-
ing to other studies on the same dataset, ours achieves the shortest fea-
ture processing time and the highest classification accuracy on emotion
recognition in the valence-arousal quadrant space.

Keywords: Emotion recognition · EEG · DEAP · Feature smoothing

1 Introduction

Emotion is the subjective experience that reflects our mental states and can
significantly affect our cognitive function and action tendencies [10]. With the
advances in artificial intelligence (AI) and brain-computer interface (BCI) tech-
nologies, the ability for computer applications to recognize human emotions can
provide us more intelligent services, such as style-adjusting e-learning system [1],
driver’s fatigue detection [6], e-healthcare assistance [4], etc.

In efforts to recognize human emotions using machines, researchers mainly
rely on the following three types of data: (i) behavioral patterns such as facial
expressions, (ii) physiological signals from peripheral nervous system such as
electrooculography (EOG), and (iii) physiological signals from central nervous
system such as electroencephalograph (EEG). Compared to the other two types
of signals, EEG is more informative for high-level brain activities [7]. Moreover,

c© Springer International Publishing AG 2017
Y. Zeng et al. (Eds.): BI 2017, LNAI 10654, pp. 83–92, 2017.
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studies showed that EEG exhibits promising characteristics in revealing the sub-
ject’s emotional states [17]. Thanks to the emerging non-invasive brain-computer
interfacing devices, EEG has become one of the most prevalent signals being used
to recognize human emotions.

With the aid of machine learning algorithms, many prior studies used differ-
ent features extracted from raw EEG signals to decode the underlying emotion.
However, the recognition accuracy is hardly ideal because of the following rea-
sons: (i) EEG is a mixture of fluctuations induced by many neuronal activities
in the brain and is susceptible to interference [13]. The features extracted from
EEG may vary drastically within short periods but human emotions are rela-
tively stable, which means the features may not directly reflect the emotional
patterns; and (ii) increasing the feature dimension may improve the recogni-
tion accuracy, but this approach usually introduces more computational cost in
feature extraction, classifier training, and the classification task.

To address the aforementioned feature instability problem without increas-
ing the feature dimension, in this paper, we propose a fast and robust feature
smoothing method, which can be applied on the extracted EEG features to
improve the emotion recognition accuracy.

Without feature smoothing, emotion-irrelevant patterns make the extracted
features less distinctive, thus reduce the classification accuracy. This problem
can be alleviated by applying moving average smoothing on the extracted EEG
features. This simple feature smoothing method will not increase the feature
dimension nor add in much time to the total feature processing process. We
evaluate our proposed approach on the widely studied DEAP dataset [8]. Specif-
ically, we extract six statistical features from the EEG signals and apply moving
average smoothing on all the extracted features. Using support vector machine
(SVM) as the classifier, we obtain 82.3% accuracy in recognizing four classes
of emotions, which is higher than four prior studies using the same dataset.
Moreover, the processing time of our feature set is the shortest.

The rest of this paper is organized as follows. In Sect. 2, we review related
work on EEG-based emotion recognition. In Sect. 3, we present the motivation
of feature smoothing and the details of our methodology. In Sect. 4, we show our
experimental results on the DEAP dataset with comparisons and discussions.
Finally, we conclude and propose future work in Sect. 5.

2 Related Work

Various prior studies have been conducted to explore how to extract better
feature sets for EEG-based emotion recognition. Some studies investigated the
characteristics of EEG signals in the frequency domain. Heraz and Frasson [5]
used the amplitude of four frequency bands to obtain an averaged accuracy
of 74%, 74% and 75% on 17 subjects in the valence, arousal and dominance
dimensions, respectively. Bos [2] explored arithmetic combinations of the power
on frequency bands to obtain the highest accuracy of 92% in both arousal and
valence dimensions on five subjects. Some studies investigated other feature sets
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such as discrete wavelet coefficients (84.67% for happy and sad on five subjects)
[23], fractal dimension (around 90% for arousal on twelve subjects) [16], and
higher order crossing (50.13% for four emotions on DEAP dataset) [9]. However,
majority of the afore-reviewed results are based on binary emotion classifications,
which may not be enough to capture the emotional variations in our daily life.
Moreover, as a general observation from the literature, the recognition accuracy
decreases, sometimes significantly, if the models need to recognize more classes of
emotion. Vyzas et al. [12] managed to recognize six emotions with a remarkable
accuracy of 81% on a single subject, but they incorporated other physiological
signals such as blood pressure and heart rate besides EEG.

The difficulty in accurately recognizing different emotions merely from EEG
signals lies in the non-stability of EEG features. It has been found that feature
smoothing can reduce such non-stability and improve recognition accuracy. Shi
and Lu first proposed a linear dynamical system (LDS) approach to estimate the
latent states of vigilance [15] and later used this model for feature smoothing
in emotion recognition (91.77% for positive/negative) [21]. Although LDS is
effective in enhancing recognition accuracy, the expectation-maximization (EM)
algorithm incorporated in the smoothing process makes the overall approach
computationally expensive. Pham et al. [11] used the Savitzky-Golay method,
which is based on local least-squares polynomial approximation, to smooth EEG
features. Although their proposed method improved the recognition accuracy in
the valence dimension, the improved accuracy of 77.38% is not high among
similar binary classification problems. In this paper, we apply moving average
feature smoothing on six statistical features extracted from the raw EEG signals.
As such, the smoothing method does not introduce much computational cost.

3 Moving Average Smoothing on Statistical
Feature Set

We adopt the common process to recognize human emotions using EEG signals,
i.e., extract features from the raw data, then train the classifier to perform
emotion recognition. In addition, we apply feature smoothing on the extracted
features before training the classifier. We introduce each of these key steps of
our proposed approach with details in the following subsections.

3.1 Feature Extraction

In our proposed approach, we only extract six statistical features, which have
been widely adopted in prior studies. Vyzas et al. [18] showed that these six
features are strongly correlated to emotions. Moreover, it is computationally
inexpensive to extract these simple statistical features.

Let Xn denote an EEG signal value at the nth time stamp, where n =
1, 2, . . . , N and N denotes the total number of data samples. Moreover, let X̄n

denote the corresponding normalized signal with zero mean and unit variance.
Then we extract the following six statistical features:
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1. μ, mean of the raw signal over time N :

μ =
1
N

N∑

n=1

Xn. (1)

2. σ, standard deviation of the raw signal:

σ =

√√√√ 1
N − 1

N∑

n=1

(Xn − μ)2. (2)

3. δ, mean of the absolute values of the first differences of the raw signal:

δ =
1

N − 1

N−1∑

n=1

|Xn+1 − Xn| . (3)

4. δ̄, mean of the absolute values of the first differences of the normalized signal:

δ̄ =
1

N − 1

N−1∑

n=1

∣∣X̄n+1 − X̄n

∣∣ =
δ

σ
. (4)

5. γ, mean of the absolute values of the second differences of the raw signal:

γ =
1

N − 2

N−2∑

n=1

|Xn+2 − Xn| . (5)

6. γ̄, mean of the absolute values of the second differences of the normalized
signal:

γ̄ =
1

N − 2

N−2∑

n=1

∣∣X̄n+2 − X̄n

∣∣ =
γ

σ
. (6)

3.2 Moving Average Smoothing on Extracted Features

Within short time periods, the emotional states of human are relatively stable,
but the features obtained from EEG signals may have strong variation in time
due to the impact of emotion-irrelevant activities and random fluctuations [13].
To make the features more robust for emotion recognition, we propose to use the
moving average method to smooth the features in time sequence. Specifically, we
first divide EEG data into non-overlapping windows and extract features from
each window. Let fi denote a single feature f extracted from the ith time window,
where i = 1, 2, . . . , I and I denotes the total number of the non-overlapping
windows. The smoothed feature f̄i is then computed as follows:

f̄i =
1
T

�i+2/T�∑

�i−2/T�
fi, (7)

where T is the size of the moving average smoother.
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3.3 Classification Algorithm

In this paper, we use SVM as the classifier due to its well-known generalization
property. In particular, we use the one-vs-all scheme for multiclass classification
of the LIBSVM package [3].

For binary classification, given training samples {xi, yi}, where i = 1, 2, . . . , l,
xi ∈ R

d and yi ∈ {−1, 1}, SVM solves the following optimization problem:

minimize
w,b,ξ

1
2
||w||2 + C

l∑

i=1

ξi,

subject to yi(wT φ(xi) + b) ≥ 1 − ξi, ξi ≥ 0,

(8)

where C denotes the cost parameter indicating the penalty of error and ξi denotes
the tolerance of error. Kernel function φ(xi) maps the feature vector xi into
another feature space. In this paper, we use radial basis function (RBF) kernel,
which is represented as:

K(xi, xj) ≡ φ(xi)T φ(xj) = exp(−γ||xi − xj ||2), γ > 0, (9)

where γ defines the steepness of the decision boundary.

4 Emotion Recognition on DEAP Dataset

To assess the performance of our feature extraction and feature smoothing strat-
egy, we use the well-known DEAP dataset for evaluations. DEAP dataset was
collected by Koelstra et al. [8] for human emotion analysis. EEG signals of 32
subjects were elicited using multimodal stimuli and recorded on 32 channels
using the Biosemi ActiveTwo system1. In the preprocessed dataset provided2,
each subject has 40 min recordings of EEG signals. Moreover, ratings of valence,
arousal and dominance were labeled by the subjects after each trial. The EEG
data were down-sampled to 128 Hz, filtered by a bandpass filter of 4–45 Hz, and
normalized with respect to the common reference in each channel. In this paper,
we take the subjects’ labels in the valence and arousal dimensions as the ground
truth of the EEG data. Actually, we are following the circumplex model of affect
proposed by Russel [14]. In his widely adopted model (e.g., applied in [8,19,20]),
emotions are represented in a two-dimensional space, where the two axes repre-
sent valence and arousal, respectively.

4.1 Experimental Setup

In our experiments, we segment all EEG data given in the DEAP dataset into
non-overlapping windows of one second, where each window consists of 128 data
samples. Therefore, the total number of observations/windows of a subject is

1 http://www.biosemi.com.
2 http://www.eecs.qmul.ac.uk/mmv/datasets/deap/.

http://www.biosemi.com
http://www.eecs.qmul.ac.uk/mmv/datasets/deap/
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2400 (40 videos times 60 s). Moreover, for every observation, we extract the
six statistical features from each EEG channel. Because data in DEAP were
collected using a 32-channel device, the size of our feature set is 192.

In DEAP, the ratings of valence and arousal were given as decimals in the
[1, 9] interval. Therefore, we choose 5 as the threshold for class labeling in the
valence-arousal space. In other words, we use the ratings provided by the subjects
in DEAP as the ground truth to define four classes of emotion for assessments.
These four classes are VLAL, VLAH , VHAL and VHAH , where V denotes valence,
A denotes arousal, L denotes low value (<5), and H denotes high value (≥5).

To split the training and testing samples, we did not choose the k-fold cross-
validation scheme because feature smoothing should only be applied on contin-
uous time sequence that segmenting a continuous feature sequence into k parts
will break down the continuity. Instead, we choose 80%/20% splitting strategy
to preserve the continuity in features. Specifically, for samples in each minute,
we use the first 80% for training and the rest 20% for testing. Feature smoothing
is then applied separately on the two sets. This splitting strategy is depicted in
Fig. 1(a). Furthermore, we normalize training samples (referring to the extracted
features rather than the raw signals) to zero-mean and unit variance to train the
classifier, and then use the normalization parameters obtained from training
samples to normalize testing samples before performing classification.

Fig. 1. 80%/20% splitting strategy for obtaining training, validation and testing sets.

In feature smoothing, the window size T (see (7)) greatly affects the per-
formance. To obtain the best value of T , we further split a validation set from
the training set using the same splitting ratio as illustrated in Fig. 1(b). Table 1
shows the accuracy obtained on the validation set based on classifiers trained
using the training set (64%) with respect to different T values. As shown in
Table 1, we obtain the best accuracy when T = 11. As such, we use T = 11
during subsequent feature smoothing on both the training (80%) and testing
datasets.

On the other hand, to find the appropriate parameter settings of SVM, we
perform grid search on both the cost parameter C (see (8)) and the penalty
parameter γ (see (9)) for {n×10m}, where n = 1, 2, . . . , 9 and m = −3,−2, . . . , 3.
When T = 11, we find the best performing values as C = 10 and γ = 0.005.
This combination of parameter values are used in all the experiments presented
in this paper.
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Table 1. Classification accuracy on the validation set with varying T values

T 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16

Acc (%) 59.83 68.23 73.55 76.15 77.86 78.96 80.36 80.58 81.13 81.06 81.31 80.81 80.77 80.67 80.90 79.49

4.2 Results and Discussions

Figure 2 shows the four-class emotion recognition results of each individual sub-
ject before and after applying our moving average feature smoothing method.
The average accuracy (across all subjects) improves significantly from 61.73% ±
7.07% to 82.30%± 8.44% after applying feature smoothing. This finding strongly
support the high effectiveness of our feature smoothing method.
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Fig. 2. Emotion recognition accuracy before and after feature smoothing.

Besides 80%/20%, we also conduct experiments on other splitting ratios and
then present the results in Table 2. Similar to Fig. 1(b), for each splitting ratio
R, we further split a validation set from the training set based on R to obtain
the corresponding optimal T value. As clearly shown in Table 2, our feature
smoothing method always improves the recognition accuracy. It is more encour-
aging to see that even when R = 20%/80%, our approach can obtain an accu-
racy of 62.43% on four-class emotion recognition. This satisfactory performance
obtained on low splitting ratio well demonstrates the generalization capability or
robustness of our approach. To be more elaborate, for a longitudinal study with
stable emotion transitions, say each session lasts one minute (same as DEAP),
our approach only requires the EEG signals collected in the first twelve seconds
to be labeled for training, hereafter, it can already achieve 62.43% accuracy on
four-class emotion recognition.
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Table 2. Performance of feature smoothing using different train/test splitting ratios

Train/Test (%) Acc before
smoothing (%)

T value Acc after
smoothing (%)

Acc
improvement (%)

20/80 51.37 5 62.43 11.06

40/60 55.67 7 72.41 16.74

60/40 58.26 11 78.36 20.10

80/20 61.73 11 82.30 20.57

Table 3. Comparison with prior studies on DEAP

Study Feature Set Feature Smoothing Time (s) Classifier Subjects Performance

[8] PSD (32

channels)+

difference between

14 pairs of

symmetric

channels

None 166.2 Gaussian

Naive

Bayes

All 32

subjects

Valence: 57.6%,

arousal: 62%

[9] Six statistics +

FD + HOC (32

channels)

None >1000 SVM with

polynomial

kernel

All 32

subjects

Four emotions: 80%

[22] PSD (16 channels) None 82.6 CNN 22

selected

subjects

Valence: 76.63%

[11] PSD (32 channels) Savitzky-Golay 207.4 SVDD All 32

subjects

Three levels of

valence: 71.75%

Our

work

Six statistics (32

channels)

None 67.8 SVM with

RBF kernel

All 32

subjects

Valence-arousal

quadrant: 61.73%

Moving average 77.4 SVM with

polynomial

kernel

Valence-arousal

quadrant: 67.90%

Moving average 77.4 SVM with

RBF kernel

Valence-arousal

quadrant: 82.30%

Note: PSD denotes power spectrum density, FD denotes fractal dimension, HOC denotes higher

order crossing, CNN denotes convolutional neural network, and SVDD denotes support vector data

description.

To further assess the performance of our proposed method, we compare our
results with some prior studies using the same DEAP dataset. In Table 3, [8]
used leave-one-video-out scheme for classification, [22] conducted 11-fold cross-
validation on 22 selected subjects, [9,11] used 5-fold cross-validation. Although
our data splitting strategy is different from all the benchmarking studies (similar
but conducted four times less than 5-fold CV) and some models adopted different
number of classes for emotion recognition, we still compare all the results in the
same table. Nonetheless, we use the same computer (2.20 GHz CPU with 8 GB
RAM) and the same programming language (MATLAB) to obtain all the feature
sets shown in Table 3 and report their processing time (feature extraction and
smoothing if applicable). It is encouraging to see that our approach achieves
the highest accuracy of 82.3%, which is even higher than those recognizing
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lesser number of emotional classes. Moreover, our moving average approach does
not add in much computational time to the overall feature processing proce-
dure ((77.4 − 67.8)/77.4 = 12.4%). Compared to other benchmarking models,
either with or without feature smoothing, our approach has the shortest feature
processing time.

5 Conclusion

In this paper, we propose a fast and robust EEG-based emotion recognition
approach that applies the simple moving average feature smoothing method on
the six extracted statistical features. To assess the effectiveness of our approach,
we apply it on the well-known DEAP dataset to perform emotion recognition in
the valence-arousal quadrant space. The results are more than encouraging. First
of all, the average accuracy (when using 80%/20% splitting ratio) significantly
improves from 61.73% to 82.3% after feature smoothing is applied. Secondly, we
show the robustness of our approach that it always significantly improves the
recognition accuracy for various data splitting ratios. Last but most importantly,
our approach achieves the best performance in terms of both feature processing
time and recognition accuracy among all the benchmarking models.

In the future, we will further test the robustness of our approach by conduct-
ing experiments on own collected and other datasets. We will also look into the
theoretical insights of why the simple moving average method may significantly
improve the emotion recognition accuracy.
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Abstract. Even though how bilinguals process the second language (L2) still
remain disputable, it is agreed that L2 processing involve more brain areas and
activate common regions more strongly. It interested us to probe why heavier
manipulation of cortical regions did not guarantee a high language proficiency.
Since the responses of individual brain regions were inadequate to explain how
the brain enabled behavior, we sought to explore this question at the neural
network prospect via the Psychophysiological interaction (PPI) analysis. We
found that Chinese English bilinguals adopted the assimilation/accommodation
strategy to read L2, and English activated common brain areas more strongly.
However, the whole brain voxel-wise analysis of effective connectivity showed
that these brain areas formed a less synchronized network, which may indicate
an ineffective neural network of L2. Our findings provided a possible expla-
nation why the proficiency level of L2 was always lower than L1, and suggested
that future fMRI studies may better explore language issues by depicting
functional connectivity efficacy.

Keywords: Functional connectivity � Neural modulation effect � Chinese
English bilinguals � Psychophysiological interaction (PPI) analysis � FMRI

1 Introduction

It is agreed that the acquisition age of a second language (L2) affects neural activities
during language processing, which is always associated with low language proficiency
of L2 [1]. The “single system hypothesis” (also known as the Convergence Hypothesis)
advocates that late bilingual learners have already formed a consolidated and entren-
ched linguistic system in place, and late bilinguals would manipulate neural literacy of
L1 to perform L2, but with additional reliance on cognitive control due to unmatched
language proficiency [2]. A situation the “single system hypothesis” ignored is that it
failed to explain how bilinguals processed L2-specific features. A more comprehensive
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theoretical framework proposed that L2 processing relied on combined neural activity
of assimilation (refers to using the existing reading network in the acquisition of a new
writing system) and accommodation (refers to using new procedures for reading the
new writing system) [3]. They considered that reading the second language was
associated with similar brain areas to that of L1, but with differences in certain regions
that were likely to reflect specific properties of a language. Even though theoretical
disputes still remain, particularly at the sentence level, both the “single system
hypothesis” and the “assimilation/accommodation theory” proposed that L2 processing
was characterized by more areas and a stronger activation intensity. Hereafter, it
interested us to probe why involvement of more brain regions and stronger activation
did not mean high language proficiency.

It may be inadequate, at least insufficient, to illustrate complex links between
structure and function only on condition of neural responses of individual brain regions
to tasks. Due to various anatomical inputs to a single region, any specific region can be
involved in several cognitive processes and cooperate with many other brain areas in a
wide spatial distribution. Different functions of an area made it challenging to under-
stand how the brain enables behavior based on functional segregation viewpoint [4, 5].
Only when a brain region cooperated with other regions to form an effective neural
network for a cognitive process, may we claim that it was necessarily involved in that
process. Since determining the function of a region depends on its interactions with
other brain regions, solving this challenge rests on how we understood functional
connectivity of cooperated areas [6]. Brain connectivity is now being explored by
depicting neuronal coupling between brain regions through various techniques [7]. We
highlighted how responses in individual brain regions can be effectively integrated
through functional connectivity (FC).

Effective connectivity quantifies directed relationships between brain regions and
controls for confounds that limit functional connectivity—features that facilitate insight
into functional integration [5]. It overcomes important pitfalls of functional connec-
tivity that limit our understanding of neuronal coupling. For example, functional
connectivity elicited by an interested task could involve functional synchronization
with other cognitive processes, observational noise, or neuronal fluctuations [8]. One
popular approach to make effective connectivity analysis is psychophysiological
interactions (PPI), which allows simple synchronization analysis (between two regions)
[9]. This approach measures in a psychological context how one brain region (a seed
region) contributes to another brain region (a target region). It explains neural
responses in one brain area in terms of the interaction between influences of another
brain region and a cognitive/sensory process, indicating a condition specific change of
coupling between brain areas [9].

Chinese and English are two different languages but share common features at the
sentence level. For example, Chinese is an analytic language, and depends on word
order to express meaning [10], in which changing only one word position may keep the
sentence grammatically correct but generate different meanings. Its verbs remain
invariably uninflected, regardless of difference in tense, gender or number, and nuances
are expressed by other words. In contrast, English is a synthetic language, which marks
tense through morphological inflections. However, Chinese and English both exhibit an
SVO (subject verb object) word order. The two languages are suitable to test the
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assimilation/accommodation theory at the sentence level, and we hoped to explore the
working mechanism of reading L2 sentences from the perspective of effectively con-
nected neural networks.

2 Methods

2.1 Participants

To reduce intersubject variabilities, the current study selected 21 Chinese-English
right-handed bilinguals (12 females and 9 males; mean age of 22.3 years, ranging from
21 to 27) as experiment subjects. They are graduates or undergraduates, and all have
received a minimum of 10 years of formal pedagogical English training until the
experiment (according to self-report). There were four criteria of inclusion in this study:
(a) high English proficiency in reference to scores of College English Test at the
advanced level (CET, a national standardized English as a Foreign Language test in the
People’s Republic of China); (b) right-handedness based on self-report; (c) normal or
corrected-to-normal vision; (d) no known history of neurological impairment. Informed
consents were obtained prior to scanning, and participants would be paid after the
experiment.

2.2 Materials

Since we intended to explore syntactic contrasts between Chinese (L1) and English
(L2) in the bilingual brain, we adopted a grammar acceptability judgment task. To
make the word order effect more prominent, we added an indefinite frequency adverb
in the SVO structure and used active simple present sentences of the
subject-adverbial-verb-object (SAVO) structure. Indefinite frequency adverbs (often,
always, and usually, etc.) usually appear before the main verb (except the main verb “to
be”), and occupy the middle position in English sentences, which reminds the
subject-verb agreement check of English sentences in the simple present tense (in-
volving syntax-semantic integration). In contrast, Chinese frequency adverbs are more
(over 50) and have a very flexible position in sentences. They can appear at the head,
the end of a sentence (usually reduplicated frequency adverbs), or before the main verb,
but can never position after the main verb. When Chinese natives judge grammatical
canonicity of a sentence, they have to tentatively check all possible positions of the
frequency adverb (involving working memory). Here, we used a frequency adverb of
“chang (常)” before the main verb in grammatically correct Chinese sentences, and
inserted it after the main verb to form incorrect Chinese sentences. In contrast, incorrect
English sentences only violated subject-verb agreement rules (subjects were all third
person pronouns). Therefore, Chinese and English sentences in the current study would
differ only in interested aspects. To make experiment materials comprehensive, the
current study also adopted negative sentences, in which the frequency adverbs were
replaced by a negator.

In all, there were four test conditions of Chinese affirmative sentences, Chinese
negative sentences, English affirmative sentences, and English negative sentences.
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Each condition contained 30 sentence items. Each sentence consisted of a pronoun as
the subject, an adverb (a frequency adverb or a negation marker with matched auxiliary
in the contracted form), a main verb, and an object. In all, there were 120 verb phrases.
Predicate phrases were randomly selected to be used in Chinese or English sentences.
Since there lacks a word frequency corpus based on Chinese-English bilinguals’ lan-
guage practice, we chose predicates from textbooks appointed by College Entrance
Examination or College English Test of basic level in order to assure that experiment
materials were very familiar to subjects. The baseline condition was composed of word
strings. Constituent words were selected from formal experiment materials. Care was
taken to avoid a meaningful verb phrase or noun phrase in baseline word strings.
Participants were asked to judge if word strings were composed of the same words, as
in the inconsistent condition the last word was a different one from the preceding
words. The number of words in the baseline word string was matched with that in
English or Chinese sentences. All sentences were rechecked by well-experienced
English teachers for the sake of naturalness and acceptability.

2.3 Experimental Procedure

The whole experiment was composed of 4 sessions (the baseline condition consisting
of 60 trials was tested in the last session). Participants may have a short rest lasting
1 min between sessions, motionless and eye closed. The task was implemented using
E-Prime 2.0 (Psychology Software Tools, Inc). Experiment materials were projected on
a screen and displayed in random. Each trial began with a 500 ms “+” fixation, fol-
lowed by the sentence stimuli for 2500 ms. To make sure participants were timely
sufficient to respond, there was a response blank after the probe for the maximum of
1500 ms. Participants were guaranteed to see the stimuli presented in the middle of the
vision field. They were instructed to respond as quickly and accurately as possible at
the sight of the sentence stimuli. Two accessory key buttons (one for each hand) were
used to record response time and error rates. Response hand assignments were coun-
terbalanced across subjects. Before scanning, subjects were asked to complete a short
practice session of 24 training trials. Only after lowering the error rate to 5%, were they
eligible to start the formal experiment. Practice trials were not reused during the formal
experiment.

2.4 Data Acquisition

MRI images were acquired on a Siemens Trio 3T MRI Scanner. A custom-built head
holder was used to prevent head movements. Thirty-two axial slices (FOV = 240
mm � 240 mm, matrix = 64 � 64, thickness = 5 mm), parallel to the AC-PC plane
and covering the whole brain were obtained using a T2*-weighted single-shot,
gradient-recalled echo planar imaging (EPI) sequence (TR = 2000 ms, TE = 30 ms,
flip angle = 75°). Prior to the functional run, high-resolution structural images were also
acquired using 3D MRI sequences with a voxel size of 1 millimeter cube for anatomical
localization (TR = 2700 ms, TE = 2.19 ms, matrix = 256 � 256, FOV = 256 mm
256 mm, flip angle = 7°, slice thickness = 1 mm).
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2.5 Data Processing

Functional imaging analyses were carried out using statistical parametric mapping
(SPM8, http://www.fil.ion.ucl.ac.uk/spm/). The images were first slice-timed and then
realigned to correct for head motions (none of the subjects had head movements
exceeding 2 mm on any axis and head rotation greater than 2°). The image data was
further processed with spatial normalization based on the MNI space and re-sampled at
2 mm � 2 mm � 2 mm. Finally, the functional images were spatially smoothed with
a 6 mm full-width-at-half maximum (FWHM) Gaussian kernel.

At the first level, data from each subject were entered into a general linear model
using an event-related analysis procedure. At the group level, each condition was first
contrasted with its baseline, and then each regressor entered a flexible factorial design
matrix configured under two conditions of Chinese and English. Regions of interest
(ROI) were defined by the conjunction analysis of Chinese and English conditions. All
the whole brain activation results and conjunction analysis result were reported at
p < 0.05 (FDR corrected) with cluster >20 voxels. The statistics were color-coded in
MNI space, while activation results were estimated from Talairach and Tournoux (to be
reported in accordance with the Brodmann atlas) after adjustments for differences
between MNI and Talariach coordinates with a nonlinear transform.

To undertake the PPI analysis, a design matrix containing three columns of vari-
ables are established, such as (1) a psychological variable that reflects the experimental
paradigm, (2) a time-series variable representing the time course of the seed region, and
(3) an interaction variable that represents the interaction between (1) and (2) [11].
Separate PPI analyses were conducted for each ROI. The psychological variable used
was a vector coding for the specific task (English and Chinese) convolved with the
HRF. The individual time series for the ROIs was extracted from all raw voxel time
series in a sphere (8 mm radius) centered on the coordinates of the subject-specific
activations. The physiological factor (the deconvolved extracted time series of ROIs)
was then multiplied with the psychological factor to constitute the interaction term
(referred to as “PPI regressor”). These approaches were run using the generalized
psychophysiological interaction (gPPI) toolbox [12] implemented in SPM8. The
interaction term, the psychological factor, and the physiological factor as regressors
were entered in a first-level model of effective connectivity. For the second-level
connectivity analysis, we built similar models for each ROI via a flexible factorial
model, with regression coefficient for the interaction term giving a measure of PPI.
These modeled the same conditions as for the activation analysis, but focused on the
psychophysiological interaction. For the connectivity analysis, a statistical threshold of
uncorrected p < 0.001, cluster size (k) > 20 was used.

3 Results

By contrasting sentences and the corresponding word string, we identified regions
involved in reading Chinese and English sentences respectively (see Tables 1 and 2;
Fig. 1).We found that readingChinese (L1) activated areas of the leftmiddle frontal gyrus
(MFG, BA9), the bilateral superior temporal gyrus (STG, BA22/41), and the Caudate.
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Reading English also activated these three areas (the same peak coordinates), but
the activation was much stronger and extended to a larger extent. Besides, reading
English additionally elicited neural responses in more widely distributed spatial
regions, such as the right inferior frontal gyrus (IFG, BA9), the left inferior parietal
lobule (IPL, BA40), and the putamen.

The contrast of English > Chinese showed that English elicited significantly more
activation in common areas of the left MFG and bilateral STG (Table 3), but also
recruited additional areas of the right IFG, the right inferior temporal gyrus (ITG,
BA37), the bilateral middle temporal gyrus (MTG, BA20/21), the left angular gyrus
(AG, BA39), the right supramarginal gyrus (SMG, BA40), the anterior cingulate cortex
(ACC), and the posterior cingulate cortex (PCC). The contrast of Chinese > English
displayed no significant activation cluster.

Conjunction analysis revealed that activation areas in processing English and
Chinese were significantly overlapped in the left MFG and bilateral STG, which were
determined as seed ROIs for PPI analysis. Results of functional connectivity for the
English and Chinese condition were presented in Fig. 2. For the Chinese language, the

Table 1. Regions involved in reading Chinese SAVO sentences

Talairach F V
x y z value voxels

MFG BA9 L −48 15 25 5.36 44
MeFG BA8/6 L −10 33 43 4.64 22
PCG BA6/4 R 50 −9 23 4.49 26
STG L −44 −29 5 4.95 45
BA41/22/38 R 50 −13 4 5.22 90
PocG BA2/3 L −55 −13 15 7.16 357
Caudate L −14 17 19 3.68 49

Table 2. Regions involved in reading English SAVO sentences

Talairach F V
x y z value voxels

IFG BA9 R 50 5 24 4.82 47
MFG BA9 L −48 15 25 5.98 120
MeFG BA8/6 L −2 1 63 4.18 23
PCG BA6/4 L −50 −8 43 5.66 26

R 53 −5 22 6.18 85
STG L −44 −29 5 4.84 29
BA41/22/38 R 50 −13 4 6.08 111
IPL BA 40 L −46 −39 39 4.90 26
PoCG BA2/3 L −55 −13 15 7.16 313
Caudate L −10 22 15 5.66 43
Putamen R 20 13 −4 4.19 23
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voxel-wise PPI results showed that the left MFG was effectively connected with the left
MTG, the bilateral putamen and the right cuneus; the right STG was effectivelycon-
nected with the right paracentral gyrus, left parahippocampal gyrus, left MTG, left
MFG, bilateral STG, left lingual gyrus, left ACC, and the right postcentral gyrus
(PoCG). For the English language, however, no area was found significantly connected
with seed ROIs in the whole brain.

Between-group PPI analysis revealed that reading Chinese involved increased
effective connectivity between the right STG and right SFG than English. On the other

Fig. 1. Activated Regions in reading Chinese, English, and their contrast. Results of reading
Chinese, English, and their contrast were presented in the pink box, white box, and green box
respectively. (Color figure online)
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hand, increased effective modulation of the right STG to regions of the right precentral
gyrus and right insular, and of the left STG to right PCG were identified by contrasting
English EC against that of Chinese.

We made further correlation analysis between activation, connectivity strength, and
behavioral performance (both response and accuracy rate). However, we found no
significant correlation.

4 Discussion

The current study explored how late bilinguals read L1 and L2 sentences. Activation
results were consistent with the theoretical framework of the assimilation/
accommodation theory that reading L2 activated similar regions like L1 but at an
increased activation level. However, the whole brain voxel-wise analysis of functional
connectivity showed that commonly activated brain areas were differently integrated
with other components in the language network when reading a particular language.
Bilinguals did not form an effectively interconnected neural network of L2, which may
provide a possible explanation about lower proficiency of L2 than L1. Weak effective
interaction of neural network components, and decreased neural modulation effects of
ROIs in reading English than Chinese suggested less effectiveness and the compensation

Table 3. Regions by the English vs Chinese contrast

Talairach t V
x y z value voxels

IFG BA9 R 59 9 24 5.13 99
MFG BA9 L −32 39 40 4.70 643

R 32 5 61 4.55 505
MeFG BA8/6 L −4 59 10 4.15 215
SFG BA8/10 R 24 29 43 5.46 833
PCG BA6/4 L −28 −12 67 3.70 38

R 26 −14 67 4.39 328
ITG BA37 R 51 −60 −2 5.14 918
MTG BA20/21 L −53 −7 −16 4.11 102

R 50 −9 −16 5.5 137
STG L −46 −44 15 3.88 34
BA41/22/38 R 55 3 −14 4.29 52
PoCG BA2/3 L −55 −23 45 3.97 54

R 63 −16 30 4.78 73
SPG BA7 R 32 −65 55 5.67 507
AG BA39 L −28 −59 34 4.06 72
SMG BA40 R 55 −55 32 4.21 163
ACC R 12 39 2 5.82 2264
PCC L −8 −44 11 3.71 78

R 10 −48 17 3.52 45
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mechanism of the L2 network. Meanwhile, increased effective connectivity of ROIs in
reading L2 reflected a kind of compensation mechanism at the neural network level.

4.1 Assimilated and Accommodated Neural Network for L2

Somatosensory cortex has been demonstrated critical in phonological motor processing
[13]. In tasks involving both overt and covert articulation, the postcentral gyrus appears
to represent a significant component of the speech motor network [14]. It is reported
that the IPL and PoCG played an important role in phoneme-level manipulation in

Fig. 2. Effectively connected networks in reading Chinese, and the compensated English
networks. The effectively connected network of English was not established even in proficient
English learners. Both increased and decreased neural modulation effects were identified in
reading English, which reflected a compensation mechanism at the neural network level.
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alphabetical scripts. However, it was not the case in Chinese processing, since Chinese
orthography encodes no phonological information at the sub-syllabic level [15].
Obviously, the involvement of L2-specific areas in reading English sentences sup-
ported the neural accommodation claim [3].

The STG are traditionally defined as neural basis of semantic processing [16].
Coactivation of the bilateral STG in reading two languages supported this proposal. It
is also consistent with the claim that two languages of a bilingual access a common
semantic network [17]. On the other hand, engagement of the PFC in tasks involving
working memory is well established [18]. Because processing Chinese sentence is not
based on grammatical rules like English but instead relies exclusively on the direct
“look-up” or mapping procedure to access a suitable meaning of the scene, this process
obligated readers to maintain verbal codes for a short term to accomplish the selection.
In contrast, the involvement of working memory in English sentence processing was to
hold both syntactic and semantic information on line and then integrate the two [19]. In
terms of activation, theses two different cognitive processes both activated the same
brain area underlying working memory, which supported the neural assimilation claim.

Obviously, our findings were consistent with the assimilation/accommodation
hypothesis. It was the first study that reported neural accommodation effect at the
sentence level with Chinese learners of English.

4.2 Stronger Activation but an Ineffectively Connected Neural Network

Even though L2 elicited more neural activation of the same region, it was common that
L2 was less proficient for most bilinguals. We hypothesized that more devotion of
individual regions did not mean a good accomplishment of semantically equivalent
sentences of L2, since different activity pattern of a region can be aroused by distinctive
cognitive processes in two languages, which may be different in nature and required
different activation intensity.

Representing neural modulation effect of a seed region, the PPI analysis further
revealed that even though critical components of the L2 language network were more
strongly activated, it did not build up effective connectivity with other components. It
demonstrated that more devotion of a single area cannot guarantee high proficiency of
the second language. We postulated that stronger activation of an individual region
may reflect specific requirements of L2 language features per se, and suggested that
bilinguals employed spotted brain areas, whose function were versatile and flexible in
nature, to accomplish the current task [20]. However, a complex cognitive task
depended on cooperation of a constellation of brain areas. Lower network efficacy
hurdled normal operation of the L2 neural network, causing low language proficiency.

It was obvious that in the current study the working memory system functioned
differently in processing English and Chinese sentences. However, by activation
tomography analysis, no clear-cut difference was revealed except intensity change. In
contrast, the PPI analysis revealed that the two languages were processed by distinctive
working mechanisms in the network aspect. Our findings reinforced that observing
only the intensity and activation topography could not fully represent cognitive pro-
cesses of a task. We proposed that functional connectivity analysis was more feasible to
examine sentence reading than the simple spatial activation index.
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In sum, even though reading L2 relied on L1 neural literacy and additionally
involved more brain areas, these areas were not effectively connected, which reduced
the efficacy of L2 neural network. It implied that language proficiency may depend on
functional connectivity between critical hub areas and many other brain regions. To
implement a complex cognitive task, such as language, we could not solely rely on
robuster devotion of single brain areas. It provided a possible explanation of lower
proficiency level of L2 than L1. We suggested that future study should discuss complex
cognitive processes at the functionally connected network prospect.
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Abstract. Brain imaging studies in humans have reported each object category
was associated with different neural response pattern reflecting visual, structure
or semantic attributes of visual appearance, and the representation of an object is
distributed across a broader expanse of cortex rather than a specific region.
These findings suggest the feature-map model of object representation. The
present object categorization study provided another evidence for feature-map
representation of objects. Linear Support Vector Machine (SVM) was used to
analyze the functional magnetic resonance imaging (fMRI) data when subjects
viewed four representative categories of objects (house, face, car and cat) to
investigate the representation of different categories of objects in human brain.
We designed 6 linear SVM classifiers to discriminate one category from the
other one (1 vs. 1), 12 linear SVM classifiers to discriminate one category from
other two categories (1 vs. 2), 3 linear SVM classifiers to discriminate two
categories of objects from the other two categories (2 vs. 2). Results showed that
objects with visually similar features have lower classification accuracy under all
conditions, which may provide new evidences for the feature-map representa-
tion of different categories of objects in human brain.

Keywords: Feature-map representation � Support vector machine � fMRI

1 Introduction

The representation of objects in human brain is a matter of intense debate, and in the
domain of neuroimaging study, three major models exist [1, 2]: category specific
model, process-map model and feature-map model.

The category specific model proposes that ventral temporal cortex contains a limited
number of areas that are specialized for representing specific categories of stimuli.
Evidences from patients with brain lesion showed that patient with lesions in one
paticular brain area lost the ability to recognize facial expressions or other objets [3, 4].
One study found that a farmer with brain lesion no longer recognized his own cows [4].
The study of event-related-potentials (ERP) and magnetic encephalography (MEG)
supported the face specificity in visual processing, human faces elicited a negative
component peaking at about 170 ms from stimulus onset (N170 or M170) [5–7].
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Functional magnetic resonance imaging (fMRI) studies described specialized areas for
faces and some specific objects: the fusiform face area (FFA) for human faces, the
parahippocampal place area (PPA) for scenes and the “extrastriate body area” (EBA) for
visual processing of the human body [8–13].

The process-map model [1, 14–16] proposes that different areas in ventral temporal
cortex are specialized for different types of perceptual processes. The studies from
Gauthier et al. showed that FFA was not just specialized for faces, but for expert visual
recognition of individual exemplars from any object category. For example, for bird
experts, FFA shows more activity when they view the pictures of bird, and for car
experts, FFA shows more activity when they view car than bird. Study also showed
that the acquisition of expertise with novel objects (such as greebles, one kind of
man-made object) led to increased activation in the right FFA [14].

For feature-map model, it proposes that the representations of faces and different
categories of objects are widely distributed and overlapping [2, 17–21]. In the study
Haxby et al. [2], fMRI data of ventral temporal cortex was recorded when subjects
viewed faces, cats, five categories of man-made objects, and nonsense pictures.
A correlation-based distance measure was used to predict the object categories and the
prediction result indicates that the representations of faces and objects in ventral
temporal cortex are widely distributed and overlapping.

The evidences for the three models came mainly from the neuroimaging study of
healthy subjects or patients with brain lesion. Generally, for the analysis of the neu-
roimaging data, univariate method was used, such as general linear model. However,
fMRI was multi-variate in nature. In recent years, multi-variate pattern analysis
(MVPA) methods have been widely used in fMRI analysis [22–26]. Compared with the
traditional univariate method, MVPA method takes the correlation among neurons or
cortical locations into consideration and is more sensitive and informative. In this
study, we further investigate the representation of objects in human brain using Support
Vector Machine (SVM). As one representative MVPA method, SVM is effective in
digging the information behind fMRI data. Four representative objects (house, face, car
and cat) were selected as stimulus, which can be grouped in the following ways: face
vs. other objects, animate vs. inanimate objects. SVM was applied to predict the label
of brain states, i.e. which kind of stimulus the subject was viewing, and 6 classifiers
were trained to classify one object category versus the other category (house vs. face,
house vs. car, house vs. cat, face vs. car, face vs. cat, car vs. cat). To further investigate
the representation of objects in human brain, 15 other classifiers were trained to cover
the possible combinations of the 2-class classification problem for the four categories
of objects (1 vs. 2, 2 vs. 2).

2 Method

2.1 Subjects and fMRI Data Acquisition

The data came from one of our previous study [26]. Fourteen healthy college students
participated in this study (6 males, 8 females). Subjects gave written informed consent.
A 3-T Siemens scanner equipped for echo planar imaging (EPI) at the Brain Imaging
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Center of Beijing Normal University was used for image acquisition. Functional
images were collected with the following parameters: repeat time (TR) = 2000 ms;
echo time (TE) = 30 ms; 32 slices; matrix size = 64 � 64; acquisition voxel size =
3.125 � 3.125 � 3.84 mm3; flip angle (FA) = 90°; field of view (FOV) = 190 *
200 mm. In addition, a high-resolution, three-dimensional T1-weighted structural
image was acquired (TR = 2530 ms; TE = 3.39 ms; 128 slices; FA = 7°; matrix
size = 256 � 256; resolution = 1 � 1 � 1.33 mm3).

2.2 Stimuli and Experimental Procedure

The experiment was designed in a blocked fashion. Subject participated in 8 runs and
each run consisted of 4 task blocks and 5 control blocks. During each task block lasted
for 24 s, 12 gray-scale images belonging to one category (houses, faces, cars or cats)
were presented which were chosen randomly from 40 pictures of that particular cate-
gory, and subject had to press a button with left or right thumb as long as images were
repeated consecutively. Two identical images were displayed consecutively 2 times
randomly during each task block. Each stimulus was presented for 500 ms followed by
a 1500 ms blank screen. Control blocks were 12 s fixation in the beginning of a run
and at the end of every task block (Fig. 1). Each kind of objects block was presented
once during each run, and the order of them was counterbalanced in the whole session
which lasted 20.8 min.

2.3 Data Preprocessing

The preprocessing steps were the same as our previous study [26]. SPM2 (http://www.
fil.ion.ucl.ac.uk/spm/) was used to finish the preprocessing job. It mainly contains 3
steps: realignment, normalization and smoothing. Subjects were preprocessed sepa-
rately. In the beginning, the first 3 volumes were discarded as the initial images of each
session showed some artifacts related to signal stabilization (according to the SPM2
manual). Images were realigned to the first image of the scan run and were normalized to
the Montreal Neurological Institute (MNI) template. The voxel size of the normalized
images was set to be 3 * 3 * 4 mm. At last, images were smoothed with 8 mm
full-width at half maximum (FWHM) Gaussian kernel. The baseline and the low fre-
quency components were removed by applying a regression model for each voxel [23].
The cut-off period chosen was 72 s.

“+” “+” “+” “+” “+” 

12s 24s 12s 24s 12s 24s 12s 24s 12s

Fig. 1. The experimental procedure for one run.
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2.4 Voxel Selection

Voxels that activated for any kind of object within the whole brain were selected for
further analysis (family-wise error correction, p = 0.05) (Fig. 2).

2.5 SVM Method

LibSVM (http://www.csie.ntu.edu.tw/*cjlin/libsvm) was used to predict the brain
states. The data offirst 4 runs was used to train the model, and the data of last 4 runs was
used to test the model. To reduce the number of features, principle component analysis
(PCA) procedure was conducted over the features and PCs accumulatively accounting
for 95% of the total variance of the original data were kept for the subsequent classi-
fication. Then the attributes of training data was scaled to the range [−1, 1] linearly; and
the attributes of the test data was scaled using the same scaling function of the training
data. To compensate the hemodynamic delays, the fMRI signals of each voxel were
shifted by 4 s.

3 Results

For all the 21 combinations of two-class classification problems of the four categories
of objects (1 vs. 1, 1 vs. 2, 2 vs. 2), the classification accuracies were all above the
chance level (Kappa coefficients: 0:73� 0:13, M ± SD).

3.1 Classification Results for One vs. One Classifiers

Classification performances for discriminating one category from another category
were shown in Fig. 3. In this situation, 6 classifiers were trained (house vs. face, house
vs. cat, face vs. car, car vs. cat). Significant differences were found among the 6
classifiers (Fð3:2; 42Þ¼ 11:88; p\ 0:001; g2 ¼ :478.). And two groups, house vs. car,
face vs. cat, have the lowest classification accuracy. The lower performance in dis-
tinguishing houses from car (or face from cat) suggests that houses (or face) share more
common activity with car (or cat) and therefore less dissociable.

Fig. 2. The voxel selection for one representative subject (slices −8*20), (Red: house; Blue:
Face; Green: Car; Yellow: Cat). (Color figure online)
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3.2 Classification Results for One vs. Two Classifiers

Classification performances for discriminating one category from the other two categories
of objects were shown in Fig. 4. In this situation, 4 groups, and totally 12 classifiers were
trained, each group contains three categories of objects (e.g., group one: face vs. house
and car; house vs. face and car; car vs. house and face). Significant difference were found
among the 3 classifiers for each group (Fð2; 26Þ¼ 31:22; p\ 0:001; g2 ¼ :706; Fð1:39;
18:07Þ¼ 22:88; p\ 0:001; g2 ¼ :638; Fð2; 26Þ¼ 11:18; p\ 0:001; g2 ¼:462;
Fð2; 26Þ¼ 28:80; p\ 0:001; g2 ¼ :689).When distinguishing car (or cat) from the other
two categories of objects, the classifier performed worst, which suggests that car (or cat)
share more common activity with the other categories of objects. Take group one for
example, the classifier performed worst to discriminate car from house and face, which
implies the similar spatial activity of car with house and (or) face. To look the three 2-class
classifiers that involved the three objects (house vs. face, house vs. car, car vs. cat in Fig. 4
further, the two classifiers included car had lower classification accuracy. The results were
similar for group 2, 3 and 4.

3.3 Classification Results for Two vs. Two Classifiers

Classification performances for discriminating two categories from the other two cat-
egories of objects were shown in Fig. 5. In this situation, 3 classifiers were trained
(house and car vs. cat and face; house and cat vs. face and car; house and face vs. car
and cat). Significant differences were found among the 3 classifiers (F 2; 26ð Þ¼
39:59; p\ 0:001; g2 ¼ :753). When discriminating house and car from face and cat,
the classifier performed best, which suggests the dissociative spatial pattern may exist.
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Fig. 3. Classification results for One vs. One Classifiers (M ± SE) (H: house; F: Face; R: Car;
T: Cat).
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3.4 Classification Results for Regions Maximally Responsive to One
Category of Objects

The classification accuracies for One vs. One and Two vs. Two classifiers were also
provided when the voxels that responded maximally to one category were chosen as
features (Fig. 6). Again, significant differences were found (all ps < .001). And similar
patterns were observed across voxel selection schemes.
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4 Discussion and Conclusions

In this study, one MVPA method, SVM was used to analyze the fMRI data when
subjects viewed faces and other objects. We investigated the possibility to classify the
brain states by various groups. This study selected four representative objects to study
the representation of objects in human brain in large scale (i.e. the scale of fMRI
technology). Totally 21 classifiers were trained to cover most of the possible combi-
nations of the four objects (the 1 vs. 3 classifiers were not included, as they provide no
useful information about the representation way of objects in human brain). Results
showed that objects with visually similar features have lower classification accuracy
under all conditions, which may provide new evidence for the feature-map represen-
tation of different category of objects in human brain.

The current analysis applied linear SVM to predict the categories of objects that the
subject viewed. SVM finds a linear combination of features which characterize or
separate two or more classes of objects or events. Thus, the higher the classification
accuracy is, the less in common the spatial activities are, and vice versa. As one
multi-variate analysis method, SVM is powerful in digging information behind fMRI
data. However, the use of multi-variate analysis method in fMRI study when subjects
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viewed the pictures of faces and objects was not new. Haxby et al. applied correlation
based method (it is the first time multi-variate method was used to analyze fMRI data)
to classify the brain states evoked by face, cat and five other man-made objects (houses,
shoes, scissors, bottles and chairs), and the result supported the feature-map model [2].
Different from Haxby’s study, we chose four objects (house, face, car and cat), which
can be further classified as animate (face and cat) vs. inanimate objects (house and car).
Besides, intuitively, face and cat contain information about face processing (such as
features related with eyes, mouth and ears), and house and car contain information
related with scene processing. The result of Fig. 3 shows that it is most difficult to
classify the brain activities elicited by the following two groups, face vs. cat and house
vs. car, which is more likely to support the feature-map model. The similar visual
features are represented adjacent spatially in brain, and the brain activity patterns
recorded by fMRI are adjacent or overlapped, as the patterns of voxel activities cor-
responding to each category on the whole brain shown in Fig. 2. Thus, the classifi-
cation accuracy for linear SVM is low. Besides, when the voxels that responded
maximally to one category of objects were chosen as features, similar patterns of
classification accuracies were observed as that shown in Figs. 2 and 5, and the accu-
racies were all above the chance level, indicating the overlapped representations of
faces and objects. If the definition of feature is not clear, when we grouped any two
categories of objects as one class, the classification result (Fig. 5) shows that the
classifier performed best when discriminating house and car from face and cat, while
the classifier performed worst when discriminating house and face from car and cat.
This result indicates house and car share more features, face and cat share more features
in common, and thus have similar brain activity pattern. In other situations, results also
showed that objects with visually similar features achieved lower classification accu-
racy (Fig. 4), which further supports the feature-map representation of different cate-
gory of objects in human brain.

In conclusion, MVPA methods and fMRI technology provide new way to under the
representation of different categories of objects in human brain. The current study
shows new evidence for feature-map representation of objects.
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Abstract. Previous studies have extensively reported an advantage of females
over males in facial expression recognition. However, few studies have con-
cerned the gender role differences. In this study, gender role differences on facial
recognition were investigated by reaction time and the early event-related
potentials (ERPs), N170 and Vertex Positive Potential (VPP). A total of 466
female college students were investigated by gender role inventory, and 34 of
them were chosen as subjects, with equal numbers in masculinity and femi-
ninity. Subjects were asked to discriminate fearful, happy and neutral expres-
sions explicitly in two emotional states: neutral and fearful. First, N170 and VPP
showed greater activity in femininities than in masculinities. Second, subjects
showed a predominance of negative face processing, as VPP was more positive
in response to fearful expressions than neutral and happy expressions, but no
gender role difference was found. Third, in fearful state, the reaction time was
shorter, especially for fear expression, and N170 showed enhanced negativity,
suggesting that fearful state could promote individuals to recognize expressions,
and there was no gender role difference. In conclusion, gender role differences
exist in the early stage of facial expressions recognition and femininities are
more sensitive than masculinities. Our ERP results provide neuroscience evi-
dence for differences in the early components of facial expression cognition
process between the two gender roles of females.

Keywords: Gender role differences � ERPs � Facial expression recognition �
N170 � VPP � Fearful state

1 Introduction

Sustained literature and reviews report gender differences in facial processing, indi-
cating that females are more emotionally sensitive, especially to negative emotions
[1, 2], and this view is also supported by neuroimaging [3] and event-related potentials
(ERPs) studies [4–6].

According to findings from a meta-analysis of neuroimaging study, compared with
men, women responded strongly to negative emotions with greater activation in left
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amygdala [3]. Several ERPs studies found women exhibited larger N170 amplitudes to
facial stimuli in comparison with men [4, 5]. Interestingly, a counterpart of N170 is
detected at the fronto-central electrode and peaks within 200 ms following stimulus
onset named Vertex Positive Potential (VPP), which is a positive-going ERP and is
considered to be concomitant of N170 [7]. Both N170 and VPP have been found to be
more sensitive to faces than objects, particularly to threatening faces, with a larger
enhancement to fearful and angry faces than the neutral or pleasant [7–9].

Although there are many interesting findings in the field of the physiological sex
difference in facial expression recognition, few have concerned the psychological
gender role difference. According to Bem’s sex role theory, gender role is suggested as
a personality type, including two dimensions, masculinity and femininity. An indi-
vidual could be high or low on each dimension, determining four gender role types,
androgynous, undifferentiated, traditional men and traditional women [10, 11]. The
androgynous are supposed be high on femininity and masculinity, while the differen-
tiated act both low on those two dimensions. Traditional women type could be high on
femininity but low on masculinity, showing more feminine, which we name as the
short term “femininity”. By contrast, traditional men type could be low on femininity
but high on masculinity, tending to be more masculine, which we name as “mas-
culinity”. Bem argued that beliefs of gender role could guide and frame our behaviors
in social interactions. Whereas, stuck with social norms and public pressure or gender
identity, we tend to act consistently to our biological gender [12], leaving real thoughts
and behaviors depressive or covert, which are framed by gender role. Ridgeway et al.
suggested that gender role played as a cognitive background and implicitly influences
our minds and behaviors [13]. Therefore, it is necessary for us to study the gender role
differences on face cognition. We pay close attention to two gender role types of
females in this study, traditional women and traditional men, or femininity and
masculinity.

Furthermore, in our daily life, facial expression never shows up in isolation, but
almost always appears within a situational context [14–16], such as the surrounding
visual scene of the expressions, or the emotional states of the subjects. However, to the
best of our knowledge, very few studies have investigated the effect of the emotional
states on subjects with different gender roles in expressions cognition. This issue
therefore remains unclear.

Taken together, the goal of our study was to clarify gender role differences on face
cognition in N170 and VPP and the impact of emotional states. We adopted 2*2*3
mixed design, with the reaction time and ERPs as dependent variables and three
independent variables: gender roles, emotional states and facial expressions. The
between-subject factor is gender role, including two levels of masculinity and femi-
ninity. One within-subjects factor is emotional state, including the fearful and neutral
states, and the other is facial expression: fearful, neutral, and happy. We hypothesized
that femininity, compared to masculinity, would show greater N170 in expression
discrimination task, and VPP would show similar result; an interaction between gender
roles and emotional state may exist, femininity would react faster and show larger
N170 and VPP than masculinity in fearful state.
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2 Materials and Methods

2.1 Participants

Participants with different gender roles were selected from a pool of 466 female
undergraduate students based on the response to “New 50-item gender role inventory
for Chinese college students” (CSRI-50) [17]. The CSRI-50 yields measures of mas-
culinity and femininity. Participants whose feminine score was greater than 5 and
masculine score less than 4.8, or whose masculine score was greater than 4.8 and
feminine score less than 5, comprised the feminine and masculine group respectively.
And they were invited to participate in the formal experiment. Finally, 17 subjects
(femininity scale: M = 5.43, SD = 0.60, masculinity scale: M = 3.89, SD = 0.54) from
the feminine group and 17 subjects (femininity scale M = 4.06, SD = 0.51, masculinity
scale M = 5.20, SD = 0.42) from the masculine group are willing to take part in our
formal experiment. Therefore, 34 healthy participants (mean age = 20.3, SD = 2.1)
gave informed consent, and performed task while electroencephalogram (EEG) was
recorded.

2.2 Stimuli

Two fearful film clips from the Filmstim collection [18], named “Shining” and
“Scream” (with a mean duration of 3.92 min), were used in the formal experiment for
emotion induction.

Emotional facial expression stimuli came from the NIMSTIM set [19]. One hun-
dred and ninety-two images, specifically, 32 different actors (16 males) portrayed each
of three expressions: neutral, fearful and happy. Each expression included separate
open- and closed-mouth versions. Participants were seated in a comfortable chair with
their eyes approximately 70 cm away from a 17-in screen, and the viewing angle was
5.25° � 6.06°.

2.3 Experimental Procedure

The participants were instructed to do a facial expression discrimination task by
pressing three different but adjacent buttons with their right hand during the experiment
before and after watching movies.

The experimental procedure was described briefly in Fig. 1 (a) which consisted of
two parts. In the first part, participants did facial expression discrimination task lasting
for about 4 min, during which the expressions of 16 actors (8 female, totally 96
pictures) were shown, which resulted in 96 trails. After a rest of about 5 min, partic-
ipants continued to finish the second part of the discrimination task. In the second part,
they initially watched a fearful movie clip, then, the expressions of the other 16 actors
were shown to them. To ensure the subjects experienced intense fear emotion, the
discrimination tasks were separated into two parts, and each lasted about 2 min, during
which the expressions of 8 actors (4 females, totally 48 pictures or 48 trials) were
shown, after watching two fearful movie clips respectively. Each face was presented
once, and the order of face presentation was randomized for each participant. Totally,
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the experiment consisted of 192 trials, with 96 trials in neutral and fearful state
respectively. After the experiment, the subjects were instructed to relax.

An overview for one experimental trial was shown in Fig. 1(b). Faces were pre-
sented for 1000 ms when subjects were asked to do facial expression discrimination
task, and a fixation mark (+) was presented during the inter-trial interval, which varied
randomly between 1000 and 1500 ms [20]. Each trial started with a fixation mark (+)
lasted for 500 ms.

2.4 Behavioral Data Analysis

The reaction times (RTs) were analyzed for subjects whose discrimination accuracy
was higher than 87.73% (144/192). Referenced to this criterion, the RTs (only for the
trials responded correctly) of 33 out of 34 subjects were assessed. All data were
analyzed by three-way ANOVAs with emotional states (neutral state, fearful state),
facial expressions (happy, neutral, fearful), as within-subject factors, and gender roles
(masculinity, femininity) as between-subject factors.

2.5 EEG Recordings and Analysis

The EEG data were recorded by 64 scalp electrodes mounted on an electrode cap
(Compumedics Neuroscan’s Quick-cap). Electrooculogram (EOG) generated from
blinks and eye movements was recorded. All scalp electrodes were referenced to the
vertex Cz. Resistance of all electrodes were kept lower than 10 kX. The EEG signals
were recorded with a band-pass filter of 0.05-400 Hz and a sampling rate of 1000 Hz.

Offline, using curry7 (Compumedics Neuroscan USA, Ltd), the raw EEG data were
re-referenced to average reference. Afterwards, all data were band-pass filtered between
0.1 and 30 Hz. Trials with EOG artifacts (amplitudes of EOG exceeding ± 100 lV)
and those contaminated with other artifacts (peak-to-peak deflection exceed-
ing ± 100 lV, or containing baseline drifts) were excluded from averaging. The
analyzing epoch was time-locked to the onset of facial expression stimuli, and the
length of the ERP epoch was 1200 ms with a prestimulus baseline of 200 ms. Data
from nine participants were excluded because of poor quality EEG recording or too few

Fig. 1. Overview of the experiment procedure (A) and one example trial (B).
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artifact-free trials (less than 20 trials per condition). The final sample was composed of
25 participants (12 masculinity and 13 femininity).

ERP analyses focused on the peak amplitudes of N170 (electrode sites: P7, P8,
PO7, PO8) and VPP (electrode sites: CZ, CPZ) during the time window 130 ms to
200 ms. All ERP data were assessed by three-way ANOVAs. The Greenhouse-Geisser
correction was applied where sphericity was violated. When the main effect or an
interaction was significant, pairwise comparisons were performed with the Bonferroni
correction.

3 Results

3.1 Behavioral Results

For facial expression discrimination task, the interaction between emotional states and
facial expressions was found, F(2, 62) = 6.02, p = .00, η2 = .16 (Fig. 2). Compared
with the neutral state, subjects reacted faster to the fearful expression in the fearful state
(p = .001), but no differences were found on both happy and neutral expressions
(p > .1). There were no differences on gender role between masculinity and femininity,
F(1, 31) = .20, p > .1, η2 = .01.

3.2 ERP Results

N170 A significant main effect was observed for gender roles, F(1,23) = 4.76, p = .04,
η2 = .08, N170 was more negative for femininity than masculinity when discriminating
facial expressions (Fig. 3. left column). The main effect of emotional states was also
found, F(1, 23) = 36.52, p = .00, η2 = .61, N170 was more negative in fearful state
than neutral state (Fig. 3. right column).

A significant main effect was found for facial expressions, F(2, 46) = 7.72, e ¼ :77,
p = .003, η2 = .25. Post hoc tests showed, N170 was more negative to fearful and
happy expressions than neutral expressions (p < .01), but there was no difference

Fig. 2. Response times for the facial expression discrimination task illustrating an emotional
states by facial expressions interaction (p = .001). Bars represent S.E.

120 S. Song et al.



between happy and fearful expressions (p > .1), showing common effects for fear and
happiness relative to neutral (Fig. 4).

No significant interaction was found between gender roles and facial expressions, F
(1, 23) = 2.6, p > .1, η2 = .10. The interaction between gender roles and emotional
states was not found, F(1, 23) = .00, p > .1, η2 = .00. There were also no interactions
between emotional states and facial expressions, F(2, 46) = .44, p > .1, η2 = .02.

VPP A significant main effect was found on gender roles, F(1,23) = 8.41, p = .01,
η2 = .27, VPP was more positive for femininity than masculinity (Fig. 5 left column).
A main effect was found on facial expressions, F(2,46) = 7.72, p = .00, η2 = .25, post
hoc tests showed, VPP was more positive in response to fearful expressions than
neutral and happy expressions (p < .05), no difference was found between happy and
neutral expressions (p > .1) (Fig. 5 right column).

The main effect for emotional states was not significant, F(1, 23) = 2.67, p > .1,
η2 = .10. There was neither interaction between gender roles and facial expressions,
F(1, 23) = .23, p > .1, η2 = .01, nor between gender roles and emotional states,

Fig. 3. Grand-average N170 elicited by subjects with different gender roles (left column) and in
fearful and neutral states (right column) at PO7 and PO8 sites.

Fig. 4. The mean amplitudes of N170 for three facial expressions (fearful, neutral and happy).
Bars represent S.E.
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F(1, 23) = 1.84, p > .1, η2 = .07. There was also no interaction between emotional
states and facial expressions, F(2, 46) = .57, p > .1, η2 = .02.

4 Discussion

The current study was conducted with the aim of exploring gender role differences of
female college students on facial expression recognition, and the influence of emotional
state. Both behavioral and electrocortical responses were measured during the facial
expression discrimination task. Gender role differences on facial expression recognition
were observed on N170 and VPP, the emotional negativity bias was found on VPP, and
behavioral results showed the effect of emotion congruency.

4.1 Gender Role Differences on Facial Expression Recognition: Evidence
on Early ERP Components

Gender role differences were observed here. The femininities showed greater ampli-
tudes on both N170 and VPP, indicating the sensitivity of femininities on facial
expressions recognition. The results were consistent with previous studies concerned
on sex differences, which also observed a more negative N170 in females than males on
face coding task [4, 5]. Likewise, greater amplitude on VPP was found in femininities
than masculinities. The similar effect on VPP might be explained by the relationship
between N170 and VPP. Joyce et al. found that N170 and VPP were remarkably
coincident in both physiological and functional properties and they were thought to be
different manifestations of the same events [21].

Besides, considering the factor of biological and psychological gender, an inter-
action between biological sex and psychological gender identity was observed in a
study examined sex difference in lateralization on the processing of facial expressions
[22]. It is worth noting that biological sex and psychological gender may act as the
same role or different [22]. In the current study, we have concerned females with
different gender roles, thus, more research is required for a better understanding of the

Fig. 5. Grand-average VPP elicited by subjects with different gender roles (left column) and for
fearful, neutral and happy facial expressions (right column) at Cz and CPz sites.
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relationship between biological sex and psychological gender identity in facial
expression recognition.

4.2 Emotional Negativity Bias: Evidence on VPP

Previous studies have found that the amplitude of several ERP components, such as
N170, VPP, P300 and LPP, show enhancement to emotional negative faces than to
neutral or positive faces [7, 8, 16], called the negative bias effects. According to this
theory, emotional negative information is processed preferentially throughout the
information processing stream due to important adaptive values. Here, the amplitude of
VPP was larger for fearful faces than happy and neutral faces and showed a pre-
dominance of negative face processing, which was in line with previous studies. For
N170, there was also significant main effect for emotional facial expressions, due to
greater negativity to fearful and happy relative to neutral faces, which did not reflect the
negativity bias. In one study investigated the precedence of potential threat (fearful
expressions) over positive (happy expressions) and neutral signals, N170 showed
similar results, with enhanced negativity for both fearful and happy relative to neutral
faces [7]. According to these results, the positive component (VPP) may be more
sensitive to negative valence, while the negative component (N170) may be modulated
by the more general effects of emotional arousal [7]. Although emotional negativity
bias was found for the female subjects here, no gender role difference was found, which
was not consistent with the sex difference study. According to the study of Li et al.,
compared to men, women are sensitive to emotionally negative stimuli of lesser sal-
iency [6], thus, further studies are welcomed to investigate whether the valence
intensity has influence on gender role types or not.

4.3 Emotion Congruency: Evidence on Behavior

At the behavioral level, both femininity and masculinity reacted faster to fear facial
expressions in a fearful state than neutral state. These results could be explained as
emotion congruency that referred to emotional congruent facial expressions could be
processing preferentially [23]. Evidence from previous studies supported this view [24].
Nevertheless, in the present study, we only examined the neutral state and fearful state
for processing facial expressions, neglecting the happy state. For a better explanation on
emotion congruency, which is not the primary goal of this study, further researches are
needed to test face recognition among those three emotional states and make some
comparisons with previous studies.

As the behavioral result, the results of the ERPs did not reflect the influence of
emotional states on femininity and masculinity either, indicating the difference of
biological sex and psychological gender identity. However, under the fearful state,
N170 showed higher negativity than that under the neutral state, showing the effect of
emotional states on facial expression recognition task. This result can be taken to reflect
attention mechanisms similar to the work of Finucane et al. [25]: during a fear expe-
rience, participants are better able to inhibit irrelevant information than in neutral
condition, resulting in faster response time to a target or like here, a higher activity in
N170.
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5 Conclusion

Our study gained insight into the difference of gender roles for facial expressions
recognition of female college students under neutral and fearful states. Both the
behavioral and physiological response (N170, VPP) were used as the index of mea-
surement. Results showed that: (1) femininities were more sensitive than masculinities
in the early stage of facial expression recognition. (2) subjects showed a predominance
of negative face processing, but no gender role difference was found. (3) the fearful
emotional state promoted individuals to recognize facial expressions, and there was no
gender role difference. In conclusion, gender role differences exist in the early stage of
facial expressions recognition, and femininities are more sensitive than masculinities.
Our ERP results provide neuroscience evidence for differences in the early components
of facial expression cognition process between the two gender roles of females.
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Abstract. Electroencephalogram (EEG) signals are unique neurons’ electrical
activity representation, which can support biometric recognition. This paper
investigates the potential to identify an individual using brain signals and highlight
the challenges of using EEG as a biometric modality in a recognition system. The
understanding of designing an effective acquisition protocol is essential to the
performance of the EEG-based biometric system. Different acquisition protocols
of EEG based recognition i.e. relaxation, motor and non-motor imaginary, and
evoked potentials were presented and discussed. Universality, permanence,
uniqueness, and collectability are suggested as key requirements for constructing a
viable biometric recognition system. Lastly, a summary of recent EEG biometrics
studies was depicted before concluding on the findings. It is observed that both
motor and non-motor imagery and event-related potential (ERP) outperformed the
method of relaxation in acquisition protocol.

Keywords: EEG-based recognition � Brainwaves � Biometrics � Acquisition
protocols � Electroencephalography

1 Introduction

Brain-computer interface (BCI) is a viable concept which provides a communication
pathway between brain and external device. It can be viewed as a computer-based
system that acquires brain signals, analyzes the signals obtained, and translates them
into commands that are relayed to an output device in order to carry out the desired
action. Initially, this technology has been studied with the main aim of helping patients
with severe neuromuscular disorders. Today, BCI research has been further widened to
include non-medical applications. For example, security and authentication studies in
BCI utilize brain signals as a biometric modality. The motivation of brainwaves
authentication lies in better privacy compliant than other biometric modalities. Brain-
print is unique, thus it is more secure than other static physiological biometrics like
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face, iris and fingerprints. Brainprint is almost impossible to be duplicated by an
impostor, hence improves its resistance to spoofing attacks. Brain responses can be
elicited through EEG recordings using specific protocols, ranging from resting state,
imagined movements, to visual stimulation and so forth. To the best of our knowledge,
only the resting state and visual evoke potentials (VEP) are commonly used in the
neurophysiology area. Other protocols are not being discussed much for recognition
purposes [1]. Hence, this paper aims to provide a comprehensive review of brainwaves
elicitation process and its potential on various acquisition protocols, which is essential
in EEG recognition system.

2 Signal Acquisition

The brain signals can be acquired using different approaches. It can be classified as
invasive and noninvasive methods. The invasive method requires surgical intervention
to implant electrodes under the scalp. Due to medical risks and the associated ethical
concerns, researchers tend to avoid invasive approach. Common assessment methods
of noninvasive approach are either contact or contactless with no implanting of external
objects into subject’s brain [2]. For example, functional magnetic resonance imaging
(fMRI) and magnetoencephalography (MEG) are contactless neuroimaging techniques,
while functional near infrared spectroscopy (fNIRS) and Electroencephalography
(EEG) methods need to apply electrode sensors on subject’s scalp during data acqui-
sition. Among all, EEG is the most widely used method in many research because it is a
direct, inexpensive and the simplest method to acquire brain signals.

2.1 The Noninvasive Electroencephalography Method

Electroencephalography (EEG) is an electrophysiological monitoring method to record
electrical activities of the brain by measuring voltage fluctuations accompanying
neurotransmission activity within the brain. With the advancement of bio-signal data
acquisition technologies, EEG signals can be captured easily by placing the wired or
wireless electrodes cap on the scalp during recording. The challenges of EEG signals
lie in the low spatial resolution and poor signal-to-noise ratio. EEG signals are typically
low in spatial resolution on the scalp, due to the physical dimension of the surface
electrodes and dispersion of the signals, which are generated by the sources on the
cortex, within the head structures before they reach the scalp [1]. The signal-to-noise
ratio of EEG is very low, thus include high noise during acquisition. Hence, sophis-
ticated data analysis and relatively large numbers of subjects are needed to extract
useful information from EEG [3] signals. Despite these two primary limitations, EEG
method presents a high temporal resolution, on the order of milliseconds rather than
seconds, which allows dynamic studies to understand the underlying mechanisms by
means of computational methods.
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3 EEG Signal Based Recognition System

Good reasons to support the use of EEG brainwaves as biometrics for user recognition
include unique and less likely to be synthetically generated [4]. Moreover, it is almost
impossible to steal a person’s as the brainprint as is sensitive to stress. Also, an intruder
cannot force a person to reproduce his/her mental pass-phrase. Figure 1 illustrates an
overall framework of user recognition using EEG signals.

The performance of an EEG based biometric system depends on the proper design
of the acquisition protocol. The acquisition protocol is typically divided into three
different categories, and details are discussed as follows:

3.1 Relaxation

Users are usually request seated in a comfortable chair with both arms resting and they
are asked to perform few minutes of resting state with either eye closed (EC) or eyes
open (EO). Occipital alpha waves during the periods of EC are the strongest EEG brain
signals [5]. With this reason, it has motivated a number of researchers to implement
relaxation protocol with EC during EEG recording. The idea of implementing EEG

Fig. 1. Framework of brainwave user recognition
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signals for biometric recognition was first proposed by [6, 7]. An EC in resting con-
dition protocol was employed. Experiments were carried out with 4 subjects whose
EEG recordings were taken. Both EEG recordings for these studies lasted for 3 con-
tinuous minutes in 1 session. Different classification methods were applied respec-
tively. In the following years, several authors such as [8–11] also follow the track to
apply the same protocol in their researches and achieved promising results.

In [12], 40 healthy subject’s EEG recordings were recorded while performing the
simple activity of resting with EO and resting with EC. Another study in [13] inherits
same approach [12] with 9 subjects’ EEG recordings were taken in two different
sessions in two separate sessions. The comparison has been made between EO and EC.
Longitudinal recordings allowed addressing the repeatability of EEG features which is
a very important issue for the application of biometric in real life scenarios.

From findings of studies explained above, it has revealed that EEG as a physio-
logical signal has biometric potential and can be used to help identify subjects.

3.2 Motor/Non-motor Imaginary

Motor imagery is defined as the imagination of kinesthetic movements of the left hand,
right hand, foot, tongue, and so on. During the motor imagery, distinct mu/beta
event-related (de)synchronization phenomena are generally shown around the motor
cortex, which can be used for the classification of individual’s intention [14]. In contrary,
non-motor imaginary refers to mental imagery tasks except motor imagery tasks, such as
mental calculation, internal singing or speech, 3D figure rotation, letter composing and
etc. These protocols need extensive training and the performance is not promising [2]. In
[4], EEG recordings were taken from 9 subjects during 12 non-feedback sessions over
three days. The subject sat in a normal chair and requested them to perform several mental
tasks: imagination of repetitive self-paced left and right-hand movements and generation
of words beginning with the same random letter. Motor/non-motor imaginary protocol
showed potential to be used in the biometric system.

In the following year, [15] proposed two-stage concept in recognizing individuals.
The data were collected by [16]. 5 subjects were used in this study and their EEG
signals were recorded for 10 s during each of the five imagined activities and each
activity was repeated for different day sessions. Two-stage authentication was used to
verify the claimed individuality of the subject using EEG features vectors. This study
served as a pilot study and has good potential as a biometric as it is highly resistant to
fraud.

In [17], two different datasets were used in this study; one was composed of
imagined speech EEG data [18]. 6 subjects imagined speaking two syllables, /ba/or /
ku/with no semantic meaning at different rhythms while their electrical recordings were
recorded. The other dataset was obtained from a publicly available database [19]. For
this set of EEG data, experiments were conducted in which subjects were presented
with visual stimuli consisting of black and white pictures of objects (The method of
using stimuli will be discussed in next section). A total of 122 subjects’ EEG data were
enrolled. The results have indicated that the potential of using imagined speech EEG
data and for biometric identification due to its strong inter-subject variation.
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Another study used four mental imagery tasks consisting baseline measurement,
limb movement, visual counting activity and geometric figure rotation activity were
performed by 5 subjects with using low-cost EEG device. The result of the study has
shown that low-cost EEG authentications systems with mental task acquisition protocol
may be viable [20].

The authors in [21] had collected EEG recordings from 15 subjects who sat in a
quiet and closed room to undergo two 40 to 50 min sessions on separate days. The
subjects performed several mental tasks such as breathing in EC mode, simulated finger
movement, sports tasks, singing a song or reciting a passage, and pass-thought task.
The study was able to maintain high-level authentication accuracy but unfortunately
not user identification system.

3.3 Exposed to Stimuli (Evoked Potentials)

An evoked potential is an electrical response recorded from the nervous system after
the presentation of stimuli. It can be divided into two categories: Event-Related
Potential (ERP) and Steady State Evoked Potential (SSVP). ERP signals can be elicited
using different stimulation paradigms such as sensory stimulus, a cognitive event or the
execution of the motor response [2]. It is a stimulus-averaged signal time-locked to the
presentation of some events of interest. When ERPs are created through averaging over
many trials of a particular type of event, brain activity not related to the event of interest
is reduced and brain activity related only to the event of interest is emphasized [22].
The typical employed ERP stimulation protocol during EEG acquisition of is the
elicitation of Visual Evoked Potentials (VEP) which used to perform the brain per-
ceives the processes visual inputs [1].

In [23], the authors accessed the feasibility of ERPs over a database 20 subjects.
EEG recordings were recorded when subjects were exposed to stimuli, which consist of
pictures of objects. These pictures are common black and white line drawings like an
airplane, a banana, a ball, etc. The positive results obtained in this paper show the
feasibility of ERPs to be applied in the system. The authors of [24] continue investi-
gated the performance of EEG ERPs in a group of 102 subjects with using the similar
protocol. Here a mental task consisting in recognizing and remembering shown objects
was proposed.

In [25], the stability of the EEG signals over the course of time is explicitly
investigated. While the EEG recordings were captured, 20 Subjects were presented
with 75 acronyms and asked to read them silently. Three sessions have been conducted
respectively in a period of 6 months. Their observations showed that the brain activities
of an individual remain stable over a long period of time.

An ERP biometric protocol was proposed by [22] to elicit unique responses from
subjects with multiple functional brain systems. A total of 56 subjects participated in this
experiment. Subjects were exposed to 400 images: 100 sine gratings, 100 low-frequency
words, 100 images of food, and 100 celebrity faces. 300 of the 400 were presented in
black and white. The total duration of the experiment was approximately 1.5 h. The
authors were able to achieve 100% identification accuracy.

On the other hand, SSEP is evoked by a stimulus modulated at a fixed frequency
and occur as an increase in EEG activity at the stimulation frequency. The stimulation
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could be either visual as in Steady State Visually Evoked Potentials (SSVEP), auditory
as in steady-state auditory evoked potentials (SSAEP) or even somatosensory as in
Steady-state somatosensory evoked potential (SSSEP). The application of using
SSVEP in BCI system has widely tested. To date, only one study has been proposed to
use SSVEP to identify individual identity. EEG recordings were taken from 5 subjects
who were instructed to look the stimuli displaying on an RGB LED stimuli device. The
experiment achieved the True Acceptance Rate (TAR) of 60% to 100% revealing the
potential of the proposed protocol.

4 Analysis and Discussions

Table 1 summarized the acquisition protocols implemented in the past studies as well
as the database set up and system performances. Studies reported from 1–8 utilized
relaxation of either EC or EO. It is found that EC could actually gain better results than
single EO method. Studies of 9–13 used either motor imagery or non-motor imagery or
both with EC while 14–18 utilized ERP as acquisition protocol. From the overall
results, it is obvious that both motor and non-motor imagery and ERP outperformed
than the method of relaxation in its acquisition protocol.

In order to be considered as a viable biometric, it must satisfy the following
requirements:

• Universality – It refers to the fact that everyone should have that characteristic.
• Permanence – It refers to the characteristics of individual should be sufficiently

invariant with respect to the matching criteria, over a period of time. Repro-
ducibility of EEG biometrics in different acquisition sessions has raised a question
that does the brain activities and responses stable for a different period of time? The
issue of intra-individual variability has gained the concerns from scientific
researchers in the past. However, this issue has not received much attention from
researchers in the EEG-based biometric community. Few studies have attempted to
investigate the long-term stability of human activities, Although the sample size of
the studies was limited, the findings are valuable and show EEG signal fulfils the
basic permanence requirement. In addition, circadian rhythm influences might affect
the acquisition of EEG signal [1]; no studies have been done before. More
exhaustive analysis with different acquisition protocols is still needed.

• Uniqueness – It means the characteristic should be unique for each individual and
thus can be distinguishable among different people. Prior studies have extensively
evaluated the use of EEG signals as a biometric with promising results.

• Collectability – It refers to a characteristic of an individual is measurable with some
practical device. Traditionally, EEG signals are captured with clinical grade EEG
device which consists of a number of electrodes. It is an inconvenience as it spent
the time to set up. Thus, the minimization of the number of electrodes is a crucial
issue need to be overcome to improve user’s quality of experience.

EEG signals are normally analyzed in two different ways: frequency domain or
time domain. The former one separates the oscillatory signals in different bands (i.e.,
alpha, beta, and gamma) while the latter averaging the signals at the onset of a
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Table 1. Summarized of studies of EEG biometrics system.

No Paper Year Acquisition
protocol

Database Session Performance measure

1 Poulos et al. [6] 1999 EC 4 1 GAR = 80% − 100%
CRR = 80% − 95%

2 Poulos et al. [7] 1999 EC 4 1 GAR = 72% − 84%
3 Riera et al. [8] 2008 EC 51 4 EER = 3.4%
4 Campisi et al. [9] 2011 EC 48 1 CRR = 96.98%
5 Su et al. [10] 2012 EC 40 2 CRR = 95%
6 La Rocca et al. [11] 2012 EC 45 1 CRR = 98.73%
7 Paranjape et al. [12] 2012 EO 40 1 GAR = 49% − 82%
8 La Rocca et al. [13] 2012 EC/EO 9 2 CRR = 100%
9 Marcel and

Millan [4]
2012 Motor

imagery
9 3 HTER = 8.1% − 12.3%

Non-motor
imagery

HTER = 12.1%

10 Palaniappan [15] 2008 EC 5 1 FRR = 1.5% − 0%
FAR = 0%Non-motor

imagery
11 Brigham and

Kumar [17]
2010 Non-motor

imagery:
Imagined
speech

6 4 GAR = 99.76%

ERP 120 4 GAR = 98.96%
12 Corey et al. [20] 2011 EC 5 1 FRR = 0.024 − 0.051

FAR = 0.007 − 0.011%Motor
imagery
Non-motor
imagery

13 Chuang et al. [21] 2013 EC 15 2 FRR = 0.280%
FAR = 0%

Non-motor
imagery

FRR = 0.093% − 0.440%
FAR = 0% − 0.120

14 Palaniappan et al.
[23]

2003 ERP 20 1 Classification
rate = 94.18%

15 Palaniappan et al.
[24]

2007 ERP 102 1 Classification
rate = 98.12%

16 Maria et al. [25] 2015 ERP 20 3 Classification
rate = 84% − 99%

17 Maria et al. [22] 2016 ERP 56 1 Classification
rate = 100%

18 Phothisonothai [26] 2015 SSVEP 5 1 TAR = 60% − 100%
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particular event. Relaxation and mental/non-mental protocol belong to the first way as
their recorded EEG data is an ongoing, continuous signal that can be collected in the
absence of any particular stimulation. The implementation of these protocols is con-
venient but it raises a problem that the mental state of a user is uncontrollable when
EEG data is enrolled during data collection in which each session is days or weeks
apart. Besides, the EEG is not collected time-locked to any type of stimulation, which
means it does not reflect the narrow, specific and cognitive process, making the clas-
sifier’s task much more difficult. As a consequence, performance degrades over days
and vary based on different mental tasks given. Therefore, incremental learning could
be a solution to improve the performance of the system.

The protocol of using stimulation during EEG elicitation belongs to the second
way. It allows the experimenter tightly control the cognitive state of the user being
reflected in the resultant EP activity and make an analysis of the desired cognitive state
of a user. ERP has been used as biometric measures in few biometric studies and the
results reported are promising. Though it shows potential to allow better user recog-
nition, however, due to the significantly small size of an ERP, it usually takes a large
number of trials to accurately measure it correctly. The system seems to be impractical
to put into real time as previous studies requested the users to undergo a lengthy
acquisition period in order to get an accurate measure. The reduction of acquisition
length needs to be considered by researchers to reduce or even eliminate the tiredness
of users.

5 Conclusion

This paper provides an overview of acquisition protocols in the EEG-based recognition
system. In summary, ERP is arguably that may provide more accurate biometric
identification as its elicitation method allows experimenter control the cognitive state of
the user during the acquisition period. In consideration of the difference in experiment
settings for each study (i.e. device selection, electrodes configuration, data acquisition
period and task involvement), more exhaustive analysis with various type of acquisi-
tion protocols is necessary. In recent year, the BCI researchers are focusing on a
combination of different types of BCI systems in order to improve the user experience.
In a hybrid BCI, two systems can be combined sequentially or simultaneously. In a
simultaneous hybrid BCI, both systems are processed in parallel. Input signals used in
simultaneous hybrid BCIs can be two different brain signals, one brain signal, or one
brain signal and another input. In sequential hybrid BCIs, the output of one system is
used as the input of the other system [26]. To the best of our knowledge, the concept of
combining different types of acquisition protocols hasn’t received any attention from
the biometric community. Perhaps it can be served as research opportunities to improve
the performance in user recognition.
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Abstract. Sleep episodes are generally classified according to EEG, EMG,
ECG, EOG and other signals. Many experts at home and abroad put forward
many automatic sleep staging classification methods, however the accuracy of
most methods still remain to be improved. This paper firstly improves the initial
center of clustering by combining the correlation coefficient and the correlation
distance and uses the idea of piecewise function to update the clustering center.
Based on the improvement of K-means clustering algorithm, an automatic sleep
stage classification algorithm is proposed and is adopted after the wavelet
denoising, EEG data feature extraction and spectrum analysis. The experimental
results show that the classification accuracy is improved and the sleep automatic
staging algorithm is effective by comparison between the experimental results
with the artificial markers and the original algorithms.

Keywords: Clustering algorithm � Sleep staging � K-means � EEG

1 Introduction

Sleep has an extraordinary meaning for mankind, it is closely related to people’s life
and has an important role to the maintenance of human body, the body could be
relaxed, at the same time, sleep can enhance the assimilation, and reduce the level of
alienation. However, the disease caused by sleep has become another major medical
challenge. The latest sleep survey published by China Sleep Research Institute, shows
that the rate of sleep disorder disease in Chinese adults is about 38.2% [1] which is
higher than that in western developed countries. In addition, insomnia and personal
physical condition are closely related, people with disease are often more likely to
suffer from insomnia. The study of sleep has become a hot topic in the field of
biological information and neuroscience. Among them, the study of sleep staging can
effectively assess the quality of sleep, for the treatment of the disease, and thus get wide
attention.

Sleep episodes are classified according to EEG, EMG, ECG, EOG and other sig-
nals. The structure of sleep-wakefulness cycle is divided into two phases: non-rapid eye
movement sleep (NREM) and rapid eye movement sleep (REM), the differences are
whether there are eyeball paroxysmal fast movement and different brain waves.
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EEG waveforms are waveforms with multiple intermediate frequency components,
usually divided from high to low: b wave (13–40 Hz), a wave (8–13 Hz), h wave (4–
7 Hz), d Wave (0–4 Hz) [2], and sleep can be divided into different stages according to
brain frequency and data characteristics based on EEG signal. At present, many experts
at home and abroad have also put forward many methods to achieve automatic sleep
staging. Most of the methods for EEG information analysis to be improved accuracy,
for some of the extraction of features is still inadequate. Therefore, we improved
clustering algorithm, extracted EEG data characteristics, analyzed spectrum, improved
sleep staging accuracy and achieved the automatic staging of sleep results.

In this paper, by improving the general clustering algorithm, it can automatically
analyze its timing characteristics. Based on the EEG data set of CAP Sleep Database in
PhysioBank, the EEG data is analyzed and the automatic sleep staging process is
realized by using wavelet transform and improved K-means clustering algorithm to
improve the initial clustering center and iterative method.

2 Related Work

The processing of sleep data is carried out by qualified medical practitioners or pro-
fessionals, that is, artificial labeling. However, artificial labeling is often
time-consuming and laborious. To solve this problem, domestic and foreign scholars
carry out research on automatic sleep staging, and hope to achieve automatic sleep
staging through related algorithms and techniques. Fell et al. [8] studied the frequency
domain and nonlinear methods. The sleep process was divided into four stages: S1, S2,
SS and REM. Extracted frequency domain features such as power, spectral edge,
Dimension D2, maximum Lyapunov parameter L1 and approximate Kolmogorov
entropy K2; Donglai Jiao et al. [10] studied the differences in the mean energy dissi-
pation of the W and S1 in EEG, and analyzed the relative entropy of the two sleep
stages and the multi-sample validation. In addition, SVM was used to classify the data,
in order to achieve automatic sleep staging.

In the study, K-means algorithm is a typical clustering algorithm, which has the
advantages of fast and simple algorithm. The K-means algorithm belongs to the
numerical clustering algorithm, which requires the simultaneous extraction of N kinds
of features. K-means is a distance-based iterative algorithm. Euclidean distances are
often used in the EEG data processing. Therefore, Tapas Kanungo et al. [13] proposed
a heuristic Lloyd’s K-means clustering algorithm, which can be easily implemented by
using the k-d tree. Alex Rodriguez et al. [14] proposed an algorithm that uses the fast
search method to find the density extremes for clustering, which automatically dis-
covers anomalous data and excludes clustering, which can identify clusters of arbitrary
shapes and spatial dimensions. Overcoming the other clustering algorithms can only
identify the shortcomings of spherical clusters. Koupparis et al. [15] combined with
short-time Fourier transform and K-means clustering as semi-automatic sleep staging
method, can effectively distinguish W, REM and S1 period. The improvement of
K-means clustering algorithm can effectively improve the data analysis ability and
realize the automatic staging of sleep.
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3 Automatic Sleep Staging Classification Algorithm
Based on K-Means Clustering

The overall system of sleep automatic staging in Fig. 1 is as follows:

(1) The data input: The EEG dataset of the CAP Sleep Database in PhysioBank is
used for sleep automatic staging.

(2) Preprocessing: The EEG data in the database is subjected to wavelet denoising.
(3) Feature extraction and Feature selection: Spectrum analysis of the denoised EEG

signal and sleep - related feature vector extraction.
(4) Automatic staging: Selecting the different stages of the eigenvector as an input

based on the improved K-means clustering algorithm.
(5) Output staging results: After clustering, the EEG signal is divided into 5 stages.

In this paper, a whole system of sleep automatic staging is designed (only the
classification algorithm). Through the improvement of the traditional clustering algo-
rithm, the automatic staging system based on the improved K-means algorithm is used,
and the technique of wavelet denoising is used to realize the the study.

3.1 Denoising

We can use the method of wavelet transform to preprocess the original signal of sleep
EEG. The fundamental wave, b wave, a wave, h wave and d wave of the brain wave
signal are extracted by wavelet transform method.

For any function f(t) 2 L 2(R), the continuous wavelet transform is as follows:

Wf a; bð Þ ¼ \f ;wa;b [ ¼ 1ffiffiffiffiffiffi
aj jp Z

R
f ðtÞwðt � b

a
Þdt ð1Þ

Fig. 1. The Sleep automatic staging system view
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Its inverse transformation is as follows:

f ðtÞ ¼ 1
Cw

Z

Rþ
Z

R

1
a2

Wf a; bð Þwðt � b
a

Þdadb ð2Þ

The general idea of EEG signal wavelet denoising in Fig. 2 is as follows:

As the EEG data collection process, the signal is susceptible to the external envi-
ronment, thus changing the accuracy of experimental data. Therefore, wavelet
denoising is used to preprocess the original EEG signals.

3.2 Feature Extraction and Feature Selection

The EEG signal is an important criterion for determining sleep staging. The sleep
stages are divided into W, S1, S2, SS and REM phases.

The EEG feature reflects the potential information of the sleep signal. In this paper,
four frequency domain features are extracted at EEG and EOG, and a time domain
feature is extracted from the EMG. Calculating the ratio of d, h, and a to the total
frequency of Rd, Rh, Ra.

Rd ¼ maxfEdðCiÞ=ETðCiÞg ð3Þ

Rh ¼ maxfEhðCiÞ=ETðCiÞg ð4Þ

Ra ¼ maxfEaðCiÞ=ETðCiÞg ð5Þ

Among them, Ed, Eh, Ea, ET are expressed as the energy of d, h, a and the whole
band. The time series signal is transformed into the frequency domain by fast Fourier
transform, the sum of squares of the bands is calculated in the frequency domain. The
letter i represents the data point of the PSG signal. ELR–The energy of the REM phase
is calculated for EOG.

3.3 Automatic Sleep Stage Classification Based on Improving K-Means
Algorithm

The K-means algorithm is the simplest clustering algorithm, the algorithm is fast and
simple. However, it is also subject to some practical application and its own conditions.
K is given in advance in K-means algorithm, it needs to be based on the initial
clustering center to determine an initial division. In order to overcome the problem that

Fig. 2. The general process of wavelet denoising
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the k-means algorithm converges to local problems, it is necessary to improve the
K-means algorithm by improving the influence of K value on the clustering quality.

(1) Selecting the appropriate initial cluster center. In this paper, based on the
discussion of correlation coefficient and correlation distance, the initial center of
clustering is selected based on density idea. For EEG sample data, there is a certain
correlation between the time series of EEG data. The correlation coefficients are defined
as follows:

Pxixj ¼
covðxi; xjÞffiffiffiffiffiffiffiffiffiffiffi
DðxiÞ

p ffiffiffiffiffiffiffiffiffiffiffi
DðxjÞ

p ¼ Eððxi � ExiÞðxj � ExjÞÞffiffiffiffiffiffiffiffiffiffiffi
DðxiÞ

p ffiffiffiffiffiffiffiffiffiffiffi
DðxjÞ

p ð6Þ

In the formula (6), Cov(xi, xj) is the covariance of xi, xj. D(xi), D(xj) are the variance
of xi, xj, respectively. Pxixj is called the correlation coefficient, used to measure the
degree of correlation between random variables. Pxixj 2 �1; 1½ �, the greater the cor-
relation coefficient, the higher the correlation between the variables xi, xj. When Pxixj is
1 or −1, there is a definite linear correlation between xi and xj.

The relevant distance is calculated as follows:

dxi;xj ¼ 1� Pxixj ð7Þ

For these data relationships, the density is defined as a number of data points
randomly distributed within a certain range. Now, setting D ¼ x1; x2; � � �; xnf g, the
density of xi is as follows:

qi ¼ max d xi; xj
� �� � ð8Þ

Among them, xj belongs to the set of points which is closest to xi. The smaller the
q, the more dense the clustered lattice. In the clustering process, q minimum point is
the first clustering center. When the next cluster center is determined, the set of clusters
formed by the first q minimum is removed from the data set D. In the remaining sets,
the smallest point is chosen to form a new clustering center, continuously, until k
clustering centers are selected. K-means and other clustering algorithms, most of them
choose Euclidean distance, but based on the temporal and spatial correlation of specific
time series data and the enlightenment of hierarchical clustering algorithm. Euclidean
distance neglects the correlation between data. Therefore, this paper uses the relevant
distance as the distance metric of the algorithm, taking full account of the correlation
between the time series data.

(2) Iterative updating of clustering centers. After selecting the initial center, the
K-means clustering will iterate to update the prototype, calculate the average of all the
points in the class as the new clustering center, the mean vector of the new clustering
center is as follows:

u
0
i ¼

1
Dij j

X
x2Di

x ð9Þ
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For a certain set of data, the data distribution law conforms to a certain normal
distribution principle. Thus, in conjunction with the idea of a piecewise function, the
sample data that may have a normal distribution is discussed in detail so as to be
accurate to the threshold of each segment. Now, normal distribution probability and
data correlation coefficient equivalent:

Pxixj ¼ ; x� u
r

� �
ð10Þ

Define the degree of dissimilarity between data dif:

difi;j ¼ disti;j ¼ di;j ð11Þ

xi ¼ argmin di;j ð12Þ

Among them, u is the mean of the distance from the interior point to the center of
the cluster, r is the distance standard deviation from the interior point to the center of
the cluster, and disti;j represents the relevant distance between the two sample points.
According to the principle of positive distribution, the different values of r are divided
into different thresholds, and the relevant distance is calculated by segmentation, which
reduces the interference of outliers or noise, and thus gets more accurate clustering data
samples.

Algorithm 1 Improved K-means Algorithm

1: After the data feature calculated, the selected EEG eigenvector is used as the input 
of the clustering algorithm staging system and the correlation coefficient 
between the two characteristic data is calculated. 

2: Calculating the correlation distance between two data points, and further cal-
culating the density ρ of each point. In all the obtained ρ, selecting one of the small-
est, as the first cluster center, while obtaining a clustering set . 

3: Repeat (1) ~ (2) .Until C points are selected as the initial clustering center (K = 2 * 
C in the algorithm).

4: The data remaining in the set D is allocated to the nearest class according to the 
distance from the nearest cluster center.

5: Calculating the distance from each point to the center in each class, calculating u, σ,
according to different σ. Segment calculation, and we can obtain the smallest ω as 
the new clustering center.

6: Recalculated and assigned individual sample objects, according to step (S4).Until 
the function converges or the cluster center no longer changes.

7: The output of clustering results, the data which have different characteristic wave-
form characteristics will distinguish between different sleep staging.
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4 Experimental Results and Analysis

The sleep data in this study are derived from the EEG data of CAP Sleep Database in
PhysioBank. In this paper, the sleep EEG signal is used as the research object to study
the sleep staging, and the program is debugged and edited by MATLAB.

4.1 Sleep Data Set

In this paper, the EEG signal of sleep staging start to be studied, we select the three
samples, and select ins 1–3 data set for the data simulation experiments. A polysomnog-
raphy (PSG), which includes a number of physiological parameters recorded throughout
the nighttime sleep, is used to analyze the diagnostic methods of human sleep. The data
format used in this article is stored in the *.edf data format, and using MATLAB for
algorithm debugging and editing.

In each stage of sleep, EEG will show different characteristics of the waveform.
Artificial labeling is often based on the characteristics of these waveforms to determine
the stage, we use the clustering algorithm to extract these main feature vectors, and the
system automatically performs the automatic staging process according to their char-
acteristics. The Table 1 is the relationship between the sleep phase and the EEG signal.

4.2 Evaluation Metrics

Sum of Squares for Error (SSE) is a commonly used criterion function for K-means
clustering algorithm and can be used to evaluate the quality of clustering. The smaller
the SSE, the smaller the error of samples and the center, the better the clustering effect.
It is used as an evaluation algorithm running. The formula is defined as follows:

Jðk; uÞ ¼
XN

i¼1
xðiÞ � ukðiÞ

		 		2 ð13Þ

The iterative optimization is used to approximate the solution. N data sources, K
clustering centers, uk represents the clustering centers in the formula. The data in each
class is different from each cluster center. And, J is the smallest, it means that the best
effect of its segmentation.

Table 1. The association between sleep stages and EEG signals

EEG features Frequency Amplitude Tense

Alpha 8–13 Hz 20–60 uV W/S1/REM
Beta 13 Hz 2–20 uV W
Theta 4–8 Hz 50–75 uV S1/S2/SS
Delta 0–4 Hz 75 uV SS
Sleep spindle wave 12–14 Hz 20–50 uV S2
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4.3 Experimental Results and Discussion

Based on the improved K-means clustering algorithm, the sleep data showed the
staging results as follows (Fig. 3):

Clustering center C ¼ 5, according to the formula, when case = two, K ¼ 2� C,
so the figure K ¼ 10. According to the clinical requirements of sleep staging, if the two
stages of data occurred in the same band of data, then accounted for more than half of
the time as this section of data on behalf of the sleep staging. The number of clustering
centers is adjusted to observe the classification accuracy of sleep staging. First,
according to the expert’s judgment, the data segments of the three subjects who are
mainly analyzed in this paper are counted. Then, the number of segments of the sleep
phase of the automatic identification results and the results of artificial labeling should
be calculated. At last, the number of segments matched is divided by the total number
of segments, the classification accuracy of each stage is obtained, and the results are
compared with the artificial markers. As shown in Table 2.

Fig. 3. Experimental results of automatic sleep staging

Table 2. Comparison between clustering algorithm and artificial marker

Subjects Classification accuracy
W S1 S2 SS REM Total

Test1
K = 10 78% 15% 76% 96% 93% 75%
K = 12 75% 15% 76% 96% 90% 74%
Test2
K = 10 77% 51% 79% 97% 91% 80%
K = 12 70% 21% 78% 95% 91% 76%
Test3
K = 10 74% 45% 77% 94% 97% 81%
K = 12 72% 23% 77% 94% 95% 73%
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Table 2 shows the accuracy of sleep staging, when the three subjects in the different
K value of 10, 12 cases. At K = 10(C = 5), we choose five clustering centers, the
accuracy rate will be higher, which is due to the feature extraction and selection, we
select the sleep staging feature vector, and then take into account the diversity of sleep
states, we should be more objectively to select k.

Table 3 shows the SSE values of the two algorithms after the first iteration. The
improved algorithm has less SSE value than the original clustering algorithm, the
smaller the SSE, the better clustering effect.

The improved clustering algorithm is compared with the original algorithm. The
results are shown in the following table.

From Table 4, we can see that the improved algorithm has improved significantly
in the classification accuracy. For the data obtained by the three subjects, it can be seen
that the classification effect is very good, which also confirms the improved algorithm
by adjusting the clustering center selection and iterativing method.

5 Conclusion

Based on the influence of outliers on clustering effect, an improved K-means clustering
algorithm is proposed and applied to automatic sleep staging. The sleep is divided into
five stages: W, S1, S2, SS and REM. Combined with wavelet denoising characteristics,
so as to deal with EEG data better and better.

In this paper, through the improvement of the relevant algorithms, the clustering
data mining method can simplify the regularization of EEG data and extract the rele-
vant features, so as to realize the purpose of data mining and realize the automatic
staging of sleep.

Table 3. SSE after the first iteration

Method SSE
Test1 Test2 Test3

Original K-means 1101.53 1097.45 1201.03
Improved K-means 1100.05 1095.76 1198.95

Table 4. Comparison of classification results between original clustering algorithm and
improved clustering algorithm

Method Classification
accuracy
Test1 Test2 Test3

Original K-means 65% 57% 57%
Improved K-means 76% 66% 64%
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In the course of the experiment, we also found that due to the diversity of sleep
status and the impact of unknown factors, the accuracy of sleep staging is not high, the
data processing speed is relatively slow and other shortcomings, which need to be
further improved. In the next step, we will do further research on the stage of sleep, try
to add two factors in the algorithm, give full consideration to the impact of sleep stage
of the subjective and objective factors to further improve the accuracy of sleep staging,
and try to improve the structure of the algorithm. Make it more robust, accurate and
efficient in processing data.
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Abstract. In order to improve speaker verification accuracy in the com-
plex environment, a two-layer Gaussian mixture model-universal back-
ground model (GMM-UBM) model based on speaker verification method
is proposed. For different layer, a GMM-UBM model was trained by dif-
ferent combination of speech features. The voice data of 3 days (36 h)
were recorded from the complex environment, and the collected data
was manually segmented into four classes: quiet, noise, target speaker
and other speaker. Not only the segment data can be used to train GMM-
UBM model, but also it can provide a criterion to assess the effectiveness
of the model. The results show that the highest recall for the second
and third day were 0.75 and 0.74 respectively, and the corresponding
specificity were 0.29 and 0.19, which indicates the proposed GMM-UBM
model is viable to verify the target speaker in the complex environment.

Keywords: Complex environment · Speech feature · Speaker
verification · GMM-UBM

1 Introduction

Speech emotion recognition is an important part of the intelligence service based
on brain big data [1]. To determine the basis of emotional changes in patients
with depression by using speech data [2], which can greatly improve the judgment
of depression and the whole intelligence service system [3]. As a basic research
work, this paper adopts the long time voice to confirm the speaker, which is used
to extract the speech features of the specific speaker in the complex environment
[4], and then as the basis of emotional analysis and quantification evaluation
c© Springer International Publishing AG 2017
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of depression [5]. However, most of the current researches use GMM model or
GMM-UBM model combined with some of the speech features for speech recog-
nition or verification in a specific environment, and also make good recognition
results. But there are few studies about the speaker verification in the complex
environment, and the recognition rate is not ideal [6].

With the rapid development of speech recognition technology in recent years,
it has been widely used in many fields [7]. The speech emotion recognition plays
an important role in judging a person’s emotion [8], and the mood change is
the most intuitive manifestation in depressive patients, the expression of speech
intensity, speech rate, speech intonation and speech emotion features is the
important index to measure emotion. This paper, as a basic research work,
through the long-term speech feature extraction and speaker verification to fur-
ther strengthens the basis for emotional analysis and quantification of depres-
sion [9]. Under certain conditions, the speaker recognition rate will reach a high
level. However, the external environment of voice signal acquisition is complex
and changeable [10], the acquisition of voice signals can be located at different
background noise places, such as school, square and station, the equipment used
in voice signals acquisition process will have a certain impact on voice signals
[11]. Therefore, the key of the speaker verification method is the matching prob-
lem of model training and application environment, and how to overcome the
influence of these external environment on the system [12].

In view of this, a two-layer GMM-UBM model based on speaker verifica-
tion method in the complex environment is proposed [13]. The project team
recorded long-term voice in the complex environment and used multiple features
such as short-term zero rate, short-term average amplitude, short-term energy,
pitch period, formant and static MFCC features and first and second order
difference coefficients are trained in the GMM-UBM model and the speaker ver-
ification of the recorded voice [14]. On the one hand, it explored and improved
the applicability of the GMM-UBM model to the study of speaker verification
in the complex environment [15]. On the other hand, this research work can be
used as a basic work to extract the characteristic indexes of the specific person’s
daily speech intensity, speech rate, intonation and emotional characteristics, and
further apply it to the field of emotional evaluation for depression [16].

The paper is organized as follows. Section 2 focuses on the methods of speaker
verification based on two-layer GMM-UBM model in complex environments.
Section 3 is the description of the test and the results. Finally, Sect. 4 give a
release discussion.

2 Methods

2.1 Voice Data Acquisition and Preprocessing

The voice data used in this paper is obtained by Sony Z3 smartphone and BOYA
Lapel Microphone, and the sampling frequency is 8 kHz and 16 bit quantization.
In the daily life environment, wear a microphone and recording continuous long-
term voice data. Each wearing time is 12 h (8 o’clock in the morning, the end
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of 8 pm), and a total of 3 days, the voice data of 36 h. In order to facilitate the
evaluation of this algorithm and need to preprocess the voice data. On the one
hand, the voice segmentation software is developed in MATLAB, and voice data
are divided into target speaker, other speaker, quiet and noise, four classes, and
the voice data after segmentation can be used as a gold standard for evaluating
the speaker’s ability to identify model categorization. The number of samples
after division is shown in Table 1. On the other hand, the four classes of voice
data are divided into training samples and test samples according to the time
relationship. For example, the first day of the four classes voice data are divided
into train samples for training GMM-UBM model, The last two days of the four
classes voice data as a testing samples, and to test the effectiveness of the speaker
verification based on GMM-UBM model.

Table 1. Number of four types of voice samples after division

Serial number Target speaker Other speaker Quiet Noise

1 438 669 98 270

2 544 964 36 259

3 1374 2067 41 99

2.2 Feature Extraction

Speech by pre-emphasis, plus Hamming window and sub-frame processing, each
sample speech is divided into several frames, frame length is 20 ms, frame shift
is 10 ms. Extracting the short-term zero rate, short-term average amplitude,
short-term energy, pitch period, 4-order formant and 12-order static MFCC fea-
tures(excluding the 0th order) and its first and second order difference coeffi-
cients, total of 44-order speech features of each frames speech signal. The short-
term zero rate, short-term average amplitude, short-term energy can be used to
distinguish between the speech from the quiet environment and other environ-
ment. The pitch period, formant and MFCC features contain speaker vocal and
channel information that can be used to distinguish between speaker and other
speaker speech.

2.3 Speaker Verification Architecture Based on Two-Layer
GMM-UBM Model

According to the idea of different features combined, In the two-layer GMM-
UBM model, the first layer model is trained with short-term zero rate, short-term
average amplitude, short-term energy and static MFCC and aims to remove the
noise segment. The second layer model is trained with static MFCC and dynamic
features, pitch period and formant, and aims to maximize the separation of
speaker and other speaker speech.
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Fig. 1. Speaker verification architecture based on two-layer GMM-UBM model

3 Results

In this paper, two experiments are designed to evaluate the performance of
speaker verification model. (1) In order to verify the validity of the model, the
continuous long-term speech is segmented(fragmented) and classified, and the
speakers speech is confirmed based on the GMM-UBM speaker verification model
(2) Taking into account the automatic processing and verification of the speakers
speech, the endpoint detection of continuous long-term speech is performed, and
the speaker verification is based on the GMM-UBM speaker verification model
after the endpoint detection of speech fragments.

3.1 Evaluation Criterion

In this paper, precision, recall rate, specificity and accuracy are used to evaluate
the performance of the speaker verification model. In the calculation process, the
speaker speech samples are defined as positive samples, the other three classes of
speech samples are defined as negative samples. The process of the calculation
will involve two indicators and some basic concepts: N, the total number of all
samples; True Positives (TP), predicted by the model as positive samples and
actually is the number of the positive samples, used to calculate how much of
the actually positive sample is predicted correctly; False Positive (FP), predicted
by the model as positive samples and actually is the number of negative sam-
ples, used to calculate the number of false positives samples of the model. True
Negative (TN), predicted by the model as negative samples and actually is the
number of negative samples, used to calculate the number of the actual negative
sample is predicted to be negative; False Negatives (FN), predicted by the model
as negative samples and actually is the number of positive samples, used to cal-
culate the number of samples of the model omitted. The precision indicates the
proportion of the actually positive sample is predicted to be the correct. The
recall rate indicates the proportion of the negative samples predicted to be posi-
tive samples. The specificity indicates the proportion of the all negative samples
predicted to be negative sample. The accuracy indicates the proportion of the
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sum of the positive samples and the negative samples being predicted to the
correct number of samples. The calculation formula is as follows:

Precision = TP/(TP + FP )
Recall = TP/(TP + FN)
TNR = TN/(FP + TN)
Accuracy = (TP + TN)/N

(1)

3.2 GMM-UBM Speaker Verification Based on Segmented Voice
Data

In order to prove the rationality of speaker verification using the GMM-UBM
model for recorded voice in the complex environment, the speaker verification
operation is first used for the segmented voice data by this model. Based on the
segmentation of voice data, the GMM-UBM speaker verification model uses the
first day of four classes samples as train sample, the remaining two days of four
classes as test sample, directly using GMM-UBM model for speaker verification
operation. As the GMM-UBM model needs to set the thresholds to confirm the
speaker speech and other three kinds of sample speech, the ROC curve is used
to represent the model classification effect under different thresholds. The ROC
curve of the GMM-UBM speaker verification model under different thresholds
is shown in the Fig. 2, As shown in the figure, for the second day and third
day the segmentation of the voice data sample classification results, the different
thresholds for the ROC curve value is close to the upper left of the coordinate
axis. At the same time, compared with the coordinate diagonal, the ROC curve
is far from the diagonal, which illustrates the rationality and feasibility of the
speaker verification by using the GMM-UBM speaker verification model in the
complex environment.

Fig. 2. ROC curve of GMM-UBM speaker verification model under different thresholds

In order to further visualize the classification effect of the model, when
thresholds = 0, the classification results of the last two days samples are shown
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in Table 2. As shown in the table, when the model threshold is set to 0, the
classification accuracy of the second day and third day segmentation speech
samples is 0.804 and 0.815, respectively, which further illustrates the validity of
the GMM-UBM speaker verification model.

Table 2. Classification results of two day speech segmentation samples when the model
thresholds is set to 0

Serial number Precision Recall TNR Accuracy

1 0.715 0.643 0.12 0.804

2 0.867 0.661 0.073 0.815

3.3 GMM-UBM Speaker Verification Based on Continuous
Long-Term Voice Data

Unlike speaker verification based on segmented voice data, the difficulty of the
speaker verification for the continuous long-term voice data is: (1) The recording
of voice in the complex environments contains noise, which make it difficult to
locate the starting position and ending positions of the speaker’s speech; (2) Due
to the noise problem in the environment, it is necessary to design a speech feature
with strong robustness and anti-noise capability to characterize the speaker’s
speech. In view of this, this paper uses endpoint detection and GMM-UBM
model based on different features training strategy to process continuous voice
data.

The Experiment Results of the Endpoint Detection. In order to facilitate
the automatic processing and verification of the speaker speech, the endpoint
detection of continuous long-term voice data, and observe whether the voice
data that process after the endpoint detection algorithm contains the actual
speaker’s speech and ensure the integrity of the speaker’s corpus. Observing
the integrity of the speaker’s daily corpus after endpoint detection results, and
only need the index of recall rate should be observed. The endpoint detection
processing effect is shown in Table 3, compared with the gold standard speech
data obtained from three days segmentation. As shown in Table 3, the recall
rate of endpoint detection for three days continuous voice is above 0.85, which
shows that the endpoint detection method designed in this paper can extract
the complete speaker speech from the continuous speech.

The Experimental Results Based on the GMM-UBM Speaker Ver-
ification Model of the First Layer. The first layer GMM-UBM model
uses MFCC and its difference features, short-term zero rate, short-term average
amplitude, short-term energy, four kinds of features to train, and aims to retain
the speaker’s speech and as much as possible to remove the noise segments.
Based on the speech data after endpoint detection, the GMM-UBM model is



Speaker Verification Method Based on Two-Layer GMM-UBM Model 155

Table 3. Endpoint detection processing effect

Serial number Precision Recall TNR Accuracy

1 0.009 0.857 0.436 0.565

2 0.052 0.866 0.552 0.461

3 0.008 0.875 0.469 0.537

trained by the speech data of the first day, which is used to speaker verification.
In order to better evaluate the effect of the long-term voice speaker verification,
the confirmed speaker speech segment and the gold standard speech in accor-
dance with the time alignment, statistical the length of speaker speech after
verification, and then calculate the accuracy, recall rate and other indicators.
At the same time, considering the threshold to the speaker verification effect of
the GMM-UBM model, the ROC curve of the first layer GMM-UBM speaker
verification model under different thresholds is shown in Fig. 3. Due to the first
layer GMM-UBM speaker verification model is designed to retain the speaker’s
speech and as much as possible to remove the noise segment, the four indexes
only need to focus on the recall rate and specificity of the two indicators, that is,
to pursue of the highest recall rate and the lowest possible specificity. As shown
in Fig. 3, the recall rate for speech data samples processed for the second and
third days was up to 0.82 and 0.79, respectively, the corresponding specificity
is 0.51 and 0.41, shown that the speaker verification results based on the first
layer GMM-UBM model retain most of the actual speakers speech, but there
are still more false samples in the results. In order to ensure that the speaker’s
speech is retained as much as possible, we choose to the thresholds for obtaining
the highest recall rate to obtain the speaker verification result of the first layer
GMM-UBM model and then enter into the second layer GMM-UBM model to
form the final speaker verification result.

Fig. 3. ROC curve of the first layer GMM-UBM speaker verification model under
different thresholds
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The Experimental Results Based on the GMM-UBM Speaker Veri-
fication Model of the Second Layer. The second layer GMM-UBM model
is trained by MFCC and its difference features, pitch period, formant and LPC
coefficients, and aims to as much as possible distinguish speech samples such
as target speakers speech, other speaker speech and noise. The training method
differs from the first layer GMM-UBM model only in that the training features
are inconsistent, and the other operations such as training sample, data align-
ment and index calculation are basically consistent. Considering the threshold
to the speaker verification effect of the GMM-UBM model, the ROC curve of the
second layer GMM-UBM speaker verification model under different thresholds
is shown in Fig. 4. In the final speaker verification results, the recall rate for
the continuous voice data samples processed for the second and third days was
up to 0.75 and 0.74, respectively, the corresponding specificity is 0.29 and 0.19.
Compared with the results of the first layer GMM-UBM speaker verification,
although the recall rate has declined, the degree of specificity has fallen more
than the recall rate declined, which is consistent with expected results, and fur-
ther illustrate the validity of long-term speaker voice verification for two-layer
GMM-UBM model based on different features of training strategy.

Fig. 4. ROC curve of the second layer GMM-UBM speaker verification model under
different thresholds

4 Discussion

In order to achieve the purpose of exploring the correlation between emotional
information and depression in the daily voice of the users, and implementing
the brain information based on voice data and measuring and analyzing the
depression, this paper first uses the smartphone and microphone to record the
speaker’s voice of 3 days. Then, developed the corresponding voice segmentation
software, segment the long-term voice data and eventually classified as target
speaker (subjects), other speaker, quiet and noise, not only can be used to train
the model of speaker verification, but also can be used as a gold standard for



Speaker Verification Method Based on Two-Layer GMM-UBM Model 157

assessing the validity of the model. According to the different phonetic features
appearing in daily life, combined with the GMM-UBM training strategy based on
different features, a two-layer structure GMM-UBM speaker verification model is
proposed. Finally, in order to prove the validity of the GMM-UBM model in the
speaker verification application, extracted the short-term zero rate, short-term
average amplitude, short-term energy and static MFCC and dynamic features
based on the speech samples of the first day segmentation, training the single
layer GMM-UBM model was used to classify the speech samples segmented
for the second and third day, and combining the four indexes precision, recall
rate, specificity and accuracy to obtain experimental results. The furthermore,
in order to extract the speakers speech from the continuous long-term voice
in the complex environment, the voice data of the first day segmentation as a
training data, and based on different features to train the two-layer GMM-UBM
model, and the speaker verification operation based on the second and third days
of continuous voice data. The experimental results show that the classification
accuracy of the single layer GMM-UBM model for the second and third day were
0.804 and 0.815, respectively for the segmentation of speech samples, which
shows that the effectiveness of the GMM-UBM model is used in the speaker
verification. For the classification of continuous speech samples, calculate the
first and second layer GMM-UBM speaker verification results. Based on the
first layer GMM-UBM model speaker verification results show that the results
retained most of the actual speaker voice, but there are still more false samples.
Based on the second layer GMM-UBM model, the results show that the degree
of specificity has fallen more than the recall rate declined, which is consistent
with expected results, and further illustrate the validity of long-term speaker
voice verification for two-layer GMM-UBM model based on different features of
training strategy.
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Abstract. Recently there has attracted wide attention in EEG-based
emotion recognition (ER), which is one of the utilization of Brain Com-
puter Interface (BCI). However, due to the ambiguity of human emotions
and the complexity of EEG signals, the EEG-ER system which can recog-
nize emotions with high accuracy is not easy to achieve. In this paper,
by combining discrete wavelet transform, correlation analysis, and neural
network methods, we propose an Emotional Recognition model based
on rhythm synchronization patterns to distinguish the emotional stimu-
lus responses to different emotional audio and video. In this model, the
entire scalp conductance signal is analyzed from a joint time-frequency-
space correlation, which is beneficial to the depth learning and expres-
sion of affective pattern, and then improve the accuracy of recognition.
The accuracy of the proposed multi-layer EEG-ER system is compared
with various feature extraction methods. For analysis results, average
and maximum classification rates of 64% and 67.0% were obtained for
arousal and 66.6% and 76.0% for valence.

Keywords: Affective computing · Emotion recognition · EEG ·
Rhythm synchronization patterns

1 Introduction

Emotion plays a vital role in our daily life as it influences our intelligence, behav-
ior and social communication. Emotion recognition (ER) has recently attracted
increasing attention in the fields of affective computing, brain-computer interface
(BCI) and human-computer interface (HCI), many attempts have been under-
taken to advance the different field of emotion recognition from visual (i.e., facial
and bodily expression), audio, tactile (i.e., heart rate, skin conductivity, thermal
signals etc.) and brain-wave (i.e., brain and scalp signals) modalities [1]. In the
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existing ER study, as the EEG signal is reliable and not easy to camouflage and
other characteristics, so gradually attracted people’s attention. In particular,
since Davidson and Fox [2] found that the electroencephalogram (EEG) signal
generated from the central nervous system (CNS) could discriminate between
positive and negative emotions in early 1980s, researchers started to look for the
possibilities of using brain derived signals such as electroencephalogram (EEG)
as the basis of emotional recognition. In recent years, with the rapid develop-
ment of signal processing and machine learning technology and the improvement
of computer data processing ability, the study of emotion recognition based on
EEG signals has become a hot topic in the field of affective computing.

The steps for EEG-based emotion studies usually use some emotion elicita-
tion materials to elicit certain emotions, record subjects brain activity or physio-
logical signals, extract time domain, frequency domain or time-frequency domain
features of these signals and classify the affective features through different clas-
sifiers. Koelstra et al. [3] presented methods by using time domain features based
on statistical mothed. K-Nearest Neighbor (KNN), Bayesian Network (BN),
Artificial Neural Network (ANN) and Support Vector Machine (SVM) classifier
were used to classify two levels of valence states and two levels of arousal states.
Murugappan et al. [4] presented methods by using frequency-domain feature,
Fast Fourier Transform (FFT). KNN and Probabilistic Neural Network (PNN)
classifier were used to classify five different emotions (happy, surprise, fear, dis-
gust, neutral). Yohanes et al. [5] presented methods by using time-frequency
domain feature, Discrete Wavelet Transform(DWT). Extreme Learning Machine
(ELM) and SVM classifier were used to classify two emotions (happy and sad). In
the field of neuroscience, emotion has been shown to have a strong correlation
with rhythm, and this theory of relativity is also used in emotional recogni-
tion systems. Murugappan, Hadjidimitriou, Zheng et al. [6–8] extract the time
domain or frequency domain features under different rhythms, and then study
the classification effect of emotion under different rhythm.

Most of the above-mentioned emotional recognition system studies do not
take into account the association between the brain regions, and the emotional
features extracted often reflect the uniqueness of the electrodes corresponding
to the brain regions. But some studies have shown that even if the cognitive
task is very simple, its implementation also depends on multiple separate brain
functional regions [9]. Specific functions require these separate brain functional
areas to be combined, and through integration, collaboration can be completed.
There is an indivisible relationship between cognition and emotion, and differ-
ent emotional states often reflect the synergistic effect of different brain regions.
Therefore, the information interaction between different brain regions in emo-
tional recognition and the parallelism theory of brain function network should be
paid enough attention [10]. Currently, some researchers use Magnitude Squared
Coherence Estimate [11] and Asymmetry [12] to calculate features from Com-
binations of Electrodes, which simulates the information interactivity between
different brain regions. However, these methods do not fully consider the effect
of rhythm synchronization on affective recognition.
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Based on the current research progress, this paper presents a heuristic multi-
layer EEG emotion recognition model based on Rhythmic Synchronization Pat-
terns, and studies the relationship between EEG signals and emotion. Wavelet
decomposition and Magnitude Squared Coherence Estimate are integrated into
the emotional model, which are used to construct emotional patterns of scalp
EEG in different emotional states. RBF neural networks are used in the learn and
classification of affective patterns. Since the alpha and beta rhythms have been
shown to be more relevant to emotion, the model in this paper mainly identifies
the rhythm patterns of the two bands [13]. Our current method is mainly com-
pared with the traditional emotion recognition method based on time domain
features and frequency domain features.

The rest of this paper is structured as follows. Section 2 describes the pro-
posed Emotion Recognition Model using Rhythm Synchronization Patterns for
discrimination of emotions based on a joint time-frequency-space correlation.
Section 3 clarifies the experimental design. Section 4 presents the experimental
results and discussion. Section 5 concludes this paper.

2 Architecture of Emotional Recognition Model
Based on Rhythm Synchronization Patterns
(RSP-ERM)

This section explains the emotional recognition model based on RSP from two
aspects: functions of each layer and definition and evaluation of emotional state.
The proposed emotional recognition model is shown in Fig. 1. The multichan-
nel EEG data are the input and the valence/arousal level is the output. In the
RSP-ERM, a joint time-frequency-space correlation pattern is calculated from
combinations of electrodes, and a two-layer RBFNN is used to classify the emo-
tional patterns.

2.1 Functions of Each Layer

The process of the emotional states discrimination in each layer of the proposed
RSP-ERM is described as follows.
First Layer - Spectral Filtering: The EEG signal is very weak, so it is sus-
ceptible to the artifacts generated by other noise signals during the acquisition
process. In the study of emotion recognition, the artifacts to be removed mainly
include Electromyography (EMG), Electrooculogram (EOG), power frequency
interference (50 HZ), electromagnetic interference and task-unrelated EEG. As
the power frequency interference and electromagnetic interference are often pre-
sented in the high frequency band, it can be easily filtered out through the
band-pass filter or low-pass filter. Therefore, the spectral filtering operation is
defined as the first layer of the proposed model.
Second Layer - Rhythm extraction: Wavelet transform is a rapid devel-
opment and more popular signal analysis method, which accurately reveals the
signal’s distribution characteristics in time domain and frequency domain, and
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Fig. 1. The emotional recognition model based on rhythm synchronization patterns.

can analyze the signal by using a variety of scales. Therefore, the rhythm extrac-
tion operation is defined as the second layer of the proposed model. Based on
the characteristics of wavelet multiresolution analysis, the wavelet coefficients
over the frequency bands of alpha (8–16 Hz), beta (16–32 Hz) of EEG signals
are extracted according to certain scale, and the information of each rhythm is
obtained.
Third Layer - Function connection computation: Studies have shown
that the cortical-subcortical interactions and interaction between different brain
regions play an important role in the perception of emotional stimulus [15].
Therefore, brain connectivity features would be very informative to investigate
the emotion patterns during the perception of emotional stimuli. In addition,
the functional connectivity features can overcome the handedness issue because
they are not reciprocal [16]. Based on this observation, the function connection
computation is defined as the third layer of the proposed model. In this paper,
the functional connectivity features of different rhythms in different channels are
calculated by using the magnitude square coherence estimation (MSCE) [17], for
constructing the functional connection matrix.
Fourth Layer - Principal feature learning: In general, the more features
we get, the more conducive to the expression of emotional state, which is more
conducive to the identification of emotional patterns. However, due to the func-
tional leap of the basic patterns in the brain and the ambiguity of the emotion
itself, there are many cross features between different emotional patterns. Some
of these extracted features are irrelevant or redundant and have a negative effect
on the accuracy of the classifier. In order to explore the main emotional patterns
implied in the dynamic function connection matrix, the principal feature learning
is defined as the fourth layer of the proposed model, which extract main features
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of the functional connection network matrix by using the principal component
analysis (PCA). In addition, the filtered pattern feature will greatly improve the
learning efficiency of the algorithm.
Fifth and sixth layers - Classification: Emotion recognition based on EEG
signals is a pattern recognition process. While the reliability of the ground-truth,
duration and intensity of emotions lead to the staggering between different emo-
tional state patterns is particularly evident. Radial Basis Function Neural Net-
works takes full account of the fuzziness effects between category schema in
pattern recognition applications, thus forming an effective interface and improv-
ing the accuracy of recognition. At the same time, because the model has the
advantages of low computational complexity and fast convergence speed, it is
widely used in the fields of pattern recognition and nonlinear function approxi-
mation. The fifth and sixth layers are a radial basis function neural networks for
classifying different emotional states based on the chosen connectivity patterns.

2.2 Defining Emotional States - Class Label

In the study of emotional recognition, researchers usually use the following two
perspectives to construct and understand the emotional space:

1. The discrete model considers that the emotional space is composed of a lim-
ited number of discrete basic emotions [24].

2. The dimensional model expresses the emotional space as the coordinate sys-
tem of two-dimensional Valence - Arousal (Valence - Arousal, VA) [18] or
three-dimensional Pleasure - Arousal - Dominance (Pleasure - Arousal - Dom-
inance, PAD) [19].

– Pleasure(Valence) refers to the individual feel the degree of pleasure, that
is, positive and negative characteristics. The valence scale ranges from
unhappy or sad to happy or joyful.

– Arousal refers to the degree of psychological alertness and the degree of
physiological activation of the individual. The arousal scale ranges from
passive or bored to stimulated or active.

– Dominance refers to whether the individual is in control or controlled
[20]. The dominance scale ranges from submissive (or “without control”)
to dominant (or “in control, empowered”).

This paper adopts the DEAP database, and the subjects were asked to rate
the music videos according to the SAM [21] regarding emotional valence and
arousal. This study mapped the scales (1–9) into two-dimensional valence-arousal
model, which is similar to the one for emotion state classes [22]. The valence
scale of 1–3 was mapped to “negative”, 4–6 to “neutral” and 7–9 to “positive”,
respectively. The arousal scale of 1–3 was mapped to “passive”, 4–6 to “neutral”
and 7–9 to “active”, respectively. The emotion state classes based on arousal-
valence dimension is shown in Fig. 2.

Emotion is a process in which arousal and valence are integrated, and it is
unreasonable to simply evaluate from one of its dimensions. Therefore, the emo-
tional recognition model of this paper is mainly evaluated from two dimensions:
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Fig. 2. The emotion state classes based on arousal-valence (A/V) dimension.

arousal and valence. In general, the classification problem based on the SAM
scale evaluation is to use the intermediate value of the scale as the criterion
for dividing the positive and negative samples. However, in reality, considering
the ambiguity of emotion and the difference in sensitivity of the subjects to the
stimulus, these trials of user’s score near the middle of the SAM scale may not
really represent the positive and negative state of emotion. Therefore, the neg-
ative and positive states from valence dimension and passive and active states
from arousal dimension are investigated in classes score ≤ 3 and score ≥ 7.
The output of our binary classifier Y is assigned to its class label using a hard
threshold (step function). The binary classes are configured using:

⎧
⎪⎪⎨

⎪⎪⎩

Ya

{
= (0, 1), if ScoreA ≤ 3,
= (1, 0), if ScoreA ≥ 7.

Yv

{
= (0, 1), if ScoreV ≤ 3,
= (1, 0), if ScoreV ≥ 7.

(1)

where Ya denotes the arousal group labels, Yv denotes the valence group labels.
Similarly, ScoreA indicates that the subjects rated the arousal score in the face
of different audio and video stimuli, ScoreV indicates that the subjects rated the
valence score in the face of different audio and video stimuli.

3 Experimental Design

3.1 Data Description

EEG data: The performance of the proposed emotional recognition model is
investigated using DEAP Dataset. DEAP [23] is a multimodal dataset for analy-
sis of human affective states. 32 Healthy participants (50% female), aged between
19 and 37 (mean age 26.9), participated in the experiment. 40 one-minute long
excerpts of music videos were presented in 40 trials for each subject. There are
1280(32subjects × 40trials) emotional state samples. During the experiments,
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EEG signals were recorded with 512 Hz sampling frequency, which were down-
sampled to 128 Hz and filtered between 4.0 Hz and 45.0 Hz, and the EEG artifacts
are removed.
Sample Distribution: Based on the above DEAP dataset, the proposed model
is learned and tested for classifying the negative-positive states (ScoreV ≤ 3 or
≥ 7) and passive-active states (ScoreA ≤ 3 or ≥ 7), respectively. The sample size
of negative state is 222; the sample size of positive state is 373; the sample size
of passive state is 226; the sample size of active state is 297.

3.2 Learning and Testing Process

The learning process of Emotional Recognition Model based on Rhythm Syn-
chronization Patterns, consists of the following three stages:

1. Computing the Function connection patterns of model in second, and third
layers in an unsupervised manner (computing the rhythm’s MSCE features).

2. Selecting of main connection patterns in fourth layer using PCA.
3. Computing the network parameters for fifth and sixth layers in a supervised

manner (classification of labeled data).

In testing phase, stages 1 and 2 are repeated. The selected features are then
classified using parameters calculated in learning phase.

3.3 Contrast Methods

In the contrast method, the statistical features of the time domain and the power
spectral density feature in the frequency domain are calculated for 32-channels
EEG signals in different emotional states. These features make up the vector as
a target for classifier to learn as follows:
Time Domain Features (Statistics): In the different emotions, the 15 sta-
tistical features of each brain wave are calculated, and finally constitute the
emotional state vector (15 × 32 channels). The statistical features include mean,
root mean square, root amplitude, absolute mean, skew, kurtosis, variance, max,
min, peak-to-peak, waveform index, peak index, pulse index, margin index, kur-
tosis index.
Frequency Domain Features(PSD): Power Spectral Density estimate via
Welch’s method. In different emotional states, the theta, alpha, beta and gamma
rhythms of the EEG signals in each channel are extracted, and then their PSD
are calculated and averaged to form the emotional state vector (4×32 channels).

The contrast method differs from this RSP-ERM in the model’s second and
third layers. The process of constructing the rhythm synchronization pattern in
RSP-ERM’s second and third layers was replaced by the process of time domain’s
and frequency domain’s feature extraction.
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4 Experimental Results and Discussion

All the methods are running under 10-flods Cross validation. Table 1 shows the
classification results for each feature original after PCA by RSP-ERM. Spread
of radial basis functions is default.

Table 1. The classification accuracy for EEG-based arousal and valence recognition.

Feature Selection Classification Accuracy (%)

Arousal Valence

Statistics 56.86 62.71

PSD 57.25 65.42

Alpha-rhythm pattern 63.92 65.25

Beta-rhythm pattern 61.37 66.61

By performing experiments on the DEAP dataset, the results show that the
model based on rhythm synchronization patterns has higher recognition accuracy
than other two contrast methods based on time domain or frequency domain
features. Therefore, it is proved indirectly that the unique rhythm patterns of
brain regions connectivity dose exist in the perception of individual emotional
stimuli and it can be learned as a feature by the classifier. In addition, it can be
seen from the experimental results that the recognition rate of valence is higher
than the recognition rate of arousal in all emotion recognition methods. Arousal
is the physiological and psychological state of being awoken or of sense organs
stimulated to a point of perception. And the intensity of the above-mentioned
state has a great relationship with the sensitivity of the subject to the emotional
stimulation. The experimental results show that the difference in the sensitivity
of the individual to the emotional stimulus will have a greater impact on the EEG
signal, and this change will bring great challenges to the emotional recognition
system. Although this approach has greater advantages over other methods in
Arousal’s identification, deep learning of sensitivity is still the focus of the next
step, which can improve the effectiveness of the entire emotional recognition
system.

5 Conclusions

The study of the association between EEG rhythm and emotional state has
been a hotspot in the field of neuroscience, and it has a very strong theoretical
basis. In addition, the existing studies have shown that there is a synchroniza-
tion phenomenon in the brain-wave rhythm, which characterizes the functional
integration and collaboration between different brain regions. Inspired by the
above biological theory, this paper presents a multi-layer emotional recognition
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model based on rhythm synchronization patterns of multi-channel EEG sig-
nals. In this model, the original signal is mapped to a specific rhythm space by
time-frequency analysis. And the correlation analysis method is used to simulate
the synchronization pattern of brain-wave rhythm for different emotional states,
thus realizing the integration of multi-channel signals in time-frequency-space
dimension. From the experimental results, it can be found that the proposed
method is useful to detect the emotion information from EEG recordings in a
good accuracy.
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Abstract. Patients with major depressive disorder (MDD) show an impaired
ability to modulate emotional states and deficits in processing emotional
information. Many studies in healthy individuals showed a major involvement
of the medial prefrontal cortex (MPFC) in the modulation of emotional pro-
cessing. Recently, we used emotional expected pictures with high or low sal-
ience in a functional MRI (fMRI) paradigm to study altered modulation of
MPFC in MDD patients and to explore the neural correlates of pathological
cognitive bias, and investigated the effect of symptom severity on this functional
impairment. Data were obtained from 18 healthy subjects and 18 MDD patients,
diagnosed according to the ICD-10 criteria. Subjects lay in a 3 T Siemens Trio
scanner while viewing emotional pictures, which were randomly preceded by an
expectancy cue in 50% of the cases. Our study showed a lower effect of salience
on dorsal MPFC (DMPFC) activation during anticipatory preparation in
depressed subjects. Differential effects for high salient versus low salient pic-
tures viewing were also found in DMPFC in depressed and healthy subjects, and
this effect was significantly higher for depressed subjects and correlated posi-
tively with Hamilton rating scale for depression (HAMD) scores. Comparing the
anticipation effect on subsequent picture viewing between high and low salient
pictures, differential effects were higher for depressed subjects during high
salient picture viewing and lower during low salient picture viewing. Therefore,
we could shed light on DMPFC functioning in depressive disorder by separating
cognitive and consumatory effects in this region.

Keywords: Major depressive disorder � Salience expectancy � Functional
MRI � Medial prefrontal cortex

1 Introduction

Major depressive disorder (MDD) is a highly prevalent psychiatric disorder, typically
characterized by a lack of interest in one-pleasurable activities [1]. MDD patients show
an impaired ability to modulate emotional states and deficits in processing positive
emotional information [2].
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For healthy individuals, attention is generally biased towards positive stimuli [3],
while the patients with MDD deficit in shifting the focus of their attention to positive
stimuli [2]. Kellough et al. found that depressive individuals decreased attention for
positive stimuli and increased for negative stimuli [4], suggesting that depressive
patients has inefficient attentional disengagement from negative stimuli. And, the study
of Shafritz et al. showed that depressive individuals require greater cognitive effort to
divert attention away from negative stimuli, while the healthy individuals are for pos-
itive stimuli, and this inhibitory processing had been associated with the activity in the
pregenual anterior cingulate cortex (pgACC) [5]. This biased attention in depression has
been suggested to rely on an easier access to negative memories or cognitions [6].

Recently, brain imaging studies has revealed that many of the brain regions
responsible for normally regulating mood show disrupted function in depression. And,
functional MRI (fMRI) has been applied to examine differential activations in certain
brain regions between MDD patients and healthy controls. Resting-state functional
connectivity studies with fMRI data have reported abnormal signal fluctuations in
anterior cingulate cortex (ACC) [7], amygdala [8] and medial prefrontal cortex (MPFC)
[9] in MDD individuals. Several studies investigated expectancy induced modulation
of emotional pictures with emotional expectancy paradigm [10–12], and found that
MPFC regulated attentional modulation of emotion processing. Bermpohl et al. found
altered of anticipation and picture viewing interaction in MPFC of MDD patients [11].
Zhang et al. found MDD patients had greater activity in MPFC as a function of positive
anticipation [10].

Previous study showed self-directedness is considered an indicator for many mental
disorders, especially depression [13]. People with low self-directedness are influenced
by salient attention [14]. Recently, we used emotional expected pictures with different
salient scores in an fMRI paradigm to study altered modulation of MPFC in MDD
patients and to explore the neural correlates of pathological cognitive bias. This pivotal
analysis suggested abnormal anticipatory modulation of emotional pictures in a small
sample, however on an uncorrected level and with potential age effects. In the current
study, we aimed to investigate the effect of symptom severity on this functional
impairment.

2 Methods

2.1 Subjects

Eighteen MDD patients that currently experiencing depressive episodes and 18 age and
gender matched HC participants performed the fMRI experiment. Patients were clin-
ically diagnosed according to the ICD-10 criteria and severity was assessed using the
24-items Hamilton rating scale for depression (HAMD) (Table 1). Exclusion criteria
were major non-psychiatric medical illness, history of seizures, prior electroconvulsive
therapy treatments, illicit substance use or substance use disorders, and pregnancy. The
exact number of previous depressive episodes was not available for all patients. The
length of the current episode was between one and twelve months. All patients were
medicated according to clinical standards with a selective serotonin reuptake inhibitor
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(SSRI), anti-psychotic medication, or a selective noradrenalin reuptake inhibitor
(SNRI), tetracyclic antidepressant (TCA), or mood stabilizers.

2.2 Task Design

The experiment was designed and presented by Presentation (Neurobehavioral Sys-
tems, http://www.neurobs.com) software. The emotional expectancy paradigm used
visual cues and pictures with different arousals. A total of 40 pictures were selected
from the International Affective Picture System (IAPS), and pictures were divided into
high salient (n = 20) and low salient (n = 20) pictures according to the ratings of
perceived arousal.

Each picture was presented for 4 s. Half of the trials were preceded by an expec-
tancy task that predicts 100% validity of the types of the upcoming stimulus; e.g., an
upwards-pointing arrow indicated that a high salient picture will follow; a
downward-pointing arrow indicated that a low salient picture will follow. Half of the
pictures were preceded without any cue (unexpected pictures), meaning these pictures
were followed directly by after fixation. In the paradigm, we used the
cue-picture-mismatch events in order to bring new condition to the participants,
therefore to increase their attention towards pictures: 10 visual cues were followed
directly by fixation but not pictures. Each expectancy cue lasted 3–5 s; the baseline
period with a fixation cross lasted 8.5–10.5 s (Fig. 1).

2.3 Data Acquisition and Analysis

The fMRI was performed using a 3-Tesla Siemens MAGNETOM Trio MR system
(Siemens, Erlangen, Germany) with an echo-planar imaging (EPI) sequence:
TR/TE = 1250/25 ms; FA = 70°, FOV = 220 mm � 220 mm; matrix = 44 � 44;
slice thickness = 5 mm (no slice gap); 26 interleaved transverse slices; voxel size
5 � 5 � 5 mm3, and the task scan contained 488 image volumes.

Table 1. Demographic characteristics of study participants

HC (n = 18) MDD (n = 18) Group effect P value

Gender (male/females) 9/9 9/9 0.522
Age (years) 39.28 ± 13.02 43.77 ± 10.83 0.203
HAMD – 18.05 ± 8.04 –

Fig. 1. Paradigm for emotional expectancy task
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Structural images were acquired using magnetization-prepared rapid gradient echo
(MPRAGE) sequence with the following scan parameters: repetition time (TR) = 8.2
ms; echo time (TE) = 3.2 ms; inversion time (TI) = 450 ms; flip angle (FA) = 12°;
field of view (FOV) = 256 mm � 256 mm; matrix = 256 � 256; slice thick-
ness = 1 mm, no gap; and 188 sagittal slices.

Data were preprocessed using Statistical Parametric Mapping Software (SPM 8,
http://www.fil.ion.ucl.ac.uk/spm). The 488 volumes were corrected for time delay
between different slices and realigned to the first volume. Head motion parameters were
computed by estimating translation in each direction and the angular rotation on each
axis for each volume. Each subject had a maximum displacement of less than 3 mm in
any cardinal direction (x, y, z), and a maximum spin (x, y, z) less than 3°. Individual
structural images were linearly coregistered to the mean functional image; then the
transformed structural images were segmented into grey matter (GM), white matter,
and cerebrospinal fluid. The GM maps were linearly coregistered to the tissue proba-
bility maps in the MNI space. The motion-corrected functional volumes were spatially
normalized to the individual’s structural image using the parameters estimated during
linear coregistration. The functional images were resampled into 3 � 3 � 3 mm3

voxels. Finally, all datasets were smoothed with a Gaussian kernel of 8 � 8 � 8 mm3

FWHM.
At the single subject level, we modeled five regressors of interest and convolved

with the canonical hemodynamic response (CHR) function on the base of general linear
model (GLM). The first regressor indicated fixation. Two regressors indicated the effect
of expectancy during cuing trails irrelevant of whether the picture was followed or not
(expectancy of high salient pictures [Xhs] and expectancy of low salient pictures [Xls]).
Two regressors indicated the effect of expected arousal during picture display session
(expected high salient pictures [xPhs] and expected low salient pictures [xPls]). The
voxel time series were high-pass filtered at 1/128 Hz to account for non-physiological
slow drifts in the measured signal and modeled for temporal autocorrelation across
scans with an autoregressive model [10].

On the group level, we conducted four t-tests to check the main effect of expectancy
and expected picture viewing: anticipation of high-salient pictures > anticipation of
low-salient pictures (Xhs > Xls), anticipated high-salient pictures > anticipated
low-salient pictures (xPhs vs. xPls), anticipated high-salient pictures > fixation
(xPhs > fix), anticipated low-salient pictures (xPls vs. fix). For second-level analysis,
single subject contrasts were entered into two-sample t-tests across subjects.

3 Results

3.1 Anticipation Period Findings

Effect of Salience on Anticipation period. With one sample t test, salience during
anticipation period of the contrast (Xhs > Xls) revealed a specific effect in the dorsal
MPFC (DMPFC) and the ACC (p < 0.001, uncorrected, Fig. 2) in healthy controls (HC).

174 B. Zhang and J. Wang

http://www.fil.ion.ucl.ac.uk/spm


Differences in Anticipation between MDD and Healthy Subjects. With two sample
t test, activation in DMPFC and dorsolateral prefrontal cortex (DLPFC) during
high-salient compared to low-salient anticipation (Xhs > Xls) was higher in healthy
subjects compared to depressed patients (p < 0.001, uncorrected, Fig. 3).

3.2 The Findings of Anticipation Effect on Picture Viewing

Anticipation Effect on High and Low Salient Picture Viewing. With two sample t
test, depressed patients showed increased activation in DMPFC for the contrast of xPhs
vs. xPls, compared to controls (p < 0.001 uncorrected, Fig. 4). Moreover, DMPFC
activation for this contrast was positively correlated with HAMD score in depressed
subjects (p < 0.05, Fig. 5).

Fig. 2. During Xhs > Xls, health controls showed significantly increased activity in the dorsal
MPFC and ACC (warm color, p < 0.001 uncorrected).

Fig. 3. Group difference of high salient vs. low salient expectancy (Xhs > Xls), health controls
showed significantly increased activity in the dorsal MPFC and DLPFC (warm color, p < 0.001
uncorrected).
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Anticipation Effect on High Salient Picture Viewing. With two sample t test, the
anticipation effect on high-salient picture viewing was significantly higher for
depressed subjects in DMPFC (p < 0.001, uncorrected, Fig. 6).

Fig. 4. During the contrast of xPhs > xPls, MDD patients showed significantly increased
activity in the DMPFC (warm color, p < 0.001 uncorrected).

Fig. 5. A: Regression analysis of HAMD with effect of expected picture viewing, revealed a
positive correlation of HAMD and activation in DMPFC (p < 0.05, uncorrected). B: Positive
correlation between HAMD score and the mean betas of DMPFC in patients.

Fig. 6. During the contrast of xPhs > fix, MDD patients showed significantly increased activity
in the DMPFC (warm color, p < 0.001 uncorrected).
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Anticipation Effect on Low Salient Picture Viewing. With two sample t test, the
anticipation effect on low-salient picture viewing was significantly decreased in
depressed subjects in DMPFC. The analysis revealed effects in the DMPFC (p < 0.001,
uncorrected, Fig. 7).

4 Discussion

The current study found that DMPFC, one core region of anterior DMN which pre-
vious associated with altered attention proceeding in depressed patients, was related to
emotional anticipant and picture viewing with different kinds of saliences. To our
knowledge, this is the first study to investigate altered neural activation during salient
effect on anticipant and pictures viewing in MDD patients.

DMPFC is a code region in emotional regulation, and specifically in attentional
modulation of emotion processing [12, 15]. Several studies have found that subjects
showed higher activation in DMPFC, when they directed their attention to the emo-
tional content of stimuli compared to implicit tasks [16, 17]. And, previous clinical
studies reported MDD patients showed abnormal attentional modulation of emotion
processing. The study of Bermpohl and colleagues showed that health participants
increased activation in the DMPFC during the expected emotional vs. unexpected
emotional picture perception, but this effect was absent among MDD patients [11].
Zhang and colleagues found that MDD patients had greater activation in DMPFC than
HCs during positive vs. neutral emotion expectancy condition [10]. Altered activations
in DMPFC of MDD patients for picture perception and expectancy were observed in
the current study, which is consistent with the previous studies. And, we firstly
observed that altered activation on salient effect in MDD patients.

Our study showed, during the contrast of Xhs > Xls, specific effect in the DMPFC
in health subjects, and a lower effect of salience on DMPFC activation during antici-
patory preparation in depressed subjects compared to HCs. DMPFC is one core region
of the anterior default mode network (DMN), identified to be associated with attention
proceeding deficient of emotional pictures perception in depressed patients [10, 11].
Previous study found insufficient deactivation of anterior DMN in MDD patients
occurred in response to positive emotion anticipation, and decreased decoupling from

Fig. 7. During the contrast of xPls > fix, MDD patients showed significantly increased activity
in the DMPFC (warm color, p < 0.001 uncorrected).
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anterior towards posterior DMN during positive vs. neutral anticipation in MDD
patients [10]. So, from the previous and current study, MDD patients alters anterior
DMN response to anticipation: for high salient one, MDD patients could not reach to
normal activation in anterior DMN; for emotional one, MDD patients could not
deactivated in anterior DMN.

In our study, we found depressed patients showed increased activation in DMPFC
as a function of high salient vs. low salient expected pictures. In the previous study by
Bermpohl et al. (2009) [11], they found that, during, HC increased the left DMPFC and
PCC, compared to MDD patients. What is more, they found there was insufficient
deactivation of the left DMPFC for positive picture conditions in MDD patients, and in
the remitted patients, the activation of the left DMPFC went back to the level is similar
as the HC. So the patients have abnormal attentional modulation of positive emotion.
Furthermore, DMPFC is one important region of the default mode network, which has
been related to rumination, autobiographical memory and self-referential processing
[18–20]. And, Grimm et al. showed that MDD is characterized by differential deacti-
vation in the anterior DMN [21].

This effect was negatively correlated with HAMD scores and could be shown to
affect the subsequent picture condition. Differential effects for high- versus low-salient
picture viewing were found in DMPFC in depressed and healthy subjects, this effect
was significantly higher for depressed subjects and correlated positively with HAMD
scores. Comparing the anticipation-effect on subsequent picture viewing between high
and low-salient pictures, differential effects were higher for depressed subjects during
high-salient picture viewing and lower during low-salient picture viewing.

These observations should however be seen within some relevant limitations. We
have only 18 subjects each group which is the small sample, so it may be the reason
that there were the trend, but there were no significant results. In our future study, we
will enlarge the sample size.

Therefore, our study exceeds previous work by Bernpohl et al. and Zhang et al. [10,
11], relating differential effects during picture viewing to alterations during preparatory
anticipation. Therefore, we could shed light on DMPFC functioning in depressive
disorder which is recently highly discussed in the literatures [22, 23] by separating
cognitive and consumatory effects in this region.
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Abstract. The prevalence rate of ADHD varies from age to age. To better
understand the development of ADHD from childhood to adolescence, different
age groups of ADHD from large dataset are needed to explore the development
pattern of brain activities. In this study, amplitude of low frequency fluctuation
(ALFF), fractional amplitude of low frequency fluctuation (fALFF) and regional
homogeneity (ReHo) were extracted from resting-state functional magnetic
resonance imaging (rs-fMRI) of both ADHD subjects and typical developing
(TD) subjects from 7 to 16 years old. The result showed that the different areas
mainly appear at the bilateral superior frontal cortex, anterior cingulate cortex
(ACC), precentral gyrus, right superior occipital lobe, cerebellum and parts of
basal ganglia between all ADHD subjects and all TD subjects. Besides, com-
pared with TD, there were different brain activity patterns at different ages in
ADHD, which appear at the left ACC and left occipital lobe. The result can
inspire more studies on comparisons between functional connectivity methods.

Keywords: Rs-fMRI � ADHD � Brain development

1 Introduction

Attention deficit hyperactivity disorder (ADHD) is generally considered to be a neu-
rodevelopmental disorder with high incidence in childhood [1, 2]. It is mainly charac-
terized by lack of attention, excessive activity (restless in adult), or difficulty controlling
behavior which is not appropriate for a person’s age [3]. It was estimated that the
prevalence of ADHD in pre-school children (3–6 years old) in Europe is 1.8–1.9% [4].
Although there is no global consensus, meta-regression analyses have estimated the
worldwide ADHD prevalence at between 5.29% and 7.1% in children and adolescents,
and at 3.4% in adults [5–7]. In addition, about 30–50% of people diagnosed with ADHD
in childhood continue to have symptoms into adulthood and about 2–5% of adults also
have the symptoms [8]. Since the incidence of ADHD varies between ages, in order to
understand the development of ADHD from childhood to adolescence, it is necessary to
explore the difference patterns of regional brain activities between ADHD subjects and
typical developing (TD) subjects from different age groups.
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Functional magnetic resonance imaging (fMRI) has been widely used to measure
brain activities in-vivo. Compared to the task-related fMRI, resting-state fMRI
(rs-fMRI) does not require subject to perform any task, which greatly simplifies the
fMRI procedure for patients with difficulty to accomplish certain tasks. Brain activity
could be characterized by different measurements, such as amplitude of low frequency
fluctuation (ALFF), fractional amplitude of low frequency fluctuation (fALFF) and
regional homogeneity (ReHo). Since Zang et al. [9] applied ALFF to probe the
abnormal spontaneous neuronal activities of ADHD patients, ALFF has been widely
used in the studies of various mental diseases, such as schizophrenia [10, 11], autism
spectrum disorder [12], attention deficit hyperactivity disorder [13]. However, some
researchers found that ALFF of ADHD patients increased abnormally in some brain
areas but the energy consumption of these regions did not increase correspondingly,
which was likely to be caused by noise. Therefore, Zou et al. [14] proposed fALFF to
reduce the abnormal value in ALFF. At the same time, Zang et al. [15, 16] firstly
proposed the regional homogeneity approach and explored the functional abnormalities
of Parkinson’s patients using ReHo. Subsequently, many studies have validated the
feasibility of ReHo in the analysis of fMRI data from multiple aspects [17, 18].

The different brain activities between ADHD and TD have been identified in
previous studies. For example, comparing the value of ALFF between 17 ADHD boys
(7.51 ± 1.96 years old) and 17 matched controls (9.73 ± 1.57 years old), Yang et al.
[13] found that ADHD showed higher ALFF in the left superior frontal gyrus and
sensorimotor cortex (SMC) as well as lower ALFF in the bilateral anterior, middle
cingulate and the right middle frontal gyrus (MFG). Using ALFF and ReHo on a
smaller sample, in contrast to 12 controls (12.5 ± 14.1 years old), the 12 ADHD
(11 ± 14.8 years old) patients exhibited significant resting-state brain activities in the
bilateral VI/VII (BA 17/18/19), left SI (BA 3), left AII (BA 22), bilateral thalamus, left
dorsal brainstem and midbrain [19]. For 29 boys with ADHD (11.00 ± 16.50 years
old) and 27 matched controls (11.25 ± 14.92 years old), Cao et al. [20] indicated that
ReHo of ADHD patients decreased in the frontal–striatal–cerebellar circuits, but
increased in the occipital cortex. However, study of ADHD with small sample size is
difficult to cover the brain activity patterns of ADHD which vary with age.

In this study, a large rs-fMRI dataset with 266 ADHD subjects and 719 TD subjects
from 7 to 16 years old were adopted. ALFF, fALFF and ReHo of each subject were
calculated and compared to study the abnormal brain activity of ADHD.

2 Method

2.1 Dataset

Data were acquired from the database–1000 Functional Connectomes Project
(1000-FCP) [21]. It is a neuroimaging database that collects resting-state fMRI data
from multiple sites. For the TD participants in our study, inclusion criteria included:
age from 7 to 16 years old, with no mental disease, image at least cover 95% of brain.
Especially, the ADHD data are acquired from the ADHD-200 dataset, which is a sub
set of 1000-FCP. It contains resting-state fMRI and anatomical MRI images aggregated
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across 8 independent imaging sites, which are obtained from children and adolescents
with ADHD (ages: 7–21 years old). Finally we got 266 ADHD subjects and 719 TD
subjects with age from 7 to 16 years. To further explore the developmental changes of
regional brain activities in ADHD, We divided the TD participants and the ADHD
participants into two groups respectively, one for childhood from 7 to 11 years old
(TD: 407; ADHD: 169) and the other for adolescence from 12 to 16 years of old (TD:
312; ADHD: 97).

2.2 Image Processing

Resting state fMRI data were preprocessed with DPARSF [22]. The first ten time point
was removed to avoid magnetization instability. All images were corrected for slice
timing to minimize the difference during image acquisition and realigned to the middle
volume to avoid excessive head motion. Then, these images were spatially normalized
to a standard template (Montreal Neurological Institute) and resampled to 3 mm � 3
mm � 3 mm voxel resolution. Spatial smoothing was performed with a Gaussian
kernel of 4 mm full-width at half-maximum (FWHM) to improve the SNR
(signal-to-noise ratio). Besides, the mean signal of white matter and cerebrospinal fluid
were removed as covariates. After that, linear trend removal as well as band-pass
filtering (0.01–0.1 Hz) were also performed. The brain is divided into 90 ROIs by AAL
(automated anatomical labeling) atlas [23] in order to further localize the local varia-
tion. Finally, ALFF, fALFF and ReHo of each voxel across participants were be
calculated with REST [24].

3 Statistics Analysis

All statistics analysis were performed with SPM12 [25].The brain activity measure-
ments (ALFF, fALFF and ReHo) between ADHD and TD are compared by
two-sample t-test on each voxel, taking a significant threshold of P < 0.01, with age as
covariate, and corrected for multiple comparisons with false discovery rates (FDR).
Voxels with P < 0.01 and cluster size > 270 mm3 were regarded to show a significant
group difference. We also performed two-sample t-test on ALFF, fALFF and ReHo for
childhood and adolescence groups with the method above.

4 Result

4.1 The Comparison of ALFF, fALFF and ReHo Between Two Groups

Compared with TD, ADHD showed significant divergence of ALFF, fALFF and ReHo
in extensive regions. The main group differences between ADHD and TD on three
measures are shown on Table 1 and Fig. 1.
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4.2 The Comparison of ALFF, fALFF and ReHo of Two Age Groups

As we can see, there were some subtle but important differences of the three mea-
surements between two groups in childhood and adolescence. The main age groups
differences between ADHD and TD on three measures are shown on Table 2 and
Fig. 2.

Fig. 1. The bright areas mean that the major differences between all ADHD subjects and all TD
subjects. (ADHD: Attention deficit hyperactivity disorder group, TD: Typically developing
group)

Fig. 2. The bright areas mean that the major differences between ADHD and TD in different age
groups. (ADHD: Attention deficit hyperactivity disorder group, TD: Typically developing group)
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Table 1. Regions showing significant differences in ALFF, fALFF and ReHo between the
ADHD and TD

Regions p-value Regions p-value

ALFF: ADHD > TD ALFF: ADHD < TD
Left caudate nucleus 0.01 Right superior occipital lobe <0.01
Left medial superior frontal cortex 0.002 Left superior temporal gyrus <0.001
Bilateral postcentral gyrus 0.002 Bilateral precuneus <0.001

Right pallidum <0.001 Bilateral cerebellum 0.001
Bilateral thalamus 0.004

Bilateral putamen 0.004
Vermis 0.001
fALFF: ADHD > TD fALFF: ADHD < TD
Bilateral superior frontal cortex <0.001 Right anterior cingulate cortex 0.002
Right supplementary motor area 0.014 Bilateral superior parietal lobe 0.001

Bilateral pallidum 0.009 Bilateral superior occipital lobe 0.002
Bilateral putamen 0.001 Right precuneus 0.007
Bilateral thalamus <0.001 Bilateral cerebellum 0.001

Right caudate nucleus 0.011
Vermis 0.001
ReHo: ADHD > TD ReHo: ADHD < TD
Bilateral cerebellum 0.002 Right anterior cingulate cortex <0.001
Bilateral precentral gyrus 0.02 Bilateral inferior occipital lobe <0.001

Bilateral supplementary motor area <0.001 Bilateral superior frontal cortex 0.002
Right postcentral gyrus <0.001 Bilateral cerebellum 0.003
Left thalamus 0.001

Right caudate nucleus 0.001
Right inferior parietal lobe 0.002

Table 2. Regions showing significant differences in ALFF, fALFF and ReHo between the
ADHD and TD in two age groups

Regions p-value Regions p-value

ALFF: ADHD > TD (childhood) ALFF: ADHD < TD (childhood)
Left insula <0.001 Bilateral superior parietal lobe 0.004
Right superior frontal cortex 0.001 Bilateral inferior occipital lobe 0.001
Bilateral precentral gyrus <0.001 Bilateral cerebellum 0.001

Left thalamus <0.001
Left precuneus <0.001

Left anterior cingulate cortex <0.001
ALFF: ADHD > TD (adolescence) ALFF: ADHD < TD (adolescence)
Right postcentral gyrus 0.001 left angular gyrus 0.002

Right caudate nucleus 0.001 Right medial superior frontal cortex 0.001
Left cerebellum 0.005 Left occipital lobe 0.001

Right inferior frontal cortex 0.001 Bilateral cerebellum <0.001
fALFF: ADHD > TD (childhood) fALFF: ADHD < TD (childhood)
Bilateral precuneus 0.005 Right anterior cingulate cortex 0.002

Left supplementary motor area 0.007 Bilateral superior parietal lobe 0.001

(continued)
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5 Discussion

In this study, three measurements were used to describe the voxel-based local changes
in brain activities from different aspects. Firstly, ALFF reflects the level of spontaneous
activity of single voxel according to the level of oxygen content, which can directly
observe the changes of regional brain activities [9]. Similar to ALFF, fALFF is the
ALFF of a given frequency band expressed as a fraction of the sum of amplitudes
across the entire frequency range in a given signal, which represents the relative
contribution of specific low frequency oscillations to the whole detectable frequency
range [26]. Finally, ReHo depicts the coherence of neural activity of a specific brain
region with its neighboring or adjacent brain regions [27]. Using the three measure-
ments, we found, after removing the confounding factor age, all ADHD subjects
showed abnormal regional activities in the movement pathway and cognitive control
circuits, which was in line with previous studies [28, 29]. For all of three measure-
ments, on the one hands, ADHD showed stronger activation than TD in the parts of
basal ganglia (caudate nucleus, putamen and pallidum), supplementary motor area,
precentral gyrus, cerebellum and thalamus which was related to dysfunction of
movement control and execution functions [30, 31]. On the other hands, ADHD

Table 2. (continued)

Regions p-value Regions p-value

Right paracentral lobule 0.002 Bilateral superior occipital lobe 0.002

Right postcentral gyrus 0.013 Right precuneus 0.007
Bilateral thalamus 0.006 right cerebellum 0.005
Left medial superior frontal cortex 0.002

fALFF: ADHD > TD (adolescence) fALFF: ADHD < TD (adolescence)
Bilateral postcentral gyrus 0.002 Right cerebellum <0.001

Right supplementary motor area 0.007 Right middle frontal cortex 0.013
Right middle cingulate cortex 0.005
Left insula 0.008

Left middle orbital frontal cortex 0.004
ReHo: ADHD > TD (childhood) ReHo: ADHD < TD (childhood)
Left putamen 0.008 bilateral superior parietal lobe <0.001
Left superior medial frontal cortex 0.008 Left inferior occipital lobe 0.003
Left caudate nucleus <0.001 Right superior frontal cortex <0.001

Right postcentral gyrus <0.001 Bilateral cerebellum <0.001
left anterior cingulate cortex <0.001

ReHo: ADHD > TD (adolescence) ReHo: ADHD < TD (adolescence)
Bilateral pallidum <0.001 Right precuneus 0.009
Right superior frontal cortex 0.006 Right posterior cingulate cortex 0.002

Left putamen <0.001 Left thalamus 0.009
Left paracentral lobule <0.001 Right middle frontal cortex 0.003

Bilateral insula <0.001
Right supplementary motor area <0.001
Verimis 0.001

186 C. Tang et al.



exhibited the lower activation than TD in superior occipital lobe in three measurements,
which may be associated with attention lapse [32]. Besides, there were its unique
activation areas for each index which was mainly concentrated in brain areas involved
in advanced cognitive control. For example, the decreased ALFF, fALFF and ReHo
appeared in the left superior temporal gyrus, right anterior cingulate cortex and superior
frontal cortex respectively.

From the developmental point of view, compared to TD group, the ALFF of left
anterior cingulate cortex (ACC) in ADHD group was significantly increased in
childhood, which may be connected to compensation mechanism of inattention in
ADHD [10]. But in adolescence, there was no significant difference. The result may
demonstrate that the degree of ADHD symptoms has improved with age, which could
be associated with drug treatment and other factors [33]. As for fALFF, the difference
between the two age groups was not very obvious, which was caused by the insen-
sitivity of fALFF to age. Finally, in childhood, the ReHo value of ACC in ADHD was
higher than TD, but the differences of ReHo between ADHD and TD disappeared in
adolescence. This result suggests that the complex cognitive ability of patients with
ADHD has improved with age, specially, in the aspects of regulating stimulus selection
and response selection in the attention process [13]. In contrast, the decreased ReHo of
ADHD appeared at left inferior occipital lobe in childhood and disappears in adoles-
cence, which could be related to pay attention to multiple irrelevant visual stimuli from
the environment simultaneously. Thus, the abnormal activities of ACC and left inferior
occipital lobe may jointly result in inattention problems with ADHD [9, 34].

In conclusion, our study shows the abnormal brain activities of ADHD in rs-fMRI
which are different from TD using three measurements (ALFF, fALFF and ReHo) from
the perspective of development. Moreover, it facilitates our understanding for the
mechanism of ADHD and examines the effectiveness of these three measurements.
However, there are some limitations in this study. First, the gender factor is not con-
sidered, which may affect the result. Second, the division standard of age groups is
arbitrary to a certain extent and we still need to explore more suitable criterion. Finally,
the source of data is acquired from different institutes, which causes some bias of
parameter setting that may influence the further analysis.
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Abstract. It has been reported that depression can be detected by elec-
trophysiological signals. However, few studies investigate how to daily
monitor patient’s electrophysiological signals through a more convenient
way for a doctor, especially on the monitoring of electroencephalogram
(EEG) signals for depression diagnosis. Since a person’s mental state and
physiological state are changing over time, the most insured diagnosis of
depression requires doctors to collect and analyze subject’s EEG sig-
nals every day until two weeks for the clinical practice. In this work, we
designed a real-time depression monitoring system to capture the user’s
EEG data by a wearable device and to perform real-time signal filtering,
artifacts removal and power spectrum visualization, which could be com-
bined with psychological test scales as an auxiliary diagnosis. In addition
to collecting the resting EEG signals for real-time analysis or diagnosis
of depression, we also introduced an external audio stimulus paradigm
to further make a detection of depression. Through the machine learning
method, system can give a credible probability of depression under each
stimulus as a user’s self-rating score from continuous EEG data. EEG
signals collected from 81 early-onset patients and 89 normal controls are
used to build the final classification model and to verify the practical
performance.

Keywords: Depression monitoring · Wearable device · Real-time signal
processing · Auxiliary diagnosis

1 Introduction

Depression is a disorder of the representation and regulation of mood and emo-
tion [1], which is more than a low mood. People with depression may experi-
ence lack of interest in daily activities, poor concentration, low energy, feeling
of worthlessness, and at its worst, could lead to suicide [2]. The exact cause of
depression is not known. Many researchers believe it is caused by chemical imbal-
ances in the brain, which may be hereditary or caused by events in a person’s
life.
c© Springer International Publishing AG 2017
Y. Zeng et al. (Eds.): BI 2017, LNAI 10654, pp. 190–201, 2017.
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The clinical detection and diagnosis of depression by doctors is mainly based
on questionnaire or interview [3] and there are no objective evaluation crite-
ria of depression in existing clinical practice. However, experienced doctors are
lacking and at the same time the diagnosis often takes long time, which limit
the diagnosis of depression more or less. Based upon this information, we aim to
develop pervasive supporting technology and service. Trends like “self-diagnosis”
already show the potential of collect personal sensor data for health improve-
ment, which can be found in many mobile phone apps [4] and wearable device
monitoring your sleep quality, blood pressure or heart rate [5]. It is easy to col-
lect personal electrophysiological data. Challenge is how to make sense of these
data. Among the human physiological signals, electroencephalogram (EEG) sig-
nals, which reflect the working status of human brain, can be considered as the
most commonly used biopotential and have been widely studied for their clinical
importance, especially in depression [6]. Although EEG recording will not always
change the patient’s planned treatment, it has been reported that it will help
to speed up the diagnosis and the patient’s access to the appropriate treatment
[7], that is, to present such an auxiliary diagnosis to detect depression indirectly.
In order to collect this complex and nonstationary random signal, multiple elec-
trodes are placed on the scalp, usually using the electrode cap as a collection
device. When the electrodes are placed, it is required to inject conductive gel
or saline to reduce the resistance. However, traditional electrodes have the dis-
advantage of uncomfortable and it is challenging to maintain high quality EEG
signals because conductive gel or saline has the defect of evaporation [8], which
makes the contact resistance between electrode and scalp a significant increase,
resulting in signal distortion.

This study focuses on how to acquire EEG signals in a comfortable and con-
venient manner and to ensure the reliability of the EEG data(raw EEG signals,
denoised EEG signals and features), thus simplifying and benefiting the detec-
tion of depression. Recently, wearable and wireless Brain Computer Interface
(BCI) has been used in the field of gaming control [9], drowsiness detection
[10] and health monitoring [11,12]. Similarly, we can achieve the first step in
simplification by using a wearable and wireless BCI device. The following steps
of simplification depends on the characteristics of depression itself. Depression
has its own unique essence that abnormalities in activation of prefrontal regions
have been reported more frequently than for any other brain region, mostly in
the direction of decreased bilateral or predominantly left-sided activation [13,14].
G Rajkowska [15] found morphometric evidence for neuronal and glial prefrontal
cell pathology in major depression. In [16], both major depression disorder and
post-traumatic stress disorder displayed more left than right-frontal activity.
Obviously, forehead is an ideal location for attaching electrodes so we can expect
to use the frontal asymmetry of EEG for depression detection.

Except for the above, another advantage of forehead is that it is not covered
in hair, which reduce the preparation time for EEG placement. Furthermore,
in the aspect of feature engineering, non-hairy regions of the forehead can be
used to extract rich information that are associated with many cognitive abilities
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and dysfunctions. Therefore, Fp1, Fp2 and Fpz signals are chosen as raw EEG
signals, which are subsequently used to extract depression related EEG features
to construct a sample space. Real-time measures are also used to upgrade our
system from depression detection to depression monitoring, which is the founda-
tion of the system with convenience and intuitive. It will show how unobtrusive
and easily available our real-time system can be used in home or other personal
space privately, to monitor depression.

Fig. 1. The flow chart of our method

2 Related Work

Recently, EEG-based depression detection using machine learning techniques
has been well studied. Some features are proved have significantly related to
depression. In [17], highest classification accuracy of 83.3% is obtained by corre-
lation dimension among other nonlinear features. In [18], signal entropy: approx-
imate entropy, sample entropy, renyi entropy and bi-spectral phase entropy are
extracted for depression detection. Both linear and nonlinear features of EEG
are applied in these studies.

Of course, these methods are based on collected EEG signals. However, moni-
toring the state of the user’s brain functioning while collecting EEG can complete
online tasks and visualize features. Recently, real-time epileptic seizure detection
[19], real-time concentration level detection [20] and neurofeedback technology
[21] have been proposed. On the other hand, power spectrum is an important
visual cue for doctor that most of the patients with depression have a strong
power spectrum in low frequency band, so system requires real-time similarly.
Our work embed the real-time system in depression detection, which is used
as a method of auxiliary diagnosis or assisted rehabilitation and also facilitate
the diagnosis of depression and long-term monitoring of the patient’s condition
during the onset. In addition, classification models can be constructed using dif-
ferent paradigms(resting EEG, audio/vedio stimulus), which can be combined
with the data being collected to present the real-time probability of depression
in an intuitive way. Furthermore, the real-time extracted features can also be
served as the input of neurofeedback which give user the visual/audio feedback
to show her/his mental state.
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3 Methodology

The process of depression monitoring system consists of several steps: paradigm
design, signals collection, data processing and result analysis. According to the
standard flow of EEG signal acquisition, the paradigm of our experiment is
mainly composed of two parts: resting EEG test and audio stimulation EEG
test. As the flow chart shown in Fig. 1, during the testing process, EEG signals
are recorded accordingly, and then artifacts that contaminate EEG signals are
removed in real time. After that, relevant features are extracted and EEG signals
are analyzed.

4 Making Sense of the Raw Data

4.1 Hardware

EEG signals are transmitted to the computer through a small equipment called
three channel wearable EEG-collector [22]. Its sample rate is 250 Hz. Figure 2
presents the main instructions of hardware device. The hardware part of the
wearing device will first encapsulate the data into frames and send it to the
communication thread in the listening state, which is mainly used to resolve
data via a specific protocol, and then remove the header, frame tail and tag bits,
save valid information and send it to the computing thread for signal processing.
Taking the acceptability of the delay, integrity of the information and computing
costs into account, our system processes two seconds of data (500 sample points)
every time.

Fig. 2. Instructions of three channel wearable EEG-collector
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4.2 Resting EEG

Before applying stimulus, participants need to do some preparations. After wear-
ing EEG recording sensor, they were told to try to minimize facial movements
and eyeball movements during 90 s resting EEG recording. The main intention
of resting EEG test are not only available to doctors for real-time monitoring,
but also provides them with daily, non-hospitalized and private EEG signals
tracking through online diagnosis.

4.3 Stimulus

External stimulus test is a common way to induce emotional susceptibility to
subjects, often using pictures, film clips, music or voice for emotional classifica-
tion or scores for several specific emotional dimensions. It is an good idea that
we can use the same approach to give predictions of depression risk. For pictures
or movies, the test results are susceptible to electromyography (EMG) signals
such as blink, eyeball movements and so on. In order to reduce the impact of
EMG signals, it is better to use the method of audio stimulation to induce the
prefrontal lobe activity for depression monitoring.

Audio stimulation can be roughly divided into three categories according to
its property: negative, neutral, positive. Experiment in this paper selected two
positive, two negative and two neutral totally six audio from IADS-2 [23], each of
which lasts 6 s (Table1). After sorting the 6-segment audio in sequence and added
an extra 6 s resting test at each interval, the experiment will eventually record
72 s of EEG data, and then the data can constitute 12 independent samples in
accordance with 6-second time division.

Table 1. Audio stimulation profile

Name PMN PSD AMN ASD DMN DSD Property

Cattle 5.01 1.85 6.04 1.85 4.56 1.75 Neutral

Painting 4.96 1.68 5.37 1.68 5.06 1.82 Neutral

Babies Cry 2.04 1.39 6.87 1.39 3.46 2.31 Negative

Dentist Drill 2.89 1.67 6.91 1.67 2.92 2.03 Negative

Baby 7.61 2.10 6.03 2.10 6.14 1.98 Positive

Croud 7.65 1.58 7.12 1.58 6.09 2.18 Positive

PMN: Pleasure Mean PSD:Pleasure Standard Deviation
AMN:Arousal Mean ASD:Arousal Standard Deviation
DMN:Dimensions Mean DSD:Standard Deviation

4.4 Real-Time Signal Preprocessing

The raw EEG signals are noisy and difficult to analyze. Before signals can be
visualized in our system, it had to be preprocessed. The noise present in the
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EEG signals could be denoised using Finite Impulse Response filter. Unlike other
methods that preprocess the entire EEG, it requires that the signals should be
processed in time slices to achieve real-time purposes. As the above-mentioned
basis for every two seconds to deal with, data points that need to be preprocessed
is 500. In this system, there are four steps for EEG signal preprocessing.

Firstly, a mid-filter [24] is used to eliminate EEG signal drifting. After sig-
nals entry, we first perform mid-filtering on the raw EEG signals to remove the
baseline drift. Since the band-pass filter frequency used is 1 to 40 Hz, the low
frequency component in the band will still maintain a high level. The removal of
baseline drift can effectively control the signal amplitude within a normal range,
from which reflect the real EEG signal.

Secondly, EEG signal was filtered using a 1–40 Hz FIR filter to notch out
power line noise at 50 and 60 Hz [25]. Since the length of FIR filter is 724, each
calculated result will have an additional 224 points, which will be superimposed
with the next 2 s signal.

Thirdly, through the welch method, the EEG signal is transferred from the
time domain to the frequency domain. Our system can perform real-time fre-
quency domain analysis.

(a) Mark of EOG (b) Removal of EOG

Fig. 3. Kalman filtered real EEG signal

Forthly, using the wavelet transform and Kalman filter [26] to eliminate the
EOG signal. At present the mainstream removal of artifacts method is Inde-
pendent Component Analysis [27], but for real-time system should adopt an
approximate method. When the original EEG signal is convoluted by the wavelet
operator, it can mark the blink interval, and then the signal of the interval will
use the Kalman filter to fit the real EEG signal. As mentioned above, each audio
stimulus lasts 6 s, which requires us to conduct a real-time removal of artifacts
according to this time slice. The marked EOG area(left) and Kalman filtered
real EEG signal(right) are shown in Fig. 3.

Of course, the influence of EMG cannot be completely disentangled, we added
a data removal mechanism. Once a time slice of data is too much noise, it will be
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deleted. Since we are using multiple time slices to give a probability of depression
(See in Sect. 5), the loss of some sampling points can be ignored. The worst case
is that the subject will be asked to re-experiment if he has a more than 33% low
quality EEG signals.

4.5 Feature Extraction

The EEG-based system for depression monitoring has integrated a number of
algorithms for feature extraction. The applied algorithms can support online
signal feature extraction in EEG. Corresponding to the filtered EEG signal, the
system mainly selected two types of features as evaluations for classification
model: linear and nonlinear features(Fig. 4). For linear features, we utilize the
features of lower computational complexity due to real-time purposes. Max fre-
quency, mean frequency and center frequency are calculated from power spectral.
The results of feature selection in nonlinear features show that C0 complexity
[28], permutation entropy [29] and Lempel-Ziv complexity (LZC) [30] are related
to depression.

Fig. 4. Feature extraction of EEG signals

4.6 Classification

Classification is one of the most import methods in data mining. Features
extracted from the filtered EEG signals serve as the input of the classifiers.
We consider the probability of depression from the perspective of the frequency
domain and the time domain in the EEG signals, so we remove influence of
age and gender to increase the universality of our system, even with these two
features the accuracy can achieve higher.

4.7 Visualization

As presented in Fig. 5, to visualize the monitoring results and better reflect the
real-time advantage, we designed a visual interface, respectively, corresponding
to Fp1, Fp2 and Fpz, which can clearly observe the denoised continuous EEG
and power spectral every two seconds. For patients with depression, their power
spectral of resting EEG will be more likely to focus on the low frequency band,
which can be used as a reference for the doctors and researchers. Another impor-
tant use of visualization is to determine the start time of the experiment. Due to
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emotional instability, frequent blink or eye movement, causing the EEG signal
to be too noisy, such test results are inaccurate. It requires us to stabilize the
amplitude of the EEG signal in a certain range (50 µV or less), and then start
the experiment.

The above-mentioned algorithms of feature extraction, artifacts removal and
classification require data to be fed in a bunch of 3000 samples at a time for
one channel. Therefore we use the queue to buffer the data from wear device to
the algorithms. The queue is refreshed once the buffer that receives the EEG
signals is accumulated to 6 s (3000 sample points). In this way, through different
machine learning algorithms, the system can display the recognition results in
real time, which can be presented in multimedia such as audio, picture or video.
This enhances interaction with the users and has good scalability, especially in
the rehabilitation of mental illness. The source code of the system is mainly
implemented by C++.

Fig. 5. Graphical interfaces and real-time classification results output

5 Experiment

To distinguish the user’s real-time mental state, we introduced a probability of
depression. In the ideal case (less blink and EMG), the experiment will even-
tually get a 12-segment sample (Including data recorded between two stimuli).
Since participant received different types of audio stimulation (from negative to
positive), the final results need to build 12 different models for classification,
thus classification results can vote on the probability of depression. Based on
the presented related work we expect that nearest neighbors, trees and SVM
perform well.
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5.1 Participants

In order to make the classification model can better respond to diagnosis of
early-onset depression, we ruled out the subjects who had eaten psychiatric
drugs and had suicidal behavior from psychology instruments. In addition, we
also made psychometrical scale investigation of the subjects. In this study, MINI
[31], PHQ-9 [32] which have got reliable results are adopted to further filtrate the
subjects. Only patients with early-onset depression whose scale score is greater
than the threshold can be chosen as a subject. Finally, a total of 170 people who
met the condition agreed and signed informed consent before participants in the
experiment. 81 patients with early-onset depression are recruited from Beijing
ANDing hospital affiliated to capital University of medical sciences. 89 age and
educational background matching subjects were selected as control group.

5.2 Results

To avoid over-fitting, 170 samples were randomly assigned to the training set
and test set according to the ratio of 4 to 1, and the training set uses 10-fold
cross validation to build the classification model. Classification results on test
set are presented in Table 2. In General, a performance of about 77% can be
reached that averages classification results of 12 consecutive EEG data under
audio stimulation.

Table 2. Classification results

Average accuracy of the 12-segment data

Classifier Accuracy

Local classification(KNN + Naive Bayes) 78.40%

SVM (RBF Kernel) 77.80%

Xgboost(Gbtree + Logistic Regression) 75.80%

Regarding the different classification approaches we find that: Xgboost [33]
or other classification trees seem work better when dealing with discrete features.
Local classification [34] can reach a higher accuracy but only the category labels
can be output. SVM [35] is better for its probability output mode, which can
give the risk of depression that users could make comparison more accurately.

The system will eventually give a self-rating score for the risk of depres-
sion(Fig. 5), which full score is 100%. We tested our system on normal people,
high-risk groups (like surgeon doctor) and patients with early-onset depression
to verify its practical performance. Their self-rating scores show an increasing
trend.
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6 Conclusions and Future Work

The diagnosis of depression has always been a difficult problem. In this research,
we propose to use the wearable equipment for real-time depression monitoring
as an auxiliary diagnosis. Clean EEG signals and the power spectrum are dis-
played through real-time denoising and time-frequency conversion. Considering
the extensibility of the system, we also introduced an audio stimulation test to
assess the risk of depression. In our experiment, different classification models
are constructed by pre-collected training data under different audio stimulations.
And then we verify the reliability of the model and the stability of the system.

The disadvantage of the article is that the system does not design a good
experimental paradigm. But the discovery mentioned above helps the experi-
mental paradigm for the choice of audio stimulation, our future work is to verify
whether the choice of high frequency stimulation will be more effective on detec-
tion of depression.

In general, this paper indicates that our system can be adopted as a health
monitoring means for doctors and users in depression evaluation. Especially in
psychological screening of schools, companies or hospitals. Data visualization
and self-rating scores are helpful for the diagnosis of depression. Users only need
some simple guidances can be self-test at home and the data can be automatically
saved and uploaded to the server, which can facilitate doctors to track their
health condition.
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Abstract. Alzheimer’s disease (AD), the most common form of demen-
tia, causes progressive impairment of cognitive functions of patients.
There is thus an urgent need to (1) accurately predict the cognitive
performance of the disease, and (2) identify potential MRI (Magnetic
Resonance Imaging)-related biomarkers most predictive of the estima-
tion of cognitive outcomes. The main objective of this work is to build a
multi-task learning based on MRI in the presence of structure in the fea-
tures. In this paper, we simultaneously exploit the interrelated structures
within the MRI features and among the tasks and present a novel Group
guided Sparse group lasso (GSGL) regularized multi-task learning app-
roach, to effectively incorporate both the relatedness among multiple cog-
nitive score prediction tasks and useful inherent group structure in fea-
tures. An Alternating Direction Method of Multipliers (ADMM) based
optimization is developed to efficiently solve the non-smooth formula-
tion. We demonstrate the performance of the proposed method using the
Alzheimer’s Disease Neuroimaging Initiative (ADNI) datasets and show
that our proposed methods achieve not only clearly improved prediction
performance for cognitive measurements, but also finds a compact set of
highly suggestive biomarkers relevant to AD.

Keywords: Alzheimer’s disease · Regression · Sparse learning ·
Multi-task learning

1 Introduction

Alzheimer’s disease (AD) is a gradually progressive syndrome that mainly affects
memory function, ultimately culminating in a dementia state. It has been
proved that brain atrophy detected by MRI is correlated with neuropsycho-
logical deficits. Many clinical/cognitive measures have been designed to evaluate
the cognitive status of the patients and used as important criteria for clinical
c© Springer International Publishing AG 2017
Y. Zeng et al. (Eds.): BI 2017, LNAI 10654, pp. 202–212, 2017.
https://doi.org/10.1007/978-3-319-70772-3_19
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diagnosis of probable AD. Many cognitive measures including Mini Mental State
Examination (MMSE) and Alzheimer’s Disease Assessment Scale cognitive sub-
scale (ADAS-Cog) have been designed to evaluate the cognitive status of the
patients and used as important criteria for clinical diagnosis of probable AD.
It is known that there exist inherent correlations among multiple clinical vari-
ables of a subject, and a joint analysis of data from multiple cognitive tasks is
expected to improve the performance [1–3]. The assumption of the commonly
used Multi-task learning (MTL) is that all tasks share the same data represen-
tation with �2,1 regularization, since a given imaging marker can affect multiple
cognitive scores and only a subset of the imaging features (brain region) are
relevant. This assumption of �2,1 regularization is restrictive since it encourages
all the tasks to share the same data representation. Sparse group Lasso (SGL)
[4] allows the simultaneous selection of a common set of biomarkers for all the
tasks and the selection of a specific set of biomarkers for different tasks. However,
these methods ignore the useful structure information among the MRI features.
Since brain structures tend to work together to achieve a certain function, brain
imaging measures are often correlated with each other. The prior group informa-
tion should be incorporated into the MTL models and guide the learning process
(Fig. 1).

Fig. 1. Flow chart of the proposed GSGL-MTL method.

Many previous works extract only the volume or thickness measures of cor-
tical regions of interest (ROIs) as the features [3,5]. To avoid manual measure
bias caused by the single feature in this study, multiple features are extracted to
measure the atrophy information of each ROI involving cortical thickness, sur-
face area and volume from gray matter and white matter. The multiple shape
measures from the same region provide a comprehensively quantitative evalu-
ation of cortical atrophy, and tend to be selected together as joint predictors.
It is hypothesized that not only a subset of MRI features, but also a subset
of ROIs are relevant to each assessment. Therefore, we use this prior knowl-
edge of interrelated structure to group relevant shape features together in the
same region to guide the learning process. Based on this intuitive motivation,
we simultaneously exploit the interrelated structures within features as well as
among the tasks, and present a novel multi-task learning method to effectively
incorporate both the relatedness among multiple cognitive score prediction tasks



204 X. Liu et al.

and useful inherent group structure in features. Inspired by the recent success
of the group lasso regularization [6] as well as the term “bi-level analysis” [7],
we propose a unified “bi-level” learning framework to jointly perform both indi-
vidual feature-level and ROI-level analysis by group lasso regularization with
the “grouping” effect such that it helps reduce the variances in the estimation
of coefficient and improves the stability of biomarkers selection. Specially, we
develop a novel multi-task learning formulation based on a group guided SGL.
The regularizer consists of three components including an �2,1 penalty, which
ensures that a small subset of features will be selected for the regression models,
and a G2,1 penalty, which encourages the task-common ROI across multi-task.
To relax the restrictive assumption of shared ROI imposed in the correlation
among the cognitive tasks, a task-specific ROI based �2,1-norm for each task is
incorporated. The proposed formulation is challenging to solve due to the use of
multiple non-smooth penalties. We present an Alternating Direction Method of
Multipliers (ADMM)-type algorithm for solving the proposed non-smooth opti-
mization problems efficiently. We conducted extensive experiments using data
from the ADNI dataset to demonstrate our methods along various dimensions
including prediction performance and biomarkers identification.

2 Proposed Method

2.1 Group Guided Sparse Group Lasso Multi-task Learning

The high feature-dimension problem is one of the major challenges in the study of
computer aided Alzheimer’s Disease (AD) diagnosis. Variable selection is of great
importance to improve the prediction performance and model interpretation for
high-dimensional data. Lasso is a widely used technique for high-dimensional
association mapping problems, which can yield a sparse and easily interpretable
solution via an �1 regularization. However, despite the success of Lasso, it is
limited to considering each task separately and ignores the inherent structure of
features. However, Lasso fails to capture the correlation information among the
pairwise of group features. The pairwise correlations among group of features
are very high, Lasso tends to select only one of the pairwise correlated features,
resulting in ignoring the group effect.

Group regularizers like group lasso [6] via an �2,1 regularization assumes
covarying variables in groups, and have been extensively studied in the multi-
task feature learning. The key assumption behind the group lasso regularizer is
that if a few features in a group are important, then most of the features in the
same group should also be important.

Multi-Task Learning (MTL) is a statistical learning framework which seeks at
learning several models in a joint manner. It has been commonly used to obtain
better generalization performance than learning each task individually [8,9]. The
critical issues in MTL is to identify how the tasks are related and build learning
models to capture such task relatedness. Consider a multi-task learning (MTL)
setting with k tasks. Let X ∈ R

n×p denote the matrix of covariates, Y ∈ R
n×k be

the matrix of responses with each row corresponding to a sample, and Θ ∈ R
p×k
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denote the parameter matrix, with column θ.h ∈ R
p corresponding to task h,

h = 1, . . . , k, and row θi. ∈ R
k corresponding to feature i, i = 1, . . . , p. The

MRI measure features in the same brain region belong to a group. We assume
the p features to be divided into q disjoint groups Gl, l = 1, . . . , q, with each
group having ml features respectively. The MTL problem can be set-up as one
of estimating the parameters based on suitable regularized loss function:

min
Θ

L(Y,X,Θ) + λR(Θ) , (1)

where L(·) denotes the loss function and R(·) is the regularizer. In the current
context, we assume the loss to be square loss, i.e.,

L(Y,X,Θ) = ‖Y − XΘ‖2F =
n∑

i=1

‖yi − xiΘ‖22 , (2)

where yi ∈ R
1×k,xi ∈ R

1×p are the i-th rows of Y,X, respectively corresponding
to the multi-task response and covariates for the i-th sample. We note that the
MTL framework can be easily extended to other loss functions. Base on some
prior knowledge, we then add penalty R(Θ) to encode the relatedness among
tasks.

Group Lasso regularized multi-task learning (GL-MTL) aims to obtain bet-
ter generalization performance by exploiting the shared features among different
tasks [9]. In our case, given that one imaging marker can affect multiple cogni-
tive scores, the coefficients of the coefficient matrix of the same row is largely
correlated. It has been successfully applied to capture biomarkers having affects
across most or all responses in the application of AD prediction [10,11]. The
GL-MTL model via the �2,1-norm regularization considers

R(Θ) = ‖Θ‖2,1 =
p∑

i=1

‖θi.‖2 , (3)

and is suitable for simultaneously enforcing sparsity over features for all tasks.
The key point of Eq. (3) is the use of �2-norm for θi., which forces the weights

corresponding to the i-th feature across multiple tasks to be grouped together
and tends to select features based on the strength of k tasks jointly. There is a
correlation in multiple cognitive measures, and the associated imaging predictors
usually have more or less effect on all of these scores, which leads to a corre-
lation between regression coefficients. By employing GL-MTL, the correlation
information among different tasks can be incorporated into the model to build
a more appropriate predictive model and identify a subset of the features.

One appealing property of the group lasso regularization in GL-MTL is that
it encourages multiple predictors from related tasks to share a subset of fea-
tures. However, the �2,1-norm regularization only consider the shared represen-
tation from the features, neglecting the potentially grouping information among
multiple neuroimaging measures. In order to address it, we consider prior infor-
mation group information in features and multi-task learning simultaneously in
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one single framework. Specifically, We propose a Group guided Sparse Group
Lasso regularized multi-task learning (GSGL-MTL) algorithm exploiting both
the group structure of features and the multi-task correlation, to unify feature-
level and ROI-level analysis in an unified multi-task learning framework. The
GSGL-MTL formulation focuses on the following regularized loss function:

min
Θ∈Rp×k

1
2
‖Y − XΘ‖2F + λ1‖Θ‖2,1 + λ2‖Θ‖G2,1 + λ3‖vec(Θ)‖2,1 . (4)

where ‖Θ‖G2,1 =
∑q

l=1 wl

√∑
j∈Gl

‖θj.‖2, ‖vec(Θ)‖2,1 =
∑k

h=1

∑q
l=1 wl‖θGlh‖2,

and wl =
√

ml is the weight for each group. The second and third norms are
called Group guided Sparse Group Lasso norm (GSGL), where ‖Θ‖G2,1 encour-
ages the task-common ROIs to induce the same group sparsity patterns across
different tasks (coupling all tasks) and ‖vec(Θ)‖2,1 encourages the task-specific
ROIs to induce the different group sparsity patterns across different tasks (decou-
pled for each task), as illustrated in Fig. 2. Although we only consider the least
squares loss function for regression here, the above formulation can be easily
generalized to other convex loss functions for classification, such as hinge loss or
logistic function.

Fig. 2. The illustration of the GSGL-MTL method

2.2 Optimization

In this section, we present a novel solver for the problem in Eq. (1) based on
the ADMM. The proposed formulation is, however, challenging to solve due
to the use of three non-smooth penalties. It is easy to show that the objective
function of the GSGL-MTL method is convex. To efficiently handle the two non-
smooth constraints, we propose an optimization method which employs ADMM
algorithm [12] to solve the proposed multi-task learning problem by decomposing
a large global problem into a series of smaller local subproblems and coordinates
the local solutions to identify the globally optimal solution [12].
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Assume Rλ1
λ2,λ3

(Θ) = λ1‖Θ‖2,1 + λ2‖Θ‖G2,1 + λ3‖vec(Θ)‖2,1, then Eq. (4) is
equivalent to the following constrained optimization problem:

min
Θ∈Rp×k

1
2
‖Y − XΘ‖2F + Rλ1

λ2,λ3
(Q) subject to Θ − Q = 0 . (5)

where Q is slack variables. Then Eq. (5) can be solved by ADMM. The augmented
Lagrangian is Lρ(Θ,Q,U) = 1

2‖Y −XΘ‖2F +Rλ1
λ2,λ3

(Q)+Tr(UT (Θ−Q))+ ρ
2‖Θ−

Q‖2 , where U is augmented Lagrangian multiplier.

Update Θt+1: In the (t+1)-th iteration, Θt+1 can be updated by minimizing Lρ

with Q ,U fixed: Θt+1 = argmin
Θ

1
2‖Y −XΘ‖2F +Tr((U t)T (Θ−Qt))+ ρ

2‖Θ−Qt‖2.
The optimization problem is quadratic. The optimal solution is given by Θt+1 =
F−1Bt, where F = XT X + ρI and Bt = XT Y − U t + ρQt.

Update Q: The update for Q effectively needs to solve the following problem:
Qt+1 = argmin

Q

ρ
2‖Q − Θt+1‖2 + Rλ1

λ2,λ3
(Q) − Tr((U t)T Q, which is equivalent to

computing the proximal operator for Rλ1
λ2,λ3

(·). In particular, we need to solve

Ψ
λ1/ρ
λ2/ρ,λ3/ρ(O

t+1) = argmin
Q

{
R

λ1/ρ
λ2/ρ,λ3/ρ(Q) +

1
2
‖Q − Ot+1‖2

}
, (6)

where Ot+1 = Θt+1 + 1
ρU t.

The goal is to be able to compute Qt+1 = Ψ
λ1/ρ
λ2/ρ,λ3/ρ(O

t+1) efficiently. It
can be shown [13] that the proximal operator for the composite regularizer can
be computed efficiently in three steps, and all of these steps can be executed
efficiently using suitable extensions of soft-thresholding.

Πt+1 = Ψ
λ1/ρ
0,0 (Ot+1) = argmin

Π

{
λ1

ρ
‖Π‖2,1 +

1
2
‖Π − Ot+1‖

}
(7a)

Γ t+1 = Ψ0
λ2/ρ,0(Π

t+1) = Ψ
λ1/ρ
λ2/ρ,0(O

t+1)

= argmin
Γ

{
λ2

ρ
‖Γ‖G2,1 +

1
2
‖Γ − Πt+1‖

}
(7b)

Qt+1 = Ψ0
0,λ3/ρ(Γ

t+1) = Ψ0
λ2/ρ,λ3/ρ(Π

t+1) = Ψλ1
λ2/ρ,λ3/ρ(O

t+1)

= argmin
Q

{
λ3

ρ
‖vec(Q)‖2,1 +

1
2
‖Q − Γ t+1‖

}
(7c)

The row-wise updates of (7a)–(7c) can be done by soft-thresholding as:

πi. =
max

{
‖oi.‖2 − λ1

ρ , 0
}

‖oi.‖2 oi. , (8a)

γj. =
max

{√∑
j∈Gl

‖πj.‖2 − λ2wl

ρ , 0
}

√∑
j∈Gl

‖πj.‖2
πj. , (8b)

qGlh =
max

{
‖γGlh‖2 − λ3wl

ρ , 0
}

‖γGlh‖2 γGlh , (8c)



208 X. Liu et al.

where πi., oi., γj. are the i-th row of Πt+1, Ot+1, Γ t+1, qGlh, γGlh are rows in
group Gl for task h of Qt+1 and Γ t+1, respectively.

Dual Update for U: Following standard ADMM dual update, the update for
the dual variable for our setting is as follows: U t+1 = U t + ρ(Θt+1 − Qt+1).

3 Experimental Results

3.1 Data and Experimental Setting

In this work, only ADNI subjects with no missing features or cognitive scores
are included. This yields a total of n = 816 subjects, who are categorized into 3
baseline diagnostic groups: Cognitively Normal (CN, n1 = 228), Mild Cognitive
Impairment (MCI, n2 = 399), and Alzheimer’s Disease (AD, n3 = 189). The
dataset has been processed by a team from UCSF (University of California at San
Francisco), who performed cortical reconstruction and volumetric segmentations
with the FreeSurfer image analysis suite. There were p = 319 MRI features
in total, including the cortical thickness average (TA), standard deviation of
thickness (TS), surface area (SA), cortical volume (CV) and subcortical volume
(SV) for a variety of ROIs. In order to sufficiently investigate the comparison, we
further evaluate the performance on all the cognitive assessments (e.g. ADAS,
MMSE and RAVLT, totally k = 20 tasks). To our best knowledge, no previous
work uses all the cognitive scores for training and evaluation.

We use 10-fold cross valuation to evaluate our model and conduct the com-
parison. In each of twenty trials, a 5-fold nested cross validation procedure for all
the comparable methods in our experiments is employed to tune the regulariza-
tion parameters. Data was z-scored before applying regression methods. To have
a fair comparison, we validate the regularization parameters of all the methods
in the same search space (from 10−1 to 103) on a subset of the training set,
and use the optimal parameters to train the final models. We evaluate all the
algorithms in terms of both root mean squared error (rMSE), normalized mean
squared error (nMSE) and the weighted R-value (wR) which are commonly used
in multi-task learning problem.

3.2 The Results of Comparing with the Comparable Methods

In this section, we conduct empirical evaluation for the proposed methods by
comparing with three single task learning methods: Ridge and Group Lasso,
both of which are applied independently on each task. To verify the effect of
individual components in our framework and show the contribution of individ-
ual components, we evaluate the three components of our approach: GL-MTL
(λ2 = λ3 = 0), GSGL-MTL-s (λ2 = 0) with promoting task-specific ROI and
GSGL-MTL-c (λ3 = 0) with promoting task-common ROI. Moreover, to illus-
trate how well our GSGL-MTL works, we comprehensively compare our proposed
methods with several popular state-of-the-art MTL methods: SGL-MTL and
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Sparse regularized multi-task learning formulation (SRMTL) [14]. The experi-
mental results are shown in Table 1.

As can be seen from the Table 1, GSGL-MTL significantly outperformed the
single task learning methods (Ridge and Group Lasso), and the recent state-of-
the-art algorithms proposed in terms of nMSE and wR, which indicates that the
interrelated structures within features and the correlation among the tasks are
effectively captured by the GSGL norm.

3.3 Identification of MRI Biomarkers

Finally, we examined the biomarkers identified by different methods. The pro-
posed GSGL-MTL is a group guided model which is able to identify a compact
set of relevant neuroimaging biomarkers from the region level due to the group
lasso on the features, which would provide us with better interpretability of the
brain region.
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Fig. 3. Baseline matrix sparsity features.

Figure 3 is the heat maps of the regression weights of all ROIs in each
hemisphere for each cognitive score at the baseline time calculated by GSGL-
MTL through 10-fold cross validation experiments. Each item (i, j) indicates the
weight of the i-th ROI for the j-th task, and is calculated by wi

√∑
q∈Gi

‖θqi‖2,
where q is the q-th MRI feature in the i-th ROI. The larger the absolute value
of a coefficient, the more important its corresponding brain region is in predict-
ing the corresponding cognitive score. The figure illustrates that the proposed
GSGL-MTL clearly presented a sparsity across all the cortical measures from
the level of ROI, which indicates a small portion of the brain regions is relevant
to the cognitive outcome. We found that the imaging biomarkers identified by
GSGL-MTL yielded promising patterns that are expected from prior knowledge
on neuroimaging and cognition. Some important brain regions are selected, such
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as R. Middle Temporal, L. Hippocampus and R. Entorhinal, which are highly
relevant to the cognitive impairment.

4 Conclusions

In this paper, we propose a Group guided Sparse group lasso (GSGL) regularized
multi-task learning to learn the relationship between images and corresponding
clinical scores from feature level and ROI level with taking the inherent group
structure of the features into account. The experiments on the ADNI dataset
have verified the effectiveness of GSGL-MTL, which offers consistently better
performance than the baseline single task learning and several state-of-the-art
multi-task learning algorithms. These promising results justify that by inducing
both sparsity of feature and ROI level, GSGL-MTL captures useful information
about AD. In the current work, only apriori group information is incorporated
into multi-task predictive model, we are interested in the investigation of other
structures in features, such as graph structure, which can help gain additional
insights to understand and interpret data in future work.

Acknowledgment. This research was supported by NFSC (No. 61502091) and Fun-
damental Research Funds for the Central Universities (No. N161604001 and No.
N150408001).

References

1. Zhang, D., Shen, D., Alzheimer’s Disease Neuroimaging Initiative, et al.: Multi-
modal multi-task learning for joint prediction of multiple regression and classifica-
tion variables in Alzheimer’s disease. Neuroimage 59(2), 895–907 (2012)

2. Yan, J., Huang, H., Risacher, S.L., Kim, S., Inlow, M., Moore, J.H., Saykin, A.J.,
Shen, L.: Network-guided sparse learning for predicting cognitive outcomes from
MRI measures. In: Shen, L., Liu, T., Yap, P.-T., Huang, H., Shen, D., Westin,
C.-F. (eds.) MBIA 2013. LNCS, vol. 8159, pp. 202–210. Springer, Cham (2013).
doi:10.1007/978-3-319-02126-3 20

3. Wan, J., Zhang, Z., Yan, J., Li, T., Rao, B.D., Fang, S., Kim, S., Risacher, S.L.,
Saykin, A.J., Shen, L.: Sparse bayesian multi-task learning for predicting cognitive
outcomes from neuroimaging measures in alzheimer’s disease. In: IEEE Conference
on Computer Vision and Pattern Recognition (CVPR), pp. 940–947 (2012)

4. Wang, J., Ye, J.: Two-layer feature reduction for sparse-group lasso via decompo-
sition of convex sets. In: Advances in Neural Information Processing Systems, pp.
2132–2140 (2014)

5. Zhu, X., Suk, H.-I., Shen, D.: Sparse discriminative feature selection for multi-
class Alzheimer’s disease classification. In: Wu, G., Zhang, D., Zhou, L. (eds.)
MLMI 2014. LNCS, vol. 8679, pp. 157–164. Springer, Cham (2014). doi:10.1007/
978-3-319-10581-9 20

6. Yuan, M., Lin, Y.: Model selection and estimation in regression with grouped
variables. J. Roy. Stat. Soc. Ser. B (Statistical Methodology) 68(1), 49–67 (2006)

7. Xiang, S., Yuan, L., Fan, W., Wang, Y., Thompson, P.M., Ye, J., Alzheimer’s
Disease Neuroimaging Initiative, et al.: Bi-level multi-source learning for heteroge-
neous block-wise missing data. NeuroImage 102, 192–206 (2014)

http://dx.doi.org/10.1007/978-3-319-02126-3_20
http://dx.doi.org/10.1007/978-3-319-10581-9_20
http://dx.doi.org/10.1007/978-3-319-10581-9_20


212 X. Liu et al.

8. Argyriou, A., Evgeniou, T., Pontil, M.: Convex multi-task feature learning. Mach.
Learn. 73, 243–272 (2008)

9. Liu, J., Ji, S., Ye, J.: Multi-task feature learning via efficient �2,1-norm minimiza-
tion. In: Proceedings of the Twenty-Fifth Conference on Uncertainty in Artificial
Intelligence, pp. 339–348. AUAI Press (2009)

10. Guerrero, R., Ledig, C., Schmidt-Richberg, A., Rueckert, D., Alzheimer’s Disease
Neuroimaging Initiative, et al.: Group-constrained manifold learning: application
to AD risk assessment. Pattern Recogn. 63, 570–582 (2017)

11. Zhu, X., Suk, H.I., Lee, S.W., Shen, D.: Subspace regularized sparse multitask
learning for multiclass neurodegenerative disease identification. IEEE Trans. Bio-
med. Eng. 63(3), 607–618 (2016)

12. Boyd, S., Parikh, N., Chu, E., Peleato, B., Eckstein, J.: Distributed optimization
and statistical learning via the alternating direction method of multipliers. Found.
Trends Mach. Learn. 3, 1–122 (2011)

13. Yuan, L., Liu, J., Ye, J.: Efficient methods for overlapping group lasso. IEEE Trans.
Pattern Anal. Mach. Intell. 35(9), 2104–2116 (2013)

14. Zhou, J.: Multi-task learning in crisis event classification. Technical report. http://
www.public.asu.edu/jzhou29

http://www.public.asu.edu/jzhou29
http://www.public.asu.edu/jzhou29


A Novel Deep Learning Based Multi-class
Classification Method for Alzheimer’s Disease

Detection Using Brain MRI Data

Jyoti Islam(B) and Yanqing Zhang

Department of Computer Science, Georgia State University, Atlanta, GA, USA
jislam2@student.gsu.edu, yzhang@gsu.edu

Abstract. Alzheimer’s Disease is a severe neurological brain disorder.
It destroys brain cells causing people to lose their memory, mental func-
tions and ability to continue daily activities. Alzheimer’s Disease is not
curable, but earlier detection can help improve symptoms in a great deal.
Machine learning techniques can vastly improve the process for accurate
diagnosis of Alzheimer’s Disease. In recent days deep learning techniques
have achieved major success in medical image analysis. But relatively lit-
tle investigation has been done to applying deep learning techniques for
Alzheimer’s Disease detection and classification. This paper presents a
novel deep learning model for multi-Class Alzheimer’s Disease detection
and classification using Brain MRI Data. We design a very deep convo-
lutional network and demonstrate the performance on the Open Access
Series of Imaging Studies (OASIS) database.

Keywords: Alzheimer’s disease · Deep learning · Convolutional Neural
Network · MRI · Brain imaging

1 Introduction

Alzheimer’s Disease affects people in a numerous way. Patients suffer from mem-
ory loss, confusion, difficulty in speaking, reading or writing. Eventually, they
may forget about their life and could not recognize even their family members.
They can forget how to perform daily activities such as brushing teeth or comb-
ing hair. As a result, it makes people anxious or aggressive or to wander away
from home. Alzheimer’s Disease can even cause death in elder people. There
are three major stages in Alzheimer’s Disease - very mild, mild and moderate.
Detection of Alzheimer’s Disease (AD) is still not accurate until the patient
reaches a moderate AD. But early detection and classification of AD are crit-
ical for proper treatment and preventing brain tissue damage. Several things
are needed for proper medical assessment of AD. Physical and neurobiological
exams, Mini-Mental State Examination (MMSE), and patient’s detailed history
are required for accurate AD detection and classification. In recent years, doctors
are using brain Magnetic Resonance Imaging (MRI) data for earlier detection of
Alzheimer’s Disease.
c© Springer International Publishing AG 2017
Y. Zeng et al. (Eds.): BI 2017, LNAI 10654, pp. 213–222, 2017.
https://doi.org/10.1007/978-3-319-70772-3_20
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Researchers have developed several computer-aided diagnostic systems for
accurate disease detection. They have developed rule-based expert systems from
the 1970s to 1990s and supervised models from 1990s [11]. The supervised
systems are trained with feature vectors extracted from medical image data.
Extracting the features needs human experts that often require a lot of time,
money and effort. With the advancement of deep learning models, now we can
extract features directly from the images without the engagement of human
expert. So researchers are focusing on developing deep learning models for accu-
rate disease detection and classification.

Deep learning models have been successfully applied for different medical
image analysis such as MRI, Microscopy, CT, Ultrasound, X-ray, Mammography,
etc. Deep models have shown a prominent result for organ and substructure
segmentation, several disease detection and classification in areas of pathology,
brain, lung, abdomen, cardiac, breast, bone, retina, etc. But there is little existing
work for AD detection using deep learning models. From previous research in
the medical domain, it has been proved that MRI data can perform a significant
role for early detection of Alzheimer’s Disease. For our research work, we plan
to analyze brain MRI data using deep learning model for Alzheimer’s Disease
detection and classification.

Fig. 1. Example of different brain MRI images presenting different AD stage. (a) Non-
demented; (b) very mild dementia; (c) mild dementia; (d) moderate dementia.

Machine learning studies using neuroimaging data for developing diagnostic
tools helped a lot for automated brain MRI segmentation and classification. Most
of them use handcrafted feature generation and extraction from the MRI data.
After that, the features are fed into machine learning models such as Support
Vector Machine, Logistic regression model, etc. These multi-step architectures
are complex and highly dependent on human experts. Besides, the size of datasets
for neuroimaging studies is small. While image classification datasets used for
object detection and classification has millions of image (for example, ImageNet
database [18]), neuroimaging datasets typically have less than 1000 images. But
to develop robust neural networks we need a lot of images. Because of the scarcity
of large image database, it is important to develop models that can learn useful
features from the small dataset. For our proposed system, we are using deep
learning model which eliminates the need for hand-crafted feature generation.
Deep learning models transform input to output and build a feature hierarchy
from simple low-level features to complex high-level feature. The popular deep
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learning model used for image analysis is Convolutional Neural Network (CNN).
We propose a very deep CNN model for analyzing the brain MRI images and
classifying them into different AD stages.

Alzheimer’s disease has a certain progressive pattern of brain tissue damage.
It shrinks the hippocampus and cerebral cortex of the brain and enlarges the
ventricles [19]. Hippocampus is the responsible part of the brain for episodic
and spatial memory. It also works as a relay structure between our body and
brain. While average reduction per year in the hippocampus is between 0.24
and 1.73%, Alzheimer’s disease patients suffer shrinkage between 2.2 and 5.9%
[1]. The reduction in hippocampus cause cell loss and damage specifically to
synapses and neuron ends. So neurons can’t communicate anymore via synapses.
As a result, brain regions related to remembering (short term memory), thinking,
planning, and judgment are affected [19]. The degenerated brain cells have low
intensity in MRI images [5,29]. Figure 1 shows some brain MRI images presenting
different AD stage.

Sometimes the signs that distinguish Alzheimer’s disease MRI data can
be found in normal healthy aged brain MRI data. Extensive knowledge and
experience are required to distinguish the AD MRI data from the aged nor-
mal MRI data. A robust and effective automated machine learning model will
help immensely the scientists and medical persons working for AD diagnosis
and ultimately assist the timely treatment of the AD patients. A generic auto-
mated Alzheimer’s Disease detection and classification framework is shown in
Fig. 2. Our proposed deep CNN model can detect early stages of Alzheimer’s
disease and successfully classify the major three different stages. We have exper-
imented the performance of the proposed model on the Open Access Series of
Imaging Studies (OASIS) database [15] which provides T1-weighted MRI scans
with demographics and clinical assessment data. Our main contributions are as
follows:

• We propose a novel and faster framework for Alzheimer’s disease detection
analyzing brain MRI data.

• Our framework can classify three major stages of Alzheimer’s disease.
• We demonstrate that utilizing hyper-parameters from a very deep image clas-

sifier CNN can help feature learning from small medical image dataset.

Fig. 2. Diagram of a generic Alzheimer’s disease detection and classification framework.
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The rest of the paper is organized as follows: Sect. 2 presents briefly about the
related work. Proposed Alzheimer’s Disease detection and classification frame-
work is presented in Sect. 3. Experimental details and results are described in
Sect. 4. Finally, we present future work and conclude the paper in Sect. 5.

2 Related Work

Developing an automated Alzheimer’s Disease detection and classification model
is a pretty challenging task. But there is some remarkable research work in
this area. Dimensional reduction and variations methods were used by Aversen
et al. [2] to analyze structural MRI data. They have used both SVM binary
classifier and multi-class classifier to detect AD MRI images using Alzheimer’s
Disease Neuroimaging Initiative (ADNI) database [9]. Brosch et al. [3] developed
a deep belief network model and used manifold learning for AD detection from
MRI images. Katherine Gray developed a multi-modal classification model using
random forest classifier to detect AD from MRI and PET data [6]. Gupta et al.
have developed a sparse autoencoder model for AD, Mild Cognitive Impairment
(MCI) and healthy control (HC) classification using ADNI dataset [7]. Hosseini-
As et al. adapted a 3D CNN model for AD diagnostics [8]. Kloppel et al. used
linear SVM to detect AD patients using T1 weighted MRI scan [10]. Liu et
al. [12] developed a deep learning model using a subset of ADNI dataset and
classified AD and MCI patients. Liu et al. have developed a multimodal stacked
auto-encoder network using zero-masking strategy. Their target was to prevent
loss of any information of the image data. They have used SVM to classify the
neuroimaging features obtained from MR/PET data [13].

Magnin et al. utilized an anatomically labeled brain template to identify
regions of interest from whole brain images and concluded that it could be used
for early AD detection [14]. Morra et al. compared several model’s performances
for AD detection including hierarchical AdaBoost, SVM with manual feature and
SVM with automated feature [16]. Payan et al. [17] trained sparse autoencoders
and 3D CNN model to classify AD, MCI and HC patients using ADNI dataset.
Sarraf et al. used fMRI data and deep LeNet model on ADNI dataset for AD
detection [20]. Suk et al. developed an autoencoder network based model for AD
detection. They have extracted features from magnetic current imaging (MCI)
and MCI-converter structural MRI and PET data and performed classification
using multi-kernel SVM. Several complex SVM kernels were used in their AD
detection approaches [21–24]. Vemuri et al. used SVM to develop three separate
classifiers with MRI, demographic and genotype data to classify AD and healthy
patients [28].

3 Proposed Network Architecture

In this section, the proposed Alzheimer’s disease detection and classification
framework would be presented. The proposed model is shown in Fig. 3. Our
model is inspired by Inception-V4 network [25]. After the preprocessing is done,
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the input is passed through a stem layer. A stem layer includes several 3 * 3
convolution layers, 1 * 1 convolution layer, and max pooling layer. There is seven
3 * 3 convolution layer connected in different stages and two filter-
expansion layers (1 * 1 convolution layer). Inception-A module has four
filter-expansion layers, three 3 * 3 convolution layer, and one average
pooling layer. Inception-B module has four filter-expansion layers, four
1 * 7 convolution layer, two 7 * 1 convolution layer and one average
pooling layer. Inception-C module has four filter-expansion layers, three
1 * 3 convolution layer, three 3 * 1 convolution layer and one average pooling
layer. Reduction-A module has one filter-expansion layer, three 3 * 3 convolution
layer, and one 3 * 3 max-pooling layer. The Reduction-B module has two filter-
expansion layers, two 3 * 3 convolution layer, one 1 * 7 convolution layer, one 7
* 1 convolution layer and one 3 * 3 max pooling layer. The input and output of
all these modules pass through filter concatenation process. We have redesigned
the final softmax layer for Alzheimer’s disease detection and classification. The
softmax layer has four different output class: nondemented, very mild, mild and
moderate AD. The network takes an MRI image as input and extracts layer-wise
feature representation from the first stem layer to the last drop-out layer. Based

Fig. 3. Block diagram of proposed Alzheimer’s disease detection and classification
framework.
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on this feature representation, the input MRI image is classified to any of the
four output classes.

To measure the loss of the proposed network, we have used cross entropy.
The Softmax layer takes the feature representation, fi and interprets it to the
output class. A probability score, pi is also assigned for the output class. If we
define the number of Alzheimer’s disease stages as m, then we get

pi =
exp(f i)∑
i exp(f i)

, i = 1, ...,m

and
L = −

∑

i

tilog(pi),

where L is the loss of cross entropy of the network. Back propagation is used to
calculate the gradients of the network. If the ground truth of an MRI image is
denoted as ti, then,

∂L

∂fi
= pi − ti

There is numerous possible combination for the hyper-parameters of a net-
work. It takes a lot of time and effort to decide a stable hyperparameter set for
a network. To reduce this time, we have used hyperparameters of the Inception-
V4 model [25] instead of random initialization. The weights and biases of the
inception-v4 model [25] pre-trained with ImageNet database [4] provide our net-
work an efficient hyperparameter set. As a result, the model has a sense of better
feature detector and can use that knowledge for learning features from the small
medical image dataset. We have trained our model with OASIS [15] dataset. To
prevent overfitting in the network, we have applied data augmentation technique
such as reflection and scaling.

4 Experiments

4.1 Dataset

OASIS dataset is prepared by Dr. Randy Buckner from the Howard Hughes
Medical Institute (HHMI) at Harvard University, the Neuroinformatics Research
Group (NRG) at Washington University School of Medicine, and the Biomedical
Informatics Research Network (BIRN) [15]. There are 416 subjects aged 18 to
96, and for each of them, 3 or 4 T1-weighted MRI scans are available. 100
of the patients having age over 60 are included in the dataset with very mild
to moderate AD. Figure 4 shows some sample brain MRI images from OASIS
dataset.

4.2 Implementation Details

We have implemented the proposed deep CNN model for Alzheimer’s disease
detection and classification using Tensorflow and Python on a Linux X86-64
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Fig. 4. Sample images from OASIS dataset.

machine with AMD A8 CPU, 16 GB RAM and NVIDIA GeForce GTX 770.
We have applied data augmentations techniques - scaling and reflection on the
images. Since the dataset is small, 5-fold cross validation is performed on the
dataset. For each fold, We have used 70% as training data, 10% as validation
data and 20% as test data. The input size of the Inception-V4 network [25] is
299 * 299 * 3. To fit the MRI data, we have designed the input size of our
network as 299 * 299 * 1. We have modified the Inception B and C module so
that they can accept the MRI data. The convolutional filter size of Inception-B
is 1154 in the original network. We made it to 1152 to fit the MRI data. The
convolutional filter size of Inception-C is 2048 in the original network. We made
it to 2144 to fit the MRI data. The network is optimized with the RMSProp
[27] algorithm and early-stopping is used for regularization. The decay of the
network is 0.9 and batch size is 8. The base learning rate is set to 0.045.

4.3 Results

To our best knowledge, our approach is the first one for Alzheimer’s disease
detection and classification using deep learning method on OASIS dataset. So,
we are not comparing it with previous traditional methods. The current accuracy
of our method is 73.75%. The confusion matrix is presented in Table 1. The
proposed model is much faster and takes less than 1 h to train and test the OASIS
dataset for Alzheimer’s disease detection and classification. This performance is
superior than all previous traditional methods. It would take weeks for human
experts to analyze and classify all the MRI data. We do not need any manual
hand-crafting for feature generation in our model.

Table 1. Confusion matrix

AD stage Nondemented Very mild Mild Moderate

Nondemented 52 0 0 0

Very mild 2 4 0 0

Mild 7 0 8 0

Moderate 3 0 1 3
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We have implemented another deep model with traditional inception module
and 22 layers following GoogleNet [26] architecture and compared the perfor-
mance with our proposed model. The performance comparison is presented in
Table 2.

Table 2. Five-fold cross validation performance accuracy comparison on the oasis
dataset

No. of epochs Traditional inception network Proposed model

5 60.00% 71.25%

10 64.25% 73.75%

5 Conclusion

An automated Alzheimer’s disease detection and classification framework is cru-
cial for the early detection and treatment of the AD patients. We have proposed
a deep CNN model for automated Alzheimer’s disease detection and classifica-
tion. We have demonstrated the performance of the model on OASIS dataset.
Our method is faster, and it does not need any handcrafted feature, and it can
handle the small medical image dataset. We have provided an one step analysis
for the brain MRI data for AD detection and classification. There are several
improvements possible for the proposed approach. In future, we hope to work
with other MRI AD dataset such as ADNI and achieve similar or better perfor-
mance. We want to apply transfer learning and check if it produces better result
than the proposed approach. Currently, we are working with different hidden
layers and convolutional filters to do more optimization to find a more efficient
model to get better results. Finally, we want to explore semi-supervised and
unsupervised deep learning methods for multi-class Alzheimer’s disease detec-
tion and classification.
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Abstract. In order to recognize the major depressive mood status of
inpatients and achieve its daily change information, a POMS-BCN scale
was used to rate the mood status. Meanwhile, a personalized quanti-
fied model based on portable EEG was built, which aimed at objectively
assessing the major depressive mood status for each patient. 6 inpa-
tients were recruited to join the experiment. The Principal Component
Analysis method is used to extract first principal component curve from
the POMS-BCN data. The feature extraction method is used to extract
linear and nonlinear features from portable EEG data. The regression
analysis based on Random Forest is adopted to build the personalized
quantified model. The principal component analysis result shows that the
first principal component curve is able to recognize the major emotional
factor and depict its daily change information. Additionally, the expected
quantitative value outputted from the personalized quantified model is
highly correlated (the absolute value of correlation coefficient 0.7, P-
value 0.05) with the actual first principal component data, which implies
that the personalized quantified model can give an accurate objective
assessment for the major depressive mood status.

Keywords: Depression quantitative analysis · Objective assessment ·
Depression mood status · Portable EEG · Self-rating scale

1 Introduction

Depression is a state of low mood and aversion to activity that can affect
a person’s thought, behavior, feelings and sense of well-being [1]. 121 million
c© Springer International Publishing AG 2017
Y. Zeng et al. (Eds.): BI 2017, LNAI 10654, pp. 223–232, 2017.
https://doi.org/10.1007/978-3-319-70772-3_21
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people worldwide affected by depression which makes it become one of the most
common mental disorders. According to the investigation by the World Health
Organization, depression will be the second major disability causing disease in
the world by 2020 [2]. In order to ameliorate the status, it is significant to study
the depression diagnosis and treatment methods.

In the traditional treatment methods for depression, rating scales and
questionnaires, such as the Hamilton Depression rating scale with 17-items
(HAM-D17), the Young Mania Rating Scale (YMRS), the Mini-International
Neuropsychiatric Interview (MINI), the Beck Depression Inventory (BDI) and
the Children’s Depression Inventory (CDI) etc., are used to assess the depression
severity. However, the scales mentioned above are subjective, which means the
accuracy of the assessment result depends on the experience of clinician [3–5].
Moreover, due to the retest reliability of the scales [5,11,12], the most clinical
scales are always used to assess the psychological status in a cross section man-
ner. In this situation, those scales not only cannot assess the daily change of
the psychological status in a low granularity, but also cannot reflect the overall
tendency accurately. Meanwhile, the depression involves the numbing of emo-
tions, especially grief, fear, anger and shame [13], the most clinical scales, which
have pertinence for one specific depressive symptom, cannot assess the severity
of various emotions and recognize the major emotional factor.

Corresponding to the subjective methods of depression assessment, the objec-
tive quantification analysis method based on physiological data, which can pro-
vide a unified and quantitative criterion, could be an effective adjunct tool for
traditional depression assessment and diagnosis method. In the recent years, the
studies focused on depression quantitative assessment and diagnosis have become
a hot topic [3,6]. The researchers aim at finding out some effective physiological
and behavioral markers to assess and diagnose depression [7–10]. Specifically, a
various of measurements, such as fMRI, eye tracking, PET and EEG with mul-
tichannel etc., are used to collect physiological signal and extract trait-oriented
features for diagnosing depression [1,4,7,9,14–18]. Among them, EEG device
is widely used because of its low-cost and comparatively easily operate. The
linear and nonlinear EEG features are adopted in classifying depressive and nor-
mal control [14,19–21]. Using the linear and nonlinear features extracted from
EEG data, we can objectively assess and diagnose the depression [21]. Although
they have shown no gold standards to accurately assess and diagnose depression,
the objective quantitation analysis method based on physiological data is still
promising. Rather than only use the subjective or objective assessment method,
we prefer to use the combination of the subjective assessing method and the
objective quantitation analysis method to improve the clinical effect of depres-
sion. Few studies tried to use the EEG features to assess the depression severity,
and compare the assessment effectiveness with traditional rating scale. It is easy
to understand that the objective assessment result is reliable if its effectiveness
is as well as the assessment result made by traditional rating scale.

In this study, there are three questions we want to discuss and solved:
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(1) How to recognize the major emotional factor based on a long term self-rating
data?

(2) How to achieve the daily change information of the major emotional factor?
(3) How to build a reliable objective quantification model based on physiological

data and self-rating scale data to assess the major emotional factor?

For question (1) and (2), an electronic self-rating scale named Profile of Mood
Status and Brief Chinese Norm (POMS-BCN) is utilized to rate the depression
mood status by the patients themselves. The Principle Component Analysis
(PCA) is used to process the POMS-BCN data. For each patient, a curve called
First Principle Component (FPC) is extracted to subjectively reflect the overall
tendency and daily change information of the major depressive mood status.
For question (3), the regression analysis method based on Random Forest (RF)
is selected to build the objective quantification model, and assess the major
emotional factor.

2 Material and Method

2.1 Experimental Design

6 inpatients were recruited from Beijing Anding hospital to join the experi-
ment and every inpatient was asked to finish the data collection for 2 weeks.
All depressive patients, which are right-handed and willingness to give written
informed consent. The data we collected can be categorized into objective data
and subjective data. The objective data is the portable EEG data collected from
prefrontal lobe using B3 Band, a portable EEG device which is equipped with
NeuroSky EEG biosensor (512 Hz sampling frequency and 12-bit ADC preci-
sion) [22]. The subjective data is the self-rating scale data evaluated by subjects
themselves using an electronic POMS-BCN scale, which is adapted from the
Profile of Mood Status (POMS) rating scale authored by Dr. Maurice Lorr et
al. in 1971 [23]. In order to ensure the consistency of the data collection time,
the portable EEG data and POMS-BCN data are collected in the same time
(twice a day, morning and evening). Specifically, every subject is firstly asked to
sit on a sofa and keep awake with eye closing for 5 min in a dimly illuminated,
acoustically and electrically shielded room. And then, the subject is required to
self-rate the current mood status via the electronic POMS-BCN. It is notewor-
thy that in order to illustrate the validity of the POMS-BCN, the HAM-D17 or
YMRS is also adapted as reference to assess the depressive severity of patients.
The patients are asked to self-rate the HAM-D17 or YMRS 3 times 2 weeks (the
beginning of the first week, the end of the first week and the end of the second
week).

2.2 Data Analysis

Portable EEG Data Analysis. Besides the abnormal situation, such as oper-
ating error or the patient wants to relax in the weekend, the ultimate sample
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size of the collected portable EEG data is 168. Every sample is a time series
with the length of 153600 (512 * 5 * 60). In order to ensure the processed EEG
data is collected in the resting state, the beginning 15 s and the ending 15 s of
every EEG series are removed respectively. Thus, the length of every EEG series
inputted into the feature extraction step is 138240 (512 * 4.5 * 60). Furthermore,
every time series is divided into 135 segments (every segment contains data of
4 s) that overlapped by 50 A data de-noising method based on Discrete Wavelet
Transform (DWT) is used to process the segment. DWT is used in two aspects:
EEG data de-nosing and decomposition. For data de-nosing, a soft thresholding
algorithm with db5 wavelet base is utilized, the formula is defined as follows.

f(i) =

⎧
⎪⎨

⎪⎩

c(i) − τ ∗ e1−(
c(i)

τ ), c(i) � τ
0, else

c(i) + τ ∗ e1−(
c(i)

τ ), c(i) � τ

(1)

where τ is threshold and c(i) is the wavelet coefficients extracted from the raw
EEG segment by DWT.

For data decomposition, an eight-layer DWT with db5 wavelet base is used
to decompose the de-noised raw EEG segment into several subband components.
Finally, 6 time series, which include the de-noised raw data and five subbands
(delta (2–4 Hz), theta (4–8 Hz), alpha (8–16 Hz), beta (16–32 Hz) and gamma
(32–64 Hz)), are extracted from the raw EEG segment. Furthermore, the linear,
wavelet and nonlinear features are extracted from the 6 time series respectively.
A feature vector with 176 dimensions (time domain: 54, frequency domain: 54,
wavelet: 56 and nonlinear: 12) is extracted from the raw EEG segment.

POMS-BCN Scale Data. The sample size of the POMS-BCN scale data is
the same with the portable EEG data. Because of the POMS-BCN contains 7
emotional factors and adopts multiple adjectives with similar meaning to limn
the factor repeatedly, there are a number of scale items with approximate emo-
tion ratings which are highly-correlated with each other. It would be better if we
could attenuate the correlation, and recognize the major emotional factor from
the POMS-BCN dataset of 2 weeks for each patient. In view of this, the PCA
is utilized to process the POMS-BCN scale data. For each patient, based on
the POMS-BCN dataset of 2 weeks, a t-by-40 matrix can be assembled. A FPC
curve is extracted from the matrix, which can provide an intuitive observation
for the overall tendency and daily change information of the major emotional
factor in 2 weeks. For recognizing the major emotional factor, the correspond-
ing component scores of each emotional factor, which are contained in the FPC
curve, need to be aggregated into 7 vectors. We defined the emotional factor
whose vector has the maximum sum as the major emotional factor.

Personalized Quantified Model Construction for Objectively Assessing
the Major Emotional Factor. The regression analysis method based on RF
is used to construct the objective quantization model. For each patient, a RF
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regression model is trained and built based on the EEG features (independent
variable) and the FPC curve (dependent variable). In order to guarantee the
objective quantification value can assess the major emotional factor accurately,
the effectiveness of the model should be tested. The testing steps are listed as
follows:

(1) Before running the regression analysis based on RF, the EEG features and
FPC curve of each patient are split up into two parts respectively: training
dataset and testing dataset.

(2) The RF regression model is trained by the training dataset, the personalized
quantification model can be constructed.

(3) The testing dataset is adopted to test the effectiveness of the model. Specif-
ically, the EEG features included in the testing dataset are inputted into
the trained model, the expected data outputted by the model, which is the
objective quantification value of major emotional factor.

(4) The correlation of actual data (the testing data of FPC curve) and the
expected data can be calculated via correlation analysis. We are looking
forward to getting such good result as the correlation coefficient r is close to
1 and the probability p-value is less than 0.05. In this situation, the regression
model can be deemed to be able to objectively reflect the variation tendency
of the major emotional factor accurately.

3 Results

3.1 Depressive Mood Status Assessment Based on POMS-BCN
Data

Major Emotional Factor Recognition. The result of the major emotional
factor recognition for each patient is illustrated in the Fig. 1. For each sub-
figure, the horizontal ordinate indicates the 7 emotional factors, the alphabet
A-G means the angry, self-emotion, depress, nervous, flurry, fatigue and energy
respectively. The vertical ordinate means the weight of each factor. Each weight
value is calculated based on the FPC curve, which is the first column in the
p-by-p (p = 40) principal component scores matrix. As seen from the Fig. 1,
we can conclude that (1) depress is not the major emotional factor for unipo-
lar depressive, other negative emotions (nervous, flurry, fatigue and angry) can
also be the major emotional factor. For instance, the major emotional factor of
patient 1 is nervous, the major emotional factor of patient 3 and 4 is depress,
the major emotional factor of patient 6 is angry. (2) for the unipolar depressive
patient with mania symptom (patient 2), the major emotional factor is energy,
the subsidiary emotional factor is self-emotional relevant, the weights of other
negative emotional factor are much less than them. (3) for the bipolar depres-
sive patient with mania symptom (patient 5), the major emotional factor is
self-emotional relevant, the subsidiary emotional factor is fatigue, and it is note-
worthy that the depress and the fatigue have close emotional factor weight. It
indicates that the negative emotional factors are always along with the energy
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or the self-emotional factor, which can be defined as positive emotional factor,
for a bipolar depressive. The conclusions concluded above are consistent with
common sense, and we also tried to verify the conclusions by discussing with
clinicians, no objections were proposed.

Fig. 1. Result of the major emotion factor recognition for each patient.

Long Term Dynamic Change of the Major Emotional Factor. The long
term dynamic change of the major emotional factor can be exposited from the
overall tendency and the local variation of the FPC curve respectively. The
result can be seen from the Fig. 2. For each subfigure, the horizontal ordinate
indicates the collecting time of POMS-BCN data, the ordinate means the FPC
scores, which is the first column of the principal component scores matrix, every
score implies the value of the major emotional factor rated every time. The
red line is the FPC curve. We can conclude that for the patient 1, 2, 4 and
5, the overall tendency of the curve declined, which indicates the depressive
symptom is relieved in the experiment stage. In contrast, for the patient 3 and
6, the overall tendency of the curve declined in the first week but rebounded
in the second week, which means the depressive symptom is not remitted after
receiving the drug therapy of 2 weeks. In order to further support the conclusions,
the assessment result rated by other clinical scale (HAM-D17 or YMRS) is also
illustrated in the Fig. 2. It is noteworthy that because of the second patient is
a unipolar depressive with mania symptom, we use the YMRS scale to assess
the mania symptom. The green line is utilized to show the assessment result of
HAM-D17 or YMRS. As shown, the overall tendency of the assessment result of
HAM-D17 or YMRS is congruent with FPC curve. For the local variation of the
FPC curve, the bar graph is adopted to show and compare the relative change
of every score in the FPC curve. The scores in the FPC curve are split into two
kinds: the value of the major emotional factor rated in the morning, which is
marked by the white bar, and value of the major emotional factor rated in the
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evening, which is marked by the blue bar. As shown, we can find out that in
the most cases, the value rated in the morning is higher than the value rated
in the evening, especially the value rated in the first week. To my knowledge,
the feelings of depressives are often worse in the morning than in the afternoon
or evening. The local variation of the FPC curve might be a sturdy evidence to
exposit this perspective.

Fig. 2. Dynamic change of the major emotional factor in long term. (Color figure
online)

3.2 Validity Test for the Personalized Objective Quantification
Model

For each patient, we build a personalized objective quantification model to objec-
tively assess the depressive mood status based on EEG features and FPC curve.
According to the steps for testing the effectiveness of the personalized objec-
tive quantification model, the data of EEG feature and FPC curve of previous
8 days (16 times) are used to train the personalized quantification model. After
inputting the rest of EEG features into the trained model, the expected quantita-
tive value of the major depressive mood status can be outputted. The correlation
analysis is adopted to calculate the correlation between the expected quantita-
tive value and the actual quantitative value (the rest data of FPC curve). Table 1
shows the correlation analysis result based on the data of EEG feature and FPC
curve of each patient. As shown in the table, TrS means the sample size of train-
ing data. TeS indicates the sample size of testing data. The correlation coefficient
(CC) and P-value are acquired by calculating the correlation. The absolute CC
values of 6 patients are above 0.7 and the P-values are below 0.05, which implies
that the expected quantitative values of the major depressive mood status have
a high correlation with the actual quantitative values. For each patient, the per-
sonalized quantified model based on the data of 8 days is able to quantify the
major depressive mood status comparatively accurate.
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Table 1. Correlation analysis result based on the data of EEG feature and FPC curve

Number TrS TeS CC P-value

1 16 14 0.7981 <0.01

2 16 10 0.7321 0.0161

3 16 10 –0.7480 0.0128

4 16 8 –0.8663 <0.01

5 16 12 –0.9598 <0.01

6 16 12 0.7564 <0.01

4 Discussion

The initial motivation of this paper was to find out some effective physiological
markers and use them as an assistant tool to assess and diagnose depression.
However, with the enhancement of the understanding about depression clinical
treatment, we realized that the combination of subjective treatment method and
objective quantification analysis method might improve the clinical effectiveness
of depression treatment. In order to get effective physiological features and build
an objective quantification model, the subjective treatment method is a good
reference to guide the feature selection. We are looking forward that the objective
quantification result for depression assessment based on the physiological feature
can achieve the same effectiveness with the assessing result rated by traditional
scale.

Based on the subjective rating data, we aims at using the POMS-BCN scale
to recognize the major emotional factor and achieve the daily change informa-
tion of the major emotional factor. Compare with the traditional scale usage,
this work is original because of the traditional scales always assess the specific
and single depressive symptom with a rough granularity. Based on the analy-
sis result of POMS-BCN scale, we can conclude that (1) depress is not the
major emotional factor for unipolar depressive, other negative emotions (ner-
vous, flurry, fatigue and angry) can also be the major emotional factor; (2) for
the unipolar depressive patient with mania symptom, the major emotional fac-
tor is energy, the subsidiary emotional factor is self-emotional relevant; (3) for
the bipolar depressive patient with mania symptom, the negative emotional fac-
tors are always along with the energy or the self-emotional factor; (4) compare
with the result of HAM-D17 or YMRS, the FPC curve is able to reflect the
overall variation tendency; (5) the local variation of the FPC curve shows that
the feelings of the depressives are often worse in the morning than in the after-
noon or evening. The conclusions depicted above are accordance with the clinical
experience of clinicians. The regression analysis based on RF is used to build
personalized quantification model and objectively assess the depressive mood
status. Our target is to make the effectiveness of assessing the depressive mood
status based on physiological data as well as the assessment effectiveness of the
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traditional scale data. The expected quantitative values outputted from the RF
regression model have a high correlation with the actual quantitative values. It
indicates that the personalized quantization model based on the data of 8 days
is able to quantify the major depressive mood status comparatively accurate.

However, there are some limitations in this study. For the POMS-BCN scale,
the scale is adapted from the POMS rating scale authored by Dr. Maurice Lorr
et al. in 1971. The rating method (from paper to electronic) and rating range of
each item are changed, and we did not test its reliability and validity. For the
portable EEG data, although the correlation result shows that the personalized
quantification model based on the data of 8 days is able to quantify the major
depressive mood status comparatively accurate, the small data sample size might
limit our ability to get a persuasive correlation result. In the future, not only
will the reliability and validity of the POMS-BCN scale be tested, but also the
sample size of portable EEG data and scale data is worthy to be increased.
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Abstract. Along with the popularization and rapid development of Internet,
there is a growing interest in the research to identify the trend of social events on
social media. Currently news could quickly spread on various social media (e.g.
Sina Weibo) with a limited time, which may trigger the severity of the events
that requires timely attention and responses from government. This paper pro-
poses to predict the trend of social events on Sina Weibo, which is the most
popular social media in China now. In this study, combining social psychology
and communication sciences, we extracted comprehensive and effective features
which may relate to the trend of social events on social media, and constructed
the trend prediction models using three classical regression algorithms. The real
social events data was used to verify the performance of our model, and the
outstanding performance with precision of 0.56 and an f-measure of 0.71
demonstrate the efficiency of our features and models.

Keywords: Social events � Social media � Trend prediction

1 Introduction

The importance of predicting the trend of social events is unarguable. A recent study
indicated that social media can capture vital information related to the events occurred
in the real world [13]. We assume that if there is a sudden and evident increase in the
amount of Weibo data related to an event, this event might be a significant event with
great possibility. Based on this premise, in order to figure out the developmental
mechanisms of social events, it is necessary to investigate the course of events on the
social media.

Microblogs, such as Twitter and Weibo, are experiencing an explosive level of
growth recently. Millions of worldwide microblog users broadcast their daily obser-
vations on an enormous variety of topics. The hot topics on Weibo could spread about
in a short time, or finally turn into severe social events. If we can forecast the tendency
of social events early and timely, it will be quite helpful for government to react
promptly and efficiently.
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This paper proposes to predict the trends of social events on social media. In order
to concurrently address all these technical challenges, we present a novel computational
approach that combines the strengths of machine learning (e.g., LASSO regression)
and theories of psychology and communication together. Based on social psychology
and communication research, we extracted unprecedented amount of comprehensive
and effective features which are relevant to the tendency of social events. Then we built
predicting models utilizing regression algorithms in machine learning. The results of
these experiments demonstrated the effectiveness of our proposed approaches.

2 Related Work

Currently, there are two main categories of research related to social events on
microblogging: (1) theoretical research in social psychology, and (2) computer science.

In social psychology, several theories have been developed to explain the spreading
of social events [3, 6, 12, 21]. Some of these theories provide clues on finding features
relevant to predicting trends of social events. From a psychological perspective, there
are two characteristics of collective action: the individual behaviors represents his
group; the action aims at improving the current situation of the group [3, 22, 23]. Based
on these two characteristics, events on social media can be treated as typical collective
action, which involves a few theories of social psychology such as relative deprivation,
group identity and group-based anger [18, 19]. Relative deprivation theory states that
people will be motivated to undertake action if they recognize an unfavorable dis-
crepancy between the expected group status and the real status [7]. In addition, social
identity theory states that decisions to participate in social events are partly determined
by perceptions of the in-group [18]. It has been proved that group-based anger has
effects on collective action tendencies [20].

There are some research on prediction trends based on the data from the Internet. Khan
[14] predicted a stock trend by mining news articles, and the accuracy was 70% by using
KNN classifier. Achrekar et al. [1] introduced a data collection framework which pre-
dicted flu trends on social networks. Tung and Lu [17] proposed an event-driven warning
model for predicting the depression tendency in web posts. Some research have been
conducted on predicting the trends of social events on socialmedia. Agarwal et al. [2] used
the directed links of “following” on twitter to determine the flow of information and
indicate each user’s influence on others. They proposed certain features that could be used
to classify “trends” and “non-trends” in earlier stages. Zhou et al. [26] analyzed the
process of topic discussion according to three main factors (individual interest, group
behavior, and time lapse). They assumed that the larger number of users presently
involved in the discussion, meant the increased possibility of users participating in the
discussion the next time. The longer the interval between present and peak time is, the less
possibility that users participate in the discussion.Kwak et al. [16] tracked some hot topics
on Twitter for nearly four months, and they found the temporal variation tendency of
involved user’s behaviors, active period and the number of relevant tweets posted. Zhao
et al. [25] designed a new query expansion method to expand both keywords and key
tweets by considering both semantic and social network relationships, and used the
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burstiness of key tweets to predict civil unrest events. Zhou et al. [28] predicting the trends
of social events of 2015 on Sina Weibo.

Although there are some research about the tendency of events, most of them focus
on theoretical issues. Some computer scientists paid more attention to improve per-
formance of algorithms, and since they ignore the influential factors, the algorithms do
not work very well [21].

This paper proposes more comprehensive features for predicting the trends of social
events on social media. According to the current theories, following features were
extracted from microblogs: the scale of events, emotional words, dynamic words, and
opinion leaders. Additionally, our method was extensively evaluated on Sina Micro-
blog data covering 69 social events with precision of 0.56 and an f-measure of 0.71.
The prediction results of our method based on 5-fold cross-validation demonstrated our
model’s effectiveness.

3 Method

3.1 Feature Extraction

According to the theories and existing studies we have mentioned above, several types
of features could be extracted from microblogs. Based on the social psychology the-
ories (such as collective unconscious, contagion and conformity), the scale of event is
an important factor in identifying whether an individual is willing to participate or not
[8, 11]. As defined above, the emotional words should be considered as important
features as well. We utilized Chinese affective lexicon proposed by Professor Lin of
Dalian University of Technology to identify emotional words, which was based on the
six sentiment categories proposed by Ekman [5, 24].

The number of microblogs containing predefined keywords was considered as an
effective feature for our models. However, the language used in microblogs is highly
dynamic and unstructured, which makes these fixed keywords to have only limited
effect since they may not capture the fast-evolving expressions in Microblog. To handle
the heterogeneity and dynamic challenge of microblogging data, DQE (Dynamic Query
Expansion) dynamically generates a set of event-related key terms via a heterogeneous
information network [25]. The key terms are exhaustively extracted and then weighted
appropriately based on DQE’s iterative process. This method has previously been
applied in Sina Microblog for preliminary research, and it worked very well [27].
Specifically, the results of DQE include expansion microblogs (the number of micro-
blogs which contain dynamic keywords) and emotional words (the number of emo-
tional words contained in expansion microblogs).

According to opinion leader theory, opinion leaders’ participation may make an
event more serious. Influential users on Sina Microblog are usually verified, so we took
the number of verified users that participated in events as one kind of features.
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3.2 Feature Selection

To select the most effective feature set in our method, the above operations are utilized
via an iterative feature selection algorithm, as shown in Algorithm 1. The details of the
algorithm implementation are described as follows.

Given a feature set F which contains k features, denote YðFÞ as the F-measure of
the model using F as the predictor variables. The best F-measure Ybest is initialized as
YðFÞ. The original feature set can be used to initialize effective subset S. At each
iteration, one feature in S is eliminated, so the number of features in Stemp is k� r in the
r iteration. If YðStempÞ > Ybest, it means Stemp is more effective than S, and S should be
replaced by Stemp. If YðStempÞ < Ybest, it means S is the most effective feature set, then
the iterations will be terminated.

Algorithm 1 Feature Selection.
Input: Original feature F = 
Output: Effective subset S;
Initialization: Set S = F; = ; 
1: while b = 1 do
2:     b = 0;
3:     for s S do
4:  = S-s; 
5:         if > then
6: = ; 
7:             S = ; 
8:             b = 1;
9:         end if
10:     end for
11: end while

In order to improve prediction accuracy, we utilized backward elimination algo-
rithm to remove redundant features [15].

First, for the original feature set, we eliminated one feature at a time in each
iteration to produce a subset of features from all the features. Then we used the
evaluation function to evaluate the feature subset and compared the evaluation result
with stopping criterion. If the performance meets the stopping criterion, the iteration
stops and the corresponding feature subset would be taken as the result of feature
selection. Otherwise, another feature would be eliminated, and the new iteration con-
tinued. The general process of feature selection is depicted in Fig. 1.

3.3 Regression Methods

We constructed the prediction model based on three classical regression algorithms:
linear regression, lasso regression, and ridge regression. Linear regression is an
approach for modeling the relationship between a scalar dependent variable y and one
or more explanatory variables (or independent variables) denoted X. LASSO (Least
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Absolute Shrinkage and Selection Operator) is a regression method based on mini-
mizing the sum of the squares of error [9]. By means of least square method, unknown
data can be easily obtained and minimize the sum of the squares of the error between
real data and calculated data. LASSO is formulated as Eq. (1):

argmin q1Dt þ q2Dt;2 þ � � � þ qkþ 1Dt;k � Yt
�
�

�
�
2
2 þ q ql

�
�

�
�
1 ð1Þ

In which, q is the regularization parameter to prevent overfitting, and qlðl 2 1; k½ �Þ
is coefficient of regression.

Ridge regression uses least squares but shrinks the estimated coefficients towards
zero [10]. This introduces some bias, but can greatly reduce the variance, resulting in a
better mean-squared error. It performs particularly well when there is a subset of true
coefficients that are small or even zero.

Elastic Net is the combination of ridge regression and lasso regularization [4]. It is a
regularized regression method that linearly combines the L1 and L2 penalties of the
lasso and ridge methods. Like lasso, elastic net can generate reduced models by gen-
erating zero-valued coefficients.

4 Experiment

4.1 Dataset and Labels

69 social events (46 in 2014, 23 in 2015) were selected from events list provided by
People’s Daily Online (http://yuqing.people.com.cn/GB/210114/) and Xinhua (http://
www.xinhuanet.com/yuqing/index.htm). After thorough examination of these events,
we summarized some keywords or hashtags for each one. The number of microblogs
containing corresponding keywords were treated as outcome variables [13]. For each
event, we collected one million users’ microblogs posted from the day of the event.

In the case that the microblogs associated with certain sensitive events may be
deleted by official organizations or users, the number of microblogs of some events
were just few. In order to reduce invalid data, the events with the number of microblogs
less than 100 were removed, and the final number of valid events was 51. For all the

Fig. 1. The process of feature selection.

Social Events Forecasting in Microblogging 239

http://yuqing.people.com.cn/GB/210114/
http://www.xinhuanet.com/yuqing/index.htm
http://www.xinhuanet.com/yuqing/index.htm


events, the data was taken as a sample. In this way, 255 samples (51 � 5) was obtained
in total. But since some events did not last as long as five days, the number of related
microblogs on the third or fourth day could have been lower. Obviously, the tendency
of events couldn’t be predicated based on insufficient number of data points, thus some
data were removed as invalid samples, leaving us with final number of samples 186.

4.2 Performance

In practical application, people always pay more attention to whether the social event
will develop into a big one. We analyzed the events in “annual public opinion”
released by People’s Daily online and found that there were more than one thousand
microblogs (within 1 million active users’ microblogs collected) related to each event.
So we defined an event as a big one when the number of correlated microblogs is more
than one thousand.

The events in 2014 were considered as training set. After collecting valid data, the
features we mentioned above could be extracted from the data. In order to improve the
effect of the model, irrelevant and redundant features should be removed by using
backward elimination algorithm introduced before. By comparing the prediction results
of three kinds of regression methods based on 5-fold cross-validation, lasso regression
performed better with the precision 0.78 and the recall 0.88 (Table 1). We measure the
mean absolute error and correlation coefficient between the prediction and true volume.
A correlation of 0.68 and a mean absolute error of 0.42, achieved in the regression
model, shows that our linear model serves as a good approximate to the actual model.

This predictive model was used to apply to the events in 2015, and achieved a
precision of 0.33, a recall of 0.43. Considering the negative influence could be caused
by the interval between training set (events in 2014) and testing set (events in 2015),
samples in 2015 is sorted in chronological order as 135–186 based on the 134 samples
of 2014, sequenced as 1–134. By taking 10 as the sliding window length, the first ten
samples of 2015 (135–144) was predicted by the samples of 2014 (1–134), and the
prediction of eleventh to twentieth samples of 2015 (145–154) was by using the
common training model of the samples in 2014 together with the first ten samples
(1–144) in 2015. By this analogy, the results are shown as Table 2.

Figure 2 showed that the model achieved better effect with the increasing data of
training set despite a slight decrease in the fifth test, and performed well prediction
validity based on 0.71 f-measure, which illustrates the necessity to update the pre-
diction model in time. In practice application, it’s best to add the date of recent social
events into the training set from time to time, to ensure a more accurate prediction in
the future.

Table 1. Performance comparison among three regression methods.

Method Precision Recall F-measure

Lasso 0.78 0.88 0.82
Ridge regression 0.73 0.85 0.79
Elastic net 0.66 0.77 0.71
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5 Conclusion

This paper is with distinctive feature by adopting the interdisciplinary research to
combine psychology, informatics and sociology together, making a thorough study into
the theory and method of the development tendency of social events. Under the
background of big data, we innovatively put forward predicting the tendency of social
events based on social-network data. Through batch downloading the user data, we
achieve a real-time monitoring on the movement of public opinion and are able to make
a prediction.

We first gain theoretical support through investigation on the research relevant to
network events. Based on the solid theoretical foundation, this paper takes a series of
more complete factors in order to predict the tendency of social events in Microblogging.
Then we construct a platform to collect, store and calculate the big data, and downloaded
active users’ digital records utilizingAPIs of SinaWeibo and collected actual events from
People’s Daily Online and Xinhua. Finally, using machine learning to acquire the pre-
dicting models,we built a model for predicting tendency of events based on selected

Table 2. The application results of the predictive model.

Train Pred Precision Recall F-measure

1–134 135–186 0.33 0.43 0.38
1–134 135–144 0.4 0.4 0.4
1–144 145–154 0.5 0.5 0.5
1–154 155–164 0.5 1 0.67
1–164 165–174 0.4 1 0.57
1–174 175–186 0.56 1 0.71
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Fig. 2. The application results of the predictive model.
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features, which achieved a precision of 0.56 and an f-measure of 0.71. The results
demonstrated that the features we obtained not only backed by theoretical basis, but also
proved to be effective, which are of practical application value in predicting the tendency
of events on Microblog.

Events tendency forecasting is of great significance in the early stage of the hap-
pening of Internet social events, while also a demanding and challenging work. Though
certain achievement has been made, there are still limitations to this project. (a) Only
the data of Sina Weibo has been used for research, despite the popularity of which in
China, given a large deviations in the types of social media could bring more effec-
tiveness to the result. (b) Factors will cause critical influence on the social events
tendency may be out of consideration. (c) There may be more efficient algorithms
rather than regression methods we currently used for building the prediction model to
promote the accuracy of the result.

In future research we will first set up a warning system of Internet social events
based on the existing theoretical framework, and then appropriately handle the after-
math of the events and bring enlightment to the significant role of ideological and
moral education in the process. An automated prediction system will be accomplished
in the future, and evaluated by its timeliness. An ideal warning system should offers a
quick judgment and prediction on the social risk with timely feedback to the related
department, leaving enough time for controlling, and preventing the crisis from
occurring in the first place.
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Abstract. Depression has become a disease, which may threaten millions of
families’ well-being. The current method of screening depression is subjective,
labor-consuming and costly. Study on Electroencephalogram (EEG) has become
a new direction to explore an objective, low-cost and accurate method to detect
depression. In this paper, three-electrode EEG data of 158 subjects (90 depressed
and 68 normal control) in resting state, and under audio stimulation (positive and
negative) were collected and processed. After feature selection using Sequential
Floating Forward Selection (SFFS), four popular classification methods were
applied and classification accuracies were verified using 10-fold cross validation.
Results have shown the accuracy of classification will be improved when male
and female are classified separately. The highest accuracy of male and female
classification are 91.98%, 79.76%, respectively, compare to 77.43% when the
classification is processed as gender-free. The effective depressive features of
male and female are also different, which may be caused by the differences of
brain structure. This research suggests a possible pervasive method of depression
classification for future clinical application.

Keywords: Depression � EEG � Pervasive � Health care

1 Introduction

Depression is a common mental disorder. At present, more than 300 million people
have been suffering from depression worldwide [1]. Depression has brought great
losses not only to individuals but also the society as a whole. However, depression
could not be diagnosed using physiological data, such as blood pressure or body
temperature. Current methods are scales-based interviews, which are carried out by
psychiatrists. The whole process is labor-consuming and costly, and results are highly
depended on psychiatrists’ subjective experience. Therefore, recent studies are trying to
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use Electroencephalogram (EEG) as a tool to explore a more objective, low-cost and
accurate method to detect depression. After all, EEGs are ubiquitous bioelectrical
signals, which don’t subject to human subjective controls [2]. Recent studies have
shown that men and women have significant differences in the brain structure, mental
state, and cognitive methods [3]. And depressed patients have shown significant dif-
ferences in relative convergences of EEGs of intra-left temporal and front-left temporal
lobes at delta band between male and female depression patients [4]. Thus in this paper,
we are trying to analyze and compare the results of depression classification of EEG
data in different gender groups in resting state, and under audio stimulation (both
positive and negative) using 64 different linear and nonlinear features, in order to
explore the possibility to distinguish depressed patients with normal controls by valid
EEG characteristics.

2 Related Work

The EEG signal can be divided into five bands according to the frequency, which are
Delta wave (<4 Hz), Theta wave (4–8 Hz), Alpha wave (8–14 Hz), Beta wave
(14–30 Hz), Gamma wave (30–50 Hz) [5]. In the EEG signal processing and analysis
aspects, the main research methods include nonlinear dynamic analysis and frequency
domain analysis, which includes frequency estimation and classical power spectrum
estimation [6]. At present, the related researches on EEG mainly focus on three aspects:
the absolute power and relative power of each band, the asymmetry of power spectrum
between the hemispheres of the brain, and the correlation between each EEG signals.
Knott analyzed power spectrum of EEG data of male depressive patients and normal
controls in 2001. It was found that the relative power values of all brain regions of the
depressive patients were significantly larger than those of normal subjects, and the Beta
absolute power values in the front of the bilateral brain regions are significantly greater
than those in normal subjects [7]. Pollock found that depressed patients have greater
Alpha and Beta band power spectrum than normal in 1990 [8]. Lznak found that the
slow wave of EEG signal will be increased and the fast wave will be weakened with the
relief of depressive symptoms [9]. In addition to frequency domain analysis, many
researchers have begun attempting to analyze EEG signals of depressive patients with
nonlinear dynamics. Bachmann calculated fractal dimension directly in the time
domain with nonlinear Higuchi’s Fractal Dimension (HFD) method and detected a
small (3%) increase in depression patients, which was significantly different in each
lead. It indicated that the nonlinear features of EEG signal based on the chaotic theory
had a rising trend in depression patient [10].

Some studies had shown that there were some difference in brain structure between
male and female. Miller found that women with childhood depression had higher right
mid-frontal alpha suppression, and men with childhood depression had higher left
mid-frontal alpha suppression, relative to comparison subjects. At all scalp sites, women
showed greater alpha power than men [11]. Davidson’s results revealed significantly
greater relative right-hemisphere activation during emotion versus non-emotion trials
only in females; males showed no significant task-dependent shifts in asymmetry
between conditions [12]. Trotman’s experiment suggested a sex-related difference in the

Study on Depression Classification Based on Electroencephalography Data 245



degree of lateralization of hemispheric function, with males having a more strict seg-
regation of function [13].

3 Experiment Analysis

3.1 Experiment Design

In this paper, EEG data was collected by three-electrode EEG collector (Fig. 1), which
was developed by Ubiquitous Awareness and Intelligent Solutions Lab (UAIS). Based
on the international 10–20 standard [14], Fp1 and Fp2 electrode were selected as these
electrodes were closely related with brain emotions and covered with no hair [15]. In
the process of data collection, the semi-wet electrode was used, due to its low cost and
easy to apply, unlike the traditional wet electrodes, which normally require a profes-
sional technician to setup up (Fig. 1).

3.2 EEG Data Collection

In this paper, three-electrode EEG data of 158 subjects in resting state, and under audio
stimulation (both positive and negative) were collected (34 cases of male healthy
individuals, 40 cases of male depressed patients, 34 cases of female healthy individuals
and 50 cases of female patients with depression). Screened by using the Mini Inter-
national Neuropsychiatric Interview (MINI) [16], the MINI scores of each depressed
patient who was selected to experiment was in line with the American Diagnostic
Classification of Diseases (DSM-IV) [17] Depression Diagnostic Criteria, and their
PHQ-9 [18] score which was the depression module of the Patient Health Question-
naire (PHQ) was greater than or equal to 5 points.

The experiment was conducted in an indoor environment which was quiet, well
ventilated, with no light exposure, and with no strong electromagnetic interference. The
subjects were asked to be quietly eyes closed and try to remain relaxed, taking effect to

Fig. 1. Three-electrode EEG collector
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make the interference, such as Electrooculogram (EOG) and Electromyography
(EMG) to a minimum [19].

The resting state EEG was taken when subjects were asked to be relaxed with eyes
closed and 60 s were recorded including 15,000 sample points. Two audio stimuli
(positive and negative) were selected from the International Affective Digital Sounds
(IADS) [20, 21]. Each piece of audio stimulation played for 6 s, which includes 1500
sample points, and followed by 6 s rest. Then, a total of 24 s of EEG data under audio
stimulation were collected.

4 Methodology

The EEG data were preprocessed and features extracted to get a feature matrix. Then,
Sequential Floating Forward Selection (SFFS) algorithm [22] was used to select most
effective feature subsets and four popular classification methods including Support
Vector Machine (SVM) [23], K-Nearest Neighbor (KNN) [24], Artificial Neural
Networks (ANN) [25, 26], Decision Tree (DT) [27] were applied and classification
accuracies were verified using 10-fold cross validation [28].

4.1 Data Preprocessing and Feature Extraction

The band-pass filter was firstly used to remove interference noises, such as EMG, ECG
and from close by hydro power lines. Then the method based on wavelet transform
which was proposed by Peng and others in 2011 [29] was used to remove the EOG.
Thus more pure EEG data was prepared.

Table 1. Features used in FP1 and FP2

Features list

1 Theta absolute power 17 Gamma relative power
2 Theta relative power 18 Gamma absolute center frequency
3 Theta absolute center frequency 19 Gamma relative center frequency
4 Theta relative center frequency 20 Gamma power spectrum entropy
5 Theta power spectrum entropy 21 Full band absolute power
6 Alpha absolute power 22 Full band relative power
7 Alpha relative power 23 Peak-to-peak
8 Alpha absolute center frequency 24 Variance
9 Alpha relative center frequency 25 Hjorth activity
10 Alpha power spectrum entropy 26 Inclination
11 Beta absolute power 27 Kurtosis
12 Beta relative power 28 C0 complexity
13 Beta absolute center frequency 29 Correlation integrals
14 Beta relative center frequency 30 Power spectrum entropy
15 Beta power spectrum entropy 31 Shannon entropy
16 Gamma absolute power 32 Kolmgolov entropy
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A variety of linear and nonlinear features of EEG data were extracted using modern
power spectrum estimation, and a total of 64-dimensional data feature matrix was
established. The features used in this paper are shown in Table 1. Thus 32 features for
each electrode-site were extracted and a 64-dimensional feature matrix was constructed.

4.2 Feature Selection and Classification

SFFS algorithm was firstly used as the core algorithm of feature selection. Then four
classifiers (SVM, KNN, ANN, and DT) were applied. Afterward, 10-fold cross vali-
dation was used to verify the accuracy. Finally, highest accuracy model and most
effective feature subset were obtained by comparison.

Figure 2 shows the flow of feature selection and classification. In this paper, the
SFFS algorithm was used to search the feature matrix from the empty set, construct the
feature subset, and then the feature subset was used to classify the data by SVM, KNN,
ANN, and DT. The classifier returns the obtained classification result to the SFFS
algorithm until the classification accuracy is no longer rise.

Thus, the selected feature subset is a most effective depression feature selected by
the corresponding classifier, and the classification accuracy is the best classification
result obtained by this classifier. Finally, the classification results of four classifiers are
compared, and the results of the classifier with the highest classification accuracy are
selected as the final experimental results.

5 Results and Discussion

5.1 Results of Depression Classification Accuracy

KNN perform the best on the EEGData when processed gender-free. As shown in Fig. 3,
the classification accuracy of KNNwas 76.83%, 71.07% and 77.43% in the resting state,
under positive audio stimulation and under negative audio stimulation, respectively.

Fig. 2. Flow chart of feature selection and classification
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ANN perform the best on the male subject EEG Data. As shown in Fig. 4, the
classification accuracy of ANN was 91.98%, 71.62% and 79.23% in the resting state,
under positive audio stimulation and under negative audio stimulation, respectively.

KNN perform the best on the female subject EEG Data. As shown in Fig. 5, in the
resting state, KNN got the highest accuracy, 79.12%. Under the audio stimulation,
ANN got the highest accuracy (positive 78.57%, negative 79.76%).

As shown in Table 2, for male, female and gender-free, the accuracy of the highest
classification of depression in resting state, under positive audio stimulation, and
negative audio stimulation was compared.

The results showed the accuracy of depression classification increases when male
and female are processed separately, and the accuracy of classification would be
increased under negative audio stimulation and decreased under positive audio stim-
ulation. Matter of fact, the accuracy of classification was the lowest when under pos-
itive audio stimulation, regardless whether gender is considered. This was consistent

Fig. 3. The depression classification accuracy of male subjects

Fig. 4. The depression classification accuracy of female subjects
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with the theory that depression patients look at themselves and the surrounding envi-
ronment was pessimistic, which proposed by Beck’s study [30].

In male case, the depression classification accuracy in resting state was 91.98%
which was higher than under audio stimulation (positive 71.62%, negative 79.23%). In
female case, the depression classification accuracy under negative audio stimulation
was 79.76% which was highest, but it was only a bit better than the accuracy of the
other two cases (resting state 79.12%, positive stimulation 78.57%). Compared to
77.43% when classification was processed as gender-free, the accuracy rate of male
classification would be greatly improved and the accuracy of female classification
would be slightly improved when male and female were classified as depression
separately. As the specific differences between the current male and female brain work
had not yet been clarified, the specific causes of this difference in the results need
further study.

5.2 Results of Feature Selection

SFFS algorithm founded the effective feature subset for each experiment. The effective
feature subset was different from male to female, and it was also different from in
resting state to under audio stimulation. As shown in Table 3, for male in resting state,
the most effective feature subset was Gamma relative center frequency at Fp2, Theta
relative center frequency and Beta absolute power at Fp1, but for female under negative
audio stimulation, the most effective feature subset was Theta absolute power and Beta

Fig. 5. The gender-free classification accuracy of depression

Table 2. Classification accuracy comparison

Subjects Resting state Positive stimulation Negative stimulation

Male 91.98% 71.62% 79.23%
Female 79.12% 78.57% 79.76%
Gender-free 76.83% 71.07% 77.43%
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absolute center frequency at Fp1. This may be due to the different brain structure of
male and female, and man and women were also reflected different in same external
stimulation.

To explore the difference of EEG features between depressive patients and normal
controls, the value of the most effective feature subset was calculated for male and
female separately. As shown in Table 3. For male in resting state, the relative fre-
quency of Gamma wave at Fp2 electrode of depressive patients was 9.52% higher than
that in normal controls, and the absolute power of the Beta wave at Fp1 electrode was
12.67% higher, but the relative center frequency of Theta at Fp1 electrode was 12.57%
lower. For female under negative audio stimulation, the absolute power of Theta wave
at Fp1 electrode of depressive patients was 18.75% higher than that in normal controls,
but the absolute center frequency of Beta at Fp1 electrode was 1.96% lower. Thus, the
depressive features of both male and female were significantly varied in different states,
so it was better for people of different gender to do depression diagnosis with different
features-based models.

6 Conclusion

Based on the study of the classification of depression in different sex groups, the
necessity of classification of depression based on EEG data in different sex groups was
expounded, which provides a new idea for the study of depression based on EEG data.
For male: the best condition is in resting state. The most effective feature subset was
Gamma relative center frequency at Fp2, Theta relative center frequency and Beta
absolute power at Fp1. The highest classification accuracy was 91.98% compared to
77.43% when classification was processed as gender-free, and the accuracy increased
by 14.55%. For female: the best condition is under negative audio stimulation. The
most effective feature subset was Theta absolute power and Beta absolute center fre-
quency at Fp1. The highest classification accuracy was 79.76% compared to 77.43%
when classification was processed as gender-free, and the accuracy increased by 2.33%.
The effective depressive features of male and female are also different, which may be
caused by the differences of brain structure. This research suggests a possible pervasive
method of depression classification for future clinical application.

Table 3. Feature selection results and the differences of EEG features between depressive
patients and normal controls

Feature selection results Normal
controls

Depressive
patients

Difference
rate

Male in resting state:
Fp1: Theta relative center frequency 10.58 9.25 –12.57%
Fp1: Beta absolute power 1.38 1.58 12.67%
Fp2: Gamma relative center frequency 21.53 23.58 9.52%
Female under negative audio stimulation:
Fp1: Theta absolute power 35.46 42.11 18.75%
Fp1: Beta absolute center frequency 19.86 19.47 –1.96%
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Abstract. Microstructural changes of corticospinal tract (CST) correlate with
motor performance in ischemic stroke patients. However, the findings about
CST structural alteration after stroke varied due to different lesion sites, recovery
degree and different disrupted pathways. Basal ganglia (BG) plays an important
role in motor control and execution. Despite the intimate anatomical relation
between BG and CST, the impact of BG stroke lesion on CST integrity and its
association with motor performance remains unclear. In this study, we recruited
10 stroke patients with lesion specifically in BG area and investigate the CST
structural alteration 1–3 months post stroke using diffusion tensor imaging
(DTI) methodology. The bilateral cerebral peduncle (CP), posterior limb of
internal capsule (PLIC) and superior cornal radiation (sCR) areas were inves-
tigated and the regional DTI parameters were calculated. Our results showed a
significant decline of ipsileional FA in CP, PLIC and sCR, which is in corre-
lation with patient’s concurrent Fugl-Meyer index (FMI) score. Moreover, the
lateralization of FA in CP and PLIC negatively correlated with FMI. Our work
showed that the CST structural alteration associated with motor function of BG
stroke patients within subacute stage. The FA value and its lateralization served
as informative markers for motor performance evaluation.

Keywords: Basal ganglia � Diffusion tensor imaging � Corticospinal tract �
Motor performance � Stroke

1 Introduction

As a major neuronal pathway of the brain, corticospinal tract (CST) mediates voluntary
fine movements. Fibers of CST originate from primary motor and premotor cortex, pass
through corona radiata (CR), internal capsule (IC), and cerebral peduncle (CP), and
reach to the brainstem area axially [1]. Microstructural changes of CST have been
shown correlated with motor damage in ischemic stroke patients through a variety of
diffusion imaging (DTI) studies [2–5].

Schaechter et al. [3] found positive correlation between fractional anisotropy (FA)
value of bilateral CST and motor score in chronic stroke patients. Lindenberg et al. [4]
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found that the stroke patient motor performance was related to ipsilesional FA and radial
diffusion (RD) value. Moreover, the patients with middle cerebral artery stroke showed
lower FA in the ipsilesional CR and posterior limb of internal capsule (PLIC) 30 days after
stroke onset [6]. However, the findings about CST structural alteration after stroke varied
due to different lesion sites, recovery degree and different disrupted pathways [5, 7, 8].

Basal ganglia (BG) is composed of three major nuclei: caudate nucleus, lenticular
nucleus including putamen and globus pallidus, and the amygdala. It plays an important
role in motor control and execution [9]. Descending fibers of CST pass through the head
and body of caudate nucleus, and the PLIC area is surrounded by thalamus and caudate
nucleus, as a major part of CST with high density of fibers [10, 11]. Despite the intimate
relation between BG and CST, the impact of BG stroke lesion on CST integrity and its
association with motor performance remains unclear.

In this study, we recruited the BG stroke patients and investigated the CST
structural alteration within subacute stage, i.e. 1–3 months, after stroke onset using DTI
methodology. Specifically, we select superior corona radiata (sCR), PLIC and CP as
three regions of interest (ROIs) to study their relation with patients’ motor performance.

2 Method and Subjects

2.1 Patients

Ten patients with stroke in BG and surrounding area were recruited from Shanghai
Renji Hospital, Shanghai, China. All of them were provided the written informed
consent approval by the ethics committee of Renji Hospital. All patients suffered from
unilateral lesion. All subjects were scanned 1–3 months after stroke onset and showed
motor deficits during scanning. The demographical and clinical characteristics of stroke
patients were summarized in Table 1.

Table 1. Demographic information, lesion information, and motor scores of all patients

Patient ID Gender Age(year) Lesion hemisphere Lesion site FMI

1 M 55 R BG 25
2 F 71 R BG, CS 45
3 M 58 R BG, CS 100
4 F 67 R BG, CS 5
5 F 56 R BG 43
6 F 66 R BG 23
7 M 42 L BG 98
8 M 64 L BG, CS 95
9 M 59 L BG, CS 77
10 F 47 L BG 27

Abbreviation: M: male, F: female; R: right cortex, L: left cortex;
CS: Centrum semiovale.
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2.2 Image Acquisition

DTI data were acquired on a Philips Achieva 3.0T MRI scanner (Philips Medical Sys-
tems, Best, The Netherlands) using a single shot echo planar imaging sequence. The
scanning parameters are as follows: 16 gradient directions with b = 800 s/mm2, 1
non-diffusion image (b = 0 s/mm2), repetition time (TR) = 6.92 s, echo time (TE) =
77 ms, slice thickness = 3 mm, slice spacing = 3 mm, Flip angle = 90o, acquisition
matrix = 256 � 256, field of view = 256 � 256 mm2. Figure 1 shows the main CST
pathway along the axial direction.

2.3 Motor Evaluation

Motor function was evaluated and measured quantitatively by Fugl-Meyer index
(FMI). FMI has been applied widely in clinical examination for quantitative motor
impairment in stroke. The score ranges from 0 to a maximal value of 100, in which the
higher score reflects the better motor function [12]. For each patient, the FMI score was
obtained before MR scanning.

2.4 Image Process

After converting raw DICOM data to NIFTI form using the software dcn2nii [13], the
DTI data were processed using FMRIB Software Library (FSL 4.1, Oxford, UK) [14]
with the following steps: (1) the diffusion-weighted images of each subject were regis-
tered to the corresponding b0 image for eddy current correction using FMRIB’s Diffusion
Toolbox (FDT); (2) a binary mask was extracted to remove non-brain matter using Brain
Extraction Tool (BET) [14]; (3) FA and the diffusion tensor eigenvalues of each voxel
(k1, k2 and k3) were calculated by a linear least-square fitting algorithm [15]. We also
calculated axial diffusion (AD), RD, and mean diffusion (MD) based on the following
equations:

AD ¼ k1 ð1Þ

RD ¼ k2þ k3ð Þ=2 ð2Þ

MD ¼ k1þ k2þ k3ð Þ=3; ð3Þ

Fig. 1. Multislice presentation of CST pathway along the axial direction (red: CP, blue: PLIC,
green: sCR) (Color figure online)
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(4) All the DTI maps were registered to FMRIB58_FA_1mm [14] so that they
could be compared in the same space; (5) Six ROIs, e.g. CP, PLIC and sCR of bilateral
hemispheres, were exacted using the atlas from JHU-ICBM-labels-1mm.nii.gz [14] and
the averaged DTI parameters were calculated as an average within these ROIs.
Moreover, the laterality index (LI) of the parameters were calculated as follows:

LIFA ¼
X

FACH �
X

FAIH

� �
=

X
FACH þ

X
FAIH

� �
; ð4Þ

where CH denotes the contralesional hemisphere and IH denotes the ipsilesional
hemisphere.

2.5 Statistical Analysis

For group-level analysis, the data of subject with left hemispheric lesion were flipped
along the mid sagittal plane. The statistical analysis was conducted using
paired-samples t-test with IBM SPSS 20 (SPSS Inc, Chicago, USA). The correlation
between FMI and DTI parameters was evaluated using Pearson correlation analysis for
all ROIs. The significant level was set at p < 0.05 (two tailed test).
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Fig. 2. Comparison of all DTI parameters between contralesional and ipsilesional hemisphere
(**: p < 0.01.)
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3 Results

In this study, six regions were segmented from the CST as the most affected areas after
BG stroke. The FA, AD, RD, and MD values obtained from these areas were compared
between contralesional and ispilesional hemispheres. The association of white matter
integrity with FMI was examined to show the clinical relevance of DTI parameters.

Firstly, when comparing all DTI parameters in six ROIs, it is shown that FA of
non-affected hemisphere was consistently higher than that of lesion side in all ROIs.
However, other parameters (AD, RD and MD) did not show significant difference
between hemispheres, as displayed in Fig. 2. Moreover, the FA of ipsilensional CP
(r = 0.7214, p = 0.0179), PLIC (r = 0.8810, p = 0.0008) and sCR (r = 0.6789,
p = 0.0309) was significantly correlated with FMI, respectively. The higher the
ipsilesional FA value is, the better motor function the patients have (Fig. 3A). Finally,
the correlation of FMI and LI of all DTI parameters were investigated. Interestingly, a
negative correlation pattern was founded between FMI and LI of FA in CP (r = 0.7461,
p = 0.0132) and PLIC (r = 0.8836, p = 0.0010) significantly (Fig. 3B). Yet for all
other DTI parameters, no significant correlation with FMI was observed.

4 Discussion

This study investigated the CST structural alteration due to BG stroke at the subacute
stage after stroke onset. Patients with lesion constrained in BG area were recruited in
the study to investigate the changes of CST white matter integrity after BG lesion. Our
results showed a significant decline of ipsileional FA in CP, PLIC and sCR at 1–3
months after BG stroke onset. Moreover, FAs of all three ROIs in affected hemisphere
as well as the LI of FA in CP and PLIC were correlated with patient’s’ concurrent FMI
score, indicating their roles in motor performance evaluation.
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Fig. 3. (A) Significant correlations between FMI and FA of ipsiletional CST ROIs (CP, PLIC,
sCR) were founded; (B) Correlation between FMI and LIFA of CP, PLIC and sCR. (*: p < 0.05,
**: p < 0.01.)
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Previous studies showed that the lesion location is one of the critical factors con-
tributing to motor performance deterioration [5, 16]. In patients suffering from middle
cerebral artery stroke, lower FA in the ipsilesional CR and PLIC were found at 30 days
after stroke onset. In addition, PLIC at acute stroke stage was related to poor motor
outcome at chronic stage [5]. Koyama et al. [17] performed DTI study in subcortical
hemorrhage patients within 1 month after stroke and found neural degeneration in CP,
PLIC and CR. They also found that FA in CP correlated with motor performance. Yu
et al. [18] investigated patients with BG lesion at 1–3 months after stroke and found
both reconstructed CST fiber and CP had lower FA in ipsilesional side compared to the
contralesional one. A DTI-fMRI study on chronic stroke patients quantifies structural
integrity of the CST by the number of fibers passing through the reconstructed CST.
The results showed that less fiber bundles passed through CST within the CP area
compared with normal subjects [2].

FA lateralization index served as a predictive marker of motor recovery. The
parameters applied included FA ratio (FAIH /FACH), DFA (FACH –FAIH) and LIFA in
longitudinal stroke research for motor recovery prediction. Liu et al. [8] found that both
FA and FA ratio of ischemic stroke patients within 2 weeks post onset were positively
correlated with the patients’ motor performance, in consistency with our results.
Groisser et al. [19] found in ischemic stroke patients suffering from middle cerebral
artery infarction a reduced FA of CST at 1–2 months after stroke and that the DFA of
CST at subacute stage was predictive for future motor functions of the upper limb.

In conclusion, our work showed that the CST structural alteration was closely
related to motor function of BG stroke patients. The results indicate FA value obtained
using DTI served as an informative marker for motor performance evaluation within
subacute stage of stroke.
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Abstract. Detecting depression in speech is a hot topic in recent years. Some
inconsistent results in previous researches imply a few important influence
factors are ignored. In this paper, we investigated a sample of 184 subjects (108
females, 76 males) to examine the influence of speaking style and emotional
valence on depression detection. First, classification accuracy was used to
measure the influence of these two factors. Then, two-way analysis of variance
was employed to determine interactive acoustical features. Finally, normalized
features by subtracting got higher classification accuracies. Results show that
both speaking style and emotional valence are important factors. Spontaneous
speech is better than automatic speech and neutral is the best choice among three
emotional valences in depression detection. Normalized features improve the
detection performance.

Keywords: Speech � Depression � Speaking style � Emotional valence

1 Introduction

Depression is a common mental disease, which is characterized as prominent and per-
sistent low mood, decreasing interest, even hallucinations [1] and suicide tendency [2].
Depressive disorder affects individual physical andmental health, social communication,
vocational ability and body activity [3]. Globally, an estimated 350 million people of all
ages suffer from depression [4]. Current diagnosis depends heavily on patients’
self-report (e.g., Self-Rating Depression Scale (SDS) [5]) and clinicians’ experience.
Subjective biases during diagnosis lead to a high misdiagnosis rate. Therefore, an
objective accurate convenient method for depression detection is necessary. Various
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behavioral markers have been discussed for this goal, such as facial actions [6], vocal
prosody [7, 8], audiovisual behavior [9] and eye movement [10]. Among them, speech is
an attractive candidate for its advantages: non-invasive, fast, convenient and economic.

It has been verified that a speaker’s affect and cognition can alter speech production
[11], via amount of variations to the somatic and autonomic nervous systems [12].
Additionally, researchers support the feasibility and validity of acoustical measures on
depression [13, 14]. Originally, researchers aimed at determining the correlation
between depression and some particular speech features, for instance, prosodic fea-
tures, cepstral features and Linear Prediction Cepstrum Coefficient (LPCC) [7, 15, 16].
Later, some new features like glottal waveform and Teager Energy Operation
(TEO) also have shown correlation with depression. In recent years, researchers try to
find out suitable combination of features for better detection performance [15, 17]. Ooi
presented a multi-feature approach using Gaussian Mixture Model (GMM) and
reported a binary classification accuracy of 73%. Cummins [18] and Kinnunen [19]
built a 5-class Support Vector Machine (SVM) using spectral features and Mel Fre-
quency Cepstral Coefficients (MFCC) combination with shifted Delta Coefficient
displayed high accuracy.

However, there are some inconsistent results among these studies. For example,
Breznitz [20] reported there were correlations between both F0 range and F0 average
and depression severity, while Alpert [21] got an opposite view on Breznitz. Similarly,
Mundt indicated first formant variability (F1) was not significantly correlated with
depression whilst second formant (F2) was mildly correlated with it [8]. However, in the
follow-up study, both F1 and F2 were not significantly correlated with depression [13].
There are some possibilities leading to this inconsistent: small sample size, different
speaking styles, different experiment procedure and so on. Due to depressed individuals’
cognitive dysfunction [22] and conversational negativity [23], speaking style and
emotional valence will be discussed in this paper as key factors.

Reading [16], counting [21], interview [16, 21], picture description, these speaking
styles are often used for speech signals collection in depression detection. Alpert [21]
figured out reading speech might not strongly reflect the acoustic effects of depression.
Alghowinem [16] reported spontaneous speech (e.g., interview, picture description)
gave better results than automatic speech (e.g., reading, counting). The emotional
valence of stimulus may affect depressed patients’ speech production because of dis-
turbances in emotion regulation. Shankayi [24] figured out scientific texts are better
than emotional texts on detecting depression. Alghowinem showed the “Sadness
Characteristic” questions performed better than others. However, there still few studies
to discuss it although speaking style or emotional valence may potentially lead to
inconsistent experiment results.

In this paper, we examine whether speaking style and emotional valence influence
the detection of depression. Emotion can be regarded as three dimensions: valence,
arousal and dominance. Only valence is the major concern in previous researches due
to negative bias of depressed patients’ emotion. Therefore, we employ three speaking
styles (interview, reading, picture description) under three emotional valences (positive,
neutral, negative) separately in the experiment. First, we observe the classification
accuracy to determine if the speaking style or emotional valence influences depression
detection. Second, we examine interactive feature sets and try to explore how speaking
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style and emotional valence bring influence. Third, we normalize features under dif-
ferent speaking styles and emotional valences for a higher classification accuracy.

2 Method

2.1 Participants

Experimental recordings were collected from an ongoing study in Beijing and
Lanzhou, China. Participants were 184 adults (108 females, 76 males) with the age
range of 18–55, and were matched by gender, age and education level. These partic-
ipants were examined by psychiatrists following Diagnostic and Statistical Manual of
Mental Disorders (DSM-IV). The Patient Health Questionnaire-9 (PHQ-9) [25] is also
used as inclusion and exclusion criteria (health control: <5, patient: � 5). In addition,
the patients who were psychotic disorder in the past or current, severe somatic disease,
alcohol and drug abusers, pregnant woman were excluded. Each participant was asked
to sign informed consent and fill out basic information. The details are presented in
Table 1.

2.2 Experiment

Two factors were examined in the experiment: speaking style and emotional valence.
Three speaking styles were involved in the study: interview, reading and picture
description. Each one had three kinds of emotional valences: positive, neutral and
negative. The order of speech with different emotional valences were assigned ran-
domly to counteract the sequence effect. The experiment language was Chinese and the
experiment lasts about 25 min. Each participant responded 18 questions (6 positive, 6
neutral and 6 negative) in interview section. These questions were designed based on
DSM-IV and other depression scales such as Hamilton Depression Rating Scale
(HDRS) [26]. For instance: “what kind of TV programs do you like?”, “what makes
you feel desperate”, etc. 6 groups Chinese words composed reading section. Positive
words (e.g. glorious, victory) and negative words (e.g. heart-broken, pain) were
selected from affective ontology corpus created by Hongfei Lin [27], and neutral words
(e.g. village, center) were selected from Chinese affective words extremum table [28].
Participants were asked to read these words in their common ways. Three facial
expression pictures were used in picture description section, which were from Chinese

Table 1. Basic information of participants

Gender Group Number of
participants

Age (years) PHQ-9
score

Recordings Tasks

Male Healthy 38 34.5 ± 8.7 2.2 ± 1.6 27 Interview
Depressed 38 35.4 ± 9.9 16.0 ± 5.8 Reading

Female Healthy 54 35.7 ± 10.8 1.1 ± 1.6 Picture
Depressed 54 36.3 ± 10.9 17.2 ± 6.6 Description
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Facial Affective Picture System (CFAPS) [29]. Speakers are asked to describe these
pictures freely according to prompts.

2.3 Data Collection

Data collection was conducted in an isolated, quiet and soundproof room without
electromagnetic interference. Participants were asked not to touch any equipment and
keep a distance between mouth and microphone about 20 cm. The microphone was
Neumann TLM102. A RME FIREFACE UCX audio card with 44.1 kHz sampling rate
and 24-bit sampling depth was used for collecting speech signals. Speech recordings
were saved as uncompressed WAV format. Ambient noise should be lower than 60 dB.
For each participant, 27 recordings were used to analysis in this study.

2.4 Data Preprocessing and Feature Extraction

Speech recordings were segmented and labeled manually. The preprocessing was
performed on frame which is 25 ms length with 50% overlap. A band-pass filter (60–
4500 Hz) was employed for remove irrelevant signals. Endpoint detection was used for
some particular features’ extraction. Voice characteristics contain two categories:
acoustical and linguistic features [30]. The later one was not considered in this paper
since we are discussing objective biomarker for depression detection. Open-source
software openSMILE [31], VOICEBOX [32] and Praat [33] were used to extract
features. The all-feature set was 1753 dimensions containing common acoustical fea-
tures, such as MFCC, LPCC, fundamental frequency (F0), TEO and so on.

2.5 Data Analysis

2.5.1 Classification on All-Feature Set
Classification was conducted on different speaking styles and emotional valences using
all-feature set (1753-dimension) in this part to examine their influence. Five widely used
classifiers were employed in this paper: Naïve Bayes (NB), Support Vector Machine
(SVM) with a radial basis kernel, meta-Bagging (Bagging), k-Nearest-Neighbors (kNN,
k = 5) and Random Forest (RF) and average accuracies offive classifiers are the present
results. Leave-One-Out Cross Validation (LOOCV) was used in classification in this
paper.

2.5.2 Classification on Interactive Feature Set
To figure out whether some specific features vary due to influence factors, the interaction
between groups and speaking styles, between groups and emotional valence separately
are considered. Two-way analysis of variance [34] with fisher test was employed to
determined interactive features with significant level (<0.05) from 1753 features. For
simplicity, three speech recordings with positive, neutral and negative valence were
selected from interview, reading and picture description respectively. For each speaking
style, 3 interactive feature sets were determined between each pair of emotion valence:
positive-neutral (Pos-Neu), positive-negative (Pos-Neg), neutral-negative (Neu-Neg).
Similarly, for each emotional valence, 3 interactive feature sets between each pair of
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speaking styles: interview-reading (Int-Rea), interview-picture (Int-Pic), reading-picture
(Rea-Pic). An interactive feature means the feature value vary due to both participant
groups and another influence factor (speaking styles or emotional valences).

2.5.3 Classification on Normalized Feature Set
To get higher classification accuracy, we normalize the interactive features by subtract
another speech sample. For instance, to interview, an interactive feature subset is based
on two corresponding speech data with different valences (e.g., positive and neutral).
Then, the difference value between positive and neutral speech signals is regarded as a
normalized feature. This kind of normalization can reduce the fluctuation of acoustical
features and get higher and stable recognition rate.

3 Results

3.1 Performance on All-Feature Set

For observing the influence of speaking style and emotional valence on depression
detection, classification accuracy using all-feature set was employed. Table 2 showed
the average classification accuracies of five classifiers on speech recordings. For
speaking styles, interview and picture description performed better than reading, and
picture description was slightly higher than interview on both male and female. In
detail, the same trend was showed on both genders: picture description > inter-
view > reading. For emotional valence, the order of accuracies on female were: neu-
tral > negative > positive, and for male were: neutral > positive > negative. These
showed that neutral valence is a better choice for depression detection. To sum up,
reading is worse than interview and picture description, neutral emotional valence
performs better than positive and negative.

Table 2. Average classification accuracy under different speaking styles and emotional valences

Gender Emotional valence Speaking style AVG
Interview Reading Picture description

Female Positive 0.554 0.531 0.546 0.544
Neutral 0.612 0.531 0.637 0.593
Negative 0.579 0.521 0.641 0.580
AVG 0.582 0.528 0.608 0.572

Male Positive 0.653 0.641 0.671 0.655
Neutral 0.680 0.616 0.687 0.661
Negative 0.654 0.568 0.663 0.629
AVG 0.662 0.608 0.674 0.648
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3.2 Performance on Interactive Feature Set

Tables 3 and 4 showed the amounts and classification results on interactive features
under different situations. Table 3 demonstrated the performance of interactive features
between speaking styles and participant groups and Table 4 presented the results of
interactive features between emotional valences and participant groups. From Table 3,
it is clear that the interactive features amounts are much smaller than 1753. Especially,
on positive valence, they are all less than 82 for both genders. This implies that positive
valence is a key factor under this condition. In other words, positive emotional valence
is bad for distinguishing depression on any speaking styles. On neutral and negative
valences, Int-Rea and Int-Des are with more interactive features relatively compared to
Rea-Des. That means on neutral and negative valences, interview is very different with
others. In Table 4, for reading and picture description, the range of interactive feature
amounts is from 13 to 45, while the accuracies are higher than the corresponding
all-feature set. Overall, although the dimensions of interactive feature sets are much
smaller than all-feature set, they often get higher accuracy. These interactive features
play an important role on depression detection.

Table 3. Classification accuracies and amounts of interactive features between speaking styles
and participant groups

Emotion
valence

Speaking
style

Interactive features for
female

AVG Interactive features for
male

AVG

Int-Rea Int-Des Rea-Des Int-Rea Int-Des Rea-Des

Positive Amount 51 46 33 – 40 81 81 –

Interview 0.669 0.646 – 0.657 0.739 0.689 – 0.714
Reading 0.578 – 0.585 0.582 0.666 – 0.608 0.637

Description – 0.570 0.643 0.607 – 0.716 0.705 0.711
Neutral Amount 485 712 163 – 366 385 84 –

Interview 0.707 0.707 – 0.707 0.761 0.742 – 0.751
Reading 0.569 – 0.611 0.590 0.629 – 0.608 0.618
Description – 0.606 0.678 0.642 – 0.597 0.684 0.641

Negative Amount 375 554 355 – 263 319 31 –

Interview 0.670 0.631 – 0.651 0.716 0.711 – 0.713

Reading 0.572 – 0.607 0.590 0.637 – 0.711 0.674
Description – 0.639 0.628 0.633 – 0.684 0.676 0.680

Table 4. Classification accuracies and amounts of interactive feature between emotional
valences and participant groups

Speaking
style

Emotion
valence

Interactive features for female AVG Interactive features for male AVG

Pos-Neu Pos-Neg Neu-Neg Pos-Neu Pos-Neg Neu-Neg

Interview Amount 607 436 20 – 238 20 172 –

Positive 0.580 0.606 – 0.593 0.666 0.658 – 0.662
Neutral 0.709 – 0.678 0.694 0.742 – 0.732 0.737

Negative – 0.680 0.663 0.671 – 0.737 0.721 0.729

(continued)
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3.3 Performance on Normalized Feature Set

Classification accuracies of normalized feature sets are presented in Tables 5 and 6
respectively. Compared with all-feature set, classification performance improved
apparently for both female (0.081) and male (0.052) on average. In Table 5,
Nor-Rea-Des has higher accuracies for female in all three emotional valences and for
male only in negative stimuli. Nor-Int-Rea has better performance for male in positive
and neutral stimuli. These imply reading speech is a proper baseline for feature nor-
malization. Similarly, normalized features from different emotional valences get better
performance than all-feature set, the increase for female and male are 0.097 and 0.080
respectively. The highest accuracies in each speaking style appear in Nor-Pos-Neu and
Nor-Neu-Neg, which always are correlation with neutral valence. Normalized feature
sets improved the classification performance, and normalization on emotional valences
is better than on speaking styles for both genders.

Table 4. (continued)

Speaking
style

Emotion
valence

Interactive features for female AVG Interactive features for male AVG

Pos-Neu Pos-Neg Neu-Neg Pos-Neu Pos-Neg Neu-Neg

Reading Amount 13 32 45 – 19 20 19 –

Positive 0.589 0.646 – 0.618 0.661 0.661 – 0.661
Neutral 0.702 – 0.707 0.705 0.761 – 0.671 0.716

Negative – 0.604 0.602 0.603 – 0.687 0.661 0.674
Description Amount 15 32 17 – 14 14 14 –

Positive 0.661 0.596 – 0.629 0.697 0.747 – 0.722

Neutral 0.631 – 0.657 0.644 0.605 – 0.634 0.620
Negative – 0.611 0.685 0.648 – 0.634 0.611 0.622

Table 5. Classification accuracies of normalized features obtained from the difference between
each pair of speaking styles

Gender Emotion valence Normalized features AVG
Nor-Int-Rea Nor-Int-Des Nor-Rea-Des

Female Positive 0.693 0.696 0.711 0.700
Neutral 0.694 0.704 0.719 0.706
Negative 0.641 0.641 0.650 0.644
AVG 0.676 0.680 0.693 0.683

Male Positive 0.739 0.708 0.689 0.712
Neutral 0.787 0.750 0.732 0.756
Negative 0.671 0.658 0.732 0.687
AVG 0.732 0.705 0.718 0.718
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4 Discussion

Speaking style and emotional valence are important factors to depression detection in
speech. For speaking styles, the results showed spontaneous speech (interview and
picture description) performs better than automatic speech (reading). This is consistent
with the conclusions of Alpert [21], Ellggring [35] and Alghowinem [16]. This may be
associated with the clinical depression symptoms. Depressive patients usually endure
psychomotor retardation [30] and memory impairment [31], which lead to reduced
initiative language and communication difficulties. And spontaneous speech requires
more complex organization of language than automatic speech, which makes larger
variation in vocal features between healthy controls and patients in free speech.
Emotional valences influence the recognition accuracy of depression also. Neutral
valence performs best for both male and female. These results are accordant with
research of Shankayi [24]. He figured out that scientific texts presented better perfor-
mance than emotional texts. A research conducted by C. Naranjo indicated that
depressed patients prefer to interpret neutral voices and facial as a negative one. That is
to say misjudgment to emotional valence may enlarge the distinction between
depressive patients and healthy controls.

Interactive features are determined through analysis of variance. These features’
values vary due to two factors: participant groups and speaking styles (or emotional
valences). These results may partly explain the inconsistent results among previous
researches. In other words, if a feature is an interactive feature, the trends change
according to speaking style or emotional valence.

We utilize two speech samples for each participant to create normalized features to
reduce individuals’ differences. The results showed normalized features get higher
detection accuracies compared all-feature set. One probable cause is features subtrac-
tion may enlarge the gap between two groups. And reading speech is a good baseline
because the words are exactly the same. Feature normalization lead to smaller indi-
vidual variability and stable recognition rate.

Gender difference is clearly displayed in above results. Recognition accuracies for
male are higher than for female, and Hönig [32] and Smolak [33] have drawn the

Table 6. Classification accuracies of normalized features obtained from the difference between
each pair of emotional valences

Gender Speaking style Normalized features AVG
Nor-Pos-Neu Nor-Pos-Neg Nor-Neu-Neg

Female Interview 0.730 0.681 0.759 0.723
Reading 0.657 0.674 0.744 0.692
Description 0.676 0.680 0.693 0.683
AVG 0.688 0.678 0.732 0.699

Male Interview 0.763 0.734 0.737 0.745
Reading 0.803 0.779 0.782 0.788
Description 0.703 0.700 0.716 0.706
AVG 0.756 0.738 0.745 0.746
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similar conclusion. In the latter study, the regression analysis examining voice and
depression indicated that low voice is more strongly related to depression in men than
in women. Women are more affected by surroundings, thus their voices can’t represent
the essential states totally. Moreover, in our study, the amount of male is fewer than
female, this may lead to a higher but unstable classification accuracy.

5 Conclusion

This study aims at exploring the influence of speaking style and emotional valence on
depression detection in speech. By examining the classification accuracies of three
kinds of feature sets (1753-dimension feature set, interactive feature set and normalized
feature set), three points were concluded: First, speaking style and emotional valence
are important factors to the depression detection. Interview and picture description
show better results than reading speech, and neutral emotion performs better than
positive and negative emotion stimuli. Second, interactive feature sets have a stronger
performance with fewer features than 1753-dimension feature set. Third, feature nor-
malization can improve classification accuracies on both genders.
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Abstract. The article summarizes scientific advances on consciousness up to
the present (the year 2017). The remarkable milestones of experimental research
on consciousness, in particular those in response to some philosophic meanings,
are selected. These chosen achievements are within more than half centuries and
narrowed on five fields: (1) modeling consciousness, (2) analysis on con-
sciousness quantum indeterminacy, (3) finding core-consciousness-function
cells, (4) brain-machine interface, (5) brain research plans on brain information
access and analysis with large-scale. The main conclusions cover that (1) Piaget
consciousness model (PCM), which asserts that consciousness is the homo-
morphism between functional cells and their mapped objects in respective laws
of motion, is a universal frame defining the consciousness in philosophic, sci-
entific ways; (2) Receptive Field, Place Cell and Grid Cell, and some functional
brain cells which specially make decisions are PCM instances; (3) consciousness
has not been confirmed to be related to quantum states, but some tentative plans
to be confirmed have been suggested; (4) brain-machine interface shows PCM
too by physical or artificial ways. Meanwhile, some important data, analog or
relevant technologies about the above achievements are described, and philo-
sophic explanations are tried to be given.

Keywords: Brain � Consciousness � Homomorphism � Piaget � Quantum
indeterminacy

1 Scientific Questions and Relevant Conclusions
on Consciousness

At the turn of 21 century, consciousness was still kept open to large extent. A typical
question concerning consciousness is expressed as follows:

“What is the biological basis of consciousness?” (hereafter “Question 1”) [1]?

The following 5 fields are extracted for they are full of solutions to Question 1
especially in philosophical aspects: (1) modeling consciousness; (2) analysis on con-
sciousness quantum indeterminacy; (3) finding core-consciousness-functional cells;
(4) brain-machine interface; (5) widely implementing new brain projects in neurons
information access and analysis with large-scale.
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2 Modeling Consciousness

Are there mathematical methods to describe consciousness? There is still skepticism on
it now. After all, many things against consciousness are unknown. But if consciousness
is physical as many scientists believe, why could it not be described mathematically
just like physical formulas? A model depicting consciousness should satisfy that it can

Determine essential features of consciousness;
Conform to common understanding between philosophy, daily life and the science;
Cover various activities of consciousness; or, all the activities can be determined or
described by the model;
Be physical, even executive by artificial simulation.

In facts, many scholars extracted the physical features of consciousness, and
mathematically characterize some local or single sections of consciousness.

Rene Descartes took consciousness as non-material things without space and as free
to physical laws [2]. The model cannot be tested and be accepted by the science.

A.M. Turing ascribed thinking (as the main activity of consciousness) to compu-
tation, of which the mechanism is running step by step an input-output function to
approach to a logic truth or grammar generation [3, 4]. In this profile, consciousness is
algorithms, or simply a Turing machine. Turing’s model, being called “computation-
alism” or “reductionism”, i.e., wholly physical, expressed mathematically and execu-
tive technically, has been controversial to some extent, e.g., refuted by Chinese Room
Refutation.

Husserl wholly summarized core characteristics of consciousness [5], which were
understood technically even for reproduction or simulation by a robot producer, as
follows [6]:

(1) In first person; (2) Intention; (3) Dualism between activity and results;
(4) Expectation; (5) Determination and Believing; (6) Embodiment; (7) Awareness;
(8) Thinking with emotion; (9) With random; (10) Emotion.

Farber and Churchland [7], Baars and Edelman came up with their extractions of
theories about consciousness [8].

The recent advances on consciousness modeling included Piaget psychological
model (PCM) interpreted by Zhang Yinsheng, and characterized by homomorphism
between the material units, symbols and its objective world. The interpreter verified
that PCM exactly responded to the subjective (“psychology” in Piage) which referred
philosophically, scientifically and in everyday to as the term “consciousness”, and the
model enabled some important puzzles such as Turing Test, Chinese Room about how
to confirm whether a thing owns consciousness to be accounted reasonablely.
A mathematical expression of PCM had been given (see (1)) as a quantified description
frame, which can be factorized into its operator, arguments and levels of the algebraic
structure, and computation units such as neurons or machines functional parts. Up to
now, all the conscious activities determined by discrete mathematics, can be modeled
by PCM [9–11].
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Given two algebraic systems (X, •), (Y, *), X is a set of elements in an subjective
system, Y • is a set external to X; • and * are operators of X and Y; f : X ! Y is a
map. For any elements a, b 2 X, if

f a5bð Þ ¼ f að Þ � f bð Þ ð1Þ

holds, we say that system X has the consciousness, or X is aware of Y. (1) is the
homomorphic model, i.e. PCM.

3 Discovery of Functional Cells for Consciousness

It is the scientific reasoning for monism that if consciousness is generated from or acted
as cells activities, then some cells might play different roles in constituting con-
sciousness. In other words, cells should functionally be different in term of the dif-
ference of activity types of consciousness. Many functional cells relevant to the various
function kinds of consciousness have been discovered.

A number of functional cells—space-recognition relevant cells were unveiled. Time
and space are not only objective parameters in physical laws, but also subjective
functions in consciousness by Kant, who systematically brought up that reason is
reorganizing sensory information by time and space [12]. Therefore, if we founded
some cells playing a role relating to space recognition, it would mean that these cells
were constituting reason like a organizer of experience in the consciousness.

In 1959, David Hubel and Torsten Wiesel discovered that in various cat’s striate
cortex areas (“Receptive Field”, RF) discharged accordingly with the angles of stimuli,
so the certain cells were space-feature related [13].

Extracted from its general meaning, RF is expanded to many disciplines. Espe-
cially, it is simulated by Artificial Intelligence (AI). As an example, the convolutional
neural network algorithm draws lessons from RF in Artificial Neural Network (ANN).
For one thing, ANN method, introduced by Warren McCulloch and Walter Pitts (MP
Model) in 1943, showed consciousness’ ubiquity, which could be simulated by tech-
nology systems [14]. An important innovation on ANN, deep learning, set more than 3
levels of the nodes to adjust weights between levels, which proposed by Rumelhart and
McClenland [15], and recently by Hinton [16–18]. Deep learning had made great
advance, e.g., the application named AlphaGo (Go, a Chinese ancient game regarded as
one requesting high complex competitive decisions) [19]. Hence, ANN typically
stimulated neurons in recursion, a mathematical computation model of Turing
Machine. Thus, consciousness had been expressed not only as cells’ structure and
connections but also machine’s algorithms. For another, machine learning not only
functioned in processing data, but also in constituting methods, which had been treated
as human unique capability, among data chaos. So machine learning were believed to
be a mechanism linked to computer science, philosophy of mathematics and philoso-
phy of science [20]. Therefore, from advance of ANN, as a direct lesson from
experimental science of consciousness, AI demonstrated the analog to living con-
sciousness not only in structure, but also in functions even high functions like con-
stituting methods.
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Another notably discovered space cognition cells was the cells especially for
positioning, including Place Cell and Grid Cell, discovered by John O’Keefe in 1971,
and by May-Britt Moser and Edvard Moser in 2005. Place Cell, were validated by
different positions to perceive direction, position and velocity. Similarly, Grid Cell,
played a coordinate role for searching roads [21–24].

Space cognition cells implies that some neurons functions in recognizing space
frames, which should function in organizing experience as Kant considered to do, serve
as the typical subjective activities. So a bridge, between physics and meta-physics, and
between materials with their functions and philosophical reference to “consciousness”
are established. Moreover, discover of space cognition cells illustrated PCM by
checking a direct map between Objects (space elements) and definite Units (neurons).

The more abstractive function cells are “computation cells”, which refer to some
cells responsive to the quantity changes of some other activated cells. “computation
cells” seem to calculate the quantity changes, rather than a hard matter, like stable cells.

The speculated cells doing computation were in left posterior (dorsolateral pre-
frontal cortex, DLPFC) by H.R. Heekeren, S. Marrett et al. who conducted an
experiment making the subjects to decide if the stimuli were a face or a house given an
image with noise as shown in Fig. 1 [25]. The left Fig. 1 shows the strength of brain
cells responding to face (yellow) or house (green); the right shows four groups decision
correspondence strengths’ comparison between the two objects (face or house).

holds, we say that system X has the consciousness, or X is aware of Y. (1) is the
homomorphic model, i.e. PCM.

Figure 2 shows a perceptual decision-making in poster DLPFC with high response
to the gaps between the two strengths responded to the two characteristics of objects

Fig. 1. Functional magnetic resonance imaging (fMRI) response Functional magnetic resonance
imaging (fMRI) response to the stimuli which are characterized by both a face and a house.
Where, the areas colored by yellow is cognized to be responding to face; green, to face. (Color
figure online)
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(face or house, see yellow and green in the Fig. 1). So the decision-making cells are
making a reduction similar to the recursion function which performs by primary
computations.

The another revealed abstracted activities of neurons were of logic deductions.
Several experiments of fMRI were conducted to scan human brain in logic deductions
[26]. Based on analysis, some theories were launched to explain what happens in brain
neurons when a logic calculus making. Table 1 lists some experiments and their the-
ories guessing mechanisms of neurons in logic activities.

Mental proof theories, mainly held by Braine, Henle, Rips, Osherson, et al. since
1970’s decades, deny reasoning to be based on mental imagery, but on some reasoning
rules, just like computer processing data by languages. By contrast, denying relying on
rules-based way, mental model theories (spatial mental theories) maintain that rea-
soning is construction and manipulation by spatially situational organization such as
shape, colors, textures etc. The main representatives include Laid [27], Byrne, Knauff
et al. [28], latter to the mental proof theories.

Visual mental imagery theory proposes brain activity in reasoning to be definite
kinds of processing of visual mental image by representing objective details like
locations, colors, shapes, distance and so on. The processing leads to new information
finding in implicit premises. The points were raised by Kosslyn [29] and Finke.

A theory conciliating mental proof theories and mental model theories is dual
mechanism theory, which was established in the end of the 20 centuries, basically by
Evans, Goel [30, 31] and Sloman. The theory confirms that the stimuli of the forms of
the instances of syllogisms basically activate common areas and different areas by
fMRI experiments, which should demonstrate dual mechanisms on rules and
space-feature elements processing.

Fig. 2. Computation cells, which are speculated by a fMRI signals proportional to the gaps of
cognition cells of face or house (yellow and green in Fig. 1), are considered to be generated by a
reduction (a primary computation) of the noise between the cognition.
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Displayed equations are centered and set on a separate line.

4 Quantum Uncertainty of Consciousness

Quantum uncertainty, since it was discovered by Heisenberg in 1927, has been
guessing to be an instinct of consciousness. In 1953, Eccles predicted that synapses in
neurotransmitters pass mechanism might be quantum-uncertain, and compatible to
Cartesian dualism [32, 33]. Quantum uncertainty in synapses was proposed to be like
clouds covered consciousness transiting to cells-physical worlds.

This prediction faces up a challenge that synaptic vesicles—the most possible to be
quantum—go at a lower velocity with t = 10 ms to complete the energy flux change E
for carrying out calcium or else. To satisfy Heisenberg principle, which asserts.

DE � Dt[ h=2p ð2Þ

h = 6.63�10−34 Js is Planck’s constant, the energy change of a vesicle ΔE should
be 5.2 � 10−30 J, which more than Van der Waals force (10−24 J, the weakest chemical
bond) by about 200 000 times, namely, far more than the energy scale of Heisenberg
[34].

Also, there exists a presupposition about consciousness uncertainty put forward by
Penrose and Hameroff [35], who suggested the tubulin in cells might generate super-
position in effect of Van der Waals force. However, the expectation of superposition

Table 1. Brodmann areas fMRI response on logic

Theories Logic types
Judgment Syllogistic reasoning Relational reasoning

(Spatial)
mental
model

Prefrontal cortex (BA
6, 9); cingulate gyrus
(BA 32); the superior
and inferior parietal
cortex (BA 7, 40), the
precuneus (BA 7), the
visual association
cortex (BA 19)

Dual
mechanism

The left anterior frontal lobe
(BA 44), left fusiform gyrus
(BA 18), right fusiform gyrus
(BA 37), bilateral basal
ganglia

Visual
mental
imagery
theories

Visual reflex
zones (occipital
lobe), lateral
prefrontal part of
the ridge (BA 8/9)
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is still more than the scale determined by Heisenberg principle about 1016 times
(according to Max Tegmark in 2000 [33]).

Recent studies, say Matthew Fisher, pointed out that brains are probable to contain
some special molecules in superposition for a long time, say, a spin could be structured
by two phosphorus nuclei, and the spin might be maintained for about 1 day if 6
phosphates construct Posner a molecule, which has not be confirmed yet [36]. Though
the uncertainty conjecture of consciousness appeared troubled, a new experiment plan,
however, was set aiming at conforming it. The plan was based on a new computation of
time superposition limit by Shan Gao in 2008 [37]:

ð3Þ

Where:

sc is average time of neurons for collapse of quantum superposition;
is reduced Plank constant, ;

Ep is Plank energy, Ep � 1019 GeV;
DE is Plank energy level of quantum superposition.

The study shows that a single cell, with membrane potential at 10−2 V, transmitting
106 Na ion through membrane, charges 104 eV energy difference in an expected
superposition, which produces DE = 0.01 meV. If a consciousness event sparks 104

neurons, which makes contrast neurons in equal quantity, it would create energy dif-
ference by 108 V, i.e., 100 meV. It would set apart 1 ms, a time human can perceive, to
meet Heisenberg principle. So Shan Gao claimed that a confirmation test of superpo-
sition in vesicles could be made. He further proposed to make use of superposition
photons as stimuli to radio eyes, testing whether the response time different from the
response to the stimuli of non-superposition photons. If the responses were different, it
would demonstrate a resonance response to the superposition, that is, a correlation
between quantum superposition and consciousness. Although the plan seems to be
practicable, there has not been an implement to be report yet.

Therefore, consciousness quantum uncertainty still stays conjectured so far.

5 Interface to Brain in Many Ways

In recent years, Man-Machine Fusion expanded to direct brain-computer interaction.
The ways included brain-computer interface (BCI), computer-brain interface (BCI),
brain-brain interface (BBI)—the composing order of the two words (“brain”, “com-
puter”) basically indicates input and output order.

Interface between brains and computers makes consciousness more integrated
between human and machines, as well as between materialism and idealism. Nowa-
days, a visual image can be rewritten by brain-responding signal recognition and
interpretation, namely, which proves homomorphism between Units and consciousness
(Symbols) in the way of physical signals decoded by the computer with the sensor.
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Kay et al.’s experiment and engineering can be introduced as a typical BCI advance
[38], which elaborates a serious process expounding brain signals to be a roughly
primary stimuli image by translating patterns of the signals to features of the image.
That is, an image stimulated a brain to generate a serial of fMRI which input into a
computer to be recognized and roughly reproduced the primary stimuli by the com-
puter. The effects illustrated that consciousness is no more than the attributes (indicated
by patterns of fMRI) in term of physical laws by verifying that the physical signals
visually mapped the mind images like seeing. The effects also confirm consciousness
visually meets PCM, here, the stimuli-images belong to Objects; the recognized pat-
terns, Symbols; the brain cells, Units.

Now that brain signals as the consciousness themself are physical, they could not
only be received, recorded, but also be artificially transplant, produced, controlled and
applied for a technical machine system. Consciousness, as material’s feature, or some
ways of existence of material, is universal in natural and artificial systems as well as
their connections. Take a typical instance of the advance of Schwartz’s team [39, 40],
which elaborates this idea. Using grids of fine electrodes implanted in the primary
motor cortex of monkeys, the engineers trained a monkey to generate patterns of brain
activity to control an anthropomorphic robot arm that had a shoulder join, and a
claw-like gripper “hand”. After a few days the monkey was capable to make the
robot-arm reaching out to a tasty treat such as a piece of fruit [41].

Brain-Brain Interface (BBI) intends to carry out direct signal communication from
one brain to another. Carles Grau et al.’s experiment realized this goal. The experiment
applied conscious perception of phosphenes (light flash) through neuroavigated,
robotized transcanial magnetic stimulation (TMS) especially on block sensory (tactile,
visual, or auditory) cues, receiving imagery-electroencephalographic (EEG) in com-
bining BCI and CBI. The results performed one person’s word emerging in mind to be
transmitted in remote to another one; who understood it through the remote commu-
nication by encoding and decoding.
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Abstract. Visualization plays an important role in helping neuroscientist
understanding human brain data. Most publicly available software focuses on
visualizing a specific brain imaging modality. Here we present an extensible
visualization platform, BECA, which employ a plugin architecture to facilitate
rapid development and deployment of visualization for human brain data. This
paper will introduce the architecture and discuss some important design deci-
sions in implementing the BECA platform and its visualization plugins.

Keywords: Visualization � Human brain data � Plugin platform � Software
architecture

1 Introduction

The advancement of medical imaging technologies produces a large amount of neu-
roimaging data which is capable of showing different brain properties. In addition, a
number of measurements are calculated along with the raw data. To give neuroscientist
an intuitive understanding of the raw data and their measurements, visualization plays a
vital role. There arises the need to design and build a visualization software tool to
visualize all kinds of raw data and measurements in the context of their spatial
structures.

In collaboration with neuroscientist, four types of brain imaging and genomics data
are integratively employed and visualized in the software: diffusion tensor imaging
(DTI) fiber tracts, structural magnetic resonance imaging (sMRI) data, functional
magnetic resonance imaging (fMRI) data, and genomic data.
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A few visualization software tools have been released for visualizing neuroimaging
data. But they often focus on visualizing few types of brain data. For example,
MRIcron [1] is developed to show 2D slice of sMRI or fMRI data. TrackVis [2] can be
used to visualize DTI fiber tracts and sMRI data. FSLview [3] is capable of visualizing
sMRI and fMRI data. To facilitate an interactive exploration of multimodal brain image
data, it is of high value to build a framework that can visualize more imaging
modalities.

To address this issue, we present BECA, an extensible visualization platform that
accepts plugins for visualizing different types of human brain data. Those types are
managed by different plugins which share the same platform.

2 Design and Implementation

The challenge of designing BECA comes from two aspects: firstly, different dataset
requires different visualization methods. Even for just one dataset, domain expert may
want to use different visualization techniques in different occasions. For example, for
the a sMRI dataset, we can use either volume rendering to visualize MRI dataset for
voxel-based analysis or isosurface rendering for surface analysis. On the other hand,
from the view of software engineering, in the process of iterative software develop-
ment, we need to deliver the software periodically in order to retrieve feedbacks from
domain experts. Therefore, we introduce a plugin architecture which greatly facilitates
the development and deployment of BECA.

2.1 Architecture

An overview of the software architecture is shown in Fig. 1. The Qt library [4] is used
to build the user interface, and VTK [5] is used for 3D visualization. The plugin
architecture is based on the classic Model-View-Controller (MVC) [6] design pattern.
The Model component holds the data from the application domain, such as sMRI data
as 3D image or fMRI data as 4D image, which are rarely changed in the development
of the BECA. In contrast, the View and Controller components are much more unstable

Fig. 1. Software architecture of BECA.
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because they are responsible for representing the visualizations and responding to user
interactions which vary from one visualization to another. Furthermore, in the iterative
software development model, the visualization and interaction are very likely to be
changed based on the feedbacks from neuroscientists. Therefore, we designed the
plugin architecture to decouple the unstable View and Controller from the stable Model
component. Different visualization plugins have different View and Controller com-
ponent, but they share the same Model component. With the plugin architecture, each
visualization plugin can be added or modified easily without changing the underlying
infrastructure or other plugins. We also implemented a message bus for message
passing between different visualization plugins, so that plugins can communicate with
each other for implementing functions such as synchronizing the views in different
visualizations. We have released the message bus as an open-source project hosted on
Github (https://github.com/lheric/libgitlevtbus).

2.2 DTI Tractography Visualization

The pipeline for visualizing DTI tracts is shown in Fig. 2. Tracts are accessed via the
plugin interface. We write a fiberColorFilter to color each fiber tract by its own
property such as direction, length, or distance between endpoints.

Suppose a tract consist of Nþ 1 points P0 (x0, y0, z0), P0 (x0, y0, z0), …, Pn
(xn, yn, zn). The direction is encoded as a RGB color by following formula:

R ¼ jx0 � xnj=dðP0;PnÞ
G ¼ jy0 � ynj=dðP0;PnÞ
B ¼ jz0 � znj=dðP0;PnÞ

where function dðp; qÞ computes the Euclidean distance between p and q. The length or
distance of a tract is a scalar value which can be mapped into color via a lookup table.
An example result is shown in Fig. 3.

Fig. 2. VTK pipeline for visualizing DTI tractography
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2.3 sMRI Visualization

For sMRI visualization, the pipeline is shown in Fig. 4. The visualization plugin takes
sMRI data as a 3D image. Then each region of interest (ROI) is extracted with
vtkDiscreteMarchingCubes class in the VTK library. Each ROI get its own vtkActor so
that they can have different colors or textures, as shown in Fig. 5.

Fig. 3. Map direction (left), length (middle), and distance (right) as tract color.

Fig. 4. VTK pipeline for visualizing sMRI

Fig. 5. Result of sMRI visualization.
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2.4 fMRI Visualization

We use the texture mapping approach to visualize fMRI data on their corresponding
ROI surfaces. We need to first encode this time-series data on a 2D texture image. We
propose an offset contour method to generate patterns of contours based on the
boundary of each projected ROI. The offset contours are generated by offsetting the
boundary curve toward the interior of the region, creating multiple offset boundary
curves. The technical detail is depicted in [7].

The implementation of the fMRI visualization pipeline is very similar to that in
sMRI visualization, except that vtkTexture class to map the generated texture onto the
surface of each ROI. Figure 6 shows an example output of fMRI visualization.

2.5 GPU Accelerated Genome Browser

In BECA, we also implemented a browser for neuroimaging genomic data that imple-
mented analysis of variance (ANOVA statistical test) and genome-wide association
studies (GWAS). Different from previous visualization, the genome browser is com-
putational intensive, which require GPU acceleration for real-time interaction. We used
the server-client model in the genome browser, as shown in Fig. 7. The server is
responsible for computation using CUDA [8] with NVIDIA GPUs, while the client is for
display. The client and server communicate through a TCP/IP socket. There are mainly
two benefits by employing the server-client model to decouple visualization from
computation: firstly, the client can run on a terminal without a NVIDIA graphics card,
which lower the hardware requirement to run the genome browser; secondary, different
clients can share the same server, which further reduce the cost on deployment.

Figure 8 shows the primary components of the user interface. In the lower left hand
corner, a 3-dimensional model of a reference brain is displayed, color-mapped with the
p-value of the association between each voxel and the current SNP or gene. At the top
of the user interface is the SNP or gene explorer. This region displays the −log10
(p-value) of the association between each SNP or gene and the current voxel.

Fig. 6. An example of fMRI data visualization
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3 Conclusion

In this paper, we presented the design of our visualization platform, BECA, for inte-
grated visualization of human brain data. The software is freely available at http://
www.iu.edu/*beca/. It provided a plugin platform for rapid implementation of dif-
ferent visualizations for all kinds of brain data. In corporation with domain experts of
neuroscience, work is still in progress to support more data formats and visualization
techniques.

Fig. 7. Client-server model for GPU accelerated genome browser

Fig. 8. User interface for the neuroimaging genome browser, which consist of SNP explorer
(top), brain explorer (bottom left), and heat map (bottom right).
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Abstract. The incidence of depression has increased dramatically in recent
years and the quality use of antidepressants has drawn extensive concerns
worldwide. In this paper, firstly, we analyze current barriers regarding the use of
antidepressants. Secondly, a new informative system which is developed using
knowledge techniques is proposed, and its role in the management of antide-
pressants is discussed. Three main functions of the current version of Knowl-
edge Graphs for Depression (DepressionKG, version 0.6) are presented.
Besides, we conduct a semi-structured focus group interview to evaluate this
system. The results indicate that DepressionKG has the potential to be a feasible,
evidence-based tool for healthcare professionals.

Keywords: Knowledge graphs � Quality use of medicines � Antidepressants �
Intelligent monitoring

1 Introduction

Depression is a common mental disorder and is also the third leading cause of global
disease burden worldwide [1]. The incidence of depression has been increasing dra-
matically over the past ten years. According to WHO, there is an increase of 18% of
depression patients from 2005 to 2015 and currently more than 300 million people-
suffer from depression all over the world [2]. In China, more than 54 million people are
living with depression [3]. Because of stigma, the actual incidence of depression in
china might be much higher than the official data. Meanwhile, Depression is one of the
leading cause of disability globally as it can lead to suicide [3]. Therefore, it is crucial
that depressive patients could receive effective treatment to prevent them from getting
worse and committing suicide.

At present, especially in moderate and severe depression, patients are normally
treated with combination of two main approaches, pharmacological interventions
(antidepressants) and psychological interventions (e.g. cognitive behavior therapy) [4].
As antidepressants are widely prescribed, their efficacy and safety has attracted
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extensive concern worldwide. However, healthcare professionals seem to have con-
troversial opinions regarding prescribing antidepressants [5, 6]. Meanwhile, currently,
there is no well-established informative systems to evaluate the appropriateness of
prescribing antidepressant to target patient. In other words, an evidence-based, vali-
dated and feasible informative medical system specifically designed for antidepressants
is lacking.

Knowledge graphs is a systematic structured domain knowledge which represented
in a formal language of the Semantic Web technology. It has become one of the most
important formats for web-oriented knowledge representation [7]. At present, knowl-
edge graphs have been applied in various areas, including Internet search engines (i.e.
Baidu, Google), geographic information, life sciences and medicine, multimedia,
publication industry, engineering, social science etc. Therefore, knowledge graphs may
have the potential to provide rational solutions for quality use of antidepressants.

In this paper, we will analyze issues relating to the development of an informative
system for quality use of antidepressants from the perspective of clinical research. We
will also introduce a new approach which is a knowledge-graph-based system for the
rational use of antidepressants. The results of a preliminary study on this system will
also be presented and discussed.

The contributions of this paper are:

– We analyses current conditions especially the barriers of quality use of antide-
pressants as well as the advantages of information management approaches
regarding rational use of antidepressants.

– We introduce a new informative approach for the rational use of antidepressant - the
knowledge graphs, which has been successfully applied in other areas.

– We present three main functions of our newly developed knowledge graph system
specifically designed for antidepressants management.

– We conduct a preliminary qualitative study to evaluate the feasibility of current
knowledge graphs model using thematic analysis.

2 Quality Use of Antidepressants and Information
Management Approaches

The quality use of medicines (QUM) or the rational use of medications consists of four
aspects which require a prescribed medication to be used judiciously, appropriately,
safely and efficaciously [8]. In terms of the quality use of antidepressants, it could be
interpreted as: antidepressants are prescribed appropriate to patient’s clinical needs, in
doses that meet patient’s individual treatment requirement, be prescribed for an ade-
quate period of time, and at the lowest cost to patients and the community. To satisfy
the above requirements, it is vital that doctors can choose the most suitable antide-
pressants for patients at early stage of clinical interventions. However, it is reported that
only one third of patients with depression benefit from the first antidepressants they try,
while others may struggle from trying other antidepressants for years [9]. This con-
dition may be the consequence of some unique features of antidepressants. The feathers
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can be summarized as unpredictable therapeutic effects, severe drug interactions and
intolerable withdraw effects [4].

1. Unpredictable therapeutic effects: Antidepressants do not always improve patients’
mood. Patients’ response to the same medication may vary dramatically. For
example, SSRIs are recommended as first-line medications worldwide for their
favorable risk-benefit ratio, but they may also increase suicide thoughts in some
patients.

2. Severe drug interactions: Antidepressants interact with many classes of medications
including other antidepressants, opioids, stimulants etc. Combine use of two or
more medicines from these categories can result in excessive serotonin production
and cause serotonin syndrome. In severe situations, serotonin syndrome is
life-threatening. Patients suffer from serotonin syndrome may experience side
effects such as agitation, mental confusion, hyperthermia, tremor or even coma.

3. Intolerable withdraw effects: Withdraw effects occur when antidepressants are
ceased abruptly. Common side effects ranging from flu-like symptoms, sleep dis-
turbances, tremors, mood disturbances to cognitive disturbances. These unwanted
effects are generally not additive but unbearable. So, if patients want to switch from
one antidepressant to another, they must taper down current medication dose slowly
and at the same time increase the new antidepressants’ dose gradually.

At present, for a new patient, doctors often choose medications which are based on
guideline recommendations, their professional experiences and the patient’s profile
(e.g. current disease conditions and medical conditions). This common strategy works
well for most of chronic diseases, such as hypertension, diabetes, hyperlipidemia etc.
However, as discussed above, for antidepressants, it remains confusing that how
doctors could prescribe antidepressants more wisely.

Modern technology, especially information management approaches, could be one
of promising solutions for this problem. At present, many electronic tools have been
developed, including medication databases (e.g. MIMS, Uptodate), Internet search
engines (e.g. PRNinfo) and electronic/CD form of guidelines (e.g. e-AMH, eTG).
However, there is no tools specially designed for antidepressants.

3 Implementation of Knowledge Graphs

Based on the above discussions, in this study we developed a system of Knowledge
Graphs of Depression (DepressionKG for short) for the quality use of antidepressants
using knowledge techniques [11, 12]. Knowledge graphs of Depression is a set of
integrated knowledge/data sources concerning depression. It provides the data infras-
tructure which can be used to explore the relationship among various knowledge/data
sources of depression and support for clinical/medical decision support systems.
DepressionKG is represented with the format RDF/NTriple, a semantic web standard. It
integrates knowledge and data from different types of resources (Table 1) including
medical guidelines of depression, clinical trials of depression, PubMed/Medline on
Depression, Wikipedia/DBPedia Antidepressant, Drugbank, Medicine Instructions,
SIDER (database for adverse drug reactions), SNOMED CT (database for medical
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terminology), depression diagnostic criteria (i.e. ICD10. DSM V) and databases for life
sciences. Data from all these resources were integrated to generate the DepressionKG
system using semantic approaches (Fig. 1). At present, this system has been developed
with the system design for comprehensive analyses of antidepressants’ adverse drug
reactions. The current system consists of three main functions.

3.1 Analyze Adverse Drug Reactions for Single Antidepressants

This function is a primary session of the current system. Adverse effects of different
antidepressants were analyzed and classified according to their frequency of occurrence
(i.e. very common, common, uncommon, rare, very rare and unknown). Because we
integrated and retrieved data from a large amount of different recourses, the frequency
result of DepressionKG is more accurate than other databases.

Table 1. Medical resources for DepressionKG

Knowledge resource Number of data item Number of triple

Clinical trial 10,190 trials 1,606,446
PubMed on depression 46,060 papers 1,059,398
Medical guidelines 1 guideline 1,830
Drugbank 4,770 drugs 766,920
Drugbook 264 antidepressants 13,046
Wikipedia antidepressant side effects 17 antidepressants 6,608
SIDER 1,169 drugs 193,249
SNOMED CT 5,045,225
Patient data 1,000 patients 200,000
Total 8,892,722

Fig. 1. Data integration of depressionKG
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Here is the example of the side effects of an antidepressant which are represented in
the RDF Ntriple format in the Knowledge Graphs:

wkipedia:Lorazepam rdf:type med:Drug.
wkipedia:Lorazepam med:hasEnglishName "Lorazepam"@en.
wkipedia:Lorazepam med:hasName "Lorazepam"@en.
wkipedia:Lorazepam med:hasName " "@cn.
wkipedia:Lorazepam med:hasDrugBankID "DB00186".
wkipedia:Lorazepam med:hasSideEffects wkipedia:Lorazepam-sfs. 
wkipedia:Lorazepam-sfs med:hasSideEffect wkipedia:Lorazepam-sfsvc1. 
wkipedia:Lorazepam-sfsvc1 med:hasSideEffectFrequency "verycommon".
wkipedia:Lorazepam-sfsvc1 med:hasSymptom "sedation".
wkipedia:Lorazepam-sfsvc1 med:hasSymptomIDwkipedia:sedation.
wkipedia:Lorazepam-sfs med:hasSideEffect wkipedia:Lorazepam-sfsvc2. 
wkipedia:Lorazepam-sfsvc2 med:hasSideEffectFrequency "verycommon".
wkipedia:Lorazepam-sfsvc2 med:hasSymptom "depression".
wkipedia:Lorazepam-sfsvc2 med:hasSymptomIDwkipedia:depression.
wkipedia:Lorazepam-sfs med:hasSideEffect wkipedia:Lorazepam-sfsvc3. 
wkipedia:Lorazepam-sfsvc3 med:hasSideEffectFrequency "verycommon".
wkipedia:Lorazepam-sfsvc3 med:hasSymptom "emotional lability".
wkipedia:Lorazepam-sfsvc3 

med:hasSymptomIDwkipedia:emotional_lability.
wkipedia:Lorazepam-sfs med:hasSideEffect wkipedia:Lorazepam-sfsvc4. 
wkipedia:Lorazepam-sfsvc4 med:hasSideEffectFrequency "verycommon".
wkipedia:Lorazepam-sfsvc4 med:hasSymptom "confusion".
…… 

From the statements above, we can also see that the antidepressant is annotated
with its DrugBank ID for the data integration.

3.2 Analyze Single Adverse Drug Reactions

Based on the previous function analysis, we can further provide a reverse searching
function which allows healthcare professionals to search antidepressants for a targeted
adverse effect. For example, if a doctor wants to know which antidepressants have
lower possibility to cause weight change. He only need to select “Influence of
medicines on weight change” in the menu column and an analysis report will be
generated for him immediately (Fig. 2). From this report, doctors can easily figure out
which antidepressants are more likely to cause weight change. In function, any side
effect related to antidepressants can be searched.

3.3 Analyze Adverse Drug Reactions of Polypharmacy

Polypharmacy is quite common in treatment for patients with depression. Aside with
antidepressants, patients are often prescribed additional medications for symptomatic
relief, for example, sedative mediations like benzodiazepines for treatment of insomnia.
In this case, evaluation of single medication is no longer adequate to predict which
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adverse effects patients are more likely to suffer from. Therefore, we developed a new
function which could analysis the potential adverse effect for multiple medications and
give every single side effect a score according to their probability of occurrence. For
example, if doctor would like to know the predicted side effects of valproate, lithium,
quetiapine with alprazolam, he only need to input the medication names and the system
will automatically analyze and present results with scores. As indicated in Fig. 3, if

Fig. 2. DepressionKG antidepressants adverse effect report for weight change

Fig. 3. Predicated side effect data for the combination use of multiple drugs
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these medications are prescribed together, the top three potential side effects are
dizziness (30 points), headache (20 points), dry mouth (19 points) and vomiting (19
points).

4 System Evaluation

To further evaluate this system, we conducted a semi-structured focus group interview
with a purposive sample of pharmacists (n = 5), physicians (n = 6), medical admin-
istration officers (n = 2) and medical engineers (n = 3) in May 2017. Participants were
recruited from hospital practice settings. During the interview, All the participants were
asked to comment on the design, feasibility and potential implementation of this
sample report, especially in hospital settings. Discussions continued until no new
themes emerged. The interview was recorded in a written form to be entered into QSR
NVivo (Version 11.0). Each participant in the interview was assigned a number for
anonymity. The data were analyzed using thematic analysis, themes and subthemes
were derived using conventional content analysis. Emerging subthemes were devel-
oped by repeated study and coding of the transcripts. A summary of the themes and
subthemes, with sample quotes, relating to the perspectives of healthcare professionals
on DepressionKG (Version 0.6) is presented in Table 2.

Table 2. Thematic analysis of perspectives on the application of DepressionKG in antidepres-
sants management: themes and subthemes with examples of quotes

Theme Subtheme and example of quotes

Superiorities Future roles in clinical practice
“I like the reverse searching function because sometimes, I do have to consider
the uncommon side effect when prescribing for certain patients. With this
system, I don’t have to look up medical instructions one drug by one another.
This system will save my time” (Physician 04)
“This system seems easy to use. Then we do not need to spend lots of time
training doctors and pharmacist to use this system in the future” (Medical
affairs officers 01)
Use as a quick reference for patient education
“As a clinical pharmacist, I have to spend lots of time on patient education.
I think, this system, maybe in the future, could be more portable and give me a
quick reference when consulting patients” (Pharmacist 02)
“The presentation format is good, I mean, its straightforward. Actually, I can
show the results to patients so they may have a better understanding of the
antidepressant they are going to take” (Physician 01)
User-friendly result presentation format
“It is great that side-effects are presented according to occurrence of side
effects. The scores are very straightforward for me.” (Specialist 03)

Barriers Evaluation in clinical setting
“I will not use this system until the information proved to be accurate. At
present, I prefer to use databases and searching engines.” (Physician 06)

(continued)
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5 Discussion

The quality use of antidepressant is a fundamental issue in the management of patients
with depression. In this paper, the current issues related to quality use of antidepressants
was discussed. A new information system model (DepressionKG) designed to assist
healthcare professionals with rational use of antidepressants was introduced. In addition,
the result of a preliminary semi-structured focus group interview was presented.

Current the DepressionKG system include three main functions. The first function
is a primary function which allows healthcare professionals to search a single antide-
pressant’s adverse reactions easily. Although this function is also available in other
medication databases, our system’s result is more accurate and straightforward because
it retrieved from various medical resources and presented in a table format according to
the frequency of occurrence. The second function provides a new option which enables
healthcare professionals to search antidepressants for a targeted adverse effect. In tra-
ditional approaches, most of time doctors make decisions based on their own experi-
ence, or search drug database one antidepressant by another. Such approaches are
neither strong evidenced-based nor efficient. With this new function, doctors could get
a quick reference to rule out antidepressants which might cause unwanted side effects
to targeted patients. Furthermore, we also developed a new function which could
analysis the potential adverse effect for multiple medications and present analysis
results with scores accordingly. With this function, doctors could have a holistic view
of potential side effects when prescribing antidepressants with other medications.

In terms of the evaluation of DepressionKG, we received diverse views from
healthcare professionals. Semi-structured focus group interview allows to collect data
that is in rich detail and to examine the relationships to develop theories from observed
events and observations [10]. The strength of using focus group interview is that we
could obtain valuable views from health professionals who are going to be target users
of this system. It is indicated that most participants provided supportive comments on
the clinical implement of the system itself with only few considerations regarding the

Table 2. (continued)

Theme Subtheme and example of quotes

“I am not good at computer science, I have no idea if it is evidence-based or
not. Maybe we need to test it for some period in the hospital in the future.”
(Pharmacist 04)
Issues regarding hospital management
“I am afraid that doctors might rely much on this system. As a medical
administration officer, I don’t want doctors to rely on electronic tools.”
(Medical administration officers 02)
“I am afraid that doctors might rely much on this system. How can we monitor
this? As a medical administration officer, I don’t want doctors to rely on
electronic tools.” (Medical administration officers 02)
“I am wondering if this system is open-licensed or not. It would be great if the
system could be further modified based on our hospital’s requirement.”
(Medical engineer 03)
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validity of the system. Other considerations were mainly focus on the hospital man-
agement issues. Overall, the current system was accredited by healthcare professionals
as feasible with a promising future for its implementation in hospital settings. Based on
the discussions above, future research will emphasize on the following aspects:

1. Improve current functions. More medical resources will be added to this system to
provide more precise and evidence-based results for healthcare professionals. The
interface will also be improved to be more user-friendly.

2. Expansion of joint functionality model. In future study, we hope to make this
system more patient-focused and be able to generate individualized reports. We will
integrate current medical resources and patients’ profile together using semantic
approaches.

3. Evaluate DepressionKG in hospital settings. We will cooperate with more hospitals
and involve more experts and frontline clinical staff to test and evaluate our system
comprehensively.
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Abstract. Statins have been widely used for the treatment of cardiovascular
diseases. However, the most severe adverse effect of statins is myotoxicity, in the
form of myopathy and other similar ones. Identifying whether it is a
statins-induced muscle symptoms plays an important role in the use of statins. In
this paper, we propose an approach to analyse the neglected influencing factors of
statin-induced myopathy in a coronary heart disease case by using the technology
of knowledge graphs. Through the n-of-1 trial, we can verify the accuracy of the
knowledge graphs for this task. Furthermore, Knowledge graph of adverse reac-
tions and symptoms is expected to assist physicians in determining adverse events
in the future.

Keywords: Statin � Myopathy � Knowledge graph

1 Background

Statins are among the most widely prescribed drugs, which can reduce the risk of
cardiovascular events, and adherence to statin therapy correlates with reduced car-
diovascular mortality [1, 2]. Muscle pain, as the most commonly reported adverse
events, approximately 60% of adults stop to take statins as the primary reason [3]. And
contribute bad influence to cardiovascular events control.

A recent international survey regarding statin-associated symptoms indicated that
72% of overall adverse events were muscle-related [4]. Myalgia is the most common
side effect of statins as a rate of 38.6%. In other muscle symptoms, rates for Myopathy,
Myositis, Rhabdomyolysis, and Joints and Tendons were, respectively, 3.3%, 2.4%,
18.2%, 32%, and 5.5% as high [5].

As muscle symptoms are not only relevant to the use of statins [6], but also have a
potential relationship with many factors, such as sleep disorders, neurotransmitter
abnormalities, immune disorders, angina pectoris, et al. If muscle pain accompanied by
elevated CK, it may induce myositis even rhabdomyolysis. This could happened in
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strenuous exercise, progressive muscular atrophy, skeletal muscle injury, meningitis,
hypothyroidism, the use of penicillin and so on. As these situations sometimes hap-
pened together, it is obviously unreasonable simply due to statins-induced muscle
damage, when it is impossible to accurately identify the role of factors.

Since many of the information about the statin-related myalgia is fragmentary,
lacking a large randomized controlled study of thousands of patients to elaborated the
relationship of statins and myalgia [7], this evaluation would be also untrustworthy. We
try to show the problem by provide a case with arm pain in coronary heart disease
patient using statins. This case was attributed to statin-related myalgia while using
Lipitor. The Adverse Drug Reaction Probability (Naranjo) score was 3 [8], while the
proposed statin myalgia clinical index score was 6 in this case [9], which means the
arm pain was unlikely associated with statins. Considering not enough information was
provided, other possible factors may be ignored.

Knowledge Graphs are a set of large scale semantic network consisting of entities
and concepts as well as the semantic relationships among them, using representation the
knowledge representation languages such as RDF and RDF Schema in the Semantic
Web. Knowledge Graphs have been shown to be useful tools for integrating multiple
medical knowledge sources, and to support such tasks as medical decision making.
Linked Open Data (LOD)1 and Linked Life Data (LLD)2 are several well-known large
scale Knowledge Graphs. In this paper we propose an approach to use the technology of
Knowledge Graph to detect various relationships of muscle pain and influencing factors.
With the support of the Knowledge Graphs, we make an analysis of the neglected
influencing factors of statin-induced myopathy in coronary heart diseases.

2 Case Presentation

A 58-year-old yellow man presented to the emergency cardiology department with
complaints of coronary heart disease and hypertension for a long time.At that time, His
creatine kinase(CK) was 54U/L (normal range 38-174U/L). Other laboratory indicators
were within normal limits. Physical examination was normal. He had a reported allergy
to fish and Hellfish (rash). He was subsequently admitted for coronary heart disease
with hypertension history.

Before admission, the patient suffered from a headache for more than one year,
occasionally, with tinnitus and dizzy feeling. The head MRI showed multiple lacunae
infarct, brain atrophy, with a normal head MRA, in 2015 June.

In February 2017, the coronary CTA shown no obvious plaque and luminal
stenosis in the right coronary artery. No obvious stenosis shown in left main artery.
Proximal-middle segments of left anterior descending could see thickening wall and
non-calcified plaque, and the most obvious luminal stenosis was in the middle segments,
where was narrow about 50–60%. No significant plaques and stenosis were found in the
left circumflex coronary artery. The left ventricular myocardium was homogeneously
enhanced.

1 http://linkeddata.org/.
2 http://linkedlifedata.com/.
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After admission (March 15, 2017), he was treated with Aspirin Enteric-coated
Tablets 100 mg once a day, Plaix 75 mg once a day, Panlisu 40 mg once a day, Lipitor
20 mg once a night, Valsartan and Hydrochlorothiazide Tablets one tablet a day.

On the third day of hospitalization, the patient received coronary arteriongraphy for
coronary heart disease diagnosis in the afternoon. And there were no complaints before
angiography.

Day 4 (March 18), the patient complainted of right arm myalgia, chest tightness,
precordial discomfort with stress, accompanied by sweating without any physical
activities. Nitroglycerin was taken without apparent relief and lasted approximately an
hour after gradual remission, while the ECG was still normal. And the quick check
shown a CK of 1091U/L, a CK-MB of 7.0 ng/ml, and Troponin T of 8.3 pg/ml within
normal limits. On the next day, CK raised to 1348U/L, and Lipitor was stopped
immediately.

Day 6 (March 20), CK decreased to 1154U/L, while the CK-MB was normal. After
three days, CK turned to normal as 104U/L, without complaints of discomfort. And
then, Fluvastatin capsule was taken to treat coronary heart disease without any myalgia
complaint (Table 1).

His SLCO1B1 (T521C) genotype was TT, while the SLCO1B1 (A388G) genotype
was AA. Overall, the patient belongs to *1a/*1a SLCO1B1 gene type.

3 Analysis

In this case, myalgia and the elevated CK was likely attributed to Lipitor. We need to
analysis the probability of statin-associated muscle symptoms(SAMS) by a reliable
method.

Statin-related muscle toxicity mainly are myalgia, myopathy, myositis, muscle
necrosis, rhabdomyolysis [10]. According to the definitions and the patient’s Creatine
kinase(CK), it should be myositis. However, there are two large meta-analysis come to
a conclusion that statin therapy did not found association with CK elevations compared
with placebo [11, 12]. Considering the proposed statin myalgia clinical index score was
6 [9], and the potential predisposing factors of this patient are only Asian and chronic
pain (headache over 1 years) [10], what is more, he did not have any muscle symptoms
after changed to Fluvastatin [13], we have grounds to believe that the possibility of
SAMS was small. So, we try to re-analyze the possibility from other neglected factors.

Table 1. The change of myocardial enzymes

March 18 March 19 March 20 March 21 March 22

TNI(pg/ml) 8.3 7.0 4.3 5.7 7.0
CK(U/L) 1091 1348 1154 666 104
CK-MB(ng/ml) 7.0 2.8 0.8 0.6 0.5
AST(U/L) 24 32 30 24 14
LDH(U/L) 163 188 178 174 185
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The patient had basic disease without a history of large amount of activities, and CK
increased significantly, which was considered to be a pathological elevation. As known,
Creatine kinase mainly exists in the skeletal muscle and myocardium, followed by brain
tissue, and a very small amount of distribution in smooth muscle, red blood cells, liver
and so on. Considering he had no history of encephalitis, brain disease or head injury,
brain-derived CK elevation was excluded. The patient had a coronary angiography
recently, and the MB isoenzyme of creatine kinase increased, accompanied by chest
tightness and other clinical manifestations, so myocardial damage was not excluded.
And there was not enough evidence to support that was a skeletal muscle injury.

When come to the drug-induced factors, many drugs may lead to CK increasing, for
example, statins. As reported [14–16], patients with a *5 or *15 genotypes had higher
rates of drug side effects than those with *1a or *1b genotypes when using statins.
Compared to the result of gene detection, the patient had a relatively low risk of SAMS.

As for the pain, the patient had suffered an intravenous infusion of L-carnitine and
Alprostadil in themorningwhich can lead to phlebitis. But the patient surface did not seen
any symptoms of phlebitis, so this possibility could be rule out. He also had a coronary
angiography in the last night, and the contrast agent could be the cause of arteritis, which
can not be seen on the surface of the skin, manifested as arm pain. And this pain could be
considered as myalgia subjectively. No evidence of neuropathic pain was found.

In order to determine the correctness of the preliminary analysis, we use the
knowledge graph to coordinate all the relevant information. We use the following
SPARQL query to search over the knowledge graph of Linked Life Data,

PREFIX skos: <http://www.w3.org/2004/02/skos/core#>
PREFIX lifeskim:
<http://linkedlifedata.com/resource/lifeskim/>
PREFIX pubmed:
<http://linkedlifedata.com/resource/pubmed/>
PREFIX umlsid:
<http://linkedlifedata.com/resource/umls/id/>
SELECT distinct ?doc ?title ?prefLabel
WHERE {

?doc lifeskim:mentions
<http://linkedlifedata.com/resource/umls/id/C0750863>.

?doc lifeskim:mentions ?concept .
?concept rdf:type

<http://linkedlifedata.com/resource/semanticnetwork/id/T0
47>.

?concept skos:prefLabel ?prefLabel .
?doc pubmed:articleTitle ?title

}
LIMIT 100
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In that SPARQL query, we use the UMLS concept ID C0750863 to refer to the
medical concept “Finding of creatine kinase level”, and use the URI http://
linkedlifedata.com/resource/semanticnetwork/id/T047 to refer to a symptom or a dis-
ease in Linked Life Data.

That semantic query returns the following answers (Table 2):

In particular, we can find the following relationships between elevated Creatine
Kinase (CK) and myocardial injury:

In 70 patients with confirmed transmural myocardial infarction the sensitivity of creatine kinase
and creatine kinase MB at different times after admission was investigated by 364 measure-
ments. Beside the number of correctly positive results the optimized standard method hitherto
used was compared with the new optimized standard method with N-acetylcystein as activator.
During the first 12 h after admission the percentage of correctly positive results was 64,4% for
creatine kinase (GSH) and 86,7% for creatine kinase (NAC). The sensitivity of cretine kinase
MB, however, was found to be 71,1% (GSH) and 86,7% (NAC). With respect to the poor
specifity of creatine kinase the sensitivity of creatine kinase MB, especially when using the new
optimized standard method is superior. Similar results were established 24 and 48 h after
admission. [17]
The hypothesis that acute myocardial infarction (MI) is more extensive in patients without
previous angina or healed MI was evaluated in 177 patients with documented recent acute MI.
Ninety-nine patients (56%) had no previous angina or healed MI (negative history group), and
the remaining 78 patients (44%) had a previous history of angina or healed MI (positive history
group). The mean peak creatine kinase (CK) level in the negative history group was 784
compared with 419 IU in the positive history group (p less than 0.0001). The mean peak
CK-MB level in the negative history group was 128 compared with 76 IU in the positive history
group (p less than 0.001). The mean peak CK-MB level was higher in the negative history
group after controlling for age, streptokinase administration, previous coronary artery bypass

Table 2. Semantic query return results

Doc Title PrefLabel

pubmed-article:
859617

Muscle histology and creatine kinase levels in the
foetus in Duchenne muscular dystrophy

Muscular
Dystrophy,
Duchenne

pubmed-article:
14248444

Creatine kinase levels in women who carry genes
for three types of muscular dystrophy

Muscular
Dystrophy

pubmed-article:
863458

Use of normal daughters’ and sisters’ creatine
kinase levels in estimating heterozygosity in
Duchenne muscular dystrophy

Muscular
Dystrophy,
Duchenne

pubmed-article:
3772449

CSF brain creatine kinase levels and lactic acidosis
in severe head injury

Acidosis, Lactic

pubmed-article:
7053734

Diagnostic problem in acute myocardial infarction:
CK-MB in the absence of abnormally elevated total
creatine kinase levels

Acute
myocardial
infarction

…..
pubmed-article:
3414544

Relation of peak creatine kinase levels during acute
myocardial infarction to presence or absence of
previous manifestations of myocardial ischemia
(angina pectoris or healed myocardial infarction)

Acute
myocardial
infarction
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grafting or treatment with beta-blocking agents. Despite the high frequency of healed MI in the
positive history group (73%), the rates of in-hospital complications were similar for the 2
groups. Patients with acute MI without previous angina or healed MI have substantially higher
peak CK and CK-MB levels; this implies a larger MI than in patients with previous angina or
healed MI. [18]

Therefore, we find that elevated CK may be associated with myocardial injury.
Similarly, through the search over Linked Life Data, we can find that the arm pain may
be related to the use of contrast agent with high likelihood.

4 Conclusion

In this case, the risk factors of arm pain and elevated CK are complicated. When
monism fails to explain all the adverse symptoms, the interaction of influence factors
may lead to miscarriage of justice.

Knowledge graph use the computer to read the latest authoritative medical literature
and electronic medical records, build the knowledge base, give the base reasoning
ability, and finally assist doctors to find out the correlation degree of adverse reactions
and influencing factors.

The difficulty lies in data preprocessing and structuring. Because the knowledge
graph is structured knowledge, it is made up of entity and entity relation. For example,
for adverse reactions and symptoms, the relationship can be “inclusion relationship”,
“exclusive relationship”, and even “gold standard relationship” (for example, all
inflammation can lead to fever, which is a gold standard). According to the relationship
between adverse reactions and symptoms, it is described in the literature as (X adverse
reaction) have (Y symptoms), the clinical manifestations of (X adverse reaction) is
(Y symptoms), (X adverse reaction) can cause (Y symptoms) and so on.

In this case, knowledge is shown by knowledge graph, and there are some con-
tradictions in the description. So we add a large number of fault tolerance mechanisms,
in the process of inference calculation. According to the statistical distribution of
knowledge, assume the learning samples. Reduce the opportunities of errors knowledge
unfolded through some sort of strategy, supplemented by manual checking, finally, to
obtain a more reliable conclusion. For example, we use an approach to identifying the
conflicting evidence [19], classified as A1, A2, B, C or D. And the result shown as
below. PMID 24613429 is A1, PMID 26192349 is A1, PMID 17560286 is A1, PMID
9185636 is A2, PMID 25282031 is A2, PMID 27942805 is C, PMID 16286544 is B,
PMID 24389208 is C. And we come to a conclusion that statins reduce all-cause
mortality by 14% and reduce major adverse cardiac events by 20%, even they can
reduce the CoQ10 which is the heart-needed mitochondrial activator.

We use the N-of-1 test [20] to verified the accuracy of the knowledge graph.
Knowledge graph of adverse reactions and symptoms is expected to assist physicians in
determining adverse events in the future.
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Abstract. Brain science is a well-recognized frontier science with extensive
and profound contents. For the past hundreds years, biological experimental
studies are the main ways to understand the brain, but now, neuro-data and
computing have grown up to be almost an equivalent important tool for
uncovering the brain and brain disorders. It means that a fuse of “Brain” and
“Informatics”, Brainformatics, is becoming an area of science. In this paper, we
take the brain research driven by information science as a new discipline –

BraInFormatics – with “brain information acquisition”, “Brain information
decoding” and “brain information applications” as the main contents, and
meso-scale problems are the main space waiting for this discipline. This paper
explains the concept, scope and challenges with some examples, such as EEG
zero-reference technique, brainwave music etc. developed in our lab.

Keywords: Brainformatics � Information acquisition � Information decoding �
Information application � Meso-scale brain science

1 Introduction

Brain science covers problems of various spatial scales, from microscopic level (gene,
biomolecule, neuron), mesoscopic level (neural mass) and macroscopic system level
(Fig. 1). Each scale works specifically and acts differently, and requiring different
research tools to look in. For the microscopic scale, gene sequencing, biochemistry,
optical microscopy, electron microscopy and patch clamp etc. are the main research
tools. For the macroscopic system level, electroencephalogram (EEG), magnetoen-
cephalogram (MEG), magnetic resonance imaging (MRI), functional near - infrared
spectroscopy (fNIRS), psychological and behavioral analysis are the main research
technologies. Usually, microcosmic analysis typically processes off-body samples
which are invasive and non in-situ analysis, but it can dip into the gene, protein
molecule, synapse, ion channel, membrane potential etc. Macroscopic techniques may
face the human brain directly as it is generally non-invasive and in-situ analysis, thus of
more clinic values and cognitive science application.

For micro-scale brain science, constrained by biology, complete measurement of all
activity and microstructure remains a wishful thinking. And even if such measurements
were made possible, one could as easily get lost in the detail of a forest as in a large
data set, just like one blind man feeling an elephant [1]. At the macro-scale, leading by
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psychology (Statistics), many fundamental progresses are also made without having to
account for costly physiological or anatomical measurements (Fig. 1). However, the
limited information available outside the brain also remains much secret under the
observed. Another prominent question is whether there is a meso-scale area which do
not just fills up the physical gap between the micro- and macro-scales, but also opens a
new world to fly our dream? Unfortunately, there is no effective tool for the meso-scale
brain information acquisition, mathematical model and computation simulation are
therefore the main tools in current practice. Thus meso-scale brain science is mainly an
information science driven brain science, that’s the main body of BraInformatics
(Fig. 1).

2 Meso-Scale Brainformatics

The meso-scale knowledge of brain is of specific significance not only because it is the
critical bridge from the micro-scale details to the macro-scale phenomena, but also due
to the fact that it may lead us to see the trees as well as the wood, based on its tight
links with the micro- and Macro scales. As noted above, the three scale-dependent
approaches are constrained respectively by genome/biology/biochemistry, mathematics/
information Science, and Psychology/behavior (statistics) for the micro-scale,
meso-scale and macro-scale efforts (Fig. 1), some scale-dependent sub-disciplines of
brain science have been setup, such as cellular neurobiology, computational neuro-
science and cognitive neuroscience in the past decades (Fig. 2). And some more specific
sub-disciplines are emerging.

Actually, “when a workman wishes to get his work well done, he must have his tools
sharpened”. For brain science, the tool you are having would determine what kingdom
you may be involved. In fact, if we look again at the brain science from the perspective of
the main tools involved (Fig. 1), we will have a new view of the sub-disciplines:
“Computational Neuroscience or Neurocomputing Science” driven by mathematics,
“Electroencephalogram and Magnetoencephalogram” based on electromagnetism,

Fig. 1. Brain Science at different scales.
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“Neurobiology” on chemistry and biology, and “Cognitive Neuroscience” on psychol-
ogy and neuroimaging. In this way, the brain science study induced by information
science would be titled as “Brainformatics”, a new discipline founded on the fusion of
information and brain science, thus we may take Brainformatics as an information driven
brain science discipline [2], the main body being the knowledge of the meso-scale brain.

3 The Scope of BraInformatics

Information science, which is based on information theory, system theory and cyber-
netics, covers the theory, method and system for information acquisition, transmission
and processing, and various applications. Information science covers information
theory founded by Shannon but not limited to it. Therefore, brainformatics is not
limited to entropy theory, but to include brain information acquisition, decoding (the
information mechanism of brain function and brain disorder) [3] and application
(brain-like technology, brain-inspired technology, brain-computer interface technology
and translational medicine) (Fig. 3). What should the brainformatics include in general?
It can be listed according to the information detecting technologies we have. The
existing technologies cover the behavioristics, mechanics (ultrasound), thermotics
(infrared), electricity, magnetism, optics, biochemistry, metabolism and gene, such a
scope is far beyond the well-known “neuron” or “neural network”, thus the brainfor-
matics is not the neuroinformatics. After obtaining the brain information, the coming
challenge is the explanation or decoding of the data. It involves all aspects of the brain
function and brain disease, and the knowledge will contribute to our understanding and
protection of our brain. In the past decades, new experimental techniques are gener-
ating a wealth of information about the brain at different scales – from the levels of
genome, single cells to brain circuits to behavior – but neuroscience still lacks effective

Fig. 2. Various sub-disciplines of Brain Science. Sub-disciplines and the main tools adopted in
parentheses. Brainformatics is the one driven by information science as the main tools.
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tools for managing these massive data sets. We need to find new ways to organize,
analyze, and extract meaning from neurodata, thus open a new big data-driven neu-
roscience and in so doing accelerate the pace of discovery [4]. Thirdly, how could we
verify the decoding and understanding of the brain information? It depends on the
generalization of the obtained model and assumption in facing various new aspects of
brain function and new intervention of brain disorder.

4 Brain Information Acquisition and EEG Zero-Reference
Technique

Brain information acquisition involves two aspects: instrument and method. In recent
years, driven by USA BRAIN Project [5] etc., a few breakthrough technologies
emerged for accessing brain information, they are CLARITY technology, optogenetics
technology, high field MRI brain imaging technology, flexible electrode technology,
gene editing technology (such as CRISPR-9, Clustered Regularly Interspaced Short
Palindromic Repeats). In this aspect, the Chinese advances include high resolution
optical sectioning imaging technology [6], EEG-MRI information fusion technology
[7], EEG zero reference technology [8] and so forth.

As an example, let’s get into a little more details of EEG zero reference techniques
[8]. EEG is a scalp potential recordings, as potential can only be measured as the
potential difference between two points, we need to have one point as base, the ref-
erence electrode, and the other as the active electrode, and only when the reference is
zero or constant, we can get the true activities at the active electrode (Fig. 4). However,
there is no point on the body surface including the brain scalp where the potential is
constant, thus no point on the body surface can be used as the gold reference. Figure 4
shows that for the same neural activities inside, the waveforms may be quite different
when different references are adopted.

Fig. 3. The scope of Brainformatics. The main domains are the three: decoding brain to
understanding cognition and disorder; information acquisition and the instrument, method
behind; applications in both intelligent technique and clinical practice.
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EEG non-zero reference problem is a historical and fundamental problem since the
human EEG discovered in 1924 by Hans Berger. In 2001, we took the lead to adopt the
information science knowledge, the brain electric theory, that the scalp potential
recordings, no matter what reference adopted, are generated by sources inside the brain,
thus the different recordings with different references can be bridged together by the
sources inside, then we developed a software method (reference electrode standard-
ization technique–REST: www.neuro.uestc.edu.cn/rest) [8, 9] which was later repeat-
edly confirmed to be able to transfer an actual non-zero reference recordings to
approximate zero reference based recordings [10], and now it was directly adopted
more and more to get the true activities on the scalp surface to improve the later brain
function or disorder discovery in many labs around the world.

5 Brain Information Decoding and Brainwave Music

Brain information decoding is in fact the understanding of brain information in a sense
of brain cognition and brain disorder. The existing neural coding and decoding theory
is a typical example. The current coding theory, including frequency coding, time
coding, mode coding, collaborative coding, still cannot work in consent with the large
amount of data accumulated in neuro-electro-physiological domain. In other words, the
development of decoding theory is still at a relatively delayed situation than the data
accumulation. Another issue is the brain network theory. It has now been recognized
that the brain function is networked [11], which follows “small world” and “rich club”
rules, and the networks are hierarchical, but the whole story of brain network is still
blurred. The third problem is the brain’s “Schrodinger equation” or “Einstein’s equa-
tion” problem. Are there a few simple equations or principles which control the human
brain’s function? In past few decades, Dr. Karl Friston proposed “Bayesian brain” and
“the principle of minimum free energy” [12]. Could they be the simple equation? All
these problems are core problems in brainformatics in the future. In recent years, there
are a lot of works conducted in understanding the information mechanism of brain
function and brain diseases in China, such as Brainwave music [13], bi-directional
regulation mechanism of absence epilepsy [14], effects of game training on insula
plasticity [15] as well as the EEG brain network theory [16].

Fig. 4. EEG recordings with different reference. Left: Cz as reference, Right: Linked mastoids
as reference. With the same sources underneath, EEG recordings may be quite different when
different references are adopted.
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As an example, let’s show you the relation between brain signal and music. Since
the dawn of human civilization, music evolved along with the human evolution, human
signals such as EEG would have intrinsic hints of the music, and thus music might be a
tricky way to decode the human brain (Fig. 5).

Fortunately, it is easy to find that both EEG and music signal follow power-law
thus we may establish a bridge between EEG and music directly [13], and the resulted
music also follows power law, and can be used to discriminate (decode) different brain
state [17].

6 Exploratory Application of Brainformatics
and Apparatus-Brain Conversation

For the exploratory application of brainformatics, the EU human brain project (HBP) is
a good example [18]. One task of HBP is to explore the internal cognitive mechanism
of the brain through simulating normal brain function, for example, to understand the
causality mechanism of cognitive behavior by comparison of various aspects between
‘dummy human or SimAnimals’ and ‘real man or real animal’. The second goal is to
simulate the brain mechanism of brain disease. It tries to find biomarker of brain
disease, determine new targets, and explore the curative effect of new drugs or side
effects by combining pharmacokinetics and systematic simulation study from healthy
brain to morbid brain. The third point focuses on neural morphology, which aims to
develop human-like control technology, such as automatic driving technology.

In general, any application of brainformatics is about the interaction between brain
science and the environment, the most well-known concept is the so-called
brain-computer interface (BCI). However, interface cannot characterize the whole
story, we propose to use apparatus-brain conversation (ABC) (Fig. 6), where apparatus
is not just computer or machine, it also represents the biological organs of a living
system, and conversation represents both one-way and bi-directional communication in
nature. In this way, ABC may have three categories, such as ABC-1 for “activating
brain”, here we assume the brain at good state, the problem is to have normal channel
to let it activate, thus to get the neural signal pass through the channel to
interact/control something outside, such as the brain-signal P300, SSVEP etc. based
armchair control, and various artificial limb, visual or auditory prosthesis; ABC-2 for

Fig. 5. Brainwave music. Left: brainwave, right: music. With the intrinsic relation(both EEG
and music following power-law), the brainwave (left) is translated to music (right).
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“modulating brain”, such as animal robot, various neurofeedback; ABC-3 for “brain
enhancement”, such as the previous brainwave music, and action game where a brain
decision becomes action through the biological organ, the hand, and the results feed-
back to the brain through ears and eyes, the repeating practice would enhance the
related brain function and even change our brain [15].

7 The Opportunities

Why should Brainformatics be assigned as an independent sub-discipline? Actually,
“substance, energy, information” have now been recognized as the three basic elements
of the world though the initiation of information science is later than that of physics,
mathematics, chemistry and biology. It means that information science is now as
important as the other main basic disciplines. In fact, our life and cell, including our
brain and neuron, is actually a unity of “substance, energy and information”. In this
sense, publicizing Brainformatics is more than necessary, it would be an important
routine to drive both the brain science and information science, making them help each
other and fastening each other. Essentially, the journal “Brain Informatics” setup a few
years ago already partly play the role to drive computational technologies related to
human brain and cognitive [19].

In the wave of artificial intelligence, the brain information mechanism is the
thinking spring of the artificial intelligence technology, Brainformatics will play an
important role in such an age. The European Human Brain Project (HBP) initiated in
2013 took the brain simulation as the core, it actually reflects the European scientists’
judgment of the future science and its economic and social values. Currently, with the

Fig. 6. Apparatus-brain conversation (ABC). Left: brain functionalized with
perception/execution, making decision, memory and consciousness etc. Right: apparatus
including both biological organs within normal health person and machine like computer
outside the body. Conversation covers both one-way and bi-direction communication.
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development of society and economy, health, especially brain health, becomes the sign
of the level of social development. It is estimated that brain disease may cost about
25% of the total medical burden in years 2020. Therefore, research on brain disease
mechanism is already a timely crucial topic. In the past decades, various international
enterprises have put in a lot of resources to identify the molecular target, so as to design
a medicine for the therapy of brain diseases. Unfortunately, almost all of these efforts
failed in the past decades. These challenges are actually the main background of the
USA BRAIN project (Brain Research through Advancing Innovative Neurotechnolo-
gies) initiated in 2013, too. The “brain information acquisition” was put at the core of
the BRAIN project and the aim is to search for new breakthrough for both brain disease
and brain function from new information to be obtained.

In general, the importance of information science for brain study is already the
consensus of the international community. Systematically pushing the new
sub-discipline, Brainformatics, can not only satisfy the scientists’ curiosity, but also
meet the giant need of brain health, and such researches would receive much attention
and support, and make a significant breakthrough in the near future.

8 Potential Challenges

What are the challenges of brainformatics - the brain research and application driven by
information science? For such a question, each one may have specific opinion, how-
ever, the following issues are likely to be widely accepted.

(1) Brain aging: due to the desynchronized aging between physiology and brain
function, brain aging disease is becoming a big challenge problem for the whole
world. What are the determining factors of the brain aging, and are there any
intervention techniques which can be adopted to stop or delay the brain aging
process? The drug intervention is more emphasized in current medical system, but
more and more people realized that it may not be the most effective method. How
about to have some information-based technologies and methods to intervene
brain aging?

(2) Major neuropsychiatric disorders enlarged by current rapid social information-
ization: We have to face more and more patient population with neuropsychiatric
disorders and their medical burden getting heavier when we enjoy convenience
brought by informationization. For these diseases caused by informationization,
should we focus on using information approach to remit them?

(3) How to further improve imaging to dynamic, noninvasive, natural and multimodal
integration. For example, the spatial resolution of the current functional magnetic
resonance image is about 3 mm, how can we reach the desired 0.1 mm for
functional column of brain in the coming ten years?

(4) The big data in brain science: Brain information covers multi-level, large-scale
heterogeneous datasets ranging from gene to behavior, thus brainformatics is a
typical issue of big data [20]. What can artificial intelligence technology do in this
respect? What new development does artificial intelligence technology need to
explore?
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(5) Reverse and emulation brain: ‘Reverse brain engineering’ is one of the big
challenges in the 21st century [21]. For brainformatics researchers, no matter
‘brain-like’, ‘brain emulation’ or ‘brain-inspired’ technologies are worth to
develop, each of them has its own special target, and they all try to feedback the
society to promote social progress and make human life better.

9 Conclusions

In conclusion, brainformatics, founded by the brain research driven by information
science, on one side owes its growth to progress of information science in
information-acquisition technology and computational capacity. On the other side, it
also forces innovation of information science theory and method. Thus, it will facilitate
the understanding of the brain information mechanism and develop engineering
applications and clinical translation. Obviously, the development of the brainformatics
discipline needs researchers with multiple discipline backgrounds and spirits of inno-
vation to devote themselves to this work. In the brewing Chinese brain project,
brainformatics will play an important role as the information mechanism of the brain is
one of the main contents. This fact also means that Chinese scientists also attach great
agreement on the importance of this crucial sub-discipline for the future.
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Abstract. Biochemical molecules are substantial bases for the function of
nervous system. The concentrations of specific molecules are closely linked to
the activity and status of nervous system. This paper summarized our previous
work on the relationship be-tween some active biochemical molecules and
specific activities in nervous system. The results indicated that the levels of
some biochemical substances may reflect the function and regulation of the
nervous system, which derived easy, fast and cheap methods for assessing the
activity and status in nervous system.

Keywords: Biochemical analysis � Nervous system � Stress � Biomarker

1 Introduction

Nervous system is a sophisticated part of human body. The electro-physiological signal
is transmitted thought the synapses between neurons, these signal pathways constitute
the bases for the function of nervous system. Many active molecules are playing pivotal
roles in the transmission of signals, such as neurotransmitters and hormones. The
involvements of active molecules in the actions of nervous system offer the measur-
ability of the status and function of the nervous system. The alteration of the con-
centrations of these molecules possibly reflect the activity, regulation, function or
anomaly of the nervous system. In this study, we summarized the work involving the
investigation of the concentrations of these special molecules in biological samples,
including the development of analytical techniques and the application in different
situations, as well as the significance of these studies.
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2 The Development of Flow Injection Analysis
of Salivary-a-Amylase and Its Application
in the Evaluation of Stress and Anxiety

Salivary a-amylase (SAA) is one of the main protein secretions in saliva. The
most-realized role of SAA is its enzyme function in digesting carbohydrate. Recently,
many studies emphasize the role of SAA in stress reaction. The secretion of SAA is
controlled by the sympathetic nervous system (SNS). When the SNS is stimulated,
SAA is released from seconds to minutes and shows a dramatic increase. Therefore,
SAA is proposed as a biomarker of stress response of SNS. Our group developed an
analytical method for SAA based on flow injection analysis and applied this method
into the determination of SAA during a running exercise task. Subjects were a group of
university students who were to take a 100m dash running. Therefore, the exercise in
relatively intensive which is considered as an acute stressor. Sub-jects offered three
saliva samples at pre-running, post-running and 10 min post-running, respectively.

The analytical method for SAA is developed by combining flow injection sampling
with UV-Vis spectrophotometry. The range of linearity of the method is 0–50 lg/mL;
the correlation coefficient of the calibration curve is 0.9990; the recovery of the method
is 97.8–105.9% (n-3). A single run of determination could be finished in 1 min. The
method is fast, sensitive, precise and cheap.

Under dash running experiment, subjects’ SAA levels increased dramatically after
running, and decreased to the initial level after rest for several minutes (Fig. 1). The
alteration of SAA concentration reflected the activation and recover of sympathetic
nervous system [1, 2]

Fig. 1. SAA activity alteration during physical exercise
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Apart from the assessment of the activity of SNS, SAA is associated with psy-
chological states such as anxiety. In another study, we recruited some university stu-
dents who were to take an examination. Prior to examination, they took the State-Trait
Anxiety scale. They were grouped as low-anxiety group and high-anxiety group
according to their scores on the scale. Their saliva samples were collected before
examination, examination end and 10 min after examination. The results showed the
correlation between the anxiety level and SAA activity (Fig. 2) [3, 4].

This study suggested the linkage between anxiety and SAA activity. In
high-anxiety group, their SAA level was constantly growing during the whole proce-
dure; while the low-anxiety group showed a rise-recover regulation. It seemed that the
high-anxiety group had prolonged emotional reaction to stress, which was reflected by
increased SAA even after the stress situation had ended.

3 The Development of HPLC Analysis of Salivary Amino
Acids and Its Application in the Assessment of Emotional
Reactions During Visual Task

Amino acids are molecules with a common structure that contains an amine group, a
carboxylic acid group and a characteristic side-chain. They have critical functions to
life with a direct involvement in metabolism by serving as the building blocks of
proteins. Additionally, amino acids act as precursors for the synthesis of hormones and

Fig. 2. SAA alteration during an examination in (A) low-anxiety group and (B) high-anxiety
group
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neurotransmitters. Some amino acids play the roles as neurotransmitters in nervous
system. There-fore, the biochemical relevance of amino acids and their concentrations
are of interest in the study of the activity of nervous system.

We designed a visual experiment which intended to trigger affections in subjects.
Subjects were 9 university students aged 19–21 years. They were instructed to watch a
three-dimensional cartoon which had strong emotion-al clips. Their saliva samples were
collected before task, task end and 20 min post-task. Thirteen salivary amino acids were
determined using a HPLC-UV method, i.e. i.e. glycine (Gly), arginine (Arg), ornithine
(Orn), lysine (Lys), glutamine (Gln), glutamine (Glu), aspartate (Asp), threonine (Thr),
taurine (Tau), alanine (Ala), c- aminobutyric acid (GABA), serine (Ser), and hydrox-
yproline (Hyp). The linearity range of the method is 0.5 * 100 lg/ml, the correlation
coefficient of the calibration curves for 13 amino acids are 0.9934–0.9999. The limits of
detection are 0.1–0.5 lg/ml. The precisions of the method were evaluated as RSD
0.3–8.8% (n = 6).

Four amino acids (i.e. glycine, threonine, alanine and ornithine) per-formed a
regular rise and fall from visual task to rest (Fig. 3). It was indicated that these amino
acids responded sensitively to emotional reactions triggered by the visual task. [5].

Fig. 3. Salivary amino acids alteration during visual task
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During these 13 amino acids, Glu, Gln, Gly, Ala, and GABA are previously
confirmed as excitatory or inhibitory neurotransmitters. However, only Gly and Ala
showed significant alterations when participants were facing a visual stimulus, which
indicated the selective activation of different neuro-transmitter systems. Additionally,
this experiment discovered two amino acid which were potential indicator of the
emotional actions.

4 The Development of Flow Injection Analysis of Salivary
Histidine and Its Application in Assessing Stress

L-Histidine is an essential component of many proteins. With the active imidazole
group, histidine residue offers the active site for many enzymes and directly participates
in catalysis [6]. Apart from this, histidine is reported to act as a neurotransmitter or
neuromodulator in central-nervous system.

Conventional analysis of histidine is carried out in HPLC which required cum-
bersome derivatization step. In our study, we developed a flow injection sampling
tandem UV-vis spectrophotometry method in which histidine was determined in the
dynamic balance of derivatization reaction in flow injection system. A single run of the
analysis costed less than 4 min. The method had a wide linearity range of 5–
200 lg/mL. The correlation coefficient of the calibration curve was r2 = 0.9979. The
developed analytical method for salivary histidine was convenient, time saving and
precise.

To analyze the relationship between salivary histidine and stress response, we
conducted an experiment which induce a social stress to subjects. The subjects in
treatment group were undergraduate students who were to give academic reports on
their graduation oral examinations, while the control group did not give speeches.
Salivary samples in treatment group were collected 20 min before speech, end of
speech and 20 min after speech. The control group offered salivary samples on same
time points. Then their salivary histidine concentrations were determined using the
above mentioned method [7].

As it was shown it Fig. 4, participants who gave the academic reports showed
significant fluctuations of salivary histidine. By contrast, the control group who had no
speech tasks showed stable salivary histidine secretion. The results indicated the
potential indicator role of salivary histidine for assessing social stress. The academic
report task was a typical social stressor which involved cognitive function and exec-
utive function. This study sup-plied a novel approach for the assessment of the activity
of these functions during social stress.
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5 Discussion and Conclusion

Biochemical molecules have important roles in the function of nervous system. Their
roles supply the possibility of assessing the function and status of nervous system
through their concentration and alteration. Our studies indicated that some biochemical
substances in human saliva are useful to reflect some activities of nervous system,
including stress response, anxiety, cognitive and executive function. This method is easy
to handle and fast to obtain data, which is especially applicable in the high-throughput
data analysis on the study on the nervous system. Additionally, the samples used in our
work are non-invasive saliva, which are easier to collect and friendlier to participants.

Acknowledgement. This work was supported by the National Natural Found Committee of
China (No. 81673230), the Social Development Research Program of Jiangsu Province Science
and Technology department (No. BE2016741), the Open Project Program of Key Laboratory of
Child Development and Learning Science of Ministry of Education, Southeast University
(CDLS-2016-04), and the Fundamental Research Funds for Research and Innovation Projects to
Postgraduate students in Central Universities and Colleges in Jiangsu Province (KYZZ_0070).

Fig. 4. Salivary histidine (peak area) of subjects (A) without task (B) gave the academic reports

332 C. Li et al.



References

1. Chen, L.Q., Kang, X.J., Zhou, X.L., Gu, Z.Z., Lu, Z.H.: Flow injection spec-trophotometry
determination of salivary alpha-amylase for stress evaluation. In: International Conference on
Bioinformatics and Biomedical Engineering, Wuhan, China, pp. 1-3 (2011)

2. Chen, L.Q., Kang, X., Zhou, X., Wang, Y., Ma, L.: The establishment of flow injection
analysis method for saliva a-amylase and its application in the psychological stress. J. Inf.
Technol. 1(3), 119–123 (2012)

3. Gao, X., Zhou, R.L.: Inhibition function in selective attention of high trait anxiety
undergraduates. Chin. J. Clin. Psycholo. 20(3), 288–291 (2012)

4. Huang, J.J., Chen, L.Q., Wang, Y., Shen, K.W., Li, C.: The development of on-line
monitoring instrument for the determination of salivary a-amylase. Symposium on field test
instrument and front technology, Beijing, China (2014)

5. Tang, W., Li, X., Wu, X.X., Wang, Y., Kang, X.J.: Salivary amino acids determi-nation and
their changes in vision stress experiments. Open J. Soc. Sci. 01(6), 23–25 (2013)

6. Littauer, U.Z., Grunberg-Manago, M., Creighton, T.E.: The Encyclopedia of Molecular
Biology, pp. 1911–1918. John Willy and Sons Inc., New York (1999)

7. Sun, J., Zheng, S.L., Wang, Y., Kang, X.J., Gu, Z.Z., Lu, Z.H.: The prelimi-nary investigation
of salivary l-histidine under computer vision stress. In: The 7th International Conference on
Cognitive Science, Beijing, China, 17-20 August 2010

The Development and Application of Biochemical Analysis of Saliva 333



Author Index

Abro, Altaf Hussain 26
Ashraful Amin, M. 39

Bai, Lijun 95
Bai, Shuotian 235

Cai, Hanshu 244
Cao, Jiannong 49
Cao, Peng 202
Chen, Gong 49
Chen, Gongxiang 116
Chen, Zengai 254
Choo, Yun-Huoy 129

Fang, Shiaofen 285
Feng, Jieyin 116

Gao, Yuanbo 3, 235
Goñi, Joaquín 285
Gu, Pan 327

Han, Yong 304
He, Qiang 149, 223
Hou, Yuexian 49
Hu, Bin 139, 190, 244, 261
Hua, Xiaoli 295, 304
Huang, Zhisheng 295, 304

Islam, Jyoti 213

Ji, Junzhong 72
Jiang, Hua 190

Kang, Xuejun 327
Khoh, Wee-How 129
Kuai, Hongzhi 159

Li, Baobin 3
Li, Chen 327
Li, Huang 285
Li, Xiaoyu 261
Li, Yao 254
Liu, Fei 261
Liu, Feng 59

Liu, Xiaoli 202
Liu, Xiaoqian 235
Liu, Yan 49
Liu, Yang 49
Liu, Zhenyu 261

Meng, Ziyu 254
Miao, Chunyan 83
Mutasim, Aunnoy K 39

Nie, Jingxin 181

Peng, Hong 190

Qin, Jing 59

Raihanul Bashar, M. 39
Rosenberger, Jay 59

Saykin, Andrew J. 285
Sha, Xiaocong 244
Shao, Xuexiao 139
Shen, Jian 190
Shen, Kangwei 327
Shen, Li 285
Song, Sutao 107, 116
Sporns, Olaf 285
Su, Jianzhong 59
Sun, Chuanzhu 95

Tabatabaei, Seyed Amin 14
Tan, Ah-Hwee 83
Tang, Beixi 116
Tang, Chao 181
Tang, Cheng 83
Tang, Weijing 295, 304
Tipu, Rayhan Sardar 39
Tong, Yuehua 107
Treur, Jan 14, 26

Wan, Zhijiang 149, 223
Wang, Di 83
Wang, Gang 261



Wang, Jijun 171
Wang, Jing 254
Wang, Jingying 235
Wang, Ning 3
Wang, Shan 95
Wang, Shouyi 59
Wei, Yuqing 181
Wu, Meiyun 116

Xu, Hongxia 159

Yan, Hao 95
Yan, Jianzhuo 159, 223
Yang, Jie 149, 223
Yang, Jing 261
yang, Jinzhu 202
Yang, Yu 295, 304
Yao, Dezhong 315
Yao, Yao 72
Yao, Yuan 190
Yao, Zhijun 190
Yap, Hui-Yen 129

Zaiane, Osmar 202
Zhang, Bin 171
Zhang, Chuxue 235
Zhang, Jiacai 107
Zhang, Peng 49
Zhang, Xiaowei 190
Zhang, Xin 181
Zhang, Yanhao 244
Zhang, Yanqing 213
Zhang, Yinsheng 272
Zhao, Dazhe 202
Zhao, Jiajia 181
Zhao, Qinglin 190
Zhao, Shengjie 190
Zhao, Xuewu 72
Zheng, Xiangwei 139
Zhong, Ning 149, 223
Zhong, Shenghua 49
Zhou, Haiyan 149, 223
Zhou, Yang 235
Zhu, Tingshao 3, 235
Zigon, Bob 285

336 Author Index


	Preface
	Organization
	Contents
	Cognitive and Computational Foundations of Brain Science
	Speech Emotion Recognition Using Local and Global Features
	1 Introduction
	2 Materials and Methods
	2.1 Database
	2.2 Features for Speech Emotion Recognition

	3 Results/Discussion
	3.1 Classification Results for EMODB
	3.2 Classification Results for RAVDESS
	3.3 SFFS

	4 Conclusions
	References

	Advertisement and Expectation in Lifestyle Changes: A Computational Model
	1 Introduction
	2 Temporal-Causal Modeling
	3 The Computational Model
	3.1 Graphical Representation of the Model
	3.2 Numerical Representations and Parameters

	4 Simulation Experiments
	4.1 Hypotheses
	4.2 Scenarios and Results
	4.3 Explanation

	5 Conclusion
	References

	A Computational Cognitive Model of Self-monitoring and Decision Making for Desire Regulation
	Abstract
	1 Introduction
	2 Background
	3 Conceptual Representation of the Model
	3.1 Desire Generation and Choosing Actions
	3.2 Self-monitoring and Regulation Strategies
	3.3 Numerical Representation of the Model

	4 Simulation Results
	5 Conclusion
	References

	Video Category Classification Using Wireless EEG
	Abstract
	1 Introduction
	2 Experimental Setup and Data Acquisition Techniques
	2.1 Demographics of Subjects
	2.2 EEG Recordings
	2.3 Experimental Setup

	3 Experimental Study and Findings
	3.1 Algorithms and Methods
	3.2 Experimental Results

	4 Discussion
	5 Conclusion
	References

	Learning Music Emotions via Quantum Convolutional Neural Network
	1 Introduction
	2 Related Work on Quantum Information
	3 Quantum Convolutional Neural Network for Music Emotion Analysis
	3.1 Rationale
	3.2 Quantum Convolutional Neural Network

	4 Experiments
	5 Conclusions
	References

	Supervised EEG Source Imaging with Graph Regularization in Transformed Domain
	1 Introduction
	2 Inverse Problem
	3 Graph Regularized EEG Source Imaging in Transformed Domain
	3.1 EEG Source Imaging in Transformed Domain
	3.2 Discriminative Source Reconstruction with Graph Regularization

	4 Optimization with ADMM Algorithm
	5 Numerical Experiment
	6 Conclusion
	References

	Insula Functional Parcellation from FMRI Data via Improved Artificial Bee-Colony Clustering
	1 Introduction
	2 Related Content
	2.1 Insula Functional Parcellation Based on FMRI Data
	2.2 Artificial Bee Colony (ABC) Algorithm

	3 DABCC Algorithm
	3.1 Food Source Representation
	3.2 Initialization
	3.3 Self-adaptive Multidimensional Search Mechanism Based on Difference Bias for Employed Bee Search
	3.4 Algorithm Description

	4 Experimental Results and Analysis
	4.1 Data Description and Preprocessing
	4.2 Evaluation Metrics
	4.3 Search Capability
	4.4 Parcellation Results
	4.5 Functional Consistency

	5 Conclusion
	References

	EEG-Based Emotion Recognition via Fast and Robust Feature Smoothing
	1 Introduction
	2 Related Work
	3 Moving Average Smoothing on Statistical Feature Set
	3.1 Feature Extraction
	3.2 Moving Average Smoothing on Extracted Features
	3.3 Classification Algorithm

	4 Emotion Recognition on DEAP Dataset
	4.1 Experimental Setup
	4.2 Results and Discussions

	5 Conclusion
	References

	Human Information Processing Systems
	Stronger Activation in Widely Distributed Regions May not Compensate for an Ineffectively Connected Neural Network When Reading a Second Language
	Abstract
	1 Introduction
	2 Methods
	2.1 Participants
	2.2 Materials
	2.3 Experimental Procedure
	2.4 Data Acquisition
	2.5 Data Processing

	3 Results
	4 Discussion
	4.1 Assimilated and Accommodated Neural Network for L2
	4.2 Stronger Activation but an Ineffectively Connected Neural Network

	Acknowledgments
	References

	Objects Categorization on fMRI Data: Evidences for Feature-Map Representation of Objects in Human Brain
	Abstract
	1 Introduction
	2 Method
	2.1 Subjects and fMRI Data Acquisition
	2.2 Stimuli and Experimental Procedure
	2.3 Data Preprocessing
	2.4 Voxel Selection
	2.5 SVM Method

	3 Results
	3.1 Classification Results for One vs. One Classifiers
	3.2 Classification Results for One vs. Two Classifiers
	3.3 Classification Results for Two vs. Two Classifiers
	3.4 Classification Results for Regions Maximally Responsive to One Category of Objects

	4 Discussion and Conclusions
	Acknowledgments
	References

	Gender Role Differences of Female College Students in Facial Expression Recognition: Evidence from N170 and VPP
	Abstract
	1 Introduction
	2 Materials and Methods
	2.1 Participants
	2.2 Stimuli
	2.3 Experimental Procedure
	2.4 Behavioral Data Analysis
	2.5 EEG Recordings and Analysis

	3 Results
	3.1 Behavioral Results
	3.2 ERP Results

	4 Discussion
	4.1 Gender Role Differences on Facial Expression Recognition: Evidence on Early ERP Components
	4.2 Emotional Negativity Bias: Evidence on VPP
	4.3 Emotion Congruency: Evidence on Behavior

	5 Conclusion
	Acknowledgments
	References

	Brain Big Data Analytics, Curation and Management
	Overview of Acquisition Protocol in EEG Based Recognition System
	Abstract
	1 Introduction
	2 Signal Acquisition
	2.1 The Noninvasive Electroencephalography Method

	3 EEG Signal Based Recognition System
	3.1 Relaxation
	3.2 Motor/Non-motor Imaginary
	3.3 Exposed to Stimuli (Evoked Potentials)

	4 Analysis and Discussions
	5 Conclusion
	Acknowledgments
	References

	A Study on Automatic Sleep Stage Classification Based on Clustering Algorithm
	Abstract
	1 Introduction
	2 Related Work
	3 Automatic Sleep Staging Classification Algorithm Based on K-Means Clustering
	3.1 Denoising
	3.2 Feature Extraction and Feature Selection
	3.3 Automatic Sleep Stage Classification Based on Improving K-Means Algorithm

	4 Experimental Results and Analysis
	4.1 Sleep Data Set
	4.2 Evaluation Metrics
	4.3 Experimental Results and Discussion

	5 Conclusion
	References

	Speaker Verification Method Based on Two-Layer GMM-UBM Model in the Complex Environment
	1 Introduction
	2 Methods
	2.1 Voice Data Acquisition and Preprocessing
	2.2 Feature Extraction
	2.3 Speaker Verification Architecture Based on Two-Layer GMM-UBM Model

	3 Results
	3.1 Evaluation Criterion
	3.2 GMM-UBM Speaker Verification Based on Segmented Voice Data
	3.3 GMM-UBM Speaker Verification Based on Continuous Long-Term Voice Data

	4 Discussion
	References

	Emotion Recognition from EEG Using Rhythm Synchronization Patterns with Joint Time-Frequency-Space Correlation
	1 Introduction
	2 Architecture of Emotional Recognition Model Based on Rhythm Synchronization Patterns (RSP-ERM)
	2.1 Functions of Each Layer
	2.2 Defining Emotional States - Class Label

	3 Experimental Design
	3.1 Data Description
	3.2 Learning and Testing Process
	3.3 Contrast Methods

	4 Experimental Results and Discussion
	5 Conclusions
	References

	Informatics Paradigms for Brain and Mental Health
	Patients with Major Depressive Disorder Alters Dorsal Medial Prefrontal Cortex Response to Anticipation with Different Saliences
	Abstract
	1 Introduction
	2 Methods
	2.1 Subjects
	2.2 Task Design
	2.3 Data Acquisition and Analysis

	3 Results
	3.1 Anticipation Period Findings
	3.2 The Findings of Anticipation Effect on Picture Viewing

	4 Discussion
	Acknowledgment
	References

	Abnormal Brain Activity in ADHD: A Study of Resting-State fMRI
	Abstract
	1 Introduction
	2 Method
	2.1 Dataset
	2.2 Image Processing

	3 Statistics Analysis
	4 Result
	4.1 The Comparison of ALFF, fALFF and ReHo Between Two Groups
	4.2 The Comparison of ALFF, fALFF and ReHo of Two Age Groups

	5 Discussion
	Acknowledgements
	References

	Wearable EEG-Based Real-Time System for Depression Monitoring
	1 Introduction
	2 Related Work
	3 Methodology
	4 Making Sense of the Raw Data
	4.1 Hardware
	4.2 Resting EEG
	4.3 Stimulus
	4.4 Real-Time Signal Preprocessing
	4.5 Feature Extraction
	4.6 Classification
	4.7 Visualization

	5 Experiment
	5.1 Participants
	5.2 Results

	6 Conclusions and Future Work
	References

	Group Guided Sparse Group Lasso Multi-task Learning for Cognitive Performance Prediction of Alzheimer's Disease
	1 Introduction
	2 Proposed Method
	2.1 Group Guided Sparse Group Lasso Multi-task Learning
	2.2 Optimization

	3 Experimental Results
	3.1 Data and Experimental Setting
	3.2 The Results of Comparing with the Comparable Methods
	3.3 Identification of MRI Biomarkers

	4 Conclusions
	References

	A Novel Deep Learning Based Multi-class Classification Method for Alzheimer's Disease Detection Using Brain MRI Data
	1 Introduction
	2 Related Work
	3 Proposed Network Architecture
	4 Experiments
	4.1 Dataset
	4.2 Implementation Details
	4.3 Results

	5 Conclusion
	References

	A Quantitative Analysis Method for Objectively Assessing the Depression Mood Status Based on Portable EEG and Self-rating Scale
	1 Introduction
	2 Material and Method
	2.1 Experimental Design
	2.2 Data Analysis

	3 Results
	3.1 Depressive Mood Status Assessment Based on POMS-BCN Data
	3.2 Validity Test for the Personalized Objective Quantification Model

	4 Discussion
	References

	Workshop on Affective, Psychological and Physiological Computing (APPC 2017)
	Social Events Forecasting in Microblogging
	Abstract
	1 Introduction
	2 Related Work
	3 Method
	3.1 Feature Extraction
	3.2 Feature Selection
	3.3 Regression Methods

	4 Experiment
	4.1 Dataset and Labels
	4.2 Performance

	5 Conclusion
	Acknowledgements
	References

	Study on Depression Classification Based on Electroencephalography Data Collected by Wearable Devices
	Abstract
	1 Introduction
	2 Related Work
	3 Experiment Analysis
	3.1 Experiment Design
	3.2 EEG Data Collection

	4 Methodology
	4.1 Data Preprocessing and Feature Extraction
	4.2 Feature Selection and Classification

	5 Results and Discussion
	5.1 Results of Depression Classification Accuracy
	5.2 Results of Feature Selection

	6 Conclusion
	Acknowledgment
	References

	Corticospinal Tract Alteration is Associated with Motor Performance in Subacute Basal Ganglia Stroke
	Abstract
	1 Introduction
	2 Method and Subjects
	2.1 Patients
	2.2 Image Acquisition
	2.3 Motor Evaluation
	2.4 Image Process
	2.5 Statistical Analysis

	3 Results
	4 Discussion
	References

	Detecting Depression in Speech Under Different Speaking Styles and Emotional Valences
	Abstract
	1 Introduction
	2 Method
	2.1 Participants
	2.2 Experiment
	2.3 Data Collection
	2.4 Data Preprocessing and Feature Extraction
	2.5 Data Analysis
	2.5.1 Classification on All-Feature Set
	2.5.2 Classification on Interactive Feature Set
	2.5.3 Classification on Normalized Feature Set


	3 Results
	3.1 Performance on All-Feature Set
	3.2 Performance on Interactive Feature Set
	3.3 Performance on Normalized Feature Set

	4 Discussion
	5 Conclusion
	Acknowledgments
	References

	Scientific Advances on Consciousness
	Abstract
	1 Scientific Questions and Relevant Conclusions on Consciousness
	2 Modeling Consciousness
	3 Discovery of Functional Cells for Consciousness
	4 Quantum Uncertainty of Consciousness
	5 Interface to Brain in Many Ways
	References

	Workshop on Big Data and Visualization for Brainsmatics (BDVB 2017)
	BECA: A Software Tool for Integrated Visualization of Human Brain Data
	Abstract
	1 Introduction
	2 Design and Implementation
	2.1 Architecture
	2.2 DTI Tractography Visualization
	2.3 sMRI Visualization
	2.4 fMRI Visualization
	2.5 GPU Accelerated Genome Browser

	3 Conclusion
	Acknowledgements
	References

	Workshop on Semantic Technology for eHealth (STeH 2017)
	Knowledge Graphs in the Quality Use of Antidepressants: A Perspective from Clinical Research Applications
	Abstract
	1 Introduction
	2 Quality Use of Antidepressants and Information Management Approaches
	3 Implementation of Knowledge Graphs
	3.1 Analyze Adverse Drug Reactions for Single Antidepressants
	3.2 Analyze Single Adverse Drug Reactions
	3.3 Analyze Adverse Drug Reactions of Polypharmacy

	4 System Evaluation
	5 Discussion
	References

	Using Knowledge Graph for Analysis of Neglected Influencing Factors of Statin-Induced Myopathy
	Abstract
	1 Background
	2 Case Presentation
	3 Analysis
	4 Conclusion
	Acknowledgement
	References

	Workshop on Mesoscopic Brainformatics (MBAI 2017)
	Mesoscopic Brainformatics
	Abstract
	1 Introduction
	2 Meso-Scale Brainformatics
	3 The Scope of BraInformatics
	4 Brain Information Acquisition and EEG Zero-Reference Technique
	5 Brain Information Decoding and Brainwave Music
	6 Exploratory Application of Brainformatics and Apparatus-Brain Conversation
	7 The Opportunities
	8 Potential Challenges
	9 Conclusions
	Acknowledgements
	References

	Special Session on Brain Informatics in Neurogenetics (BIN 2017)
	The Development and Application of Biochemical Analysis of Saliva in the Assessment of the Activity of Nervous System
	Abstract
	1 Introduction
	2 The Development of Flow Injection Analysis of Salivary-α-Amylase and Its Application in the Evaluation of Stress and Anxiety
	3 The Development of HPLC Analysis of Salivary Amino Acids and Its Application in the Assessment of Emotional Reactions During Visual Task
	4 The Development of Flow Injection Analysis of Salivary Histidine and Its Application in Assessing Stress
	5 Discussion and Conclusion
	Acknowledgement
	References

	Author Index



