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Abstract. This paper introduces the mathematical method for translation into
sign language based on ontologies. The modification of affix context-free
grammar (AGFL) that adds semantical attribute and a new form of production
called the “template production” is discussed. This new form helps to represent
ontology-based productions in a short and computationally inexpensive way. The
mathematical method utilizes dictionaries, ontology database, weighted affix
context-free grammar (WACFG) parser, algorithm for transformation of constit‐
uency tree into dependency tree, and an algorithm for synthesis of Ukrainian sign
language glosses. The algorithm for selection and convertion of grammatically
augmented ontology (GAO) expressions into the set of WACFG productions is
suggested. The major increase in percentage of correctly parsed sentences was
achieved for Ukrainian sign language (UKL) and Ukrainian spoken language
(USpL). All algorithms are components of the translation system for Ukrainian
sign language. Simple video sequencing is utilized for sign language synthesis,
however any other sign animation tool can be used. Tasks that require further
research are defined.

Keywords: Sentence parser · Ontology · Machine translation · Sign language
translation

1 Introduction

Development and study of methods for automatic translation into Ukrainian Sign
Language is an urgent task today. Due to results of a survey conducted by Lviv Poly‐
technic National University, more than 90% of people who communicate using sign
language would benefit from devices for automatic translation into sign language and
more than 60% of them prefer using smartphone for performing this task. Nevertheless
there are many known scientific articles on this issue, the problem of translation into
Ukrainian Sign Language there are no viable solution for mobile devices yet.

Successful solution of Sign Language translation should be computationally effec‐
tive, use limited storage, and require minimal bandwidth for communication with a
server.

In the proposed solution translation from Ukrainian spoken language into annotated
Ukrainian sign language and vice versa is divided into several steps: parsing sentences
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using weighted affix context free grammar, the transformation of constituency trees into
dependency trees using tree transformation algorithm, transformation of the dependency
trees into the sequence of UKL glosses using translation rules for sign language trans‐
lation, animation of glosses.

The use of ontologies and common sense databases play valuable role in parsing and
translation of such languages as Ukrainian spoken language that have flexible word
order. Grammatically augmented ontology is an ontology extension that links phrases
to their meaning. The link is established via special expressions that connect phrase
meaning to grammatical and semantical attributes of words that constitute it. The paper
discusses an approach to sentence parsing that is based on integration of ontology rela‐
tions into productions of weighted affix context-free grammar.

2 Related Work

A lot of linguistic problems such as machine translation, text recognition, information
retrieval and extraction require the automatic analysis of sentences.

There are two main approaches for machine translation: the rule-based approach and
the statistical approach. In the first approach, human experts specify a set of rules to
describe the translation process. In another approach, large parallel corpora are used as
source of knowledge. Each of these approaches has its own advantages and challenges.
One of the steps of rule-based machine translation is the parsing input sentences.

The problem of sentence parsing has been already studied for a long time. There are
a lot of approaches for sentence parsing: syntactic sentence parsing based on generative
grammars [1], extended affix grammar (EAG) [2], and stochastic context-free grammar
[3]; semantic sentence parsing based on predicate logic [4] and sub-domain driven
parsing [5]; syntactic sentence parsing based on semantic relations using statistics [6],
ontologies [7], tensor factorization [8] or mixed methods [9]; sentence parsing based on
ontologies.

The idea of ontology integration to the process sentence parsing is not new. In [10]
the generation of productions from ontologies for LTAG grammar parser was studied.
In the article by Faten Kharbat [11] the WordNet ontology [12] is utilized to be the
syntactic guide along with the Transition Network Grammar that helps to get better
translation from English to Arabic language. The approach based on rich ontologies was
used by Murat Temizsoy and Ilyas Cicekli [13] for Turkish language parsing. The
approach uses ontologies to improve text meaning representation model for parsed
sentences.

The work [14] describes a semi-automatic method for associating a Japanese lexicon
with a semantic concept taxonomy called an ontology, using a Japanese-English bilin‐
gual dictionary. They developed three algorithms to associate a Japanese lexicon with
the concepts of the ontology automatically: the equivalent-word match, the argument
match, and the example match. These algorithms were tested on a dataset of 980 nouns,
860 verbs and 520 adjectives and can be effective for more than 80% of the words.

The new architecture for the translation (Italian – Italian Sign Language) that
performs syntactic analysis, semantic interpretation and generation are proposed in [15].
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They present some general issues of the ontological semantic interpretation that is based
on a syntactic analysis that is a dependency tree.

However, the problem of integrating hypernymy/hyponymy relations into the
process of sentence parsing was not previously studied. This article introduces a new
method that extends the system of productions using ontology relations. These relations
are expressions of GAO and hypernymy/hyponymy relations.

3 Main Part

3.1 Architecture and Components of the Developed System

The developed system consists of dictionaries, ontology database, weighted affix
context-free grammar parser, algorithm for transformation of constituency tree into
dependency tree, and an algorithm for synthesis of Ukrainian sign language glosses.

There are two kinds of used dictionaries: Ukrainian morphology dictionary and
Ukrainian Sign Language dictionary.

There are two open-source dictionaries that are suitable for parsing Ukrainian
morphology: Spell-uk dictionary maintained by Andriy Rysin and a dictionary
supported by Mariana Romanyshyn and others from Grammarly. The first dictionary is
widely known as it is used in OpenOffice spell checker. It is very memory effective and
requires only 3 MB uncompressed and 500 KB when compressed. Unfortunately it has
no direct method to obtain word tags that are required for further parsing of sentences.
The second dictionary has more words and contains all necessary tags, but its size is
150 MB uncompressed and 17 MB in compressed state. Thus, the first dictionary is
preferred for usage in mobile devices due to its compactness. In the developed system
both dictionaries were used: the Spell-uk dictionary was extended with special word
tagging rules, and words that were missing or were incorrectly tagged by spell-uk are
used from the second dictionary.

The result of tagging a word is a set of hypotheses for its base form and possible
grammatical attributes. Some mutually exclusive attributes can be included into the same
hypothesis in order to decrease possible search space. This attributes can be refined later
in the syntax parser.

For example parsing of Ukrainian word “мaти” (mother) leads to the following
productions that where added to the set of WACFG productions:

noun[gf c1 n1] → <мaти>[gf c1 n1] → мaти[r],
noun[gm c1 c4 n*] → <мaт>[gm c1 c4 n*] → мaти[r],
verb[i n1 m-] → <мaти>[i n1 m-] → <мaти>[r],

where tags “gm” and “gf” mean male and female gender, “n1” and “n*” mean singular
and multiple number, “c1” and “c4” mean nominative and accusative cases respectively,
tag “i” means infinitive, and tag “r” means word as it was written in the sentence (i.e.
terminal symbol of the grammar). All of these productions have the same structure:

part_of_speech[TAGS] → <base_form>[TAGS] → <word>[r].
Base form of the word can be used later when ontology hyponymy and hypernymy

relations are used.
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The sentence parsing is done be means of WACFG parser that turned out to be very
effective. Grammar productions are written in compact “template form” that assures low
memory usage and computationally effective parsing. The system utilizes 230 produc‐
tions for parsing of Ukrainian language. Two examples of these rules with small descrip‐
tion are given below.

For example, production

NG[=] → adj[=]? AN(∗)[=] NG[c2]?

is used to describe a noun group that can be a noun with optional general adjective and
adjective of place. One of possible phrases that can be handled by this production is
“poзyмний cтyдeнт Львiвcькoї пoлiтexнiки” (smart student of Lviv Polytechnic
University). In the given production NG stands for Noun Group, AN stands for Anno‐
tated Noun, “c2” means genitive case, symbol “?” means optional symbol, “=” means
all standard attributes of this part of speech, and “*” denotes head word of the phrase
that is used later to obtain dependency tree.

Production

NG
[
C n ∗ p3 gm gn gf

]
→ NG(∗)[C]conj NG[C]

is used to describe pair of nouns, for example “милo i pyшник” (a soap and a towel).
Here “C” means that all words should have the same case and the result phrase should
have the same case, “p3” means the third person, “conj” means conjunction.

Besides regular productions that are used to describe the grammar of language being
parsed, grammatically augmented ontology productions are used. These productions
help to identify language constructions specific for particular subject area usage. For
example, in phrases “PLAY THE PIANO” and “PLAY FOOTBAL” the word PLAY
means completely different actions that are translated into sign language differently.
Although such a colocation can be effectively solved using statistical approach it can’t
be applied right now due to the lack of large parallel corpuses for sign language. Instead
of that the approach based on grammatically augmented ontologies is adopted. This
approach requires creation of ontology dictionaries for specific target areas that can be
effectively achieved by means of the developed GAODL language described earlier
in [16].

The ontology is used to incorporate word abstraction rules into the grammar. For
example, productions that were generated for subject area education had the following
form:

<людинa> → <шкoляp> (human → pupil)
<мoжe-вчитиcь> → <людинa> (can-learn → human)
<нayкa> → <мaтeмaтикa> (science → math)
<мicтить-знaння> → <нayкa> (contains-knowledge → science)
<вчити-нaвчaти> → <вчити> (teach-proc → teach)
<вчити-нaвчaти> → <вчити-нaвчaти>(*) <мoжe-вчитиcь>[c4] (teach-smb →
teach-proc can-learn)
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<вчити-нaвчaти> → <вчити-нaвчaти> <мicтить-знaння>[c3] (teach-smth →
teach-proc contains-knowledge)

These rules can be effectively used for semantical parsing of phrases like “вчити
шкoляpiв мaтeмaтики” (teach math to pupils). More information about use of gram‐
matically augmented ontologies for sentence parsing can be found in [17].

3.2 The Algorithm for Parsing Sentences

The problem of sentence parsing is formulated as a problem of finding a sequence of
productions that has the maximum weight and can be applied sequentially to some
starting attributed symbol 

(
S, As

)
 to produce a given sequence of terminals t1t2 … tn. The

weight of the sequence is calculated as a multiplication of weights of all contained
productions.

Fig. 1. The block scheme of sentence parsing algorithm.
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The block scheme of parsing algorithm is shown on Fig. 1.
The algorithm provided above uses internal procedure for updating set of weighted

attributes symbols Q with set of possible left symbols L and set of possible right symbols
R by applying of rank 2. The block scheme of this procedure is depicted on Fig. 2.

Fig. 2. The block scheme of procedure for updating set of weighted attributes symbols Q.

If the right part of a production contains only one symbol, the weight of the produc‐
tion should not exceed 1 in order to avoid cyclic productions that increase weight of
non-terminal symbols during the bottom-up parsing procedure.

94 M. Davydov and O. Lozynska



3.3 Extending the Set of Productions with Ontology Relations

The grammar augmented ontology was introduced in [18]. Along with relations that are
common to ontology databases (hyponymy, hypernymy, meronymy, holonymy) GAO
contains relations that link synsets to expressions with associated grammatical attributes.

In order to benefit from ontology knowledge new productions were added to gener‐
ative grammar. The addition of ontology productions into the generative grammar
extends the set of semantic attributes. Each synset of ontology was treated as semantic
attribute. For the purpose of efficiency semantic attributes and corresponding produc‐
tions were added only for hierarchies that contained words that were present in the
sentence being parsed.

The algorithm that adds new productions to syntactic parser is shown on Fig. 3. A
more detailed algorithm presented in [19].

Fig. 3. The algorithm that adds new productions to syntactic parser.
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Each word w in the sentence can have several interpretations 𝜔1,𝜔2,… ,𝜔r ∈ 𝛺,
where 𝛺 is a dictionary of all interpretations. Each interpretation 𝜔 uniquely defines its
semantic attribute SemAttr(𝜔), lexical category LexCat(𝜔) and the set of grammatical
attributes GrAttr(𝜔). A tuple e =

⟨(
𝜎1, A

𝜎1
)(
𝜎2, A

𝜎2
)
…

(
𝜎
∗, A∗

𝜎

)
…

(
𝜎K , A

𝜎K

)⟩
 – each

expression in GAO, where 𝜎i is a synset that narrows the set of words that can appear
in the given position of the expression e and A

𝜎i is a set of grammar attributes the word
is required to possess; 𝜎

∗ is a head word of the expression. Let
𝛬 = {noun, verb, adjective, adverb,…} be a set of all lexical categories and D

𝛬
:𝛬 → 2D

be a mapping from lexical category to the set of its attribute domains.
Productions that are generated from ontology expression have larger weight than

simple syntactic productions in order to dominate over them. Additional weight 𝛥w in
expression is devised from the admissibility of the expression in the given context or
text topic.

The result of paring the sentences “My father bought several candies at the table”
and “My father bought several candies at the shop” using ontologies is depicted on Fig. 4.

Fig. 4. The result of parsing sentences “My father bought several candies at the table” and “My
father bought several candies at the shop”. The weight of the first parse is higher because one
ontology expression was used while the second parsing tree is based only on syntactic productions.

The next step after parsing a sentence is to convert constituency tree to dependency
tree. The algorithm of conversion takes constituency tree as input. The head of each
phrase is used to determine main word of the sentence and main word of each sub-phrase.
The core of the algorithm is to identify the head of each phrase in the constituency tree
and establish its relation with the head of its parent node.
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The transformation algorithm comprises of the following steps (Fig. 5):

1. Find word that is a head of the entire tree and mark all vertices in the tree that have
the same head.

2. Join vertices obtained in step 1 into a single vertex of the dependency tree.
3. Apply steps 1–2 recursively for every sub-tree of marked vertices.
4. Verify dependencies in the obtained dependency tree and mark edges where words

could not be in parent-child relationship as improper.
5. For all improper relations find better correspondence by width-first search in the

dependency tree for other possible parent word.

Fig. 5. Algorithm for transformation of constituency tree to dependency tree.
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4 Results

The result of the transformation step is a dependency tree that can be used to produce
translation. An example of a tree for sentence “My father bought several candies at the
shop” is shown in Fig. 6.

Fig. 6. Dependency tree obtained for sentence “My father bought several candies at the shop”.

Fig. 7. Mobile app interface for entering text and translating into sign language.
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The translation is produced using transformation rules described in [20].
The information system of translation takes an input text of Ukrainian spoken

language. The input can be obtained by typing word with a screen keyboard or by means
of speech recognition (Fig. 7).

After entering the text, it is split into sentences and their topics are determined.
Productions from grammatically augmented ontology are added when possible and
sentences are parsed and translated. The translation is performed involving transfer rules
base, which consists of rules for sign language translation and reordering rules that are
used to generate the text in UKL.

Evaluation of translation results was performed by comparing sentences with trans‐
lations available in the database of test sentences. The database of WACFG productions
and the database of grammatically augmented ontology were updated by adding new
rules and new synsets respectively.

5 Conclusion

The mathematical method for translation into sign language based on ontologies are
described in the paper.

The developed information system consists of dictionaries, ontology database,
weighted affix context-free grammar parser, algorithm for transformation of constitu‐
ency tree into dependency tree, and an algorithm for synthesis of Ukrainian sign
language glosses. The use of WACFG parser for sentence parsing has allowed to increase
the percentage of correctly translated sentences. The obtained sentence parsing trees are
more semantically rich than the parsing trees obtained by means of regular syntactic
parser. The system utilizes 230 productions for parsing of Ukrainian language. The
transformation algorithm from constituency tree into dependency tree has shown high
efficiency (89% correct sentences converted) and the possibility of its use in machine
translation systems.

Further research can be focused on improving the quality of the information system
for translation, adding new rules into WACFG parser, extending the set of synsets in
grammatically augmented ontology and devising new rules for the transformation algo‐
rithm.
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