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Abstract. The paper presents the hybrid model of the objective cluster-
ing inductive technology based on complex using of the self-organizing
SOTA and the density DBSCAN clustering algorithms. The inductive
methods of complex systems analysis were used as the basis to implement
the objective clustering inductive technology of gene expression profiles.
To estimate the clustering quality for equal power subsets (include the
same quantity of pairwise similar objects) the complex multiplicative cri-
terion was calculated as the combination of the Calinski-Harabasz crite-
rion and WB-index. The external clustering quality criterion is calculated
as the normalized difference of the internal clustering quality criteria for
the equal power subsets. The final decision concerning the determina-
tion of the optimal parameters of the clustering algorithm operation is
done based on the maximum value of the Harrington desirability func-
tion that takes into account both the character of the objects and the
clusters distribution in various clustering and the difference between clus-
tering, which are implemented on the equal power subsets. The studied
data grouping within the framework of the objective clustering inductive
technology was performed in two stages. Firstly, the studied gene expres-
sion profiles were grouped with the use DBSCAN clustering algorithm.
Then, the obtained set of gene expression profiles was divided into two
clusters using SOTA clustering algorithm. This step-by-step procedure of
the data clustering crates the conditions to save more useful information
for following data processing.
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1 Introduction

The gene regulatory network creation based on the gene expression profiles is
one of the current problems of the modern bioinformatics. The gene regulatory
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network is a set of genes, which interact with each other to control the specific
cells functions. Qualitatively constructed gene regulatory network allows us to
study the influence of the corresponding group of genes or the individual genes on
functional possibilities of the biology objects in order to correct this process. The
gene expression profiles, which are obtained by DNA microarray experiments or
by RNA sequences technology are the basis to construct the gene regulatory
networks. High dimension of feature space is one of the distinctive peculiari-
ties of the studied profiles. About tens of thousands genes are contained in the
gene expression profiles. The creation of gene regulatory network based on the
whole dataset of the gene expression profiles is very difficult problem because:
it requests large computer resources; it needs large time expenses to process the
information; the complexity of the obtained network complicates the interpreta-
tion of results. In this context, it is necessary firstly to divide the gene expression
profiles into subsets, each of which includes a group of genes that performs simi-
lar functions in the studied biological object. Biclustering technology is actual to
solve this problem nowadays. Implementation of this technology allows group-
ing the objects and the features according to their mutual correlation. So, in
the paper [14,17] authors provide a review of a large quantity of biclustering
approaches existing in the literature with analysis their advantages and disad-
vantages. In [7] authors have proposed and implemented the convex biclustering
method using gene expression profiles of the lung cancer patient. The authors
have shown the efficiency of the proposed method during simulation process.
However, it should be noted that one of the significant problem of this technol-
ogy qualitative implementation is selection of the biclustering level during the
objects and the genes grouping. The qualitative validation of the obtained model
is another task, which has no solution nowadays. High dimension of the features
space promotes to the large quantity of the obtained biclusters. Limitation of
their quantity by removing of small biclusters leads to the loss of some useful
information. To solve this problem we propose the cluster-bicluster technology
the implementation of which involves two stage: clustering of the gene expression
profiles at the first step and biclustering of the obtained clusters at the second
step. The reproducibility error is one of the current problems of the existing
clustering algorithms, in other words, successful clustering results obtained on
one dataset do not repeat while using another similar dataset. Reduction of this
error can be achieved by careful verification of the obtained model using “fresh
information”, which was not used during the model making. A higher degree
of coincidence between the clustering results on the similar data corresponds
to a higher degree of the obtained model objectivity. This idea is the basis of
the objective clustering inductive technology, the main conception of which was
presented in [15] and further developed in [16,18,19]. The practical implemen-
tation of the objective clustering inductive technology is possible using various
clustering algorithms. The choice of the clustering algorithm is determined by
the structure and character of the studied data. The practical implementation
of this technology based on the agglomerative hierarchical and self-organizing
SOTA clustering algorithms were presented in [2,3]. One of the key conditions
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of successful implementation of this technology is careful determination of the
internal, the external and the complex balance clustering quality criteria, which
should take into account both the character of the objects grouping within the
clusters and the character of the clusters distribution in the features space. This
paper presents the research concerning the complex using of the density-based
DBSCAN (Density Based Spatial Clustering of Application with Noise)[9] and
self-organizing SOTA (Self Organizing Tree Algorithm)[8,10] clustering algo-
rithms within the framework of the objective clustering inductive technology.
The implementation of the proposed step-by-step procedure of the gene expres-
sion profiles grouping allows us to save more useful information of following data
processing.

The aim of the paper is development of the hybrid model of the objective
clustering inductive technology of gene expression profiles based on DBSCAN
and SOTA clustering algorithms.

2 Problem Statement

Let the initial dataset of the gene expression profiles is a matrix: A = {xij},
i = 1, . . . , n; j = 1, . . . ,m, where n – is the quantity of genes observed, m – is the
quantity of the studied objects. The aim of the clustering process is a partition of
the genes expression profiles into non empty subsets of pairwise non-intersecting
clusters in accordance with the clustering quality criteria taking into account
the properties of the studied profiles:

K = {Ks}, s = 1, . . . , k;K1

⋃
K2

⋃
· · ·

⋃
Kk = A;Ki

⋂
Kj = ∅, i �= j,

where k – is the quantity of clusters, i, j = 1, . . . , k. The objective clustering
technology is based on the inductive methods of complex systems analysis, which
involves sequential enumeration of the clustering within a given range in order
to select from them the best variants. Let W – is a set of all admissible clustering
for given set A. The clustering is the best (an optimal) in terms of clustering
quality criteria QC(K) is the following condition is performed:

Kopt = arg min
K⊆W

CQ(K)or Kopt = arg max
K⊆W

CQ(K)

The clustering Kopt ⊆ W is the objective if the difference of the objects and
clusters distribution in different clustering for equal power subsets is minimal:

Kobj = arg min
K⊆W

(QC(Kopt)A − QC(Kopt)B)

The architecture of the objective clustering inductive technology is presented
in Fig. 1. Implementation of the technology involves the following steps:

1. Problem statement. Clustering aim formation according to the stated task.
Studied data preprocessing and their formation as a matrix.
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Fig. 1. Architecture of the objective clustering inductive technology

2. Determination of the affinity function of the studied data. Division of the
initial dataset into two equal power subsets A and B using chosen affinity
function. The equal power subsets include the same quantity of the pairwise
similar objects.

3. Choice of the clustering algorithm. Setup of its initial parameters. These
parameters are changed during the algorithm operation to obtain the different
variants of the studied data clustering.

4. Data clustering on subsets A and B concurrently and clusters formation
within the range of the algorithm’s parameters change. If the clusters quan-
tity in various clustering differs, it is necessary to change the setup of the
algorithm or to use another admissible clustering algorithm and to repeat the
step 5.

5. Calculation of the internal QCint, the external QCext and the complex balance
QCbal clustering quality criteria for the current clustering on equal power
subsets A and B.

6. Analysis of the complex balance clustering quality criterion values. In case of
absence of this criterion extremums or if their values are less than admissible
standards, choose another clustering algorithm and repeat the steps 4–7 of
this procedure.
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7. Fixation of the objective clustering in correspondents with the maximum
values of the complex balance clustering quality criterion.

The idea of the algorithm to divide the initial dataset of the objects Ω into
two equal power subsets ΩA and ΩB is stated in [15] and further developed in
[18]. Implementation of this algorithm involves the following steps:

1. Calculation of
n × (n − 1)

2
pairwise distances between the gene expression

profiles of the initial data. The result of this step is a triangular matrix of the
distances.

2. Allocation of the pairs of objects Xs and Xp, the distance between which is
minimal:

d(Xs,Xp) = min
i,j

d(Xi,Xj);

3. Distribution of the object Xs to subset ΩA, and the object Xp to subset ΩB.
4. Repetition of the steps 2 and 3 for the remaining objects. If the quantity of

objects is odd, the last object is distributed to the both subsets.

The example of the objects and the clusters distribution in the objective clus-
tering inductive technology is shown in the Fig. 2. Obviously, that the best clus-
tering corresponds to the higher density of the objects distribution relative to
the mass centers of the clusters where these objects are and less density of the
clusters’ mass centers distribution in the feature space. Moreover, it is neces-
sary that the difference of the clustering results which are obtained on the equal
power subsets was minimal. Thus, to implement this technology it is necessary
to determine the gene expression profiles proximity metric, the internal, the
external and the complex balance clustering quality criteria.

Fig. 2. The example of the objects and the clusters distribution in the objective clus-
tering inductive technology in case of three clusters structure

3 Criteria to Estimate the Gene Expression Sequences
Proximity and Clustering Quality

It is obvious that the qualitative clustering corresponds to the high division abil-
ity of different clusters and high density of the objects concentration inside the
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clusters. Thus, it is necessary firstly to determine the proximity metric of the
gene expression profiles. The [4] presents the results of the research concerning
comparison of the three well know metrics efficiency to estimate the proximity
level of numeric vectors: Manhattan, Euclidean and Correlation distances. Eval-
uation of the effectiveness of the studied metrics was performed using the model
data representing the gene expression profiles of the objects in two different
clusters. Centers of the corresponding clusters are calculated by the formula:

CS =
1

NS

NS∑

i=1

xS
i ,

where NS is the quantity of gene expression profiles in cluster S, xS
i is i–th

sequence in cluster S. The research technique consists the next steps:

– calculation of the average distance dint from the profiles to the clusters’ cen-
ters, where these profiles are:

dint(XS,P , CS,P ) =
1
N

(
NS∑

i=1

d(xS
i , CS) +

NP∑

j=1

d(xP
j , CP ));

– calculation the average distance dext from the profiles to the centers of the
neighbouring clusters:

dext(XS,P , CS,P ) =
1
N

(
NS∑

i=1

d(xS
i , CP ) +

NP∑

j=1

d(xP
j , CS));

– calculation the relative coefficient:

drel(XS,P , CS,P ) =
dext(XS,P , CS,P )
dint(XS,P , CS,P )

;

It is obvious the higher value of the relative coefficient corresponds to the higher
separating ability of the used proximity metric. In order to estimate the effec-
tiveness of the metrics we used the data of the lung cancer patients of the
database Array Express [5], which includes the gene expression profiles of 96
patients, 10 of which were healthy and 86 patients were divided by the degree
of the health severity into three groups (Well, Moderate and Poor). Each of
the profiles includes 7129 genes expressions. Data preprocessing in order of gene
expression matrix formation was carried out accordingly to the technique, which
is presented in [1]. To choose the metrics of the gene expression profiles simi-
larity class of the health patient (10 profiles) and class of patients with Poor
state of health (21 profiles) were used. The results of the relative criteria values
distribution while using different metrics to estimate the level of the gene expres-
sion profiles similarity are shown in Fig. 3. The analysis of the Fig. 3 allows us
to conclude that in case of the gene expression profiles the correlation metric
has higher separating ability in comparison with Euclid and Manhattan met-
rics because the values of the relative criterion which is calculated basing on
the correlation distance, are higher in comparison with the use of Euclid and
Manhattan distances.
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Fig. 3. The distribution of the relative criteria values using different metrics to esti-
mate the gene expression profiles of the lung cancer patients: (a) Manhattan distance;
(b) Euclidean distance; (c) Correlation distance; (d) Average of all distances

3.1 Internal and External Clustering Quality Criteria

As it was noted herein before, it is obvious that the qualitative clustering cor-
responds to the high division ability of different clusters and high density of the
objects concentration inside the clusters. Thus, the internal clustering quality
criterion should be complex and takes into account both the objects distribution
inside different clusters and the clusters distribution in the features space. The
first component of the complex internal criterion is calculated as average dis-
tance from the objects to the mass centers of the clusters, where these objects
are:

QCW =
1
N

K∑

s=1

Ns∑

i=1

d(xs
i , Cs)

The second component of this criterion, which takes into account the singularity
of the clusters distribution in the feature space, is calculated as an average
distance between the mass centers of the clusters:

QCB =
2

K(K − 1)

K−1∑

i=1

K∑

j=i+1

d(Ci, Cj)

where K – is the quantity of clusters, N – is the general quantity of objects, Ns –
is the quantity of the objects in cluster s, xs

i – is the i-th vector in S cluster, Ci,
Cj and Cs – are the mass centers of the clusters i, j and S concurrently, d(· ) – is
the metric used to estimate the proximity level of the studied vectors. Various
combinations of these components allow obtaining the clustering quality criteria
for studied data subsets. During the simulation process the following internal
criteria to estimate the data grouping quality were used:
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– Calinski-Harabasz [6]:

QCH =
QCB(N − K)
QCW (K − 1)

;

– WB index [20]:

QWB =
KQCW

QCB
;

– Hartigan [12]:

QH = log2(
QCB

QCW
).

In order to obtain more complete information about the effectiveness of these
criteria operation the complex multiplicative criteria were calculated as follow:

QCCX1 =
QCWB

QCCH
=

K(K − 1)QCW 2

(N − K)QCB2
;

QCCX2 =
QCH

QCCH
=

log2(
QCB

QCW
)(K − 1)QCW

(N − K)QCB
;

QCCX3 = QCWBQCH =
QCB(N − K)
QCW (K − 1)

log2(
QCB

QCW
);

QCCX4 =
QCWBQCH

QCCH
=

K(K − 1)QCW 2

(N − K)QCB2
log2(

QCB

QCW
).

The external clustering quality criterion is calculated as the normalized difference
of the internal clustering quality criteria for the equal power subsets A and B:

QCext(A,B) =
|QCint(A) − QCint(B)|
QCint(A) + QCint(B)

.

To estimate the effectiveness of the internal and the external clustering quality
criteria within the framework of the objective clustering inductive technology
the gene expression profiles of the lung cancer patients were used [5]. Firstly, the
data were divided into two equal power subsets with the use of the algorithm
that had been presented in [15,18]. Then, each of the subsets was sequentially
divided into clusters from Kmin = 2 to Kmax = 5. In case of two-cluster struc-
ture in first cluster there were the gene expression profiles of the healthy patients
(NORM) and gene expression of the patients with good state of health (WELL),
second cluster included the gene expression of the patients with poor (POOR)
and moderate (MODERATE) states. In case of three-cluster structure the first
cluster contained the data of the healthy patients, the second – the data of the
patients with good state, the third cluster included the gene expression of the
patients with poor and moderate states. In case of four-cluster structure the first
cluster contained the data of the healthy patients, the second – the data of the
patients with good state, the third cluster included the gene expression of the
patients with poor state and the fourth cluster contained the gene expression of
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the patients with moderate state. To obtain the five-cluster structure the gene
expression profiles of the patients with moderate state were divided into two
groups randomly. Objective clustering in this case corresponds to four-cluster
structure. To estimate the proximity level of the appropriate vectors the correla-
tion metric was used. Figure 4 shows the charts of the internal clustering quality
criteria for equal power subsets A and B versus the clusters quantity. Figure 5
presents the charts of the complex multiplicative internal criteria versus the clus-
ters quantity. Figure 6 shows the charts of the external clustering quality criteria,
which were calculated based on the internal criteria versus the clusters quantity.
Analysis of the charts which are shown in Fig. 4 and Fig. 5 allows us to conclude
that the internal clustering quality criteria give the same results in terms of the
local extremums existence. They have local extremums, which corresponds to
the objects division into 4 clusters, however, it should be noted that in case of
the QCH , QCCX2, QCCX3 and QCCX4 criteria use, the clustering, which cor-
respond to the objects division into 4 and 5 clusters are badly distinguished.
Analysis of the external criteria values, which are shown in Fig. 6, allows con-
cluding that in terms of the clustering objectivity (proximity level of the results,
which have been obtained on equal power subsets A and B) the QCH Hartigan
criterion and the QCCX2, QCCX3 complex criteria are ineffective, because they
have not a local minimums corresponding to the objects division into 4 clusters
(the objective clustering). The QCCX1 and QCCX4 criteria are the most infor-
mative to select the objective clustering, however, the QCCX1 criterion is more
preferable because it has more expressed local minimum, which corresponds to
four clusters existence in the obtained clustering.

Fig. 4. Charts of the internal clustering quality criteria versus the clusters quantity:
(a) WB index; (b) Calinski-Harabasz criterion; (c) Hartigan criterion
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Fig. 5. Charts of the complex multiplicative internal clustering quality criteria versus
the clusters quantity

Fig. 6. Charts of the external clustering quality criteria versus the clusters quantity

3.2 Complex Balance Clustering Quality Criterion

It is obvious that the objective clustering corresponds to the minimum values of
the internal and the external clustering quality criteria. However, it is possible
that the extremums of these criteria correspond to different clustering. Thus,
it is necessary to determine the complex balance clustering quality criterion
that takes into account both the character of the objects and the clusters dis-
tribution in various clustering and the difference between clustering, which are
implemented on the two equal power subsets. To calculate the complex balance
clustering quality criterion the Harrington desirability function [11] was used.
The implementation of this function involves transformation of the scales of the
internal and the external criteria into reaction scale the values of which are
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changed linearly within the range from −2 to 5. Then the private desirabilities
of the appropriate criteria are calculated by the formula:

d = exp(− exp(−Y ))

The chart of the Harrington desirability function versus the reaction index Y is
shown in Fig. 7. The transformation of the criteria scales into the reaction scales
were performed by linear equation:

Y = a − b · QC

The parameters a and b are determined empirically. The general desirability
index value is calculated as geometric average of the private desirabilities indexes:

D = n

√√√√
n∏

i=1

di

In case of the objective clustering inductive technology the general Harrington
desirability index was used as the complex balance criterion:

QCbal = 3
√

QCint(1) + QCint(2) + QCext

The largest value of the complex balance criterion corresponds to the best para-
meters of the clustering algorithm operation.

Fig. 7. Chart of Harrington desirability function

4 Implementation of SOTA Clustering Algorithm Within
the Framework of the Objective Clustering Inductive
Technology

The SOTA clustering algorithm (Self-Organizing Tree Algorithm) [8] represents
a type of self-organizing neural networks based on the Kohonen maps and the
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Fritzke algorithm of the spatial cell structure growing [10]. Opposed to the
Kohonen maps that reflect a set of high dimensional input data on the elements
of the two-dimensional array of small dimension, the SOTA algorithm generates a
binary topological tree. The Fritzke algorithm performs self-organization of out-
put nodes of the network in such a way that the quantity of the nodes increases
in the field of the higher density of objects concentration and decreases in the
field of the lower density. Two parameter are determined the effectiveness of the
SOTA clustering algorithm operation: weight coefficient of the sister’s cell (scell)
and maximum divergence coefficient value. The weight coefficients of the parent’s
and winner’ cells are determined automatically: pcell = scell · 5; wcell = pcell · 2.
This ratio is recommended by the algorithm’s authors. The block-scheme of the
objective clustering model based on the SOTA clustering algorithm is shown in
Fig. 8. Implementation of this model involves the following steps:

1. Presentation of the studied data as a matrix n×m, where n – is the quantity
of the studied profiles or the quantity of the rows and m – is the quantity of
the objects or the quantity of the columns.

2. Division of the initial dataset into two equal power subsets.
3. Setup of the SOTA clustering algorithm. Setting of the initial value of scell

weight coefficient, the interval and the step of its change.
4. Data clustering on the equal power subsets A and B concurrently. Clusters

formation and the internal, the external and the balance clustering quality
criteria calculation within a range of the interval of the algorithm’s parameter
change.

5. Fixation of the optimal scell parameter corresponding to the maximum value
of the balance criterion.

6. Setting of the initial value of the maximum divergence parameter, the interval
and the step of its change. Repetition of the step 4 of this algorithm. Fixation
of the optimal maximum divergence parameter.

7. Full data clustering by the SOTA clustering algorithm using the optimal
parameters of the algorithm operation.

5 Implementation of DBSCAN Clustering Algorithm
Within the Framework of the Objective Clustering
Inductive Technology

DBSCAN clustering algorithm (Density Based Spatial Clustering of Application
with Noise Algorithm) [9] initially needs two parameters: EPS-neighborhood
of points (EPS) and the least quantity of the points within EPS-neighborhood
(MinPts). Choice of these parameters determines the character of the studied
objects grouping during the algorithm operation. In [9] authors proposed the
technology based on the sorted 4-dist graph. However, the implementation of
this technology does not allow determination of EPS and MinPts values exactly
and this fact influences the quality of the algorithm operation. To determine
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Fig. 8. Block-scheme of the objective clustering model based on the SOTA clustering
algorithm

EPS and MinPts values we propose to use the objective clustering inductive
technology. The structural scheme of the objective clustering model based on
DBSCAN clustering algorithm is presented in Fig. 9. Implementation of this
model involves the following steps:

1. The matrix of the studied data formation. The matrix contains n rows or
studied profiles and m columns or the objects.

2. Division of the initial dataset into two equal power subsets.
3. The distance matrix between studied profiles for both subsets is calculated

using correlation distance. This distance matrix is the input matrix for the
next step of the algorithm operation.

4. Setup of DBSCAN clustering algorithm, choice of the intervals and steps of
EPS and MinPts change.

5. Fixation of MinPts value (MinPts = 3). Initialization of EPS = EPSmin.
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Fig. 9. Block-scheme of the objective clustering model based on the DBSCAN cluster-
ing algorithm

6. Data clustering on the two subsets A and B using DBSCAN algorithm in
range from EPSmin to EPSmax. Clustering fixation at each step.

7. The internal, the external and the complex balance clustering quality criteria
is calculated at each step of the algorithm operation.

8. Analysis of the balance criterion values. Fixation of the optimal value EPS,
which corresponds to the maximum value of the balance clustering quality
criterion.

9. Data clustering on the two equal power subsets A and B in the range from
MinPtsmin to MinPtsmax. Clustering fixation at each step.

10. Repetition of the steps 7 and 8 of this algorithm for MinPts values. Fixation
of EPS and MinPts optimal values which correspond to the maximum of the
complex balance clustering quality criterion.
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11. Studied data clustering using obtained parameters of DBSCAN algorithm
operation.

6 Experiment, Results and Discussion

To estimate the effectiveness of the algorithm’s operation within the framework
of the proposed technology the genes expressions of the lung cancer patients
[5] were used. Firstly, the data were divided into two equal power subsets with
the use of the algorithm that was presented herein before The simulation was
carried out using software R [13]. Figure 10 shows the charts of the internal,
the external and the complex balance criteria versus EPS-neighborhood values
for gene expression profiles of the lung cancer patient. Two thousand profiles
were studied during the experiment. Firstly, these profiles were divided into two
equal power subsets using correlation metric. Then the dissimilarity matrices for
all pairs of the studied objects of the both subsets using correlation distance

Fig. 10. Charts of the internal, the external and the complex balance clustering quality
criteria versus EPS-neighborhood values for gene expression profiles of lung cancer

Fig. 11. Charts of the complex balance clustering quality criterion versus MinPts values
for gene expression profiles of lung cancer



36 S. Babichev et al.

was calculated. These dissimilarity matrices were used as the input data for
next steps of DBSCAN algorithm operation. Three values of EPS-neighborhood
were selected based on the maximum values of the complex balance criterion
which is shown in Fig. 10: EPS1 = 0,13; EPS2 = 0,17; EPS3 = 0,44. Figure 11
shows the charts of the complex balance criteria for selected EPS versus MinPts
values. The analysis of the charts allows concluding that the best clustering in
terms of maximum value of the complex balance clustering quality criterion is
achieved using the following parameters of DBSCAN algorithm: (a) EPS = 0,13,
MinPts = 3; (b) EPS = 0,17, MinPts = 8; (c) EPS = 0,44, MinPts = 6. However,
the detail analysis of the obtained results has shown what in the first and in the
second cases there were differ clusters quantity in the obtained clustering. Only
in case of EPS = 0,44 and MinPts = 6 both clustering contained the same quan-
tity of clusters. The initial dataset contained 2000 gene expression profiles. In
this case the studied data were divided in such a way: the first cluster contained
1663 profiles, in the second cluster there were 16 profiles, there were 321 profiles
in the third cluster. The objects in the third were identified as the noise compo-
nent. The results of the simulation have shown also that the largest quantity of
the gene expression profiles are concentrated in the first cluster. This fact can
be explained by the fact that these genes define the main processes, which are
carried out in biological organisms, therefore they have more correlation between
each other to compare with genes in other clusters or genes, which are identi-
fied as the noise. The results of the internal criteria for the equal power subsets
A and B, the external and the balance criteria versus the weight parameter of the
sisters cell using SOTA clustering algorithm are presented in Fig. 12. The max-
imum divergence value in this case E = 0,001 was taken. As it can be seen from
Fig. 12, the internal clustering quality criteria CX 1 and CX 2, which have been
calculated on equal power subsets A and B do not allow determining the optimal
scell value corresponding the objective clustering of the studied data. The exter-
nal clustering quality criterion CQE has several local minimums corresponding
to the successful grouping of the studied vectors. However, the analysis of the
complex balance criterion values, which takes into account both the internal and
the external criteria, allows us to conclude that the best clustering corresponds
to the scell = 0,001. In this case the 6659 profiles were divided into two clusters.
The first cluster contained 4276 profiles and the second – 2383 ones. Variation
of the maximum divergence value in the range from 0,001 to 1 has not changed
the obtained results. The obtained results create the conditions to create the
step-by-step technology of gene expression profiles grouping at early stage of the
gene regulatory network construction. Objective clustering based on DBSCAN
algorithm allows us to select the genes with higher level of their mutual correla-
tion. The noise component also is removed at this step. Then at the second step
of the profiles grouping the selected profiles are divided into two group using
SOTA clustering algorithm. At the third step of the gene expression profiles
grouping the biclustering technology is implemented on the obtained clusters.
To our mind the implementation of the proposed technology allows saving more
useful information to follow create the gene regulatory network.
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Fig. 12. The internal, the external and the balance criteria versus the weight coefficient
of the sisters cell value of the SOTA clustering algorithm

7 Conclusion

The paper presents the model of the objective clustering inductive technology
of gene expression profiles based on DBSCAN and SOTA clustering algorithm.
The implementation of this technology involves the concurrent data clustering
on the two equal power subsets which include the same quantity of the pair-
wise similar objects. The correlation metric was used as the proximity metric
of the gene expression profiles. The internal clustering quality criteria take into
account both the character of objects distribution within clusters relative to
the mass center of the appropriate cluster and the character of the clusters
distribution in the features space. The external clustering quality criteria were
calculated as a normalized difference of the internal clustering quality criteria,
which were calculated on the equal power subsets A and B. The simulation
process involved sequential evaluation of the internal and external criteria for
clustering during increase the clusters quantity from Kmin to Kmax. The objec-
tive clustering corresponded to the global minimum of the external clustering
quality criterion. The gene expression sequences of the patients of the database
Array Express, which were investigated on the lung cancer, were used as the
experimental data. The quantity of the clusters was changed from 2 to 5 dur-
ing clustering process. The objective clustering corresponded to the four-cluster
structure. The results of the simulation have shown that the complex multiplica-
tive criterion, which is the combination of the WB-index and Calinski-Harabasz
criterion is the most effective to determine the objective clustering. This criterion
has the clearly expressed minimum corresponding to the four-cluster structure
both in case of estimation of the character of the objects and the clusters dis-
tribution in the equal power subsets and in case of estimation of the result of
clustering difference on these subsets. The external criterion was calculated as
the normalized difference of the internal clustering quality criteria which are
calculated on the two equal power subsets. The general Harrington desirabil-
ity index based on the internal and external criteria was used as the complex
balance clustering quality criterion. Determination of optimal parameters of the
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used algorithm operation has been performed based on the maximum value of
the complex balance clustering quality criterion during the algorithm operation.
The results of the simulation have shown the high efficiency of the proposed
technology. In case of DBSCAN clustering algorithm using the noise component
in terms of density of the objects distribution was selected during algorithm
operation. Implementation of the proposed technology also allows us to group
the gene expression sequences based on the similarity of their profiles. The gene
expression sequences with high correlation coefficient were distributed into one
cluster. This fact allows us to select the groups of the gene expression sequences,
which determine the main processes in the biological organisms in order to study
and to correct these processes. In case of SOTA clustering algorithm using the
studied gene expression profiles were divided into two groups. This fact create
the conditions to create the step-by-step technology of gene expression profiles
grouping at early stage of the gene regulatory network construction. Objective
clustering based on DBSCAN algorithm allows selecting the genes with higher
level of their mutual correlation. Then the selected profiles are divided into two
group using SOTA clustering algorithm. The further perspective of the authors’
research is the development of the hybrid technology of the step-by-step gene
expression profiles grouping based on the complex use of the objective clustering
and biclustering technologies.
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