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Abstract. The characteristic features of time series conversion, which arise in
the tasks of e-commerce are described. It is shown that these series are weakly
correlated, which does not allow to use traditional methods for their prediction.
Forecasting of the series is performed by methods of exponential smoothing,
neural network and decision tree using data from an online store. A comparative
analysis of the results is carried out. The advantages and disadvantages of each
method are considered.
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1 Introduction

Time series describe a wide range of phenomena, for example, they are the stock prices,
solar activity, the overall incidence rate and much more. Economic indicators can also
be considered as time series and you can try to find not visible at first glance laws, hidden
periodicity, to predict the moments when peaks appear, etc. At the moment is urgent
time-series analysis in the field of e-commerce. E-commerce is in process of develop‐
ment, which is facilitated by new technologies, services and tactical tools [1]. For
successful sale in online stores, web analytics is used, which allows to work on optimi‐
zation, increase conversion and attendance of the electronic store.

To “survive” and stand out among the many online stores, it is important to under‐
stand the user’s behavior from the moment of the first arrival on the site: to track his
movements, to know what products he looked at, put in the basket, where he clicked,
what saw, the time he left, how and when he returned. Web-analytics will help in this,
which involves ongoing collection, analysis and interpretation of data about visitors,
work with basic metrics. Careful analysis of the online store and user behavior is a
necessary stage of business development.

Quality web analytics of online store always begins with the visitor’s way that he
passed before making a purchase. The order processing consists of the following steps:
(1) product search; (2) add item to shopping cart; (3) go to the checkout page; (4) fill
out and submitting the form; (5) go to the page of the order, payment. The main task of
analytics is to periodically find and fix the weak points in this chain. At each stage, the
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user can stop without having made a purchase. Each of these stages is represented in the
form of a time series.

It is impossible to work on optimization, increase of conversion and site attendance
without web analytics. By using key performance indicators, it can be significantly
improved profit site. These indicators show how quickly and efficiently the business
grows. One of the advantages of running an online store is the transparency of key
performance indicators tracking and the ability to optimize processes for business
growth [2]. The competition in the field of e-commerce is so great that an online store
that does not use analytics and metrics will not last long. Here are the main success
indicators that any online store should measure:

1. Attendance of the site - the number of users visiting the site, which are measured
in terms of daily audience, weekly and monthly. This will allow to evaluate the
incidence and bursts of site traffic and identify their causes.

2. Views commodity page – which pages visitors view on the site often and which
less. Analyzing the attendance of commodity pages, it is possible to understand the
customers’ shopping preferences and the way of their interacting with the site.

3. The average time on the site and the average number of pages viewed – if these
indicators are low, it is worth assessing the quality of traffic on site.

4. Exit pages - by analyzing the exit points of the site visitors (registration, shopping
cart, ordering), can better understand the reasons for the low conversion and opti‐
mize the site so that users stay on the site and complete purchases.

5. Channels to attract visitors - you need to track not just a source of attraction of
visitors, and their impact.

6. The overall conversion rate of an online store is the number of visitors who made
a purchase.

7. Indicator of return of visitors – the number of not only new, but also returned visitors
to the online store are analyzed. These will allow evaluate how the site is interesting
for the target audience.

8. Profit from the buyer – profit minus costs. This indicator provides an understanding
of how successful online store.

9. The failure rate is the number of orders that have been started, but not completed.
10. Number of products in the order – the number of products per order.
11. Average order value - total sales/orders quantity.

A store that is already selling on the Internet, often to increase profits, it is sufficient
to pay attention to only a few metrics, one of which is the conversion. Conversion is the
most important parameter that characterizes the effectiveness of the website promotion
process. Conversion is the ratio of the number of users who made purchase of a product
or service on your site to the number of users who came to your site for an advertising
link, ad, or banner. For example, if a site was visited by 100 people, but only 2 people
bought the product, then the conversion rate is equal to 2%. The increase of conversion
percent depends on many factors: from the design of the page to its functionality. Moni‐
toring conversion allows to understand in time that the e-shop needs to be improved.
Conversion is the main metric in the web analytics of all commercial sites [3].
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Analysis and forecasting of time series of daily value conversion percent plays
crucial value for optimizing the efficiency of the online business [4]. However, it should
be noted that almost all of the classical methods of time series forecasting based on the
calculation of the correlation between the time series values [5]. In the case of weakly
correlated time series, and also in the case when the time series has sparse zero values
structure, which is typical for many electronic sales sites, these methods do not fit or
have a large error.

Neural network approach has been widely used to solve forecasting problems. Neural
networks allow you to model complex relationships between data as result of learning
by examples. However, the prediction of time series using neural networks has its draw‐
backs. First, for training the majority of neural networks, time series of a large length
are required. Secondly, the result essentially depends on the choice of the architecture
of the network, as well as the input and output data. Third, neural networks require
preliminary data preparation, or preprocessing. Preprocessing is one of the key elements
of forecasting: the quality of the forecast of a neural network can depend crucially on
the form in which information is presented for its learning. The general goal of prepro‐
cessing is to increase the information content of inputs and outputs. An overview of the
methods for selecting input variables and preprocessing is contained in [6].

Recently, for the analysis of the regularities of the time series, the methods of
machine learning [7, 8] have been increasingly used to detect various patterns in the
time series. In this case, logical methods are of particular value in the detection of such
patterns. These methods allow us to find logical if-then rules. They are suitable for
analyzing and predicting both numerical and symbolic sequences, and their results have
a transparent interpretation.

The goal of the presented work is to carry out a comparative analysis of weakly
correlated time series forecasting, based on classical prediction methods and machine
learning ones such as neural networks and decision trees, using the data of a real online
store.

2 Input Data

Input data in the work were daily data from the online sales site, which included the
number of clicks on the site from social networks, the number of sales and the corre‐
sponding conversion rate. In addition, there was information about which language the
customer used, from which country the order was and other data [9].

Figure 1(at the top) shows typical time series of conversion rate. Series of conversion
rate are characterized by zero values, which significantly complicates forecasting the
next day. The correlation function of the rate series is shown on Fig. 1(at the bottom).
Obviously, there is no correlation between the time series values.
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Fig. 1. Time series of conversion rate and the correlation function

Figure 2 shows the histogram of the distribution density of typical conversion rate
series. It is easy to see that the percent from 0 to 2 is the highest, then there is a more
even distribution, but for each series of conversion rate there are bursts that are most
difficult to forecast.

Fig. 2. Distribution density of typical conversion rate series
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3 Forecasting Methods

E-commerce is constantly evolving, it is facilitated by new technologies, services and
tactical tools. Suppliers, range of buyers, assortment of goods change regularly, that
leads to a rapid obsolescence of information. Therefore, forecasting methods that require
time series of great length, such as, for example, autoregressive and moving average
models, work poorly [10].

Methods of Exponential Smoothing. The basis for exponential smoothing is the idea
of a constant revision of the forecast values as the actual ones arrive. The model of
exponential smoothing assigns exponentially decreasing weights to observations as they
become outdated [5, 11]. Thus, the latest available observations have greater influence
on the forecast value than older observations.

The model of exponential smoothing has the form:

Z(t) = S(t) + εt, S(t) = 𝛼 ⋅ Z(t − 1) + (1 − 𝛼) ⋅ S(t − 1), (1)

where α is smoothing factor; 0 < α < 1; Z(t) is projected time series; S(t) is smoothed
time series; initial conditions are defined as S(1) = Z(0). In this model, each subsequent
smoothed value S(t) is the weighted average between the previous value of the time
series Z(t−1) and the previous smoothed value S(t−1).

The value α is determined by how much the current series value should affect the
next value. The closer α is to unity, the stronger the forecast takes into account the value
in the previous step. To find the optimal value α, it is required to minimize the mean
error of the forecast. When the value α is automatically selected, all forecasts are calcu‐
lated for α that change with a given step, the mean error is calculated, and the value α
at which the error has the smallest value is selected.

3.1 Decision Tree Method

Methods of machine learning are an extremely broad and dynamically developing field
of research using a lot of theoretical and practical methods. One of these methods is the
decision tree method [7, 12, 13]. The decision tree is a decision support tool used in
statistics and data analysis for predictive models.

In intellectual data analysis, decision trees can be used as mathematical and compu‐
tational methods to help describe, classify and summarize a set of data that can be written
as follows: (x, Y) = (x1, x2, x3, …, xk, Y). The dependent variable Y is the objective
variable that needs to be analyzed, forecast and generalized. A vector x consists of input
variables x1, x2, x3, etc., which are used to perform the task.

The decision tree method for classification or prediction task is the process of
dividing the original data into groups until homogeneous (pure) subsets are obtained.
The set of rules, due to which there is such division, allows to make a forecast obtained
as a result of evaluating some input features x1, x2, x3 for new data.

The decision tree is a model that represents a set of rules for decision-making.
Graphically, it can be represented in tree structure form, where decision-making
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moments correspond to the decision nodes. The data to be classified are at the root of
tree. In nodes, depending on decision made, a branching process occurs. Terminal nodes
are called leaf nodes. Each leaf is final result of consistent decision-making and repre‐
sents value of objective variable, which was modified during movement from root to
leaf. Each internal node corresponds to one of input variables. Depending on decision
made at nodes, the process eventually stops in one of leaves, where a variable of response
is assigned a particular value.

The algorithm of learning (forming the tree) operates according to the principle of
recursive partitioning. The partitioning of data set (i.e., splitting into disjoint subsets) is
performed on the basis of the most suitable for this feature. A corresponding decision
node is created in tree, and process continues recursively to the stopping criterion.

There are various numerical algorithms for constructing decision trees. One of the
most famous is the algorithm called C5.0, developed by the programmer J.R. Quinlan.
In fact, the C5.0 is the standard for construction of decision trees. This program is
implemented on a commercial basis, but version built into the Python (and some other
packages) is available for free.

The algorithm implements the principle of recursive partitioning. The algorithm
starts with empty tree and complete data set. In nodes, starting from the root node, feature
is selected whose value is used to divide all data into two classes. After the first iteration,
the tree appears with one node dividing the data set into two subsets. After that, this
process can be performed repeatedly, with respect to each of subsets for creating
subtrees. To separate data, we use conditions of form: {x < a}, {x > a}, where x is
feature, and a is some fixed number. Such partitions are called “axis-parallel splits”.
Essentially, with each condition check, the data samples are sorted in such way that each
data element is determined to correspond only to one branch. Decision criteria divide
the original data set into disjoint subsets. The recursion terminates if subset in node has
same values of objective variable, so it does not add values to forecasts.

To create a decision tree, its needed to determine the features by which the partition
will be performed. In the case of the classification of data samples, these values may be
the sampling values. From the set of attributes for the partition, it is required to choose
those that would allow to obtain as homogeneous (pure) sets as possible. Algorithm C5.0
uses as impurity measure of entropy concept, which is a measure of data disorder.

Using the entropy as measure of impurity sets that are result of partitioning, algorithm
can select feature on which partitioning will give the purest set (i.e., the set with lowest
entropy). These calculations are called “information gain”. The feature is determined
by the search method. For each feature, the value of information gain is calculated as
difference in entropy of sets before and after partitioning.

The higher information gain for selected feature, better this feature is suitable for
partitioning, since such partition will ensure that the most pure set is obtained. If, for
the selected characteristic, the value of information gain is close to zero, it means that
the partition by this feature is unpromising, since it does not lead to entropy decrease.
On the other hand, the maximum possible value of information gain is equal to the value
of entropy before the partition. This means that the entropy after partition will be zero,
i.e. resulting sets will be completely pure.
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The main advantages of the C5.0 algorithm for forecasting tasks: it is universal, it
solves well the problems of classification and forecasting from different areas; to
construct a decision tree, it selects from set of features only those that strongly influence
the result; it requires a relatively small amount of training sample. One of the significant
advantages of the C5.0 algorithm is its ability to post-pruning of the built decision tree,
that is, cutting off those nodes and branches that have little impact on the forecast results.
The disadvantages are that the algorithm “gravitates” to split based on a large number
of levels; inaccuracies in classification can arise from the fact that only “parallel-axis
axes” splits are used; decision trees sometimes turn out to be very large.

Neural Networks. It can be said that any neural network (NN) acts as follows: iteration
after iteration, it deforms the vector of input data in this way that as a result of defor‐
mation, the input data fall into the zones where we expect to see them at the output. In
ordinary neural networks, each individual sample is processed without taking into
account the influence of past information on current result. To solve this problem, recur‐
rent neural networks (RNN) were developed in the 1980s. These are networks that
contain feedback and allow to take into account the previous iterations. A recurrent
network can be viewed as several copies of the same network, each of which transmits
information of a subsequent copy. RNN resembles a chain, and its architecture is well
suited for working with sequences, lists and time series.

The scheme of the RNN operation looks like this: there is an input layer of neurons
that is projected onto a hidden layer (one or several), the outputs of the hidden layer are
transferred to output layer, and also copied to context layer, which at the next iteration
is perceived together with input layer and connected to hidden layer. Accordingly, cycle
is produced: a hidden layer - a context layer - a hidden layer. In progress new samples
will come in RNN, they will change the context and context circulating within the
network, will retain this information, which will affect the current classification. Over
the past few years, RNN has successfully applied to a lot of tasks: speech recognition,
language modeling, translation, image recognition, etc. [14]. But the main disadvantage
of classic RNN is to reduce the effect of samples with increasing time delay. As a rule,
the maximum impact on response of RNN samples that were at previous iteration, two
iterations back, etc. have and the further, the less this effect decreases. While quite often
there are situations when information important for correct forecasting is not on the
nearest samples, but on 10-20-30 iterations back.

Recently, the architecture of RNN which are called long short-term memory neural
networks (LSTM) has become popular. This is a special kind of recurrent neural
networks, which are capable of learning long-term dependencies. LSTM are specifically
designed to avoid the problem of long-term dependencies. Remembering information
for a long period of time is practically their default behavior [6, 15, 16].

A method that some elements in the context in the previous iterations provide a
greater influence on the result, while other elements have a smaller effect was suggested.
In LSTM, it is proposed to extend the classical RNN schema with notion gate, which is
a memory gate and forget gate, and which determines how likely the given sample should
be forgotten or remembered for next iteration. The previous samples affect saving or
deleting of sample. If they indicate that this information is important for future
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classification, more importance will be given. If the current information plays a weak
role for forecasting at subsequent iterations, impact will decrease.

Currently LSTM work incredibly well on a wide variety of tasks and are widely used.
Many impressive results of work of RNN were achieved precisely on the basis of LSTM
architecture [16].

The Forecast Errors. To obtain quantitative characteristics of the comparative anal‐
ysis of the models, the following characteristics of forecast errors were chosen [5, 11,
17]. The Mean Absolute Deviation (MAD) measures the accuracy of the forecast by
averaging the values of the forecast errors. Using MAD is most useful when the analyst
needs to measure the forecast error in the same units as the original series. This error is
calculated as follows:

MAD =
1
n

n∑
t=1

|||X(t) − X̂(t)
|||. (2)

The average deviation (Mean Deviation, MD) allows to see how the forecast value
is overvalued or undervalued on average:

MD =
1
n

n∑
t=1

X(t) − X̂(t). (3)

Mean squared error (MSE) is another way of estimating the forecasting method.
Since each deviation value is squared, this method emphasizes large forecast errors. The
MSE error is calculated as follows:

MSE =
1
n

n∑
t=1

(X(t) − X̂(t))2. (4)

The Mean Absolute Percentage Error (MAPE) is calculated by finding the absolute
error at each time and dividing it by the actual observed value, with subsequent averaging
of the obtained absolute percent errors. This error is calculated as follows:

MAPE =
1
n

n∑
t=1

|||X(t) − X̂(t)
|||

X(t)
. (5)

This approach is useful when the size or value of the predicted value is important
for estimating the accuracy of the forecast. MAPE emphasizes how large the forecast
errors are in comparison with the actual values of the series. This approach is useful
when the size or value of the predicted value is important for estimating the accuracy
of the forecast. MAPE emphasizes how large the forecast errors are in comparison with
the actual values of the series.
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4 Software Implementation of Machine Learning Methods

The methods and algorithms of Data Mining and machine learning must be implemented
in a certain programming language, in a certain environment, calculated on a certain
type of computer elements, etc. There are many tools available today to implement Data
Mining and Machine Learning algorithms [18].

One of the most widely used programming languages for solving application prob‐
lems is the Python language. Python is a general purpose programming language, which
means that people have built modules to create websites, interact with a variety of data‐
bases, and manage users. Python uses a large number of people and organizations around
the world, so it develops and is well documented; it is cross-platform and you can use
it free [12].

This language has several advantages. It is quite easy to learn and, as a rule, is a
language that needs a low entry level. A person who has basic knowledge in the theory
of algorithms and mathematics can simply master the basic functionality, methods and
syntax to solve applied problems. Python has implemented a large number of libraries,
which provide most of the available algorithms in a convenient way.

In general, for machine learning there are several basic Python libraries, which have
quite a big advantage compared to libraries of other programming languages. The main
one is: very detailed and qualitative documentation. Most of these libraries use the
NumPy library [19]. This is a library that allows you to quickly and effectively work
with numeric data matrices, tables of numbers in different formats, to carry out a large
number of typical operations that are required in the process of solving applied machine
learning tasks.

One of the great documentation libraries that implements most of the typical machine
learning methods is scikit-learn [20]. Dozens of algorithms are implemented in this
library for clustering, regression, classification, reference vector method, linear and
logistic regression, and dozens of other algorithms. Each of the available algorithms has
a large number of parameters that can be customized to your task.

One very convenient language libraries in Python, which help to work with lots of
tabular data (often training and testing sample look like .csv-table with hundreds of
thousands and millions of rows and columns parameters) is a Pandas library [21]. It
allows to download data very quickly, preprocess it (to prepare it in a suitable format),
to send in a convenient form for processing by our algorithm, which we, for example,
have chosen from the Scikit-learn library.

Currently, due to the popularity of neural networks in Python, there are many libra‐
ries at quite different levels of abstraction (from low to high-abstraction architecture
descriptions) allow construction of various neural networks.

One of the most commonly used libraries for low-level operations for the imple‐
mentation of neural network algorithms is the Theano Library [22]. It implements
complex matrix cartoons, rapid methods of convolution with multiplication, sampling,
regression methods, and all backend-logic of neural networks.

One key bonus of libraries is that in addition to CPU-realization (i.e., implementation
of algorithm’s operation on processor), Theano or TensorFlow libraries (by Google) are
open source (you can see and add modules that you need).
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It should be noted that between the graphics card, the Python language and the library
written in this language there is one more layer - CUDA - a set of libraries, implemented
by NVidia, which allow effectively and quickly perform calculations on its graphics
cards.

To work with web resources, the Scrapy library is used [23]. Scrapy is an application
framework for crawling web sites and extracting structured data which can be used for
a wide range of useful applications, like data mining, information processing or historical
archival. Scrapy provides a lot of powerful features for making scraping easy and effi‐
cient, such as: built-in support for selecting and extracting data from HTML/XML
sources using extended CSS selectors and XPath expressions, with helper methods to
extract using regular expressions; for generating feed exports in multiple formats (JSON,
CSV, XML) and storing them in multiple backends (FTP, S3, local filesystem); an
interactive shell console (IPython aware) for trying out the CSS and XPath expressions
to scrape data, very useful when writing or debugging your spiders.

5 Research Results

The analysis of the conversion series for compliance with ARMA models was
performed. Figure 3 shows the typical values of the Akaike information criterion (AIC),
which is used exclusively for the selection of several statistical models for one set of
data [5, 9]. The values of the criterion indicate that the use of ARMA models in this case
is not appropriate.

Fig. 3. Values of the Akaike information criterion

To carry out the forecasting, time series were divided into two parts, where the first
one was used to train the model, and the second one was applied to assess its plausibility.
The models were trained on the S last values of time series.

Checking the models for forecasting m values was carried out in the following way:
take the window of last S values from the first part series and will do the forecast one
value ahead; then will move window one value forward, including the forecast of new
value in the window, and will again do the forecast, and so m times.

Figures 4, 5 and 6 presents the results of the forecasts of each model for 7 values
ahead or S = 20 and m = 1. The solid line shows the actual values. Figure 4 shows the
values obtained by the method of exponential smoothing. On Fig. 5 presents ones based
on decision tree. On Fig. 6 values obtained with the help of the LSTM neural network
are shown.
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Fig. 4. Forecasted values obtained by the method of exponential smoothing

Fig. 5. Forecasted values based on decision tree

Fig. 6. Forecasted values obtained with the help of the LSTM

The predicted values for S = 20 and m = 1 (this choice of parameters is determined
by the requirements of the online store) were computed for 100 values of the daily data
conversion rate and corresponding values of clicks and sales number and other data. The
results of calculations typical for most series are given in Table 1.
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Table 1. Forecast errors

ES DT LSTM
MAD 7.65 6.08 1.2
MA −1.99 1.32 0.91
MSE 64 53 22
MAPE 0.49 0.38 0.07

As a result of the analysis of the forecasts of different values of S and m, the following
was established. The method of exponential smoothing, in spite of its simplicity and
non-exactingness in the amount of data, has in most cases comparatively small predic‐
tion errors. But at the same time, with the use of this method, some predicted values are
significantly removed from real ones.

The decision tree method has proved to be inconvenient in the choice of parameters
and has errors comparable with errors of exponential smoothing, but without strongly
remote forecast values. The LSTM neural network, which has a more complex structure
and needs to be preliminarily trained on a rather large time series, has shown good results,
as well as in the overall forecast error, and in the remoteness of forecasts from real time
series values.

6 Conclusion

The results of a study of methods for predicting weakly correlated time series typical of
e-commerce conversion series have shown that exponential smoothing is the simplest,
fastest and most convenient to set up predictive method, but in the cases of complex or
long-term dependencies, it does not apply. The decision tree method is fast in learning,
not difficult to understand, but inconvenient in the choice of parameters and does not
work well when learning on data that have many characteristics. The LSTM neural
network is a cumbersome, long learning, requires a lot of parameters that need to be
selected, but has a very good performance in forecasting and order of magnitude smaller
errors.
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