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Preface

The first edition of the International Conference on Computer Science and Engi-
neering (COMPSE) 2016 was held during November 11–12, 2016, at Golden Sands
Resort in Penang, Malaysia. The objective of the international conference is to
bring together experts and scientists in the research areas of computer science and
optimization from all over the world to share their knowledge and experiences
on the current research achievements in these fields. This conference provides a
golden opportunity for the global research community to interact and share their
novel findings and research discoveries among their colleagues and friends. The
proceedings of COMPSE 2016 are published by EU Digital Library and indexed by
DBLP, EI, Google Scholar, Scopus, and Thomson ISI.

For this edition, the program committee received over 100 submissions from
25 countries, and each paper was reviewed by at least four expert reviewers. The
prominent technical committee has selected the best 44 papers for final presenta-
tion at the conference venue of Golden Sands Resort in Penang, Malaysia. The
organizing committee would like to sincerely thank all the authors and reviewers
for their wonderful job for this conference. The best and high-quality papers will be
selected and reviewed by the international program committee in order to publish the
extended version of the paper in the EAI/Springer Innovations in Communications
and Computing Book Series, Intelligent Decision Technologies: An International
Journal (IOS), the Journal of Computational Science (Elsevier), and the Journal of
Ambient Intelligence and Humanized Computing (Springer).

COMPSE 2016 was organized by the European Alliance for Innovation (EAI).
This conference would not have been organized without the strong support and help
from the staff members of Golden Sands Resort and the organizing committee of
COMPSE 2016. We would like to sincerely thank Prof. Imrich Chlamtac (University
of Trento and Create-NET), Barbara Fertalova (EAI), and Lucia Zatkova (EAI)
for their great help and support in organizing the conference. We also appreciate
the fruitful guidance and help from Prof. Gerhard Wilhelm Weber (Middle East
Technical University, Turkey), Prof. Rustem Popa (“Dunarea de Jos” University in
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Galati, Romania), Prof. Goran Klepac (Raiffeisenbank Austria D.D., Croatia), Prof.
Leopoldo Barron (Tecnológico de Monterrey, Mexico), Prof. Ivan Zelinka (VSB-
TU Ostrava, Czech Republic), Dr. Jose Antonio Marmolejo (Universidad Anahuac
Mexico Norte, Mexico), and Dr. Vo Hoang Duy (Ton Duc Thang University,
Vietnam).

Mexico José Antonio Marmolejo-Saucedo
Tronoh, Malaysia Pandian Vasant
Nuevo León, Mexico Igor Litvinchev
November 2016
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Chapter 1
Texture Synthesis and Design Based on Element
Distribution Creation

Yan Gui, Yang Liu, and Feng Li

1.1 Introduction

Texture synthesis plays a key role in computer graphics and computer vision. There
has been a plethora of research toward texture synthesis, of which example-based
texture synthesis methods [1] has become the main threads. To a wide variety of
textures ranged from stochastic to structured, we focus on deterministic textures
that are formed by spatial repetition of texture elements. As shown in Fig. 1.1,
the range from left to right are regular, near-regular, and non-regular deterministic
textures. It would be very difficult to synthesize the repetitive elements adequately
with most existing texture synthesis methods, such as local neighborhood matching-
based methods [2–7] and optimization-based methods [8].

Potential solutions [9–15] have been explored through imitating the element
distributions in input exemplars. For example, Dischler et al. [9] segmented an
input exemplar into texture particles and generated 2D textures or textures on
arbitrary surfaces by adding them according to sets of co-occurrences. Barla et
al. [10] proposed a method to synthesize 2D arrangements of seed points and
pasted input elements to those locations by local neighborhood matching. Ijiri et al.
[11] synthesized 2D distributions by locally growing through rule-based heuristics.
However, the above methods [9–11] cannot handle elements with complex shapes
which are closely correlated with spatial distributions. Hurtut et al. [12] proposed a
statistical model to learn spatial interactions between and within different categories.
Passos et al. [13] presented an improved method for arrangement synthesis defined
as 2D collection of elements, which provides control over local density of elements.
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2 Y. Gui et al.

Fig. 1.1 Deterministic textures

Gui et al. [14] proposed a similar method for periodic pattern of texture analysis
and synthesis based on texels distribution. Recently, Huang et al. [15] extend it to
texture synthesis on arbitrary surfaces. However, these existing techniques mainly
focus on texture reproduction, which maintains a visual similar to the original
sample. It is observed that user manipulations are rarely provided over the fully
automatic synthesis process, including the control of the positions and shapes of
texture elements, and consistent transition among different texture elements, which
can help synthesize a variety of textures.

In this paper, we first extract distributions of texture elements from a large
number of deterministic texture samples by constructing their connectivity. And
then these distributions can be divided into near-regular or non-regular categories
through quantifying the neighborhood relationships between texture element and
its adjacent texture elements in the constructed connectivity. We thus can expand
an initial element arrangement in two different ways, by performing local or
global growth of texture elements, in order to generate a new larger distribution
of texture elements. By default, each texture element in distributions is represented
by a discrete point, and the user may also optionally draw a shape contour for it.
Once the distribution of texture elements is obtained, we arbitrarily use texture
elements to replace each discrete point to synthesize the final textures, which the
texture elements are extracted from the input deterministic textures. When pasting
texture elements together, we apply a set of deformation operations, such as scaling,
rotation, and thin-plate splines (TPS), to change the shapes of texture elements. Such
deformation operations used in this paper are helpful, to avoid large overlapping and
holes between texture elements, in order to ensure structure consistency. As shown
further, our method can create a wide variety of textures as we attempt to grant users
more and more control to the positions and shapes of texture elements.

1.2 Element Distribution Creation

1.2.1 Connectivity Construction and Analysis

Given a deterministic texture sample, the main task is to model the spatial neighbor-
hood relationships among all complete texture elements. Note that the incomplete
texture element that has the number of pixels on the border can be discarded. Each
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Fig. 1.2 Near-regular and non-regular connectivity

complete texture element in the texture sample can be represented by its bounding
boxes, and the centers of these bounding boxes are used to define the element
positions in the texture sample. According to the discrete positions information,
the most suitable method used in [11, 14] is to extract the Delaunay triangulation
in order to get a connectivity among all texture elements, which describes a spatial
neighborhood relationships between each texture element and its all neighboring
texture elements. The connectivity also can be called the distribution of texture
elements. On the other hand, if there are texture elements with different classes
in the texture sample, as shown in Fig. 1.2a2, b2, they are marked by using different
colored points.

To the constructed connectivity, our focus is on exploring whether they are near-
regular or non-regular, which are of primary importance to characterize the spatial
arrangements. For this purpose, we first define a neighborhood that is composed
of all neighboring texture elements of each texture element. In each neighborhood,
edges are connected between two adjacent texture elements. The neighborhood can
form a “ring shape” when the size of the neighborhood is equal to the number of
edges. As Fig. 1.2a3, b3 shows, the texture elements which having neighborhood
with ring shape are marked by blue. Based on these neighborhoods, if they have
the same sizes and their ring shapes have more close appearance similarity that can
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be measured through the area of the neighborhood, the constructed connectivity is
near-regular or regular (Fig. 1.2a2), else is supposed to be non-regular (Fig. 1.2b2).
Indeed, the key for analyzing the constructed connectivity is to describe the discrete
or compact structure information among texture elements, as texture elements in
texture samples are independent to each other (Fig. 1.2b1), or define a partitioning
of textures, with each texture element having a nonoverlapping but adjoining spatial
extent (Fig. 1.2a1).

1.2.2 Local and Global Growth

By considering near-regular or non-regular connectivity, texture design and syn-
thesis begin with it, which we call an initial elements arrangement, and expand
it outward by placing the new positions, in order to reproduce a new larger
elements distribution. Given a regular elements arrangement (Fig. 1.3a), we need
to decompose it into two types of sub-models, including horizontal model (Fig.
1.3a1) and vertical model (Fig. 1.3a2), which can be used as the placement rules

xl
yr

(Nry,Nrx)

(Nry,Nrx)

yr

xl

horizontal model

vertical m
odel

(a) (a1) (a2)

(b)

Fig. 1.3 Extension for regular elements distribution
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Fig. 1.4 Non-regular elements distribution adjustment

to guide the extension. More specifically, we expand it outward by placing the
positions of the texture elements according to the decomposed horizontal model
and vertical model, where the positions can be computed based on the relative
positions of the placed texture elements. For instance, to perform extension by
using horizontal model, the position of a new texture element (Px, Py) is computed
as Px D Nrx C ov C xl and Py D Nry � yr C 1, where (Nry, Nrx) is the coordinate of
and lower right corner of the bounding box; xl and yr represent the shortest distance
from the center to the bounding box (Fig. 1.3a1, a2); ov is a user-specified spacing
between adjacent texels to avoid overlapping. Similarly, the position of a texture
element in vertical direction can be computed based on vertical model. As shown in
Fig. 1.3b, we reproduce the final element distribution through using the horizontal
model and the vertical model alternatively. By default, each texture element in the
synthesized element distributions is represented by a discrete point, and the user
may also optionally draw a shape contour for texture elements. In addition, the class
information for each new placed position can be recorded during the extension.

To an initial elements arrangement with non-regular (Fig. 1.4a), we first need to
provide a set of discrete points and then use Lloyd’s method [10, 11] to obtain a
random distribution of positions (Fig. 1.4b). Since the obtained distribution is close
to uniformity because each point is located in the center of the Voronoi region, we
further perform an adjustment in order to maintain a certain visual resemblance
with the initial elements arrangement. Given are a neighborhood !(eref) taken from
the initial elements arrangement Dref and a neighborhood !(etar) obtained from the
synthesized distribution Dtar, where eref and etar are the current selected position of
the texels (as shown in Fig. 1.4a, b). The adjustment process falls into three stages.

Step 1 We find a matched eref from Dref for the current selected etar in the Dtar. It is
the one whose neighborhoods w(eref) has the most similar neighborhood condition
to that of the selected position etar. We first sort position point eref

i 2 !
�
eref
�

and
etar

j 2 ! .etar/ in counterclockwise order simply, and then the differences can be
measured by using the following err function:
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Err
�
!
�
eref
�

; !
�
etar
�� D

X

i;j

w1�
�
eref

i ; etar
j

�C w2L
�
eref

i ; etar
j

�
; i; j 2 f1; : : : ; Ng

(1.1)

where N is the number of texture elements in neighborhoods; �
�

eref
i ; etar

j

�
D

ˇ̌
ˇ� ref

i � � tar
j

ˇ̌
ˇ measures differences in angles. � ref

i is the angle between x-axis and

edges (eref
i ; eref), similarly to define � tar

j . L
�

eref
i ; etar

j

�
D

ˇ̌
ˇLref

i � Ltar
j

ˇ̌
ˇ measures

differences in length of edges. Lref
i and Ltar

j are the length of edges
�
eref; eref

i

�
and�

etar; etar
j

�
, respectively. w1 and w2 are weights to balance the differences in angles

and edge lengths. We can find the best matched eref when minimizing the error
function (Eq. 1.1).

Step 2 We compute the reference shift vector Sref of the corresponding eref, which
is the distance from the position eref to the barycenter of the neighborhoods w(eref).

Step 3 We translate the selected position etar by Star D (SrefAtar)/(nAref), where Atar

and Aref are the area of the neighborhoods w(etar) and w(eref), respectively, and n is
the size of the neighborhoods w(etar). The translated positions are marked by using
blue (Fig. 1.4c).

When all available positions in Dtar have been translated through repeating
Step 1 to Step 3, we can obtain the final elements distribution (Fig. 1.4d), having
the stochastic property. On the other hand, we can control the density of texture
elements in the synthesized elements distribution through increasing and decreasing
the number of the initial discrete points set. Note that the class information in such
elements distribution can be ignored.

1.3 Texture Elements Placement

In this phase, the main task is to replace each position with a texture element, which
can be extracted from the given input texture sample, so that our texture design and
synthesis can create a large variety of textures.

1.3.1 Texture Elements Extraction

Existing state-of-the art image cutout techniques, such as Lazy Snapping [16],
GrabCut [17], and RepSnapping [18], can be used to extract individual texture
elements. However, none of the above segmentation methods can work well for
arbitrary texture samples. In this setting, input texture sample is represented by a
graph G D < P, E>, with each pixel as one node p 2 P and pairwise adjacent pixels
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as edge <p, q > 2 E. Based on appearance similarity between texture elements, their
extraction is to optimize the following energy function:

E.f / D
X

p2P

Dp
�
fp
�C

X

p<q2N

Vp;q
�
fp; fq

�C
X

i;j2H

U0
i;j

�
fi; fj

�
(1.2)

where the data item Dp(fp) measures the conformity of node p assigned label fp, the
smooth item Vp, q(fp, fq) is charged for adjacent nodes with different labels, and the
repetition energy item U0

i;j

�
fi; fj

�
measures the labeling smoothness on the similar

nodes; N is a neighborhood system, joining adjacent nodes in 4-neighbor (or 8-
neighbor); H is an extended neighborhood systems based on the repetitive similarity.
Unlike the optimization model in RepSnapping, the repetition energy item U0

i;j

�
fi; fj

�

can be modified based on a robust appearance similarity ı among the repeated texels,
which is defined as the following function:

U0
i;j

�
fi; fj

� D � j fi � fj j � exp
��ˇ � ı2 .i; j/

�
; < i; j >2 H (1.3)

where � is a trade-off weight and ˇ is a constant. Inspired by the texture samples
with their own pattern feature, the appearance similarity measurement ı(i, j) in Eq.
(1.3) is developed by considering both colors and pattern features:

ı .i; j/ D �
�ci � cj

�
�C �

�Ti � Tj

�
� (1.4)

where jjci � cjjj is used to measure the difference in color between nodes i and j; ci

and cj are the average color of nodes i and j, respectively; jjTi � Tjjj describes the
difference in pattern feature between nodes i and j; and Ti and Tj are the average
feature vector of nodes i and j, respectively, which is computed by using Gabor
wavelet transform [19] in multiple scales and orientations. And the values of these
differences are normalized in Eq. (1.3). When minimizing the above energy function
(Eq. 1.2), the texture elements can be extracted simultaneously by using max-flow
min-cut algorithm. As illustrated in Fig. 1.5, only two (red) lines (Fig. 1.5 a1, b1)
are drawn to indicate the texture element and another (blue) line to indicate the
texture background; all texture elements in the texture samples can be extracted
simultaneously (Fig. 1.5a2, b2). Here we only present a brief overview of this
method, which are described in detail in [20].

Fig. 1.5 Texture element extraction
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1.3.2 Texture Element Deformation

Since the extracted texture elements keep their original shapes, large overlapping
and holes between adjacent texture elements can be found when performing
texture elements placement, which no guarantee that texture features or structures
are continuous in final textures. In order to alleviate such effects, deformation
operations are applied to change the shapes of texture elements, especially texture
elements with quite irregular shapes. Generally, we observed that it is easy to control
texture elements with regular shape, which mainly consists in changing the size and
orientation of the texture element by using linear transformation operations, such
as scaling and rotation, to keep the structure consistency. Indeed, our motivation
is to transform the irregular shapes of texels by using TPS mapping [21]. Given a
reference shape and a texture element to be deformation, we first need to sample
contour points sets f(xi, yi)g and

˚�
x0

i; y0
i

��
, respectively (Fig. 1.6b), and then we

determine the corresponding pairs of contour points between them, where i is used to
index the sampled contour points.Therefore, the deformation between the reference
shape and original counter can be defined as following:

x0 D fx .x; y/ D a1 C axx C ayy C
nX

iD1

˛i�
����.xi; yi/ �

�
x; y
����
�

(1.5)

y0 D fy .x; y/ D b1 C bxx C byy C
nX

iD1

ˇi�
���
�.xi; yi/ �

�
x; y
���
�
�

(1.6)

where (x, y) represents pixel in deformed texture element. (x0, y0) represents pixel in
the texture element to be deformed. �(r) D r2 log r is the radial basis function. k�k is
the Euclidean distance. By using the following two additional constraints:

Fig. 1.6 Thin plate spline mapping
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X
˛i D

X
˛ixi D

X
˛iyi D 0 (1.7)

X
ˇi D

X
ˇixi D

X
ˇiyi D 0 (1.8)

The parameters a1, ax, ay, ˛i, b1, bx, by, ˇi in Eqs. (1.5) and (1.6) can be
determined by solving a linear system of equations. Thus, we can deform the region
of the texture element according the mapping between fx(x, y) and fy(x, y). As Fig. X
shows, when the corresponding pairs of contour points are constructed, the texture
element (Fig. 1.6a) can be deformed to a rectangular region (Fig. 1.6c). The TPS
mapping used in our method not only maintains the shape contour but also creates
smooth and consistent warped content in the interior region of texture elements.
Note that we use graph-cut-based segmentation method [5] to merge the conflicting
regions, and we use example-based completion algorithm [22] to fill holes explicitly.

1.4 Experimental Results and Discussions

Figure 1.7 demonstrates the capability of our method for creating a large variety of
textures from a small sample (Fig. 1.7a1–d1). If the initial elements arrangement
conforms to element distribution of texture samples, the resulting textures have an
appearance similar to the texture samples (Fig. 1.7a2, b2). Otherwise, the designed
textures show various appearances (Fig. 1.7a3–a6 and b3–b6). For the last two
examples, our presented method changes the elements density interactively, and the
elements density increases gradually. In addition, we can interactively replace the
initial elements arrangement (Fig. 1.7c6) and manipulate the scale or orientation of
texture elements in order to generate various outputs (Fig. 1.7d5, d6).

In Fig. 1.8, we compare our approach with existing techniques of texels
distribution-based [14], appearance-space synthesis [7], near-regular texture syn-
thesis [6], graph-cut [5], image quilting [4], patch-based [3], and jump-map based
[2]. The texture sample in Fig. 1.8a consists of oblique blocks, which have a near-
regular structural layout but irregular color appearance in individual blocks. So far,
we have not yet seen an existing texture synthesis algorithm that preserves structural
regularity as well as structure continuity in the synthesized texture. The results
synthesized by these existing techniques are illustrated in Fig. 1.8c–d. We can find
that the quality of the texture produced with patch-based methods [3–7] is superior
to that of pixel-based method [2]. However, structure misalignments still remain
because there are no exact copies at the overlapping region of adjacent patches.
Our interactive controllable technique consists in deforming each single texel into
texel with a regular shape by using TPS firstly and then generating a new texture
according to a user-provided freehand sketch (Fig. 1.8b1). By giving randomly
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Fig. 1.7 More results of our texture design and synthesis

rotation, the final result can be obtained, as demonstrated in Fig. 1.8b2. From the
designed textures, we can see that our method performs better than these existing
techniques. The structural regularity and structure continuity are preserved in our
designed results.

Figure 1.9 shows two examples in which the element distribution-based texture
synthesis [14] fails to obtain an optimized stochastic distribution but which is
handled well by our proposed method. In [14], they apply neighborhood comparison
for generating a global distribution gradually. However, this method has the
difficulty of expanding the distribution of positions infinitely because the error
accumulates in each local growth step. As shown in Fig. 1.9a4, the synthesized
distribution deviates greatly from the original distribution in samples, which cause
large overlapping between adjacent texture elements (Fig. 1.9a3). Although the
synthesized distribution is desired as shown in Fig. 1.9b4, the repetition in the
resulting large textures (Fig. 1.9b3) is not satisfying because of the randomness.
The advantage of our approach is that we obtain the new element distribution from
user-provided initial elements arrangement by using Lloyd’s method, controlling the
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Fig. 1.8 Comparison with existing texture synthesis techniques [2–7, 14]

Fig. 1.9 A comparison with element distribution-based texture synthesis [14]

total number of texture elements interactively (Fig. 1.9a6, b6), so that our method
produces high-quality synthesis results, as illustrated in Fig. 1.9a5, b5. In addition,
we paste the synthesized textures onto arbitrary surfaces to add non-geometric
details (Fig. 1.9a7, b7).

Figure 1.10 demonstrates another interesting application of our approach,
namely, texture design from different texture samples. As shown in Fig. 1.10c–
f, we can use texture elements extracted from different sample textures to create
a variety of versatile textures. More specially, we also can provide different initial
element arrangement to guide texture design, whereas other techniques usually
cannot. This is demonstrated in Fig. 1.10e–g.
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Fig. 1.10 Texture design from different texture samples

1.5 Conclusions

The main contribution of this paper is to introduce an interactive and controllable
scheme for semantic texture elements recombination whose success relies on a
key factor: a flexible texture synthesis and design procedure. More specifically,
more informative element distributions are produced according to user’s need and
creation. By using all segmented texture elements and various element distributions,
our technique can create a wide variety of textures, while the existing texture
synthesis methods do not have such ability.
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Chapter 2
Selective Encryption Using Natural Language
Processing for Text Data in Mobile Ad Hoc
Network

Ajay Kushwaha, Hari Ram Sharma, and Asha Ambhaikar

2.1 Introduction

The world is moving toward wireless network nowadays, and thus ad hoc networks
are also acquiring importance. An ad hoc network is defined as a wireless network
in which all the nodes are able to communicate with each other directly without the
need of a central access point. The performance of ad hoc network is good when
less number of nodes are involved, but when the number of nodes increases, the
performance gets affected and becomes difficult to manage. The mobile features
make the nodes in the ad hoc network moving. As mobile ad hoc networks are
widely used nowadays, the security requirements for the network are also increasing
which can be provided by means of cryptography.

There may be two ways of keeping information secret: one is hiding the
existence of the information and second is making the information unintelligible.
Cryptography could be defined as the art and science of making the information
secure from unintended audiences by encrypting it and thus making it unintelligible.
Conversely, cryptanalysis is the art and science of decrypting the encrypted data.
The plain text is converted to cipher text while performing encryption, and the cipher
text is converted back to plain text in decryption. This cipher text is unintelligible to
others while being transmitted in the network.

The encryption and decryption could be performed by the use of keys. There
are two types of key-based encryption, symmetric and asymmetric algorithms. In
case of symmetric algorithms, the key is same for both encryption and decryption,
while asymmetric algorithms possess different keys. Symmetric algorithms may
have stream ciphers and block ciphers. Stream ciphers encrypt single bit of plain
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text at a time, whereas block ciphers encrypt a number of bits of plain text as a
single unit. The key here is called secret key used in both sender’s and receiver’s
end. One of the examples of symmetric algorithm is DES.

In asymmetric algorithm, the public key is available at both ends, while private
key is available at only one side. When data is encrypted by public key, it can be
decrypted by only private key and vice versa. The algorithm also called as public
key cryptography provides the fit of authenticating the source as a means of digital
signature. An example for asymmetric algorithms is RSA.

Natural language processing is related to the field of computer science, artificial
intelligence, and computational linguistics concerned with computers and human
languages. Natural language processing is related to the area of interaction between
humans and computers. The biggest challenges in natural language processing are
natural language understanding, word processing, information management, and
enabling computers to obtain meaning from humans.

Selective encryption algorithms are popular in the current scenario due to the
fact that they may reduce the overhead spent on data encryption/decryption and
thus improve the efficiency of the network. This whole task is performed with the
help of NLP. The approach removes the stop words from the messages and encrypts
the significant data only, prior to sending over the network. The stop words are those
words which are filtered out prior to or after from natural language text. They are
common words which would to be of little value to the messages.

2.1.1 Challenges Faced by MANET

Distributed As the network is distributed, no central entity will be present, which
makes the overall control over the network difficult [11].

Routing The changes in the network topology, protocols demanded as reactive
rather than proactive, multicast routing, and multi-hop routes increase the challenge
in routing. Routing in mobile condition results in link changes, increase in updates,
and non-convergence of routing loop.

Security and Reliability This includes the need for different schemes of authen-
tication and key management due to distributed environment reliability problem in
wireless connection, etc.

Supporting Channel Access This includes no fixed base station because of
distributed environment, difficulties in avoiding packet collisions, etc.

Dealing with Mobility Mobility affects signal transmission, multicasting, applica-
tions, routing, and channel access.

Power Management Techniques All wireless activities consume power which
reduces the battery rapidly.
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Location-Aided Routing This means, if the associated regions are known with
the help of positioning information, routing process will be reduced as it will be
spatially oriented.

Internetworking Internetworking here means connection between ad hoc network
(i.e., MANET) and fixed networks. Dealing with such heterogeneous system is a
challenge.

Frequent Network Partitions This disturbs the whole communication process and
requires re-setup of network for further proceedings.

Quality of Service (QoS) Quality of services to be present in such dynamic
environment is difficult to provide and does not possess fixed guarantee.

Utilizing Bandwidth Efficiently In wireless network, the bandwidth is limited,
and utilizing it in the constantly changing environment is a challenge.

Changing Topology of the Network This includes challenges to routing protocols
to be followed efficiently.

2.1.2 MANET Susceptibility to Attacks

1. Absence of centralized server for controlling and management of highly dynamic
and big ad hoc network [11].

2. The scalability of network changing dynamically makes it difficult to maintain
security.

3. As the nodes are supposed to be working in cooperation, any malicious node can
take it as benefit for attacking.

4. Constantly changing network topology also incurs threats.
5. Lack of finite boundaries is in MANET.

The paper is organized in the following way: literature review is provided in Sect.
2.2. Section 2.3 gives the concept of selective encryption. Proposed method SSDE
is introduced in Sect. 2.4, which is followed by the result analysis in Sect. 2.5. The
paper is concluded in Sect. 2.6.

2.2 Literature Review

Yonglin et al. [1] present a probabilistic selective encryption algorithm which
utilizes the advantages of the probabilistic methodology that aims to acquire
additional uncertainty in text.

Matin et al. [2] examine the performance of the new cipher in MANET and
wireless LAN networks and make a performance comparison with that of AES.
In the paper, they focused on the security that is provided at the application level.
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As the key size of the algorithm is larger, the time required to break an encryption
scheme becomes so excessive that undesirable attacks are meaningless.

Shivendra and Aniruddha [3] propose and implement a combined approach for
identification of a given unknown sample of cipher text. In the first part of the sys-
tem, cipher text samples are generated randomly using different cipher algorithms.
In the second part, the system analyzes the sample through (a) block length/stream
detection, (b) entropy/reoccurrence analysis, (c) dictionary, and decision tree-based
approach.

Zhou and Tang [4] proposed an implementation of a complete and practical
RSA encrypt/decrypt solution based on the study of RSA public key algorithm.
In addition, the encrypt procedure and code implementation are provided in detail.

Umaparvathi and Varughese [5] present a comparison of the most commonly
used symmetric encryption algorithms AES (Rijndael), DES, 3DES, and Blowfish
in terms of power consumption. A comparison has been conducted for those
encryption algorithms at different data types like text, image, audio, and video.
Experimental results are given to demonstrate the effectiveness of each algorithm.

Chang et al. [6] present a powerful and versatile security suite for the AODV
(Ad hoc On-Demand Distance Vector) routing protocol. It offers coverage on
common security aspects such as encryption and authentication, and it can be
easily modified to work with any distance-vector-based routing for MANET (mobile
ad hoc networks). The suite utilizes powerful authentication and user-adjustable
encryptions based on digital certificate chaining and popular ciphers such as DES,
AES, and RSA.

Nawneet et al. [7] concluded a comprehensive summary which discussed the
vulnerabilities, challenges, and security attacks on ad hoc routing protocols which
leads to difficulties in designing and development of a secure routing protocol
and is a challenging task for researcher in an open and distributed communication
environments.

The security mechanisms presented in this paper by Michiardi and Molva [8]
are a practical response to specific problems that arise at a particular layer of the
network stack. However, the proposed solutions only cover a subset of all possible
threats and are difficult to integrate with each other.

Suresh et al. [9] study the major attack types that MANET faces and the security
goals to be achieved. This paper gives out a brief survey of major security protocols
with their relative comparison.

2.3 Concept of Selective Encryption

Selective encryption algorithms are popular in the current scenario due to the
fact that they may reduce the overhead spent on data encryption/decryption and
thus improve the efficiency of the network. In this section, we have proposed an
algorithm for selective encryption and some commonly used techniques of the
selective encryption.
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The purpose of selective encryption algorithms is to encrypt only certain portions
of the messages and provide trustworthy safety so as to secure the transmitted
message confidentiality. Selective encryption is proficient to improve the scalability
of data transmission and also reduces the processing time. NLP is used for selective
encryption of messages. Natural Language Toolkit (NLTK) 3.0 with python 3.5
version is used for analyzing messages under this proposed method [10].

2.3.1 Steps of Selective Encryption While Processing Messages

1. Removing special characters from the messages like *$&?, etc.
2. Process of tokenization in which it extracts all the words present in the messages.
3. Dropping stop words (common words) and collecting significant data (keywords)

from the messages.
4. All key words are encrypted, and the rest of the common words are sent as it is

onto the network.

In order to understand the steps of selective encryption, a code along with an
example is given in Fig. 2.1a, b.

In case of selective encryption algorithms, there is involvement of uncertainty
in the message encryption process while determining the uncertain pattern of
encrypted messages. Thus, uncertainty may enhance the security of data transmis-
sion, since all messages are assumed to have equal importance. Thus, uncertainty
becomes one of the principle factors while designing a selective encryption-based
cryptosystem. Usually, the more is the uncertainty involved, the more is the
cryptosystem effective.

Fig. 2.1 (a) Python code along with NLTK for word processing. (b) Example of word processing
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Fig. 2.1 (continued)

At the present time, selective encryption algorithms are mainly applied in the
energy-aware environments or large-scale data transmission, such as wireless sensor
networks (WSNs), mobile ad hoc networks (MANETs), multimedia communica-
tions, etc. In a WSN, each device uses battery as its power supply and, therefore,
has inhibited computational ability, so it is difficult for a sensor to spend too much
computational cost on data encryption and decryption. Under these circumstances,
the design of a selective encryption algorithm with less processing time but with
comparatively high security level is enormously significant. Multimedia communi-
cation often requires real-time data transmission, so large amount of audio and video
data need to be transmitted securely. If all multimedia data are encrypted, this will
create large amount of overhead, so multimedia data is difficult to transmit timely
and the quality of communication cannot be guaranteed.
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2.3.2 Full Data Encryption

In full data encryption, whole data that is to be sent over the network is encrypted
before transmitted to the receiver side.

2.3.3 Toss-a-Coin Method

This method is a form of selective encryption, in which the whole message which is
to be transmitted is divided into two groups – even and odd – and from the starting
of the message, each odd word belongs to odd group and each even word belongs to
the even group. The uncertainty involved here is which group will be encrypted, i.e.,
even or odd is not known. As only one group is encrypted, it makes the encryption
selective. Now which group will be encrypted is decided by tossing a coin. Here
only 50% of data is encrypted; thus, not much data is reduced, and also involvement
of uncertainly is less.

2.4 Selective Significant Data Encryption (SSDE)

The approach selects the significant data there in the message and encrypts them
prior to sending over the network. Significant data implies the keyword that holds
the meaning of entire message. Excluding significant ones, the rest commonly used
words like articles, pronouns, conjunctions, prepositions, and interjections are sent
without encoding. The flowchart of the proposed method (i.e., SSDE) is given in
Fig. 2.2 which shows the execution of SSDE algorithm.

Proposed algorithm

Step1. Input messages
Step2. Remove special characters from the messages like *$&?, etc.
Step3. Process of tokenization in which it extracts all the words present in the messages
Step4. Dropping stop words (common words) and collecting significant data (keywords) from
the messages using NLTK package in python
Step5. Encrypt significant data (keywords) using Blowfish algorithm, and send the message to
network
Step6. Send the stop words to network without encryption
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Fig. 2.2 Flow chart of
selective significant data
encryption

Table 2.1 Performance metrics

Performance metrics

Encryption time Time taken to encrypt plain text into cipher text
Decryption time Time taken to decrypt cipher text into plain text
End-to-end delay Time taken to transfer packets from source to destination
Battery consumption Power consumed during transmission
Throughput How much encrypted data can be transferred from one location to

another in a given amount of time
Residual battery Remaining amount of battery power after transmission

2.5 Result Analysis

In order to observe the characteristics of SSDE, we carried out an extensive set
of experiments within a wireless environment. The experimental setup is done
using Red Hat 6.0 32-bit operating system and NS 2.34, with Intel(R) core(TM)
i3 processor, CPU M 480 at 2.67 GHz and 2.66 GHz, and 4 GB installed RAM. In
this work, the proposed method SSDE is compared with commonly used techniques,
that is, full data encryption and toss-a-coin method. Figure 2.3 illustrates how nodes
are communicating to each other in ad hoc network. Each experiment is run for
50 ns of simulation time. During the simulation experiment, the compared systems
are all run under the identical scenario. The performance metrics for evaluating the
SSDE are encryption time, decryption time, battery consumption, end-to-end delay,
and throughput as shown in table 2.1.

The symmetric key encryption algorithms AES, DES, and Blowfish are imple-
mented using Red Hat 6.0 32-bit operating system and NS 2.34 with packet size for
text data to be 512 bytes.
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Fig. 2.3 Basic mobile nodes in MANET

Table 2.2 Encryption
time (ms)

Encryption algorithm Text (512 bytes)

DES 434
AES 214
Blowfish 262

Table 2.3 Decryption
time (ms)

Decryption algorithm Text (512 bytes)

DES 451
AES 221
Blowfish 253

Table 2.4 Throughputs
(kbps)

Throughput Text (512 bytes)

DES 28.13
AES 5.27
Blowfish 35.20

Table 2.2 shows the encryption time in milliseconds of DES, AES, and Blowfish
encryption algorithms for text file.

Table 2.3 shows the decryption time in milliseconds of DES, AES, and Blowfish
encryption algorithms for text file.

Table 2.4 shows the throughput in kbps of DES, AES, and Blowfish encryption
algorithms for text file.

Table 2.5 shows the battery consumption in joules of DES, AES, and Blowfish
encryption algorithms for text file.
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Table 2.5 Battery
consumption (joules)

Battery consumption Text (512 bytes)

DES 83.087
AES 72.087
Blowfish 85.544

Table 2.6 End-to-end
delay (ms)

End-to-end delay Text (512 bytes)

DES 48.7766
AES 49.1367
Blowfish 48.7349
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Table 2.6 shows the end-to-end delay of DES, AES, and Blowfish encryption
algorithms for text and image files.

The experimental result shows that Blowfish performs better when all per-
formance metrics are considered. So, we have used Blowfish algorithm for our
proposed method.

As stated earlier, two approaches are used as the comparable models with our
proposed system. The first approach encrypts all messages without leaving any text
unencrypted and thus termed as full data encryption. In the second approach, half
of the data is encrypted and is termed as toss-a-coin method.

Figures 2.4 and 2.5 represent the comparison of encryption, decryption, and
simulation time based on three approaches. Figure 2.4 shows that both toss-a-
coin and SSDE have an obvious lower encryption time than full decryption. This
advantage is because of selective encryption which reduced the overhead. In Fig.
2.5, the decryption time in full data encryption is more as compared to both toss-a-
coin and SSDE, and thus selective encryption is superior to full data encryption for
utilization of resources in the network.

Figure 2.6 compares the battery consumption of toss-a-coin, full data encryption,
and SSDE, respectively. Figure 2.6 displays that SSDE has lower battery consump-
tion than full data encryption method and more than toss-a-coin. As it is difficult
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to identify what parts of messages are encrypted in SSDE thus gives an added
advantage. It is evident that SSDE is more efficient and time-saving when compared
with full data encryption and toss-a-coin method in all aspects like encryption,
security, etc.

2.6 Conclusion

This paper introduces a better solution for data encryption in wireless networks.
The approach is based on selective encryption, which is one of the most promising
solutions nowadays to reduce cost of data protection as well as providing sufficient
uncertainty for reliability and improved data security. The performance of the
method is evaluated based on the extensive set of experiments. The results demon-
strate the effectiveness of SSDE over other methods in wireless networks. Thus, the
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provided solution gives a feasible solution for secure wireless communication in
mobile ad hoc network. This method can be used in social chatting apps, military
security, corporate world communication, and government activities involving text
data encryption. This method can be used for text data only. In the future, this
method can be extended for other file formats (i.e., audio, video, etc.).
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Chapter 3
A Novel Hybrid Artificial Bee Colony
with Monarch Butterfly Optimization for Global
Optimization Problems

Waheed Ali H.M. Ghanem and Aman Jantan

3.1 Introduction

There are a lot of problems in the real world that involve a set of potential solutions,
from which the one with the best quality is termed as the optimal solution, and the
method of searching for such a solution is known as mathematical optimization. The
quality of solutions is represented by the ability to maximize or minimize a certain
function, called the objective function, while the pool of possible solutions that can
satisfy the required objective is called the search space. One can traverse all possible
solutions, examine the result of the objective function in each case, and select the
best solution. However, many real problems are intractable using this exhaustive
search strategy. In these problems, the search space expands exponentially with
the input size, and exact optimization algorithms are impractical. The historical
alternative in such situations is to resort to heuristics, similar to simple rules
of thumb that humans would utilize in a search process. Heuristic algorithms
implement such heuristics to explore the otherwise prohibitively large search space,
but they do not guarantee finding the actual optimal solution, since not all areas of
the space are examined. However, a close solution to the optimal is returned, which
is “good enough” for the problem at hand.
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The next step would be to generalize those heuristics in higher-level algorithmic
frameworks that are problem independent and that provide strategies to develop
heuristic optimization algorithms. The latter are known as metaheuristics [1]. Early
metaheuristics were based on the concept of evolution, where the best solutions
among a set of candidate solutions are selected in successive iterations, and new
solution are generated by applying genetic operators such as crossover and mutation
to the parent solutions.

Similar to and including evolutionary algorithms, many metaheuristics were
based on a metaphor, inspired by some physical or biological processes. Many
recent metaheuristics mimic the biological swarms in performing their activities, in
particular, the important tasks of foraging, preying, and migration. Popular examples
of developed metaheuristic algorithms in this category include particle swarm
optimization (PSO) [2], which is inspired by the movement of swarms of birds
or fishes; ant colony optimization (ACO) [3, 4], which is inspired by the foraging
behavior of ants, where ants looking for food sources in parallel employ the concept
of pheromone to indicate the quality of the found solutions; and artificial bee colony
(ABC) algorithm, inspired by the intelligent foraging behavior of honeybees [5, 6].

The idea of deriving metaheuristics from natural-based metaphors proved so
appealing that much more of such algorithms have been and continue to be
developed. A few more examples include cuckoo search (CS) [7, 8], biogeography-
based optimization (BBO) [9], animal migration optimization (AMO) [10], chicken
swarm optimization (CSO) [11], grey wolf optimization (GWO) [12], krill herd
(KH) [13], and monarch butterfly optimization (MBO) [14], which is inspired by the
migration behavior of monarch butterfly. The bat algorithm (BA) [15] also belongs
to the metaheuristics that are based on animal behavior, inspired by the echolocation
behavior of bats in nature. On the other hand, several metaphor-based metaheuristics
are derived from physical phenomena such as simulated annealing (SA) [16] which
is inspired by the annealing process of a crystalline solid.

The aforementioned metaheuristics are classified as stochastic optimization tech-
niques. To avoid searching the whole solution space, they include a randomization
component to explore new solution areas. Though these random operators are
essential, they can introduce two types of problems. First, if the randomization is too
strong, the metaheuristic algorithm might keep moving between candidate solutions,
loosely examining each localized region and failing to exploit promising solutions
and find the best solution. Second, if the search process is too localized, exploiting
the first found good solutions very well but failing to explore more regions, the
algorithm might indeed miss the real optimal solution (called the global optimum)
and trap into some local optima.

The perfect balance between exploitation and exploration is essential to all meta-
heuristics. In fact, it is whether and how this balance is achieved that distinguishes
most metaheuristics from each other and forms a source of new attempts to improve
existing algorithms, possibly by hybridizing ideas from more than one metaheuristic
strategy [18].
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In this paper, we follow this path and introduce a new hybrid metaheuristic that
augments the popular ABC algorithm with a feature from the MBO algorithm so
as to make the correct balance between randomization of local search and global
search.

The rest of this article is organized as follows. Section 3.2 describes the proposed
HAM method, while Sect. 3.3 explains the setup of experimental evaluation. Section
3.4 presents and discusses the obtained results, and finally Sect. 3.5 concludes the
paper.

3.2 Proposed HAM Algorithm

This section introduces the HAM algorithm, which is based on the standard artificial
bee colony algorithm [5, 6] and monarch butterfly optimization algorithm [14].
The ABC algorithm was proposed by Karaboga for optimizing numerical problems
in 2005, and several developments were based on this algorithm [19–21]. The
MBO algorithm was proposed by Gai-Ge, Suash, and Zhihua in 2015. It is a new
nature-inspired metaheuristic optimization algorithm that works by simplifying and
idealizing the migration behavior of monarch butterfly individuals between two
distinct lands, namely, northern USA (Land1) and southern Canada (Land2). For
more details about the two algorithms, please refer to [5, 14].

The exploitation and exploration concepts are undoubtedly considered exceed-
ingly important characteristics in metaheuristic algorithms. In fact, the best meta-
heuristic algorithm is the one that strikes a balance between these two mechanisms,
as a consequence of enhancing the solving of (low- and high-dimensional) opti-
mization problems. The mechanism of exploitation is based on current knowledge
to seek better solutions, while the mechanism of exploration is based on searching
the entire area of the problem for an optimal solution.

Particularly, by analyzing the standard MBO algorithm, it could be noticed it has
an effective capability of exploring the search space; nevertheless, it does possess
a weak ability to exploit the search space due to the intermittent use of Levy flight
by the updating operators which in turn drives the algorithm to large random steps
or moves. On the other hand, the ABC algorithm has the capability of exploring the
search space, as well as it has a decent capability in finding the local optima through
the employee and onlooker phases. So these two phases in ABC algorithm classed
as a local search process. The ABC algorithm is mostly dependent on selecting
the solutions that improve the local search. While the global search in the ABC
algorithm is implemented through the scout phase, which leads to reducing the
speed convergence during the search process.

The main idea of the hybrid proposed algorithm is based on two ameliorations:
firstly, the main objective in modifying the MBO algorithm improves the exploita-
tion versus exploration balance, by modifying the butterfly adjusting operator
in order to increase the search diversity and balance the insufficiency of ABC
algorithm in global search efficacy. Algorithm 1 shows the amended version of
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the operator. The second enhancement is done by replacing the modified butterfly
adjusting operator of MBO with the employee phase of ABC algorithm. The
enhanced operator is called the “employee bee adjusting operator,” and the resulting
modified phase is called the “employee bee adjusting phase.”

The main objective of the employee bee adjusting phase is to update all the
solutions in the bee population, whereas each solution is a D-dimensional vector.
While the initialization phase is used to define all the variables that would be
defined in the standard ABC algorithm and assign them suitable values. Although
the HAM algorithm is essentially founded on all the parameters of the original ABC
algorithm, it uses three new control variables: limit1, limit2, and the maximum walk
step variable Smax; these three variables are used in the employee bee adjusting
phase.

Algorithm 1: Employee bee adjusting phase

Begin
Fori D 1 toSNdo
Calculate the walk stepdxby Equation (1);
Calculate the weighting factor by Equation (2);
Forj D 1 toDdo
Ifrand � limit1then
Generate thejthelement by Equation (3);
Else
Randomly select a food Source (r) by Equation (4);
Ifrand < limit2then
Generate thejthelement by Equation (5);
Else
Generate thejthelement by Equation (6);
Ifrand <BARthen
Generate thejthelement by Equation (7);
End if
End if
End if
End forj
Evaluate the fitness value of the candidate solution xi.
Apply a greedy selection process betweenxiandxbest
If solution xi does not improve,trialiDtrialiC 1,
OtherwisetrialiD 0.
End fori
End

In Algorithm 1 above, each employee bee of the employee bee adjusting phase
has been assigned to an independent food source whereby it generates a new solution
either by a new mutation operators or through Levy flight. The mutation operators
are based on the two control variables: limit1 and limit2. The focal point of limt1
and limit2 is to fine-tune the exportation versus exploitation through improving the
global search diversity. As shown in Algorithm 1, the first step is to use the Levy
flight to compute a walking step “dx” for the ith bee by Eq. 3.1, and then it uses the
Eq. 3.2 to compute the weighting factor “/,” where t is the current generation and
Smax represents the max walk step that a bee individual can move in one step. Then,
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the Algorithm 1 uses Eq. 3.3 to update the solution element, when (rand � limit1),
for each element j of the D dimensions.

dxk D levy
�
xt

j

�
(3.1)

/ D Smax=t2 (3.2)

xtC1
i;j D xt

best;j (3.3)

xtC1
i;j represents the location of the solution i, the jth element of solution xi at

generation t C 1, while xt
best;j represents the best location among the food sources,

the jth element of xbest at generation t, so far with respect to the ith bee. On the other
hand, if (rand < limit1) then another set of updates are performed. First, a random
food source (equivalent to a random solution or bee) is selected from the current
population using Eq. 3.4. Then, depending on whether a randomly generated value
is smaller than limit2, Eq. 3.5 is used to update the solution elements, as follows:

r D round
��

SN� rand
�C 0:5

�
(3.4)

xtC1
i;j D xt

r;j C 0:5�rand� �xt
worst;j � xt

r2;j � xt
best;j

�
(3.5)

xtC1
i;j represents the location of the solution i, the jth element of solution xi at

generation t C 1. xt
best;j represents the best location among the food sources, the

jth element of xbest at generation t. And xt
worst;j signifies the worst location among the

food sources, the jth element of xworst at generation t. xt
r;j represents the location of

the solution r calculated by Eq. 3.4, the jth element of xr at generation t. The t in Eq.
3.5 is the current generation number.

On the other hand, if the randomly generated value was bigger than limit2, the
solution elements are updated by Eq. 3.6, where xtC1

i;j is the jth element of solution
xi at generation t C 1, which represents the location of the solution i; xt

best;j is the jth

element of xbest at generation t, which represents the best location among the food
sources so far; xt

worst;j is the jth element of xworst at generation t, which represents the
worst location among the food sources so far, while xt

r;j is the jth element of xr at
generation t, which represents the location of the solution r calculated by Eq. 3.4.

xtC1
i;j D xt

r;j C 0:5�rand� �xt
best;j � xt

r3;j � xt
worst;j

�
(3.6)

The HAM algorithm also used the Levy flight function but with a smaller probability
of execution to reduce its impact on the exploitation process. Assuming the
execution path has already passed the tests of limit1 and limit2 control variables,
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then the algorithm performs another random check against the BAR parameter, right
after the update by Eq. 3.6 to further change the value of xtC1

i;j occasionally by the
amount / � (dxk � 0.5), as per Eq. 3.7.

xtC1
i;j D xtC1

i;j C / � .dxk � 0:5/ (3.7)

Finally, the employee bee adjusting phase tests the limits of the newly created
solution to make sure it is within the permissible limits for the optimization problem,
and after that it evaluates the fitness value that is produced by the new solution and
uses the greedy selection process between the best and the new solutions to select
the better one. In the case that the resulted solutions are not improved, then a trial
counter is increased by one. The HAM algorithm relies on the implementation of
the original ABC algorithm without any change, which can be found in [22].

3.3 Experimental Evaluation

In this section, we lay out the experimental setup through which we have evaluated
the proposed algorithm, HAM.

3.3.1 General Setup

3.3.1.1 Hardware and Software Implementation

All the experiments have been conducted on a laptop with an Intel Core i5
2.4 GHz processor and RAM 8 GB. The proposed HAM algorithm is a software
implementation based on the implementation of ABC and MBO. The software
implementation tests were carried out in MATLAB R2009b (V7.9.0.529) on a
windows 7 box.

3.3.1.2 Parameters

For fair comparison purposes, we set all common control parameters to the same
values. This includes mounting the dimensionality of search space to 10 and the
population size to 50 for all methods. And here below, we present the parameters
for all methods in this work.

The control variables that have been set across all experiments of HAM algorithm
are as follows: limit1 is set to 0.8, limit2 is set to 0.5, migration period Peri is set to
1.2, migration ratio p is set to 0.4167, and finally Smax is set to 1.0. Moreover, the
ABC algorithm has had the following parameter settings: limit was set to 100, and
the colony size was set to 100, employed bees D 50 and onlooker bees D 50. Finally,
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Table 3.1 Benchmark functions used for evaluating the proposed algorithm

No. Name Equation Low Up

1 Sphere f .x/ D Pn
iD1x2

i �100 100
2 Schwefel 2.22 f .x/ D Pn

iD1 jxij CQn
iD1 jxij �1.28 1.28

3 Schwefel 1.2 f .x/ D Pn
iD1

�Pi
jD1xj

�2 �5.12 5.12

4 Schwefel 2.21 f .x/ D Pn
iD1 jxij CQn

iD1 jxij �600 600
5 Schwefel 2.26 f .x/ D �418:983

Pn
iD1

�
xi sin

�pjxij�	 �50 50

6 Rosenbrock f .x/ D Pn�1
iD1

h
100

qˇ̌
xi � x2

i

ˇ̌C .1 � xi/
2
i

�100 100

7 Step f .x/ D Pn
iD1 bjxijc 0 3.1416

8 Quartic f .x/ D Pn
iD1ix4

i C rand Œ0; 1/ �5 10

the variables for MBO algorithm were fixed as follows: the butterfly adjusting rate
BAR is set to 0.4167, max step Smax is set to 1, the migration period Peri D 1.2, and
the migration ratio p D 0.4167, as per the setup in the original work of MBO [14].

3.3.2 Benchmark Function

This paper uses a set of eight test functions for global numerical optimization. These
functions are listed in Table 3.1 alongside their respective equations and properties.

3.4 Results

Table 3.2 lists the optimization results when applying the eight optimization test
functions to ABC, MBO, and our HAM methods. The listed values are the optimal
values of the objective function achieved by each algorithm after iterating over 50
generations. The mean values in the table are averaged over 20 runs (each run
constitutes 50 iterations) and listed along the standard deviation. The min values,
however, are the best results achieved by each algorithm at all. By the “best result,”
we mean the closest result to the actual optimal value of the function.

It is evident from Table 3.2 that the HAM algorithm can reach a better optimum
on average, at least with respect to the set of benchmark functions used in the
experiments (HAM has better average results in the case of seven out of eight test
functions). For ease of recognition, the best average result is marked with bold font
and shaded in a gray cell. The min values are bold font to identify the absolute best
minimum achieved for each function. Note that this value is meaningful because
it happened that the minimum achieved values by the algorithms for the selected
benchmark functions are closest to the real optimum. With respect to the set of test
functions used in our evaluations, HAM could achieve the best result in six out of
eight cases.



Ta
bl

e
3.

2
T

he
m

in
,

m
ea

n,
an

d
st

an
da

rd
de

vi
at

io
n

of
te

st
fu

nc
tio

n
va

lu
es

fo
un

d
by

A
B

C
,

M
B

O
,

an
d

th
e

pr
op

os
ed

H
A

M
al

go
ri

th
m

s,
av

er
ag

ed
ov

er
20

ex
pe

ri
m

en
ta

lr
un

s.
T

he
di

m
en

si
on

s
se

tt
o

10

A
B

C
M

B
O

H
A

M
N

o
B

es
t

M
ea

n
St

d.
de

v
B

es
t

M
ea

n
St

d.
de

v
B

es
t

M
ea

n
St

d.
de

v

1
4.

13
E

�0
4

1.
01

E
�0

2
9.

37
E

�0
3

5.
14

E
�0

4
8.

67
E

�0
1

2.
73

E
C

00
3.

57
E

�0
5

9.
37

E
�0

5
6.

24
E

�0
5

2
1.

07
E

�0
1

2.
64

E
�0

1
1.

21
E

�0
1

3.
79

E
�0

2
2.

18
E

C0
0

4.
08

E
C0

0
7.

14
E

�0
3

1.
70

E
�0

2
8.

60
E

�0
3

3
6.

66
E

C0
2

2.
11

E
C0

3
1.

00
E

C0
3

7.
61

E
�0

3
4.

18
E

C0
3

3.
20

E
C0

3
6.

72
E

�0
3

2.
97

E
C0

0
1.

16
E

C0
1

4
9.

89
E

C0
0

2.
14

E
C0

1
7.

13
E

C0
0

2.
35

E
�0

2
1.

68
E

C0
1

1.
57

E
C0

1
5.

84
E

�0
3

1.
22

E
�0

2
4.

64
E

�0
3

5
2.

45
E

C0
2

6.
47

E
C0

2
1.

89
E

C0
2

1.
29

E
�0

4
1.

22
E

C0
3

6.
79

E
C0

2
1.

13
E

C0
3

1.
55

E
C0

3
1.

85
E

C0
2

6
2.

31
E

C0
1

1.
78

E
C0

2
2.

33
E

C0
2

8.
91

E
C0

0
7.

14
E

C0
4

1.
54

E
C0

5
8.

20
E

C0
0

8.
56

E
C0

0
1.

24
E

�0
1

7
3.

44
E

C0
0

5.
30

E
C0

0
1.

85
E

C0
0

6.
52

E
�0

6
1.

29
E

C0
3

2.
43

E
C0

3
2.

51
E

C0
0

2.
52

E
C0

0
6.

70
E

�0
3

8
2.

02
E

C0
0

2.
97

E
C0

0
4.

55
E

�0
1

1.
83

E
C0

0
3.

31
E

C0
0

1.
34

E
C0

0
1.

54
E

C0
0

2.
19

E
C0

0
2.

43
E

�0
1



3 A Novel Hybrid Artificial Bee Colony with Monarch Butterfly Optimization. . . 35

On another perspective, we also graphed the optimization process of each
algorithm (for each benchmark function) as the value of the so-far best solution
versus the current iteration, which shows the search path in terms of selected best
solution per iteration. The curve of this kind is expected to decline overall at a
slope that reflects the convergence speed of the algorithm (there is no degradation
during the process of any included metaheuristic algorithm, as the best solution is
either improved or kept unchanged at all iterations). Therefore, these graphs can
be called the convergence plots of the algorithms. Because of the large number of
plots, we include hereby representative samples of the convergence plots in Fig. 3.1,
which compares the convergence of HAM with the two most related metaheuristic
techniques: ABC and MBO.

Figures 3.1a–d shows that the HAM algorithm enjoys not only a superior overall
performance in terms of the quality of the found optimal solution but also a faster
convergence especially in the earlier stages. Although the starting points of the
algorithms are close to each other in the plots of the four testing functions in the
figure, the proposed HAM method does not trap into a quick local optimum, unlike
the original ABC and MBO algorithms, for example.

3.5 Conclusion

The proposed algorithm in the article, HAM, is founded on two metaheuristics
algorithms, which are the artificial bee colony and monarch butterfly optimization
algorithms. It is worth to mention that HAM is the first novelty hybrid algorithm
born of these two algorithms. In addition HAM is composite of three phases:
employee bee adjusting phase, onlooker phase, and scout phase. The initial phase
is a modified version of the adjusting operator in MBO algorithm, while the second
and last (onlooker and scout) phases are identical to those original equivalents found
in ABC algorithm.

The crux of HAM development aims at finding a higher convergence speed and
best optimal solutions than its predecessors by enhancing diversification of MBO
that has been used to augment good intensification ability of ABC. In future works,
we intend to utilize HAM algorithm as a neural network trainer as well as to extend
the method for solving multi-objective optimization problems to serve many other
various purposes.

Acknowledgments This work has been funded by Universiti Sains Malaysia, APEX
(308/AIPS/ 415401), and also supported by the Fundamental Research Grant Scheme (FRGS)
203/PKOMP/6711426].
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Chapter 4
Domain Model Definition for Domain-Specific
Rule Generation Using Variability Model

Neel Mani, Markus Helfert, Claus Pahl, Shastri L. Nimmagadda,
and Pandian Vasant

4.1 Introduction

We are primarily concerned with the utilization of a conceptual domain model for
rule generation, specifically to define a domain-specific rule language (DSRL) [1, 2]
syntax, its grammar for business process model and domain constraint management.
We present a conceptual approach for outlining a DSRL for process constraints [3].
The domain-specific content model (DSCM) definition needs to consider two
challenges. The first relates to the knowledge transfer from domain concept to
conceptual model, where model inaccuracies and defects may have been translated
because of misunderstandings, model errors, human errors or inherent semantic
mismatches (e.g. between classes). The other problem relates to inconsistency,
redundancy and incorrectness resulting from multiple views and abstractions.
A domain-specific approach provides a dedicated solution for a defined set of
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problems. To address the problem, we follow a domain model language approach
for developing a DSRL and expressing abstract syntax and its grammar in BNF
[4] grammar. A domain-specific language (DSLs) [5–7] refers to an approach
for solving insufficient models by capturing the domain knowledge in a domain-
specific environment. In the case of semantic mismatches/defects, a systematic DSL
development approach provides the domain expert or an analyst with a problem
domain at a higher level of abstraction.

DSL is a promising solution for raising the level of abstraction that is easier
to understand or directly represent and analyse, thus, attenuating the technical
skills required to develop and implement domain concepts into complex system
development. Furthermore, DSLs are either textual or graphical language targeted
to specific problem domains by increasing the level of automation, e.g. through
rule and code generation or directly model interpretation (transform or translate),
as a bridge, filling the significant gap between modelling and implementation. An
increase in effectiveness (to improve the quality) and efficiency of system process
is aimed at rather than general-purpose languages that associated with software
problems. Behavioural inconsistencies of properties can be checked by formal
defect detection methods and dedicated tools. However, formal methods may face
complexity, semantic correspondence and traceability problems. Several actions
are needed for implementation of any software system. These are from a high-
level design to low-level execution. The enterprises typically have a high level of
legacy model with various designs in a domain or process model. Automatic code
generation [8–11] is a well-known approach for getting the execution code of a
system from a given abstract model. The rule is an extended version of code since
code requires compiling and building, but the rule is always configurable. Rule
generation is an approach by which we transform the higher-level design model
as input and the lower level of execution code as output. It manages the above-
mentioned constraint.

We structure the modelling and DSL principles in Sect. 4.1. In Sect. 4.2, we
discuss the state of the art and related work. We give an overview of the global
intelligent content processing in a feature-oriented DSL perspective, which offers
the domain model and language definition in Sect. 4.3. Then, we describe the
ontology-based conceptual domain model in Sect. 4.4. The description of the
domain model and language expressed in terms of abstract and concrete syntax are
given in Sect. 4.5. As a part of DSRL, the general design and language are presented
in Sect. 4.6. Section 4.7 provides details regarding implementation of a principal
architecture of DSRL generation and how it translates from the domain model to
the DSRL. We discuss analysis and evaluation of the rule in Sect. 4.8. Finally, we
conclude our work with future scope. Throughout the investigation, we consider the
concrete implementation as a software tool. However, a full integration of all model
aspects is not aimed at, and the implementation discussion is meant to be symbolic.
The objective is to outline the principles of a systematic approach towards a domain
model used, as source model, and the domain-specific rule language, as a target for
content processes.
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4.2 Related Work

The web application development is described as a combination of processes,
techniques and from which web engineering professionals make a suitable model.
The web engineering is used for some automatic web application methodologies
such as UWE [12], WebML [13] and Web-DSL [14] approaches. The design and
development of web applications provide mainly conceptual models [15], focusing
on content, navigation and presentation models as the most relevant researchers
expressed in [16, 17]. Now, the model-driven approach for dynamic web application,
based on MVC and server, is described by Distante et al. [18]. However, these
methods do not consider the user requirement on the variability model. To simplify
our description, we have considered the user requirement, and according to the need
of the user, the user can select the feature and customize the enterprise application
at the dynamic environment.

A process modelling language provides syntax and semantics to precisely
define and specify business process requirements and service composition. Several
graph and rule-based languages have been emerged for business process mod-
elling and development, which rely on formal backgrounds. They are Business
Process Modeling Notation (BPMN) [19], Business Process Execution Language
(BPEL)/WS-BPEL, UML Activity Diagram Extensions [20], Event-Driven Process
Chains (EPC) [21], Yet Another Workflow Language (YAWL) [22], WebSphere
FlowMark Definition Language (FDL) [23], XML Process Definition Language
(XPDL) [24], Java BPM Process Definition Language (jPDL) [25] and Integration
Definition for Function Modeling (IDEF3) [26]. These languages focus on a
different level of abstraction ranging from business to technical levels and have
their weaknesses and strengths for business process modelling and execution. Mili
et al. [27] survey the major business process modelling languages and provide a
brief comparison of the languages, as well as guidelines to select such a language.
In [28], Recker et al. present an overview of different business process modelling
techniques. Among the existing languages, BPMN and BPEL are widely accepted
as de facto standards for business process design and execution, respectively.

Currently, there is no such type of methodology or process of development for
creating a rule-based system in a web application (semantic-based). Diouf et al.
[29, 30] propose a process which merges UML models and domain ontologies for
business rule generation. The solution used for semantic web has ontologies and
UML to apply to the MDA approach for generating or extracting the rules from
high level of models. Although the proposed combination of UML and semantic-
based ontologies is for extracting the set of rules in target rule engine, they only
generate the first level of the abstraction of the rules.

Our approach provides the systematic domain-specific rule generation using
variability model. The case study uses intelligent content processing. Intelligent
content is digital that provides a platform for users to create, curate and consume
the content in dynamic manner to satisfy individual requirements. The content is
stored, exchanged and processed by a dynamic service architecture, and data are
exchanged, annotated with metadata via web resources.
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4.3 Business Process Models and Constraints

We use the intelligent content (IC) [31] processing as a case study in our application.
The global intelligent content (GIC) refers to digital content that allows users to
create, curate and consume content in a way that fulfils dynamic and individual
requirements relating to information discovery, context, task design and language.
The content is processed, stored and exchanged by a web architecture, and the
data are revised, annotated with metadata through web resources. The content
is delivered from creators to consumers. The content follows a certain path that
consists of different stages such as extraction and segmentation, named entity
recognition, machine translation, quality estimation and post-editing. Each stage,
in the process, comes with its challenges and complexities.

The target of the rule language (DSRL) is an extendable process model notation
for content processing. Rules are applied at processing stages in the process mode.

The process model that describes activities remains at the core. It consists of
many activities and sub-activities of reference for the system and corresponds to the
properties for describing the possible activities of the process. The set of activities
constitutes a process referred to as the extension of the process, and individual
activities in the extension are referred as instances. The constraints may be applied at
states of the process to determine its continuing behaviour depending on the current
situation. The rules combine a condition (constraint) on a resulting action. The target
of our rule language (DSRL) is a standard business process notation (as shown in
Fig. 4.1).

The current example is a part of digital content (processing) process model as
shown in Fig. 4.1, a sample process for the rule composition of business processes
and domain constraints that conduct this process. The machine language activity
translates the source text into the target language. The translated text quality decides
whether further post-editing activity is required. Usually, these constraints are
domain-specific, e.g. referring to domain objects and their properties, respectively.

Fig. 4.1 Process model of global intelligent content
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4.4 Ontology-Based Conceptual Domain Model

We outline the basics of conceptual domain modelling, the DSRL context and
its application in the intelligent content context. The domain conceptual models
(DCMs) are in the analysis phase of application development, supporting improved
understanding and interacting with specific domains. They support capturing the
requirements of the problem domain and in ontology engineering. A DCM is a basis
for the formalized ontology. There are several tools, terminologies, techniques and
methodologies used for conceptual modelling, but DCMs help better understanding,
representing and communicating a problem situation in specific domains. We utilize
the conceptual domain model to derive at a domain-specific rule language.

A conceptual model can define concepts concerning a domain model for a DSL,
as shown in the class model in Fig. 4.2, which is its extended version described
in [3]. A modelling language is UML-based language defined for a particular
domain, defining relevant concepts as well as a relation (intra or inter-model) with
a metamodel. The metamodel consists of the concrete syntax, abstract syntax and
static semantics of the DSL. The abstract syntax defines modelling element, such
as classes, nodes, association, aggregation and generalization, and relationships
between the modelling elements [3].

A DSRL reuses domain model elements or define new modelling element
depending on the domain concept and its relations with other elements. Modelling of
elements is done with two fundamental types: concepts and relations. The concepts
are based on domain concepts such as entity, state, action, location, risk, menu and
relations which are used to connect elements. The relations are also of two types:

Fig. 4.2 A domain model-based DSRL concept formalization
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generalization and association. Aggregation is a special type of an association.
The association has domain-specific relations like conditional flow, multiplicity
and aggregation. Furthermore, relations may have properties such as symmetry,
reflexivity, equivalence, transitivity and partial order.

4.5 Language Definition of a Domain Model

Domain model serves as the very basis of all types of business applications that run
on a domain, both individual and enterprise applications. The objective is to define
the language for domain model and recognizes the internal data structures or schema
used in it. It is easy to transform or translate the graphical domain model into textual
rule language for a particular domain. In this scenario, the objective data structure
refers to the storability of a domain model in a vulnerable environment, as in the
case with a rule language. This is because the target of a language for mapping the
translated domain model’s knowledge into XML schema of DSRL follows the rule
paradigm.

4.5.1 Language Description

Metamodelling is used to accomplish specifications for the abstract syntax. We
introduce the domain model language by analysing its syntax definition (Fig. 4.3
shows in EBNF notation). The language with its basic notions and their relations
is defined with structural constraints (for instance, to express containment relations

Fig. 4.3 Syntax definition of domain model language
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or type correctness for associations), multiplicities, precise mathematical definition
and implicit relationships (such as inheritance, refinement). The visual appearance
of the domain-specific language is accomplished by syntax specifications, which
is done by assigning visual symbols to those language elements that are to be
represented on diagrams.

4.5.2 Syntax

For describing the language in general, the rule language checks various kinds
of activities. The primary requirement is to specify the concept of the syntax
(i.e. abstract and or concrete syntax) and develop its grammar. The semantics is
designed to define the meaning of the language. The activities are completed by
concepting, designing and developing systematic domain-specific rule language
systems; defining the functions and its parameters, priorities or precedence of
operators and its values; and naming internal and external convention system. The
syntaxes are expressed with certain rules, conforming to BNF or EBNF grammars
that can be processed by rules or process engine to transform or generate the set
of rules as an output. The generated rules follow the abstract syntax and grammar
to describe the domain concepts and domain models because both the artefacts
(abstract syntax and grammar) are reflected in the concrete syntax.

4.5.3 Abstract Syntax

The abstract syntax refers to a data structure that contains only the core values set in
a rule language, with semantically relevant data contained therein. It excludes all the
notation details like keywords, symbols, sizes, white space or positions, comments
and colour attributes of graphical notations. The abstract syntax may be considered
as more structurally defined by the grammar and metamodel, representing the
structure of the domain. The BNF may be regarded as the standard form for
expressing the grammar of rule language, and some type describes how to recognize
the physical set of rules. Analysis and downstream processing of rule language are
the main usages of abstract syntax. Users interact with a stream of characters, and a
parser compiles the abstract syntax by using a grammar and mapping rules.

For example, we do process activities in our case domain (Global Digital
Content): Extraction and Machine Translation (MT). The list of the process model,
event and condition are the following:

List of Process

<Process-ModelList>::= <gic:Extraction>|
<gic:MachineTranslation>
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List of Event

<EventList> ::= {
gic:Text -->SourceTextInput,
gic:Text -->SourceTextEnd,
gic:Text -->SourceTextSegmentation,
gic:Text -->SourceParsing,
gic:Text -->MTSourceStart,
gic:Text -->MTTargetEnd,
gic:Text -->TargetTextQARating,
gic:Text -->TargetTextPostEditing,
}

List of conditions

<ConditionList>::= <gic:Extraction.Condition>|
<gic:MachineTranslation.Condition>

<gic:Extraction.Condition>::=
IF(<gic:Text.Length::=<L)|
IF(<Source.Language::==Language_List>)
IF(<Target.Language::==Language_List>)
IF(<SingleLangugeDetection((gic:Text)::== True

|False>)
IF(<MultiLanguageText(gic:Text)::== True|False>)

<gic:MachineTranslation.Condition>::=
IF (<gic:Translation

(Source.Lang, TargetLang,gic:Text) ::= True|False>)|
IF (<gic:Translation.Memory ::=

<TM)(Mem Underflow)|
IF (<gic:Translation.Memory ::= >TM)

(Mem Overflow)|
IF(<gic:Translation(gic:TxtSource,Source.Lang)>

gic:Translation(gic:TxtTarget,Target.Lang)>)

Where L is length of text and TM is the specific memory size.

4.5.4 Concrete Syntax

Rule languages use textual concrete syntax, which implies that a stream of
characters expresses the programme syntax. The modelling languages traditionally
have used graphical notations and primarily in modelling languages. Though
textual domain-specific languages (and mostly failed graphic-based general-purpose
languages) have been in use for a long time only recently, the textual syntax has
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found a prominent use for domain-specific modelling. Textual, concrete syntax
form has been traditionally used to store programmes, and this character stream
is transformed using scanners and parsers into an abstract syntax tree for further
processing by the programming languages. In the modelling languages, editors
have found a major usage, as it directly manipulates the abstract syntax and uses
projection to render the concrete syntax in the form of diagrams.

The concrete syntax of DSLs is expected to be textual by default. If good
tool support is available, the textual support has been found to be adequate for
comprehensive and complex software systems. The programmers write lesser code
in DSL as compared to a GPL for expressing the same functionality – because
the available abstractions are quite similar to the domain. An additional language
module suitable for the domain is defined easily by the programmers.

4.6 Rule Language Definition

Now we go back to the full rule definition. The DSRL grammar [2] is defined
as follows. We start with a generic skeleton and then map the globic domain
model (gic).

<DSRL Rules> ::= <EventsList>
<RulesList>
<ProcessModelList>

<EventLists> ::= <Event> | <Event> <EventLists>
<Event> ::= EVENT <EventName> IF <Expression> |

EVENT <EventName> is INTERN or EXTERN
<RulesList> ::= <Rule> | <Rule> <RuleList>
<Rule> ::= ON<EventName>

IF<Condition>DO<ActionList>
<ActionList> ::= <ActionName> |

<ActionName>,<ActionList>
<ProcessModelList> ::= <ProcessModel> |

<ProcessModel>,
<ProcessModelList>

<ProcessModel> ::= ProcessModel <ProcessModelName>
::= <ProcessModelName>

[TRANSITION_(SEQUENCIAL
(DISCARDDELAY))],

[TRANSITION_PARALLEL
(DISCARD|DELAY)]

[INPUTS(<InputList>)]
[OUTPUTS(<OutputList>)]

TRANSITION_SEQUENCIAL and TRANSITION_PARALLEL denoted as tran-
sitions of a process model.
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The description of DSRL contains lists of events, condition, an action of the rules
and process model states. An event can be an internal or external (for rules generated
as an action, it may be the INTERNAL or EXTERNAL term) or generated when the
expression should have been satisfied by the condition or becomes true. An event
name activates with ON syntax, which is a Boolean expression to determine the
conditions that apply and the list of actions that should be performed when event
and condition are matched or true (preceded by DO syntax). The process models
contain the state name. A certain policy is decided in the process model when
sequential, and parallel actions are performed or sent in that state. An action is
an executable programme or set of computation decussation. The action provides
methods or function invocation, creating, modifying, updating, communicating or
destroying an object. DISCARD allows discarding the instructions, and DELAY
allows delaying the instructions but one.

For example, the gic:Extraction is used in an event on Text Input by user as a
source data.

EVENT IF TextInput_ON
EVENT gic:TextInput::BOOL IF TextInput_Get
EVENT gic:TextInput::BOOL IF TextInput_ON
ON presence
IF (gic:SourceLang::EN) DO
(

ON presence
IF (gic:TextLength <X) DO

gic:Translate(Text)
ELSE

Notification to user (Text LENGTH LESS THAN X)
)
ELSE
Notification to user(Source language is invalid)

4.7 Implementation of Principle Architecture of DSRL
Generator

The principle architecture of a domain-specific rule (DSR) is the automated model
to text generator on accessible domain models, extracting information from them
and translating it into output in a specific target syntax. This process follows
the concept of model-driven architecture which depends on the metamodel. The
modelling language with its concepts, the source syntax, semantics and its rules are
required by the domain-specific framework and target environment. We present the
process architecture of a domain model translation and the target rule environment
in Fig. 4.4.
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Fig. 4.4 MDA organization view of models approach and artefacts of DSRL generator

4.7.1 Architecture

The architecture of the DSRL generator follows the MDA as four-level model
organization, presented by Bézivin [32] as illustrated in Fig. 4.4. At the top level,
the M3 is the Syntax Definition Formalism (SDF) metametamodel which is the
grammar of the SDF. This level is also known as Computational Independent
Model (CIM) or metametamodel as defined (and thus conforms to) itself [33].
A self-representation of the BNF notation takes some lines. This notation allows
a defining infinity of well-formed grammars. A given grammar allows description
of the infinity in syntactically correct DSR configuration.

At the M2 level, we describe the DSRL metamodel, i.e. the grammar of DSRL
with ECA as defined in SDF, and this level is called Platform Independent Model
(PIM). The metamodel conforms to the metametamodel at level M3.

At the M1 level, we describe DSRL models for configuration applications. It is
known as platform-specific model (PSM) consisting of entity and definitions. The
model conforms to the metamodel at level M2. The bottom level is called M0; we
define the configuration of BPM customization consisting of DSR and XML rules,
which represent the models at the M1 level.
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Fig. 4.5 Source metamodel of gic:Extraction as example DSRL used for mapping

4.7.2 Mappings Domain Model and Domain-Specific Rule
Language

A mapping is description of mapping rule definitions, generation, configuration and
execution of order specification. Each mapping rule specifies what target model
fragment is created for the given DSR. The mapping rule body contains one or more
class of the domain model occurrences (Sect. 4.4) with all attribute and operational
value set. Expressions for attribute, functional and operational setting are based on
a specific source metamodel; Fig. 4.5 shows the corresponding domain model of
gic:Extraction subtype of digital content process used as a source metamodel to
describe the DSRL conceptualization as illustrated in Fig. 4.2 (Sect. 4.3). Although
the given source metamodel is completely translated into graphical model to text
rule by using the grammar or language definition of source and target metamodel as
given in Sects. 4.4 and 4.5, it is sufficient to show all basic mapping constructs.

4.7.3 Domain Model Translation into DSR

A rule generation is made automatic such that domain models are accessed in a
way to extract information and translate it into output in a specific syntax based
on feature model, as selected by the domain user. This process model is guided by
the metamodel, the modelling language with its high level of concepts, syntactical
and semantics rules. The input required by the user (selection of the feature model)
needs a domain to process the domain model, target environment as rule generation
and configuration. We present the process of domain model translation and target
rule environment in Fig. 4.2.
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In an example of a rule generation from a domain model, we propose an
approach: the domain model would be translated into a domain-specific rule
language through a model transformation or translation, and then the DSRL
metametamodel would be synthesized into DSR text by means of a rule generator. It
is advantageous to have syntactical and semantic domain translation achieved by a
graphical model to text model translation. It is a dedicated technology, because rule
generators deal with the abstract and concrete syntaxes of the target language (in
Sect. 4.3) directly. The entire process separates two distinct tasks (translation and
synthesis) that are performed using appropriate tools.

For translation, the models need to be expressed in a modelling language
(e.g. UML for design models, and programming languages for source models). A
metamodel expresses the modelling languages’ syntax and semantics by themselves.
For example, the syntax of the domain metamodel has feature notations expressed
using class diagrams, whereas its semantics is described by well-defined rules
(expressed as OCL constraints) and a mixture of natural languages [34]. Based
on the language in which the source and target models of a translations (grammar
of model change) or transformation are expressed, a distinction is made between
endogenous and exogenous transformations. The endogenous transformations are
expressed between models in the same languages (when the grammar and structure
are same).

The exogenous transformations are conversions made between models and
expressed using different languages (the grammar and syntax are different), which
is also known as translation. Essentially the same distinction was proposed in [35]
but ported to a model transformation setting. We use the exogenous transformation
that taxonomy and graphical model to text rule, whereas the term translation is used
for an exogenous transformation (Fig. 4.6).

4.8 Generated Rule Analysis and Evaluation

In rule generation evaluation, we validate the type of generated output concerning
the correctness, completeness, output effectiveness and efficiency. Our primary goal
is to have a proof of fully functional and operational correctness and completeness of
the rule for its feature requirement selected by the domain user. Our rule evaluation
consists of the following:

• Validation of rule generation concerning under- and over-generation.

– Under-generation – We define under-generation as missing instance (e.g.
events, actions, etc.) at the time of generation or after generation.

– Over-generation – This is identified as an added information regarding syntax
and semantics (functional and operational information).

• Evaluation of syntactical and semantical correctness of generated rule fulfils
our goal. The above results imply that if one knows, for example, how to
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Fig. 4.6 Domain model to DSR translations

formulate partial correctness of a given deterministic algorithm in predicate
mathematics, the formulation of many other properties of the algorithm in
predicate mathematics could have been straightforward. As a matter of fact,
partial correctness has already been formulated in predicate mathematics and
manual rule templates of many feature deterministic algorithms.

– Syntactical correctness means correct use of keys, functions, values and
grammatical rules.

– Semantical correctness is important for functional and operational point of
view; here, we validate the correct order of generated rule and grammatical
sequence.

– Grammatical correctness means the generated rules follow SDF grammar
which is used in M3 level of MDA model as shown in Fig. 4.4.

– Comparing automated and handwritten rules.

• Evaluation of completeness of generated rule.

– Completeness: Most rule languages are not designed as targets for rule
generation, because of lack of functional and operational parameters in pro-
gramme fragments. Major challenging part in the rule sets has two constraints:
deadlock situation and live-lock situation.

· Identification of rule deadlock.
· Identification of rule live lock.

It also needs to be identified if rules of the application require any additional set of
rules to function as desired.
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4.9 Discussion

In this paper, we have proposed a syntax definition for domain model language for
rule generation and presented a DSR generation development for domain model
through MDA approach using domain variability. We have presented a novel
approach of handling knowledge transfer from domain concept (domain model)
to conceptually configurable rule language, avoiding the inaccuracies and misun-
derstanding, model error, human error or semantic mismatches during translation of
graphical abstract model to text rule. We have added adaptivity to the domain model.
We provide a conceptual view of domain-specific rule generation and manage the
domain model and variability model using MDA. It helps in managing frequent
changes of the business process along with variability schema of a set of structured
variation mechanisms for the specification. The domain user can generate the DSRs
and configure domain constraint in a dynamic environment. They can generate
and configure DSRs without knowing any technical and programming skill. The
novelty of our approach is a variability modelling usage as a systematic approach to
transforming (generate) domain-specific rule from domain models.

We plan to extend this approach in combination with our existing work on
business process model customization based on user requirement (feature model,
domain model and process models) so that a complete development life cycle for
the customization and configuration of the business process model is supported. We
explore further research that focuses on how to define the DSRL concerning abstract
and concrete syntactical description with grammar formation across different
domains, converting conceptual models into generic domain-specific rule language
which are applicable in other domains. So far, it is a model for text translation but has
the potential to serve as a system that learns from existing rules and domain models,
driven by the feature model approach with automatic constraint configuration that
is resultant to an automated DSRL generation.

Acknowledgements This research is supported by Science Foundation Ireland (SFI) as a part
of the ADAPT Centre for Digital Content Technology at Dublin City University (Grant No:
13/RC/2106) and EAI COMPSE 2016, Penang, Malaysia.

References

1. Mani N, Pahl C (2015) Controlled variability management for business process model
constraints. In: ICSEA 2015, the tenth international conference on software engineering
advances. IARIA XPS Press

2. Mani N, Helfert M, Pahl C (2016) Business process model customisation using domain-driven
controlled variability management and rule generation. Int J Adv Softw 9(3–4):179–190

3. Tanrıöver ÖÖ, Bilgen S (2011) A framework for reviewing domain specific conceptual models.
Comput Stand Interfaces 33(5):448–464

4. Knuth DE (1964) Backus normal form vs. backus naur form. Commun ACM 7(12):735–736



54 N. Mani et al.

5. van Deursen A, Klint P, Visser J (2000) Domain-specific languages: an annotated bibliography.
SIGPLAN Not 35(6):26–36

6. Fowler M (2010) Domain-specific languages. Pearson Education, New Jersey
7. Mernik M, Heering J, Sloane AM (2005) When and how to develop domain-specific languages.

ACM Comput Surv (CSUR) 37(4):316–344
8. Hudak P (1997) Domain-specific languages. Handbook of programming languages, vol 3.

pp 39–60
9. Ringert JO et al (2015) Code generator composition for model-driven engineering of robotics

component & connector systems. arXiv preprint:1505.00904
10. Edwards G, Brun Y, Medvidovic N (2012) Automated analysis and code generation for

domain-specific models. In: Software architecture (WICSA) and European conference on
software architecture (ECSA), IEEE/IFIP conference on joint working. IEEE

11. Prout A et al (2012) Code generation for a family of executable modelling notations. Softw
Syst Model 11(2):251–272

12. Koch N et al (2008) UML-based web engineering. In: Web engineering: modelling and
implementing web applications. Springer, London, pp 157–191

13. Ceri S, Fraternali P, Bongio A (2000) Web modeling language (WebML): a modeling language
for designing Web sites. Comput Netw 33(1):137–157

14. Groenewegen DM et al (2008) WebDSL: a domain-specific language for dynamic web
applications. In: Companion to the 23rd ACM SIGPLAN conference on object-oriented
programming systems languages and applications. ACM

15. Ceri S, Fraternali P, Matera M (2002) Conceptual modeling of data-intensive Web applications.
IEEE Internet Comput 6(4):20–30

16. Moreno N et al (2008) Addressing new concerns in model-driven web engineering approaches.
In: International conference on web information systems engineering. Springer

17. Linaje M, Preciado JC, Sanchez-Figueroa F (2007) Engineering rich internet application user
interfaces over legacy web models. IEEE Internet Comput 11(6):53–59

18. Distante D et al (2007) Model-driven development of web applications with UWA, MVC and
JavaServer faces. In: International conference on web engineering. Springer

19. White SA (2004) Introduction to BPMN, vol 2. IBM Cooperation
20. Dumas M, ter Hofstede AH (2001) UML activity diagrams as a workflow specification

language. In: ł UML 2001 the unified modeling language. Modeling languages, concepts, and
tools. Springer, Berlin, pp 76–90

21. Davis R (2001) Business process modelling with ARIS: a practical guide. Springer Science &
Business Media, London

22. van der Aalst WMP, ter Hofstede AHM (2005) YAWL: yet another workflow language. Inf
Syst 30(4):245–275

23. IBM (2010) WebSphere MQ workflow flowMareket definition language (FDL)
24. Zeng L et al (2004) Qos-aware middleware for web services composition. IEEE Trans Softw

Eng 30(5):311–327
25. JBoss (2008) jBPM process definition language (jPDL)
26. Maker R et al (1992) IDEF3 – process description capture method report. Information

integration for concurrent engineering (IICE), Armstrong Laboratory, Wright-Patterson AFB
27. Mili H et al (2010) Business process modeling languages: sorting through the alphabet soup.

ACM Comput Surv (CSUR) 43(1):4
28. Recker J et al (2009) Business process modeling-a comparative analysis. J Assoc Inf Syst

10(4):1
29. Diouf M, Maabout S, Musumbu K (2007) Merging model driven architecture and semantic web

for business rules generation. In: International conference on web reasoning and rule systems.
Springer

30. Musumbu K, Diouf M, Maabout S (2010) Business rules generation methods by merging
model driven architecture and web semantics. In: 2010 IEEE international conference on
software engineering and service sciences. IEEE



4 Domain Model Definition for Domain-Specific Rule Generation Using. . . 55

31. Pahl C, Mani N, Wang M-X (2013) A domain-specific model for data quality constraints in
service process adaptations. In: Advances in service-oriented and cloud computing. Springer,
Heidelberg, pp 303–317

32. Bézivin J (2005) On the unification power of models. Softw Syst Model 4(2):171–188
33. Visser E (1997) Syntax definition for language prototyping
34. Group OM (2003) Unified modeling language specification version 1.5. formal
35. Visser E (2001) A survey of rewriting strategies in program transformation systems. Electron

Notes Theor Comput Sci 57:109–143



Chapter 5
Hybridizing Bat Algorithm with Modified
Pitch Adjustment Operator for Numerical
Optimization Problems

Waheed Ali H.M. Ghanem and Aman Jantan

5.1 Introduction

Innumerous problems in the real life involve a set of possible solutions, from which
the one with the best quality is termed as the optimal solution, and the process of
searching for such a solution is known as (mathematical) optimization. The quality
of solutions is represented by the ability to maximize or minimize a certain function,
called the objective function, while the pool of possible solutions that can satisfy the
required objective is called the search space. One can traverse all possible solutions,
examine the result of the objective function in each case, and select the best solution.
However, many real problems are intractable using this exhaustive search strategy.
In these problems, the search space expands exponentially with the input size, and
exact optimization algorithms are impractical. The historical alternative in such
situations is to resort to heuristics, similar to simple rules of thumb that humans
would utilize in a search process. Heuristic algorithms implement such heuristics
to explore the otherwise prohibitively large search space, but they do not guarantee
finding the actual optimal solution, since not all areas of the space are examined.
However, a close solution to the optimal is returned, which is “good enough” for the
problem at hand.
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The next step would be to generalize those heuristics in higher-level algorithmic
frameworks that are problem independent and that provide strategies to develop
heuristic optimization algorithms. The latter are known as metaheuristics [1]. Early
metaheuristics were based on the concept of evolution, where the best solutions
among a set of candidate solutions are selected in successive iterations, and new
solution is generated by applying genetic operators such as crossover and mutation
to the parent solutions.

Similar to and including evolutionary algorithms, many metaheuristics were
based on a metaphor, inspired by some physical or biological processes. Many
recent metaheuristics mimic the biological swarms in performing their activities, in
particular the important tasks of foraging, preying, and migration. Popular examples
of developed metaheuristic algorithms in this category include particle swarm
optimization (PSO) [2], which is inspired by the movement of swarms of birds
or fishes; ant colony optimization (ACO) [3, 4], which is inspired by the foraging
behavior of ants, where ants looking for food sources in parallel employ the concept
of pheromone to indicate the quality of the found solutions; and artificial bee colony
(ABC) algorithm, inspired by the intelligent foraging behavior of honey bees [5, 6].

The idea of deriving metaheuristics from natural-based metaphors proved so
appealing that much more of such algorithms have been and continue to be
developed. A few more examples include cuckoo search (CS) [7, 8], biogeography-
based optimization (BBO) [9], animal migration optimization (AMO) [10], chicken
swarm optimization (CSO) [11], grey wolf optimization (GWO) [12], krill herd
(KH) [13], and monarch butterfly optimization (MBO) [14]. The bat algorithm (BA)
[15] also belongs to the metaheuristics that are based on animal behavior, inspired
by the echolocation behavior of bats in nature. On the other hand, several metaphor-
based metaheuristics are derived from physical phenomena such as simulated
annealing (SA) [16] which is inspired by the annealing process of a crystalline solid.
The harmony search (HS) algorithm [17] belongs to this category and is inspired by
the process of improvising musical harmonies by musicians in an orchestra.

The aforementioned metaheuristics are classified as stochastic optimization tech-
niques. To avoid searching the whole solution space, they include a randomization
component to explore new solution areas. Though these random operators are
essential, they can introduce two types of problems. First, if the randomization is too
strong, the metaheuristic algorithm might keep moving between candidate solutions,
loosely examining each localized region and failing to exploit promising solutions
and find the best solution. Second, if the search process is too localized, exploiting
the first-found good solutions very well but failing to explore more regions, the
algorithm might indeed miss the real optimal solution (called the global optimum)
and trap into some local optima.

The perfect balance between exploitation and exploration is essential to all
metaheuristics. In fact, it is whether and how this balance is achieved that distin-
guishes most metaheuristics from each other and forms a source of new attempts
to improve existing algorithms, possibly by hybridizing ideas from more than one
metaheuristic strategy. The work in this paper follows this path, focusing on two of
the known metaheuristics: the BA and the HS algorithms. The most similar attempt
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in the literature is the hybrid metaheuristic method of harmony search/bat algorithm
(HS/BA) [18]. HS/BA tries to improve the tendency of BA to trap into local optima
by adding a pitch adjustment operation in HS serving as a mutation operator during
the process of the bat exploration, in an attempt to increase its diversity [18].

Motivated by the mutation operator and by the HS/BA algorithms, we introduce
in this work a new hybrid algorithm that improves the diversity of BA by adding a
mutation operator. Unlike HS/BA we do not employ the same pitch adjustment as
the original HS algorithm. Rather, we employ a custom operator that we consistently
found superior to other mutations in our research, during numerous experiments
with the algorithms. We name the resulting algorithm the Hybrid Bat Harmony
(HBH) algorithm and evaluate its performance compared to the original BA, HS,
and HS/BA.

The rest of this article is organized as follows. Section 5.2 introduces the
proposed HBH method, while Sect. 5.3 explains the setup of experimental evalu-
ation. Section 5.4 presents and discusses the obtained results, and finally Sect. 5.5
concludes the paper.

5.2 The Hybrid Bat Harmony Algorithm

This section introduces the Hybrid Bat Harmony (HBH) algorithm, which is based
on the standard BA [15] and HS [17] algorithms. The main idea behind the
new algorithm is to augment the BA with a very effective operator from the HS
algorithm. In particular, the principle of pitch adjustment in HS is further modified
and fine-tuned to increase the diversity of BA and allow for more mutations in the
BA search, in order to jump out of potential local-optima traps.

In the standard BA, all bats use echolocation to sense distance, and they also
“know” the difference between prey and obstacles in some way. Bats fly randomly
with velocity vi at position xi with a frequency fi, varying the wavelength � and
loudness A0 to search for prey. They can automatically adjust the wavelength (or
frequency) of their emitted pulses and adjust the rate of pulse emission r 2 [0, 1],
depending on the proximity of their target. It is also assumed that the loudness varies
from a large (positive) A0 to a minimum constant value Amin. The critical aspect
of metaheuristic search mechanisms in solving optimization problems is the correct
balance between exploitation and exploration as discussed in the introduction.

The standard BA controls the capability of the exploration process by Eqs. (5.1),
(5.2), and (5.3) and the capability of the exploitation process by Eq. (5.4):

fi D fmin C .fmax � fmin/ ˇ (5.1)

where ˇ2 [0, 1] is a random vector drawn from a uniform distribution.

vt
i D vt�1

i C �
xt

i � x�
�

fi (5.2)
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where x
�

is the current global best location (solution), which is located after
comparing all the solutions among all the bats.

xt
i D xt�1

i C xt
i (5.3)

Initially, each bat is randomly given a frequency which is drawn uniformly from
[f min, f max]. For the local search part, once a solution is selected among the current
best solutions, a new solution for each bat is generated locally using random walk
where " 2 [�1, 1] is a scaling factor which is a random number, while At D< At

i >

is the average loudness of all the bats at time step t.

xnew D xold C "At (5.4)

Furthermore, the loudness Ai and the rate ri of pulse emission are updated as follows:

AtC1
i D ˛At

i; rtC1
i D r0

i Œ1 � exp .�� t/� (5.5)

where ˛ and � are constants.
However, BA at times falls in the trap of local optima after a quick convergence

into a promising area. The main improvement by adding an operator from HS
algorithm is to introduce more mutation into the elements of the current solution,
either drawing from features of a previous good solution or from a random
distribution according to the value of a random parameter called the harmony
memory consideration rate (HMCR), which is inspired from the HS algorithm.
Further, depending on another parameter called the pitch adjustment rate (PAR),
the algorithm might pull the search back to better position with respect to the best
and worst solutions recorded so far, which proves very useful in case the BA traps
in a local optimum. The modification of the pitch adjustment operator is listed in
Algorithm 1 and in Eqs. (5.6) and (5.7):

xnew.d/ D xold.d/ C bw � .xworst.d/ � xold.d// � .2 � rand �1/ (5.6)

xnew.d/ D xold.d/ C bw � .xold.d/ � xbest.d// � .2 � rand �1/ (5.7)

In the equations above, xnew is a new bat solution, and xoldis the current solution,
while variables xworst and xbest represent the worst and best solutions ever found,
respectively. d refers to a single dimension of the solution (an element of the solution
vector). The bw is the control parameter called bandwidth, which is an arbitrary
distance bandwidth for each generation, and rand is a random uniform real number
between [0, 1].
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Algorithm 1
Modified pitch adjustment operation (mutation operator)
For d D 1: D
If (rand < HMCR) then //memory consideration
If (rand < PAR) then //pitch adjustment
xnew(d)Dxold(d)C2bw(xworst(d)-xold(d))*(rand-1) // Eq(6)
Else
xnew(d)Dxold(d)C2bw(xold(d)-xbest(d))*(rand-1) // Eq(7)
End if
Else

xnew(d)Dxmin(d)Crand�(xmax(d)�xmin(d)) //random selection
End if
End for d

The introduced mutation maintains the attractive features of the original bat
algorithm, especially in terms of fast convergence, while allowing the algorithm to
make use of more mutation toward a better diversity. Based on the aforementioned
analyses, the pseudocode of the HBH algorithm is shown in Algorithm 2.

Algorithm 2
Begin
Stage 1: Initialization stage
Initialize the population of NP bats;
Set the generation counter t D 1; define loudness Ai, frequency
f iposition xiand the initial velocities vi;set pulse rate
ri(i D 1, 2 : : : NP);
Set the parameters and initialize the HM, HMCR, PAR and bw;
Evaluate the quality f for each bat determined by the objective
function (x);
Stage 2: Update stage
While (t < Maximum Generation)
fori D 1: NP (all bats) do
Generate a new solution by adjusting frequency, and updating
velocity and position by (3), (4), and (5);
I f (rand >ri)
Select a solution among the best solutions;
Generate a local solution around the selected best solution;
End if
Algorithm 1 // mutation operator
Generate a new solution by flying randomly
If (rand <Ai& xi<f (x

�

))
Accept the new solution;
Increase ri&reduce Ai;
End if
Rank the bats and find the current best x

�
;

End for
t D t C 1;

End while
Process the results and visualize them
End.
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5.3 Experimental Evaluation

In this section, we lay out the experimental setup through which we have evaluated
the proposed algorithm, HBH.

5.3.1 General Setup

5.3.1.1 Hardware and Software Implementation

All the experiments were conducted on a laptop with an Intel Core i5 processor
running at 2.4 GHz and 8 GB of RAM. The software implementation of the
proposed HBH algorithm was based on the implementation of BA and HS in [15,
17] and the description of HS/BA in [18]. All software is compiled using MATLAB
R2009b (V7.9.0.529) running under Windows 7.

5.3.1.2 Compared Algorithms

To put the performance of HBH in perspective and illustrate its merits among
similar metaheuristic methods, we compare its performance with the three closest
techniques: the original BA and HS algorithms, which are the basic components
of the proposed method, and HS/BA, which is the most related previous work on
hybridizing BA with HS. This set of comparisons is benchmarked using a group of
14 global optimization functions.

5.3.1.3 Parameters

Table 5.1 lists the set of parameters used in all experiments. The listed parameters
include those for the compared methods for the sake of reproducibility.

In all cases, the population size NP was set to 50; function dimension was
set to 20, 50, and 100 in three sets of experiments; and the maximum number
of generations was 50. To mitigate the impact of randomness in individual runs,
we report the results over a 100 implementation runs for each algorithm on each
benchmark function (Tables 5.2).

Table 5.1 Set of used parameters in all experiments

Metaheuristic Parameter Symbol/abbr. Value

HBH Loudness A 0.95
BA Pulse rate r 0.6
HS Harmony memory consideration rate HMCR 0.95
HS/BA Pitch adjustment rate PAR 0.1

Bandwidth bw 0.9
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5.3.2 Benchmark Function

This paper uses a set of 14 test functions for global numerical optimization. These
functions are listed in Table 5.2 alongside their respective equations and properties.

5.4 Results

Table 5.3 lists the optimization results when applying the 14 optimization test
functions to HS, BA, HS/BA, and our HBH methods. The listed values are the
optimal value of the objective function achieved by each algorithm after iterating
50 generations. The mean values in the table are averaged over 100 runs (each run
constitutes 50 iterations) and listed along the standard deviation. The min values,
however, are the best results achieved by each algorithm at all. By the “best result,”
we mean the closest result to the actual optimal value of the function, as per
Table 5.2.

It is evident from Table 5.3 that the HBH algorithm can reach a better optimum
on average, at least with respect to the set of benchmark functions used in the
experiments (HBH has better average results in the case of 12 out of 14 test
functions). For ease of recognition, the best average result is marked with bold font
and bordered cell. The min values are shaded in gray to identify the absolute best
minimum achieved for each function. Note that this value is meaningful because
it happened that the minimum achieved values by the algorithms for the selected
benchmark functions are closest to the real optimum. With respect to the set of test
functions used in our evaluations, HBH could achieve the best result in 12 out of 14
cases.

On another perspective, we also graphed the optimization process of each
algorithm (for each benchmark function) as the value of the so-far best solution
versus the current iteration. That is, to show the search path in terms of selected
best solution per iteration. The curve of this kind is expected to decline overall at a
slope that reflects the convergence speed of the algorithm (there is no degradation
during the process of any included metaheuristic algorithm, as the best solution is
either improved or kept unchanged at all iterations). Therefore, these graphs can
be called the convergence plots of the algorithms. Because of the large number of
plots, we include hereby a representative sample of the convergence plots in Fig. 5.1,
which compares the convergence of HBH with the three most related metaheuristic
techniques: BA, HS, and HS/BA.

Figure 5.1 (a–d) shows that the HBH algorithm enjoys not only a superior overall
performance in terms of the quality of the found optimal solution but also a faster
convergence especially in the earlier stages. Although the starting points of the
algorithms are close to each other inthe plots of the four testing functions in the
figure, the proposed HBH method does not trap into a quick local optimum, unlike
the original BA and HS algorithms, for example.
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Fig. 5.1 Performance of BA, HS, HS/BA, and HBH algorithms for (a) F1 Step, (b) F2 Quartic,
(c) F3 Rastrigin, and (d) F4 Griewank benchmark functions

5.5 Conclusion

This paper presented a new metaheuristic, combining the original bat algorithm with
a mutation operator to increase its diversity. The introduced operator resembles the
pitch adjustment operator from the harmony search metaheuristic but is modified so
as to allow for a larger mutation rate while preserving the strength of BA in swift
and efficient exploitation. Experimental evaluations against a set of 14 benchmark
numerical optimization functions showed that the proposed HBH algorithm con-
verges faster than other metaheuristics and achieves better or at least competitive
performance in most cases. We believe that these results are very promising and
hope to further explore the specific applications that will benefit from the merits of
HBH the most, which is left for future experimentation.
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Chapter 6
Consolidation of Host-Based Mobility
Management Protocols with Wireless Mesh
Network

Wei Siang Hoh, Bi-Lynn Ong, R. Badlishah Ahmad, and Hasnah Ahmad

6.1 Introduction

The Internet consolidated itself as a very powerful platform that has forever changed
the way human communicates and their behavior. The mobile communications
technology had made it possible for much greater reach of the Internet and increase
in the number of Internet users through the mobile devices in wireless environment.
The dependency of human toward the Internet has increased the usage of the Internet
which causes congestion and intermittent connection issues that rise rapidly. Present
telecommunication infrastructures have some coverage issues as it cannot cover
specific areas in its coverage area such as alpine area, underground facilities, and
forest region. Furthermore, people from rural areas have been receiving limited
coverage from the entire major telecommunication service providers. Cost of
upgradation of this phase can cause a fortune and it is less profitable based on
business and market point of view.

Finding the ways to solve the congestion and intermittent connection problems,
Internet Engineering Task Force (IETF) introduces the mobility management
protocols. The mobility management is the essential part for mobile devices
that automatically connects to the Internet while simultaneously can roam freely
without disturbing the communication. Mobility management provides routing
support and permits Internet Protocol (IP) nodes using either IPv4 or IPv6 to
seamlessly roam among IP subnetworks and media types. Host-based mobility
management protocols are in IPv6, and it is also one of the main parts of mobility
management protocols. It includes Mobile Internet Protocol version 6 (MIPv6) [1]
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and its enhancements such as Fast Handover Mobile Internet Protocol version 6
(FMIPv6) [2], Hierarchical Mobile Internet Protocol version 6 (HMIPv6) [3], and
Fast Handover for Hierarchical Mobile Internet Protocol version 6 (FHMIPv6) [4].

The wireless mesh network (WMN) is selected as wireless environment that
implemented all the host-based mobility management protocols. The WMN can be
connected to wireless networks such as Worldwide Interoperability for Microwave
Access (WiMAX), generic wireless fidelity (Wi-Fi), and cellular and sensor net-
works. Third- (3G) and fourth-generation (4G) networks include all Internet
Protocol (IP) which are wired, and wireless networks interwork together as het-
erogeneous networks [5]. However, the challenge is to connect to host-based
mobility management. Host-based mobility management protocols rely on the good
performance of an infrastructure-based network [6]. However, a typical WMN
topology tends to be an unplanned graph and its route dynamically changes [7].
Mobility management provides an undisrupted support of real-time and non-real-
time services to mobile network users. Additionally, mobility management also
facilitates the maintenance of connections for users on the move when they change
their points of attachment from one access point (AP) to another. Host-based
mobility allows a mobile node (MN) to change its point of attachment to the
network, without interrupting IP packet delivery to or from the node [8]. The current
location of all the MNs in the network is maintained by Access Network Procedures
[9]. On the other hand, the WMN primary advantages lie in its inherent fault
tolerance against network failure, broadband capability, and simplicity of setting
up network. The WMN is reliable and offers redundancy [10]. When one node of
WMN is failure, the rest of the nodes can still able to communicate with each other,
directly or through one or more intermediate nodes.

In this research paper, all the host-based mobility management protocols are
investigated firmly on wireless mesh network topology environment. MIPv6,
HMIPv6, FMIPv6, and FHMIPv6 are developed and analyzed in wireless mesh
network (WMN) environment which are considering the performance parameters:
packet delivery ratio (PDR), delay/latency, and throughput. The wireless mesh
network (WMN) topology is developed by using network simulation software,
and the results obtained are analyzed to agree with the best mobility management
protocols to handle the inter-domain mobility with wireless mesh network (WMN)
topology.

6.2 Related Works

Jong-Hyouk Lee et al. [11] had investigated a simulation research on analyti-
cal comparison of IPv6 mobility management protocols’ handover scheme. The
researchers compared the host-based mobility management protocols and network-
based mobility management protocols to identify the optimized routing protocol for
mobile network. The host-based mobility management protocols include Mobile
IPv6 and its extensions such as Fast Mobile IPv6 and Hierarchical Mobile IPv6,
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while network-based mobility management protocols include Proxy Mobile IPv6
(PMIPv6) and Fast Proxy Mobile IPv6 (FPMIPv6). These mobility management
protocols have been standardized. The existing IPv6 mobility management proto-
cols are developed by the IETF and have been analyzed and compared in terms of
handover latency, handover blocking probability, and packet loss. The conducted
analysis results can be used to identify each mobility management protocol’s
characteristic and performance indicators. The results obtained are used to facilitate
decision-making in developing a new mobility management protocol.

K. Vasu et al. [12] had investigated a survey and comparative analysis for MIPv6
protocols. The researchers had performed various mobility management protocols
in terms of handover latency, and the number of hops is needed to evaluate these
protocols. The IPv6 mobility management protocols such as MIPv6, FMIPv6 (reac-
tive), FMIPv6 (predictive), HMIPv6, PMIPv6, FPMIPv6 (reactive), and FPMIPv6
(predictive) are analyzed and compared in terms of average hop delay, wireless
link delay, wired part delay, binding update, and registration delay. PMIPv6 and
FPMIPv6 have been compared with the host-based mobility management protocols
to make a decision that suits the future networks. The conclusion that the authors
made among these protocols is the following: reactive mode protocols perform
better in terms of delay compared to predictive-based protocols. The performance is
measured in terms of delay during AP to MAG/AR and binding update/registration
components. Predictive-based protocols perform better performance in terms of
wireless link delay for faster radio access technologies and perform rather slower
performance for slower radio access technologies.

J. H. Sun et al. [13] had investigated the mobility management techniques for
next-generation wireless networks. The researcher had performed macro and micro
mobility protocols in terms of handover performance. The macro and micro mobility
protocols such as Mobile Internet Protocol version 6 (MIPv6), Fast Handover
Mobile Internet Protocol version 6 (FMIPv6), Hierarchical Mobile Internet Protocol
version 6 (HMIPv6), Fast Handover for Hierarchical Internet Protocol version 6
(FHMIPv6), and Proxy Mobile Internet Protocol version 6 (PMIPv6) are analyzed
and compared in terms of handover latency. The conclusion that the authors made
is that the best handover latency is achieved by FHMIPv6. The result is signaling
load reduction, improvement in latency, and less packet losses apart from aiding the
handover process.

M. Sko et al. [14] had investigated a simulation research based on analytical
comparison of Mobile IPv6 handover schemes. The authors have done a comparison
for four most common handover schemes in terms of the cost of packet delivery
of Mobile IPv6, that is, MIPv6, FMIPv6, HMIPv6, and FHMIPv6. The access
network for using in this research is based on IEEE 802.11b, and the transport
core network is Ethernet – IEEE 802.3 100BaseT. The researchers used analytical
methods for the comparison. The researchers used network simulation software to
run the simulation. The researchers have taken into account these two performance
matrices during the comparison, that is, the handover cost and handover latency. The
authors concluded that the hierarchical Internet Protocol which consists of HMIPv6
and FHMIPv6 performed well compared to other Internet Protocols in terms of
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packet delivery cost. The problem of the intra-network issue is not addressed in
detail in this research. As a conclusion, the WMN can enhance the Mobile Internet
Protocols to perform better in handover latency either in intra-condition or inter-
condition compared to the basic wireless network like 802.11b.

C. Makaya et al. [15] had investigated an analytical framework for performance
evaluation of IPv6-based mobility management protocols. The researchers have
developed an analytical framework for the performance analysis of IPv6 mobility
management protocols. MIPv6, FMIPv6, HMIPv6, and a combination of FMIPv6
and HMIPv6 have been compared and evaluated in terms of signaling cost, binding
refresh cost, packet delivery cost, required buffer space, and handover latency. The
researchers presented the effect of subnet residence time, packet arrival rate, and
wireless link delay to the different IPv6 mobility management protocols. The packet
delivery ratio, throughput, and the delay are considered in this research.

Shaojian Fu et al. [16] had done an investigation on handover latency in
SIGMA, FMIPv6, HMIPv6, and FHMIPv6 protocols. The researchers had designed
a new scheme called Seamless IP diversity-based Generalized Mobility Architecture
(SIGMA) which can provide low latency and low packet loss mobility. The
researchers compared the handover latency of SIGMA with FMIPv6, HMIPv6,
and FHMIPv6. The researches have taken into account various parameters such
as layer 2 handover/setup latency, layer 2 beacon period, mobile host moving
speed, and IP address resolution latency. The software Network Simulator version
2 (NS-2) is used to run the simulation. The researchers concluded handover latency
of SIGMA is lower than that of MIPv6 enhancements under various simulated
scenarios. SIGMA could also seamlessly handle relatively high-speed movement.
Having studied the previous research, this research is not considering the handover
latency of SIGMA, but it is considering the latency for network-based and host-
based mobility managements. The reason is because cellular network is not one of
the considerations of this research.

Yan Zhang et al. [17] had done research on hierarchical Mobile IPv6 with fast
handover. In the study, the authors have compared four types of mobile routing
protocol to identify the best routing protocol for mobile network, which are MIPv6,
FMIPv6, HMIPv6, and FHMIPv6. NS-2 has been used to conduct the simulations.
Performance metrics that have been taken into account are handover delay and jitter.
This research review has been useful to our research as the authors mentioned
about performance metrics jitter and delay which is similar to our initial research
plan to consider those performance metrics. Delay is crucial to any performance
investigation as it is the most demanding performance metric in the field of
networking as speed is everything in networking. At the end of research, it’s been
concluded that FHMIPv6 performed extremely better compared to other MIP. The
reason of low performance of the other MIP protocols like MIPv6, FMIPv6, and
HMIPv6 is not presented in the research. Thus, in this research, investigation is
carried out to find the reason of low performance.

M. K. Murtadha et al. [18] have proposed a fully distributed mobility manage-
ment scheme for future heterogeneous wireless network. The researchers develop
distributed mobility management (DMM) scheme based on the PMIPv6 and



6 Consolidation of Host-Based Mobility Management Protocols. . . 75

compare it with the centralized mobility management (CMM) scheme PMIPv6.
The proposed approach removes any central anchor node and disables the signaling
between MN and the access networks. The performance metrics include the
signaling cost, handover latency, and packet loss. The DMM scheme reduced the
signaling cost, handover latency, and packet loss compared to the CMM scheme
PMIPv6. The main advantages of the DMM scheme are the effectively reduced
processing requirement and the power consumption of the MN.

6.3 Terminology

6.3.1 Host-Based Mobility Management Protocols

Host-based mobility management protocols include Mobile Internet Protocol ver-
sion 6 (MIPv6) and its enhancements such as Fast Handover Mobile Internet
Protocol version 6 (FMIPv6), Hierarchical Mobile Internet Protocol version 6
(HMIPv6), and Fast Handover for Hierarchical Mobile Internet Protocol version 6
(FHMIPv6). Host-based mobility management protocols are deployable in wireless
mobile communication infrastructures, communication service providers, and stan-
dard development organizations [19]. These mobility management protocols have
identified that such conventional solutions for mobility service are not suitable, in
particular, for telecommunication service. The reason is because the mobile node
(MN) is required to perform mobility functionalities at its network protocol stack
inside, and thus, modifications or upgrades of the MN are needed. It obviously
increases the operation expenses and complexity for the MN. Hence, the extension
of Mobile IPv6 (MIPv6) had been introduced to overcome the handover latency
problem. The extension of MIPv6 includes HMIPv6, FMIPv6, and FHMIPv6.

6.3.1.1 Mobile Internet Protocol Version 6 (MIPv6)

Internet Engineering Task Force (IETF) brought into use the Mobile Internet
Protocol version 6 (MIPv6) to allow mobile nodes (MN) to be reachable and
maintain ongoing connection while changing location within topology without
changing the allocated IP address [20]. The operation of MIPv6 is illustrated in
Fig. 6.1.

The operation begins as MN detects movement to a foreign agent (FA) and auto-
configures itself with a new care-of address (NCoA) using either stateful or stateless
method [21]. MN sends binding update (BU) to its home agent (HA) to notify
the new address, and HA returns back binding acknowledgment (BAck). Then,
all packets are tunneled to MN’s NCoA with the help of HA as HA encapsulates
packets and sends to MN’s NCoA and MN decapsulates the packets received from
HA. However, the tunneling also causes drawback due to the long path between
mobile node (MN) and correspondent node (CN). This leads the air interface
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Fig. 6.1 MIPv6 flow diagram

traffic overhead high and it also causes high tunneling overhead at MN. Hence,
an additional mode for MIPv6 is route optimization (RO). It allows the datagrams
to be delivered using the shortest path. This process requires MN to register its
current binding to CN. This allows CN to triangulate datagrams to be delivered to
MN without concerning HA. This measure decreases the signaling overhead and
handover latency between MN and CN, and it also reduces congestion at MN’s HA
and home link.

6.3.1.2 Hierarchical Mobile Internet Protocol Version 6 (HMIPv6)

The Internet Engineering Task Force (IETF) has introduced the HMIPv6 based on
its predecessor MIPv6 and has implemented new technologies to it to ensure the
increment in the performance of mobile networking. One of the latest features in
HMIPv6 is mobility anchor point (MAP). The introduction of MAP in HMIPv6 has
improved the handover latency and reduced the amount of signaling between the
mobile node (MN), its correspondent nodes (CNs), and its home agent (HA) [22].
Figure 6.2 illustrates the process flow of HMIPv6.

Operation of HMIPv6 involves three phases, namely, MAP discovery, MAP
registration, and packet forwarding. The first step is the MAP discovery procedure
which is to obtain a successful connection. Normally, MAP is a router which is
located in a network that is visited by the MN. When the visit point router starts to
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advertise, the discovery begins. There are two discovery options in HMIPv6: static
configuration and dynamic MAP discovery.

The HMIPv6 operation starts when the MN obtains its MAP IP address through
the discovery, and then it calculates the distance of MAP from the current AR.
This is to verify the connection strength between AR and MAP. The second
step is MAP registration that is to register the MN to MAP. Visit point router is
assigned as regional care-of address (RCoA) which is obtained by the MN from
the visited network. RCoA is formed using the prefix advertised by visit point
router. MN assigns as on link care-of address (LCoA). LCoA is configured on a
MN’s interface based on the prefix advertised by its default router (AR). After that,
MN creates a binding between RCoA and LCoA at MAP. Then, MN sends Local
Binding Update (LBU) to newly discovered MAP. Next, HA performs duplicate
address detection (DAD) and updates the binding cache. Then, MAP sends Binding
Acknowledgement (BAck) to MN. After this process, MN sends binding update to
its HA and active CNs with RCoA as its source address and HA. CN’s address is
set as destination address. The final step is to forward packets which are performed
after the MAP discovery and MAP registration. A bi-directional tunnel between
MAP and MN is established to allow the packet forwarding. All packets sent by the
MN are tunneled through MAP, and also all packets destined to the MN’s RCoA are
intercepted by MAP and tunneled to MN’s LCoA.

As simplified to figure out the HMIPv6 mechanism, when an MN moves in MAP
domain, MAP acts as HA of the MN locally, and the MN registers only to its location
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information to MAP. Therefore, HMIPv6 has a smaller location update cost than
MIPv6 which updates an MN’s location information to the HA and CNs. Thus,
HMIPv6 is more efficient compared to the previous MIPv6 in terms of the handover
and broadcasting. The technology also improves the inter-network connection and
smoothen the users’ intermittent connections.

6.3.1.3 Fast Handover Mobile Internet Protocol Version 6 (FMIPv6)

FMIPv6 is another initiative by the Internet Engineering Task Force (IETF) to
improve the mobile network for the mobile users. The FMIPv6 is also designed
based on the previous version of MIPv6. The FMIPv6 handover schemes intro-
duce three signaling messages which involved in the anticipation phase, namely,
Router Solicitation for Proxy Advertisement (RtSolPr), Proxy Router Advertise-
ment (PrRtAdv), and Fast Binding Update (FBU) [23]. Figure 6.3 shows the
FMIPv6 predictive fast handover flow diagram. Figure 6.4 shows the FMIPv6
reactive fast handover flow diagram.

For FMIPv6 predictive fast handover scheme, the MN obtains the new CoA
before the actual movement to new subnet through newly defined messages: Router
Solicitation for Proxy Advertisement (RtSolPr) and Proxy Router Advertisement
(PrRtAdv) [24]. Next, when MN sends Fast Binding Update (FBU) to the pAR and
requests pAR to send a Handover Initiate (HI) messages to the nAR, this is to obtain
the new care-of address (NCoA). So all the packets arriving to the previous care-of
address (PCoA) can be tunneled to the NCoA. The nAR performs duplicate address
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detection (DAD) and returns Handover Acknowledgement (HAck) to the pAR
with the tunnel establishment. Next, pAR sends Fast Binding Acknowledgement
(FBAck) to MN and nAR. In the last step, the MN sends the Fast Neighbor
Advertisement (FNA) to the nAR. This informs that the MN is in the nAR subnet
and the nAR returns the FNA Acknowledgement (FNA-Ack) to the MN.

When the predictive fast handover scheme is failed or not possible, FMIPv6
can operate in reactive fast handover scheme. The reactive fast handover scheme
is almost the same as the predictive fast handover scheme. The main difference is
that in predictive fast handover scheme, it allows the MN to send FBU even before
it is attached to the nAR. But in reactive fast handover, it only allows MN to send
FBU after it is attached to the nAR.

As summary, when MN moves to the new subnet and connect with the new link,
it can receive the forwarded packets from pAR. The buffers exist in pAR and new
access router (nAR) for protecting packet loss. Therefore, it reduces the service
disruption duration and handover latency. The MN must need to update the HA and
CNs. As a conclusion, the introduction of the FMIPv6 has minimized the packet
loss and latency due to the handover process; thus these have improved the network
connection and smoothen the users’ intermittent connections.
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6.3.1.4 Fast Handover for Hierarchical Mobile Internet Protocol Version
6 (FHMIPv6)

FHMIPv6 is the combination of two mechanisms that are Fast Handover Mobile
Internet Protocol version 6 (FMIPv6) and Hierarchical Mobile Internet Protocol
version 6 (HMIPv6). Fast Handover for Hierarchical Mobile IPv6 (FHMIPv6)
reduces the signaling overhead and binding update (BU) delay during handover
by using HMIPv6 procedures [25]. Furthermore, movement detection latency and
new CoA configuration delay during handover are reduced by utilizing FMIPv6
processes.

The FHMPv6 contains the Router Solicitation for Proxy Advertisement
(RtSolPr), Proxy Router Advertisement (PrRtAdv), and Fast Binding Update
(FBU) technology from the FMIPv6 mechanism and also the mobility anchor
point (MAP) technology from the HMIPv6 mechanism which is combined into one
single technology, namely, FHMIPv6. When the MN associates with a new MAP
domain, HMIPv6 procedures are performed with the HA and the mobility anchor
point (MAP). If the MN moves from a previous access router (pAR) to a new
access router (nAR) within the domain, it follows the local BU process of HMIPv6.
Packets are sent to the MN by the CN during handover which are tunneled by the
MAP en route for the nAR. Figure 6.5 shows the FHMIPv6 flow diagram.

Based on the FHMIPv6 operation flow figure, the MN sends RtSolPr message
containing the information of nAR to MAP. Continuingly, the MAP sends out
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PrRtAdv message to the MN, which contains information of new link care-of
address (NLCoA) for MN to be used in nAR region. Next, the MN sends out
the Fast Binding Update (FBU) to the MAP, which encloses previous link care-
of address (PLCoA) and IP address of the nAR. Once the MAP receives FBU
from the MN, MAP sends out Handover Initiate (HI) to nAR. In response to the
HI message, nAR sets up a host route for the MN’s PLCoA and responds with a
Handover Acknowledgement (HAck) message. It means that a bi-directional tunnel
between MAP and nAR is established. After that, MAP sends out Fast Binding
Acknowledgement (FBAck) toward MN over pAR and nAR. Then, MAP begins to
forward data packets destined to MN to the nAR by using the established tunnel.
Once the MN is in nAR region, it sends out Fast Neighbor Advertisement (FNA) to
the nAR and nAR returns the FNA-ACK to the MN. Then, MN sends Local Binding
Update (LBU) to MAP. Next, the HA performs duplicate address detection (DAD)
and updates the binding cache. Then, MAP sends a Binding Acknowledgement
(BAck) to MN. After this process, MN sends binding update to its HA and active
CNs with NLCoA as its source address or HA or CN’s address is set as destination
address.

6.3.2 Wireless Mesh Network

Wireless mesh network (WMN) is one of the multi-hop infrastructure-based
networks. A WMN is a communication network which is made up of radio nodes
organized in a mesh topology. The WMN consists of mesh client, mesh router,
and gateways. The mesh clients are often laptops, cell phones, and other wireless
devices, while the mesh routers forward traffic to and from the gateway, but need
not connect to the Internet [26].

The WMN primary advantages lie in its inherent fault tolerance against network
failure, broadband capability, and simplicity of setting up a network. Compared
to cellular networks, unavailability of communication services over a large geo-
graphical area occurred when a single base station (BS) failed [27]. The WMN is
reliable and offers redundancy. When one node failed, the rest of the nodes can
still communicate with each other, directly or through one or more intermediate
nodes. Besides that, the administration and maintenance costs for WMN are lower.
In addition, a wireless mesh overcomes the line-of-sight issues that may occur when
a space is crowded with buildings or industrial equipments.

A WMN can be seen as a special type of WANET. A WMN often has a more
planned configuration and may be deployed to provide dynamic and cost-effective
connectivity over a certain geographic area [28]. An ad hoc network, on the other
hand, is formed ad hoc when wireless devices come within the communication range
of each other. The mesh routers may be mobile and may be moved according to
specific demands that are arising in the network. Often, the mesh routers are not
limited in terms of resources compared to other nodes in the network. Thus, mesh
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routers can be exploited to perform more resource-intensive functions. In this way,
the WMN differs from an ad hoc network, since these nodes are often constrained
by resources.

6.4 Simulation Design

6.4.1 Simulation Setup

To perform a comparison between MIPv6, HMIPv6, FMIPv6, and FHMIPv6
mobility protocols, some configurations and parameters need to be fixed to obtain
the optimum results for each mobility management protocol. The environment for
all host-based mobility management protocols are set up in wireless mesh network
topology environment, and the data rate is fixed in 100 Mbps. Table 6.1 shows the
type of parameters and values that are needed to be fixed for the whole simulation
process.

The network topology consists of MIPv6, HMIPv6, FMIPv6, FHMIPv6, and
WMN. Inter-network section comprises of eight routers with five wired routers and
three wireless routers that are accomplished as base stations. Intra-network portion
includes nine wireless mesh routers which have been set up in a grid formation to
maximize the coverage area. Figure 6.6 shows the simulation design of inter- and
intra-network environment for host-based mobility management protocol. Table 6.2
shows configuration details of inter- and intra-network topology of each link and
node.

All the host-based mobility management protocols are implemented in the inter-
network packet transmission. The inter-network consists of corresponding node
(CN), home agent (HA), mobility anchor point (MAP), previous access router
(pAR), new access router (nAR), and three routers, namely, N1, N2, and N3. The
connection between CN–N1, HA–N1, and N1–MAP is set to 100 Mbps. These
represent the local area network with high connectivity. MAP–N1 and MAP–N2 are
set to 10 Mbps which represent 10 Mbps Ethernet network. N2–pAR and N3–nAR
are set to 1 Mbps which represent Wi-Fi networks.

The network environment needs to be constructed before implementing the
mobility management protocols. The intra-network is set up by wireless mesh
network (WMN). The WMN topology is in grid formation to fully cover the
coverage area which is either scattered or concentrated in a certain geographical
terrain. The grid formation WMN topology built up by nine mesh routers and the

Table 6.1 Type of
parameters and value

Wireless mesh network data rate 10 Mbps
Window size (byte) 32
Transport protocol TCP
Link delay 2 ms
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Fig. 6.6 Inter- and intra-network environment

Table 6.2 Configuration
details for inter- and
intra-network topology

Link connection Link speed Queue type

CN – N1 100 Mbps RED
HA – N1 100 Mbps RED
N1 – MAP 100 Mbps RED
MAP – N2 10 Mbps RED
MAP – N3 10 Mbps RED
N2 – pAR 1 Mbps DropTail
N3 – nAR 1 Mbps DropTail

mobility management protocols act as the mesh client. The bandwidth for WMN
is setting up at 10 Mbps, and the data transfer rate among the mesh routers is up
to 100 Mbps. The grid WMN topology allows the data transmitted from different
devices simultaneously and can withstand high load traffic. The mesh router can
exchange and transfer messages directly with neighbors which are located in a
vertical or horizontal position. The two mesh routers in the diagonal of a rectangle
cannot generally reach each other directly, as obstacles like a tall building or
mountain that highly blocks the wireless transmission. For grid formation of WMN
network topology, one mesh router act as the main controller to whole topology.
The main mesh router, N0, connects with the WLAN controller which works as
main controller.
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For inter-network, MN is set to move into the connection area of pAR and
establish connection with pAR. The pAR belongs to the corresponding home
networks. The MN assigned static address from home network, which means that
the MN will never change its IP address once it gets that IP address. The HA
represents its home default network, and it’s also used to tunnel traffic when the
mobile device is moving into nAR network when route optimization is not used.
The CN keeps communicating with MN through the pAR.

When MN starts moving from pAR toward nAR connection area, MN sends
it’s binding messages while detecting motion and keeps looking for routing adver-
tisements and solicitation messages from the neighbor router. The MN associates
with the nAR. If the association is successful, then the handover process starts.
If the association is not successful, the MN repeats the current steps. For MIPv6
and FMIP6, the MAP router is functioned as normal access router, while for
HMIPv6 and FHMIPv6, MAP router is functioned as access router that provides
new technology, mobility anchor point (MAP) service.

6.4.2 Performance Metrics

In order to get a full understanding about the behavior of all host-based mobility
management protocols performed in grid formation of WMN network topology, the
following performance metrics were selected for this simulation.

(i) Throughput – represents the average rate of successful packet delivery per unit
time over a communication channel.

(ii) Packet delivery ratio (PDR) – represents the ratio between the number of
packets received by the receiver and the number of packets sent by the source.

(iii) Latency – represents the delay from the packets sent by the host (computer
user) to the server (Internet).

6.5 Results and Discussion

Simulation results are presented in this section. In Table 6.3, the result of each
performance metric for all host-based mobility management protocols in wireless
mesh network (WMN) environment is shown. The packet sizes used for simulation
are started from 256 bytes and increase to 512 bytes, 1024 bytes, and 2048 bytes.
The host-based mobility management protocols include MIPv6, HMIPv6, FMIPv6,
and FHMIPv6.

Based on the results obtained from the simulation experiments, MIPv6 with
WMN performs well in terms of latency mean. The reason that MIPv6 with
WMN has low latency is because the packets have been dropped that contribute
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Table 6.3 Performance of various types of host-based mobility management protocols in WMN
environment

Packet size (bytes) Latency mean (ms) Packet delivery ratio (%) Throughput (bps)

Mobile Internet Protocols version 6 (MIPv6) with WMN

256 175 74.68 69617.23
512 179 75.22 70860.98
1024 178 74.66 70215.13
2048 183 82.43 91023.06
Hierarchical Mobile Internet Protocol version 6 (HMIPv6) with WMN

256 201 81.76 77824.00
512 204 82.22 78807.04
1024 202 84.51 80858.21
2048 237 92.65 104133.43
Fast Handover Mobile Internet Protocol version 6 (FMIPv6) with WMN

256 195 79.87 75243.53
512 200 81.05 77672.90
1024 198 81.51 77987.84
2048 215 89.65 100761.60
Fast Handover for Hierarchical Mobile Internet Protocol version 6 (FHMIPv6) with WMN

256 200 81.76 77824.00
512 202 82.22 78807.04
1024 201 84.51 80858.21
2048 234 92.65 104133.43

to a low packet delivery ratio and throughput. The highest packet delivery ratio
that can be reached is only 82.43%, and in the same time the throughput only
reaches 91023.06 bps. HMIPv6 and FHMIPv6 with WMN perform well in terms
of throughput and packet delivery ratio (PDR). This is because the mobility anchor
point (MAP) is implemented, and the hierarchical movement pattern performs
better. The FHMIPv6 with WMN performs slightly better than HMIPv6 in terms of
latency mean. FMIPv6 with WMN has a fair performance outcome as it is based on
the anticipated handover with a slightly lower packet delivery ratio and throughput
compared to HMIPv6 and FHMIPv6.

Having studied Fig. 6.7, it is observed that as the packet size increases,
latency mean increases. The reason is because as the packet size increases, the
network needs more time to send packets over the Mobile Internet and through
Wireless Mesh Network. The handoff latency is also included. However, in Wireless
Mesh Network, it has minimized the time for handover process. Additionally,
it is observed that MIPv6 performs better compared to HMIPv6, FMIPv6, and
FHMIPv6. It is followed by FMIPv6 that performs better than HMIPv6 and
FHMIPv6. Although HMIPv6 and FHMIPv6 have been implemented with MAP,
FHMIPv6 has slightly lower latency mean compared with HMIPv6. However,
latency mean for host-based mobility management protocols does not have many



86 W.S. Hoh et al.

0

50

100

150

200

250

256 512 1024 2048

La
te

nc
y 

M
ea

n 
(m

s)

Packet Size (bytes)

MIPv6

HMIPv6

FMIPv6

FHMIPv6

Latency Mean

Fig. 6.7 Latency mean chart

0
10
20
30
40
50
60
70
80
90

100

256 512 1024 2048

Pa
ck

et
 D

el
iv

er
y 

Ra
tio

 (%
)

Packet Size (bytes)

Packet Delivery Ratio (PDR)

MIPv6

HMIPv6

FMIPv6

FHMIPv6

Fig. 6.8 Packet delivery ratio (PDR) chart

differences. Thus, it can be concluded that all host-based mobility management pro-
tocols have not much improvement between the mechanisms with the consolidation
with WMN.

As shown in Fig. 6.8, the packet delivery ratio of MIPv6, HMIPv6, FMIPv6, and
FHMIpv6 for various packet sizes is presented. It can be observed that HMIPv6
and FHMIPv6 perform better compared to MIPv6 and FMIPv6 in terms of packet
delivery ratio (PDR). For HMIPv6 and FHMIPv6, both have the same amount for
the packet delivery ratio for various packet sizes. MIPv6 performs the least among
these four mobility management protocols. The reason is because HMIPv6 and
FHMIPv6 perform the MAP mechanism where the same hierarchical network does
not need to be sent over to the higher hierarchical network, whereas in FMIPv6
and FHMIPv6, the fast handover mechanism informs the new network about
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the handover process before it performs the handover processes. Thus, HMIPv6,
FMIPv6, and FHMIPv6 perform better than the original MIPv6.

Based on Fig. 6.9, the throughput for all host-based mobility management pro-
tocols has been observed. The HMIPv6 and FHMIPv6 perform better compared to
the other two mechanisms. The HMIPv6 and FHMIPv6 share the same throughput
for various packet sizes. For example, with the packet size of 2048 bytes, HMIPv6
and FHMIPv6 have the throughput of 104133.43 bps. FMIPv6 has the throughput
of 100761.60 bps and MIPv6 has the throughput of 91023.06 bps. The reason why
HMIPv6 and FHMIPv6 perform better than FMIPv6 and MIPv6 is explained as
before where HMIPv6 and FHMIPv6 do not need to perform higher hierarchical
data transmission if the nodes perform lower hierarchical network communication.

By implementing the FHMIPv6 to handle the inter-network scenario, the MAP
and fast handover mechanisms are activated. When an MN moves in MAP domain,
MAP acts as HA of the MN locally and the MN registers only to its location
information to MAP. The MAP minimizes frequent BUs to its HA and CNs, and
the BU signaling is localized most of the time. Therefore, FHMIPv6 has a smaller
location update cost than MIPv6 which updates an MN’s location information to
the HA and CNs. For fast handover mechanism, when the mobile node senses
lower signal strength, mobile node advertises to the neighbor network for the need
to attach to the new higher signal strength access point. Mobile node informs
the new access point of the need to change to the new access point before the
process of handover. Thus, movement detection latency and new CoA configuration
delay during handover are reduced. With this enhanced mobility management, it is
believed that with the FHMIPv6 implementation, this can reduce latency, increase
throughput, and decrease distortion. With these criteria, the future aims of wireless
communication while moving are made possible which eases the communication
between human.



88 W.S. Hoh et al.

6.6 Conclusion

As a conclusion, due to the various performance metrics results, the FHMIPv6
performs much better compared to other host-based mobility management proto-
cols. By introducing this proposed expansion, it’s able to reduce the signaling cost,
in order to improve service quality and service range of wireless communication
in areas that are affected by coverage problems. In the future, the network-based
mobility management protocols such as Proxy Mobile Internet Protocol version
6 (PMIPv6) and Fast Proxy Mobile Internet Protocol version 6 (FPMIPv6) are
proposed to be consolidated and make comparisons with host-based mobility man-
agement protocols in wireless mesh network (WMN) environment. This simulation
research enables the researchers to fully understand the performance of PMIPv6 and
FPMIPv6 in inter-network with WMN.
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Chapter 7
Performance Evaluation of Hot Mix Asphalt
Concrete by Using Polymeric Waste
Polyethylene

Hakeem Jan, Mohamad Yusri Aman, M. Tawab, K. Ali, and Basit Ali

7.1 Introduction

Asphalt is a mineral aggregate with dark brown to black color, which can be
obtained naturally from lakes or artificially from petroleum processing. With
increasing road traffic and insufficient maintenance as a result of funding financial
constraints, the roads are rapidly deteriorating. This situation has prompted the use
of other alternatives, including better-quality materials, cost-effective construction
methods, and allocation of adequate funds for road maintenance, improvement,
and innovative design. Research has cited various factors that affect flexible course
performance like the component properties (binder, aggregate, as well as additive)
and their proportion in the mix [1]. It is well established that polymers may be used
as one of the additives in asphalt to produce modified asphalt [1, 2].

Moreover, polymers increase the asphalt stiffness as well as ensuring improved
temperature susceptibility. According to Awwad and Shbeeb [2] and Coplantz,
Yapp, and Finn [3], higher stiffness ensures improved modified asphalt rutting
resistance during hot climates besides using relatively asphalt with softer base so as
to achieve better performance in low temperature. It is also suggested that polymer-
modified binders possess better adhesive together with cohesive properties [3–6].
Polymers may also serve as additives of asphalt concrete mixtures for processing
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aggregate coating material. Such coatings improve the aggregate surface toughness
and thereby ensuring superior engineering properties in production of asphalt
mixtures [6, 7].

There is increasing use of asphalt in construction of road pavement to bind
aggregates [10]. Nonetheless, the asphalt mixture/coating layer is susceptible to
severe temperature like high-temperature rutting to medium-temperature fatigue as
well as cracking damages due to low temperature. This explains the use of asphalt
mixture modification to ensure improved application. Improved asphalt properties
may be achieved through use of suitable starting crude oil and ensuring controlled
refinery processes, both of which are very difficult to realize [11]. According to
these authors, air blowing hardens asphalt, while fluxing agents/diluent oils may
be used to soften it. Moreover, polymer addition ensures significant asphalt quality
improvement. This is why asphalt modification with polymers remains the common
method for quality improvement, particularly for rheological properties [12].

Apparently, pavements defects like rutting during high temperatures, cracking
in regions with low temperature, and others arise due to traffic loads and the
inadequate ability of asphalt concrete to resist temperature changes. Moreover,
increased traffic factors like heavier loads and higher traffic volume as well as
higher tire pressure require road pavements with higher performance, which in
turn requires asphalt that is less susceptible to factors such as high-temperature
rutting and low-temperature cracking and possesses excellent bonding with stone
aggregates. This study evaluated the performance of hot asphalt concrete by use of
polymeric waste polyethylene.

With the depletable nature of asphalt binders and the environmental and social
hazards of waste plastic, this paper seeks to determine the effectiveness of using
polymeric waste polyethylene to modify asphalt mixes and to optimize the penetra-
tion values, softening points, fire points, and flash points to make the asphalt mixes
more durable and high temperature resistant.

7.2 Materials and Methods

This experiment used polyethylene to modify asphalt mixtures. Black stone was
collected and crushed into coarse aggregate for performance evaluation of polyethy-
lene on hot asphalt mixtures. The finer dust (<0.075 mm) was obtained from the
aggregate blend of domar sand and used as filler material. During crushing of the
stone, a lot of dust was produced, while some stone dust was trapped in crushed
stone. To ensure optimum use of stone dust, the dust was mixed with fine sand.

7.2.1 Polyethylene

This experiment used low-density white polyethylene bags from local market as
well as domestic wastes. The polyethylene was well cleaned and then shredded
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into particles of 2–3 mm for recycled polyethylene preparation. To meet the
recommended requirements by Rahman, Sobhan, and Ahmed [13], the polythene
used had specific gravity of 0.94 and melting temperature of 115 ıC.

7.2.2 Bituminous Materials and Preparation

Samples of 80/100 penetration grade binding asphalt were tested in accordance with
AASHTO to evaluate various properties of asphalt, namely, flash and fire points,
penetration value, as well as softening points. Notably, the asphalt binder properties
were kept within the penetrating specification of asphalt grade 80/100.

Asphalt specimens were prepared for evaluating the Marshall stability associated
with mixture of asphalt and polyethylene. This was done using test procedure
by Bruce Marshall that was advanced by the US engineer corps. Aggregates of
about 1200 g were therefore used to prepare their specimen with a diameter of
101.6 mm and a thickness of about 63.5 mm of pure asphalt. In addition, the
optimum asphalt content for preparing the mixture was determined by the same
method. Notably, the Marshall stability as well as flow test were used to predict
the performance measure of stability of the mixture, load carrying capacity, as well
as the permanent deformation resistance. Overall, nine test samples were used to
determine the content of optimum asphalt binder with varying asphalt proportions.

7.2.3 Aggregates

Black stone was crushed into a coarse aggregate and further broken manually into
25.00 mm downgrade pieces. As stated by the Asphalt Institute [14], all the coarse
aggregate had to remain on 2.36 mm sieve. A fine aggregate that passed through
2.36 mm but retained by 0.075 mm sieve was obtained from aggregate blend/coarse
sand. To meet the requirements of mineral filler recommended by Rahman, Sobhan,
and Ahmed [13], a non-plastic sand sieve with less than 0.075 mm was used, while
the apparent filler specific gravity was 2.63.

7.2.4 Gradation of Aggregates

Evaluation of the asphalt concrete mix that is modified with additives in terms of
behavior requires a continuously graded bituminous macadam aggregate. However
the latter requires uniform aggregate blend gradation so as to achieve a dense mix
with air-free controlled optimum content for construction of stable as well as durable
flexible pavement [15].
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7.3 Results

This study evaluated the performance of hot asphalt concrete based on fire, flash,
and softening points as well as the penetration of asphalt. To achieve this, samples
of varying grinded plastic (polymer) with asphalt. The results obtained are presented
in detail in the following sections.

7.3.1 Penetration Value

The results on comparison between the polymer added and penetration value
showed an inverse variation with 0% of polymer added at highest penetration value
of 85 and 16% polymer added at penetration value of 0. The penetration value
decreased gradually with an increase in the percentage added in asphalt up to a
penetration value of 0 with a polymer percentage of 16% (Table 7.1 and Fig. 7.1).
The mean penetration value 44.111 ˙ SD D 27.980 and Std. Error D 9.327.

Table 7.1 Comparison
between polymers added (%)
and penetration value

Polymer added in
asphalt (%) Penetration value

0 85
2 70
4 64
6 57
8 46
10 38
12 24
14 13
16 0
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Fig. 7.1 Comparison between polymers added (%) and penetration value
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Table 7.2 Comparison
between polymers added (%)
and softening point

Polymer added in
asphalt (%) Softening point (ıC)

0 55
1 57
2 61
3 65
4 68
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Fig. 7.2 Comparison between polymers added (%) and penetration value

7.3.2 Softening Points

The percentage polymer in asphalt was found to be directly proportional to the
softening point of the asphalt. Asphalt with 0% polymer had a softening point of
55 ıC, whereas asphalt with 4% polymer had a softening point of 68 ıC (Table 7.2
and Fig. 7.2). The mean softening point was ˙ SD D 27.980 and Std. Error D 9.327.

7.3.3 Percentage of Polymer Added, Fire Point, and Flash
Point

When percentage of polymer added, fire point, and flash point are compared,
the results showed that the percentage polymer added in asphalt was directly
proportional to both the fire point and the flash point. Pure asphalt had flash and
fire points of 238 ıC and 246 ıC, respectively. At 1% polymer added, the flash
and fire points were 241 ıC and 252 ıC, while at 4% polymer added, the flash
and fire points were 268 ıC and 274 ıC, respectively. The mean fire point was
260. ˙ SD D 11.649 and Std. Error D 5.210. On the other hand, the mean flash
point was 250.8 ˙ SD D 12.194 and Std. Error D 5.453. ˙ SD D 11.649 and Std.
Error D 5.210 (Table 7.3 and Fig. 7.3).
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Table 7.3 Percentage of
polymer added, fire point,
and flash point

Polymer (%)
added in asphalt Flash point(ıC) Fire point (ıC)

0 238 246
1 241 252
2 250 263
3 257 269
4 268 274

Fig. 7.3 Comparison between polymers added (%) and penetration value

7.4 Discussion

Asphalt is used to construct flexible pavements by binding the aggregates together
through coating them. In addition, the material promotes the strength as well as
the life of the road pavement. However, due to its poor properties like resistance
toward water, it is commonly improved by modifying its rheological properties by
mixing with synthetic polymers such as rubber and plastics. Since the use of waste
plastic with asphalt is similar to using polymer-modified asphalt, this experiment
used waste plastic to evaluate performance of hot asphalt concrete based on fire,
flash, and softening points as well as penetration of asphalt.

This study found a decrease in penetration value with increasing polymer content
in asphalt, suggesting harder modifying binder. The penetration value of asphalt
is a measure of the consistency of the asphalt. The consistency of the asphalt
enables the engineer to determine the degree of resistance that the asphalt will
have to continuous deformation under stress. From the experiment, the inverse
relationship between the percentage polymer added in asphalt and the penetration
value indicates that with an increased percentage of polymer in the asphalt, the
amount of permissible stresses on the asphalt reduces significantly. These findings
support the findings by Justo and Veeraraghavan [16] that the values of penetration
and ductility of modified asphalt reduce with increasing plastic content up to a
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weight of 12%. In another study by Sabina, Khan, Sharma D K, and Sharma
B M [17], performance evaluation of bituminous mixes with plastic (8%) and
asphalt (15%) was compared to mixture of conventional bituminous concrete (i.e.,
penetration grade asphalt with 60/70). The findings showed improved properties
such as Marshall and retained stability to indirect tensile strength as well as
rutting with polymeric modified bituminous concrete. As stated by Imtiyaz [18],
the modified mixes are resistant to permanent deformation in elevated temperatures.

The results showed an increase in the softening point value with increasing
polyethylene content. This is explained by the higher softening temperature asso-
ciated with polyethylene. Of note, higher softening points are preferred in warm
climates since they are associated with lower temperature susceptibility. These
findings are in agreement with a previous study by Justo and Veeraraghavan (2002)
that the softening point of asphalt mix increases with an increase in the plastic
content up to a weight of 8.0%. Waste plastics are thermoplastic polymers and
they are non-biodegradable. These thermoplastic polymers have no significant use
when disposed at dumping sites rather than being recycled into different plastic
products, which are still pollutants to the environment. As stated by Vasudevan and
Rajasekan [19], these polymeric materials improve the binding properties of asphalt
than conventional asphalt for pavement construction. Moreover, the use of blended
asphalt with waste plastic improves the properties of blended asphalt and addresses
challenges associated with plastic waste disposal common with many nations and
thereby improves the sanitation systems and employment creation for the collectors.

Moreover, the blend increases the softening point but reduces the penetration
value with eventual suitable ductility. This view is supported by Punith [20], who
reported the likelihood of improving the performance of modified bituminous road
pavements. This is attributable to the lack of gas evolution between 130 and 180 ıC,
yet waste plastics soften on heating at around 130 ıC in order to confer the binding
property to asphalt. This explains why it is used for binding purposes in road
construction. This study found an increase in fire and flash points of the modified
asphalt increased with increasing polythene content. This suggests low propensity
of hazardous situation since the inflammability of asphalt decreases with increasing
polymer content. Put in other words, the blended asphalt has improved resistance to
burning, implying that the road with polymer-asphalt blended surfaces is less likely
to be affected by fire hazards. Studies have shown that polymer-modified asphalt is
highly resistant to temperature and water, explaining why it is used for construction
of flexible road pavements [21].

According to Afroz et al. [22], polymer-modified asphalt exhibits better rhe-
ological properties essential for construction of highways. For instance, asphalt
ensures flexible pavement construction by binding the aggregates together through
coating their surface. This coating results in improved strength as well as life of
the road pavements. However, asphalt has poor water resistance compared with
polymeric modified asphalt which has better temperature and water resistance.
Zoorob and Suparma [23] reported that recycled plastics predominantly com-
prise of low density. Polyethylene (LDPE) plus polypropylene (PP) when used
for conventional bituminous concrete mixtures improves durability together with



98 H. Jan et al.

fatigue life. In their research, Apurva and Chavan [24] found that blended polymer-
asphalt helps to promote better asphalt binding of plastic coated aggregate as a
result of increased bonding and surface contact area between polymeric materials
and asphalt. Moreover, the polymer coatings reduce voids and therefore prevent
absorption of moisture and asphalt oxidation by entrapped air that collectively cause
reduced rutting, raveling, and pothole formation.

In another study by Sreedevi and Salini [25] to explore pavement performance of
roads surfaced with bituminous mixtures and coated aggregates, it was concluded
that using waste polymeric materials for road construction may prevent environmen-
tal pollution, increase the road service life, reduce petroleum product consumption,
and generate income to the society through job creation. Evidently, blended asphalt
with waste plastics has improved rheological properties. However, the evaluation
of the binder performance relies heavily on the proportion of polymeric material
blended asphalt. Other benefits associated with the use of polymeric materials in
pavement construction are reduction of waste plastics in the environment with
eventual significant reduction in environment pollution and improved hygiene and
sanitation systems and creation of employment for garbage collectors.

7.5 Conclusion

This study found that waste plastic materials may be effectively used to modify
asphalt for construction of flexible pavements. This may be achieved by mixing
processed waste plastic of varying proportions by weight of asphalt to ensure
substantial improvement in the Marshall stability, strength, and other related
properties of the modified bituminous concrete in order to achieve longevity and
better performance of pavement with minimal asphalt usage. The process is friendly
to the environment. However, the study recommends further studies to ascertain the
exact proportions of the mix that achieve the best modified bituminous concrete.
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Chapter 8
Evaluation of Technical Efficiency of Thermal
Power Units in Mexico: Data Envelopment
Analysis and Stochastic Frontiers

Román Rodríguez-Aguilar and Jose Antonio Marmolejo-Saucedo

8.1 Introduction

The present work develops an application of different methodologies for the
estimation of technical efficiency, for a set of thermoelectric units in Mexico. As
part of the recent reform in the Mexican electricity sector, the electricity market
has been liberalized, so that the public supplier before the reform must guarantee
competitiveness in order to participate in the electricity market. One of the key
decisions for the public supplier is to define through robust methodologies the most
efficient power plants and to reform their portfolio of generating units to compete in
the best possible conditions in the electricity market. In the context of a liberalized
market, it is necessary to take into account that it is not only important to determine
the most efficient plants in a product input logic, it is also necessary to consider
those plants that are more efficient in terms of costs and those will allow to offer
energy at competitive prices with the lowest operating cost.

The work developed compares the application of different methodologies: data
envelopment analysis (DEA) and stochastic frontiers (SF). Each methodology has
pros and cons; for that reason the comparison of the results will allow to select
the one that is the most robust possible and that adapts more to the Mexican case.
It has been documented that DEA present weaknesses in those cases in which
the information of the productive units contain outlier values, and this affects the
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efficiency levels estimated for all units. In the case of stochastic frontiers, the main
restriction is that it is necessary to assume a specific production or cost function
form.

Information for the electricity sector of Mexico of the period 2009–2013 was
used only for thermoelectric power plants, since they represent the 86% of the
electric power generation in Mexico. It is therefore of great importance to identify
which plants are more efficient in generation and costs. It was considered a universe
of 22 power plants which are still in operation in Mexico. The results of the
estimated models show that the thermal generation in Mexico is very costly due
to the inefficiency of the plants, for this reason a set of plants that are in a range of
acceptable minimum efficiency.

The work is structured as follows: The first section describes the operation of
the Mexican electricity sector before the energy reform and subsequently outlines
the new framework of operation generated by the liberalization and creation of
the wholesale electricity market, as well as the main instruments through which
the market will operate. In the second section, the methodological framework is
developed briefly analyzing the two methodologies to be compared. The third
section presents the results of the analysis performed for the two methodologies.
The final section presents the conclusions of the study.

8.2 Power Generation in the Mexican Electricity System

The Mexican electricity sector operated with a parastatal company as sole supplier,
the Federal Electricity Commission (FEC). In addition, other generators participated
in the sector through self-generation schemes, independent producers, cogeneration,
small producers, export units, and continuous own uses (Table 8.1).

As can be seen in Table 8.1, the CFE and Independent Energy Producers
(IEP) accounted for 86% of the national gross generation. The objective of the
liberalization of the electricity sector is to open the market to private investment by
generating lower energy prices, as well as the diversification of the energy matrix
allowing the promotion of clean energy.

Table 8.1 Gross generation
by type of generator (2014)

Generator GWh %

Small producers 212 0.0
Own uses 1002 0.0
Exports 7050 2.0
Cogeneration 15,258 5.0
Self-generation 19,154 6.0
Independent power producers 87,589 29.0
CFE 172,541 57.0
Total gross generation 302,806 100

Source: Ministry of Energy
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Fig. 8.1 Gross generation by type of technology (2014) (Source: Ministry of Energy)

Table 8.2 Gross generation
by primary fuel source (2014)

Primary fuel source GWh (CFE C PIE) %

Gas 143,172 55.1
Fuel oil 26,199 10.1
Diesel 1429 0.5
Carbon 33,437 12.9
Hydroelectric 38,145 14.7
Nucleoelectric 9677 3.7
Geothermal power 6000 2.3
Wind 1897 0.7
Photovoltaic 12.7 0.0
Total 259,968 100

By 2014, the total net electricity generation in the Mexican electricity sector was
302, 806 GWh; the energy matrix is concentrated in technologies based on the use
of fossil fuels, such as the combined cycle and generation by internal combustion
(Fig. 8.1).

Of the total CFE and IEP generation, 65.7% use as primary fuel fossil fuels, 13%
coal, and 15% hydro, and the rest is distributed between clean energy sources such
as geothermal, nuclear, wind, and photovoltaic (Table 8.2).
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The use of fossil fuels for power generation has been severely questioned due to
the production of carbon dioxide (CO2) which contributes to the accumulation of
greenhouse gases (GHGs) emitted into the atmosphere.

Therefore, there are two prospective scenarios of capacity expansion for the
period 2013–2027. The first is the planned expansion of the public power generation
companies with a share of 31.9% with the use of clean technologies in 2027.
An 18.4% is of hydro capacity, 4.1% wind power, nuclear 1.8%, and 2.4%
remaining with geothermal, solar, and biogas capacity. In the alternative scenario,
the expansion program is aligned to the goals set in local laws, seeking to increase
its generation with non-fossil sources to a 35% in 2027 [1].

This means that, although fossil fuel generation will be reduced, its use will be
located in the worst case in 65% in 2027 [2]. Therefore, the total elimination of
fossil fuels for power generation is nearly impossible, because it still represents one
of the economic lower cost options in Mexico. Figures 8.1, 8.2, and 8.3 show the
behavior of thermal power generation, fuel oil consumption, and useful existence
(stock of fuel oil) from 2009 to 2013.
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Fig. 8.2 Power generation per year with fuel oil (Source: Salazar, M.S. 2015)
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Fig. 8.3 Fuel oil consumption per year (Source: Salazar, M.S. 2015)
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Fig. 8.4 Useful existence (stock) per year (Source: Salazar, M.S. 2015)

The generation of electric energy based on fuel oil represents the most expensive
form of electric power generation.

As expected, the consumption of fuel oil has a similar behavior to generation,
due to the context of a non-liberalized sector, which was the case of Mexico until
2016. Where the main objective of the parastatal company providing the electric
service was to maintain the supply at all times and avoid load cuts at any cost, this
is not compatible with a liberalized market; therefore, it is of utmost importance
to determine a portfolio of thermal power plants that maximize generation at the
lowest cost.

One of the major problems of having a generator focused on ensuring the supply
is that it must necessarily maintain levels of fuel inventory large enough to guarantee
generation and avoid load cuts. However, this decision involves assuming the cost
of maintaining an inventory of these characteristics (Fig. 8.4).

Figure 8.5 shows that the behavior of the fuel oil consumption of power plants
over time is directly related to the behavior of generation; i.e., power generation is
a function of the consumption. Both behaviors follow the same trend; however they
do not match on the same points throughout the timeline; i.e. there is a difference
between consumption and generation. Since in some years, the points almost
coincide and graphical difference is very low, but in other years, this differential
increases and the points are away. It could be concluded that when the points of
consumption and generation are far apart, we have a period of technical inefficiency.

In 2013 the production of generation per unit volume (m3) increased, the lowest
difference it can be seen. A total of 4.9 MWh/m3 was generated in 2013; while in
2010 was of 4.3 MWh/m3. Ideally, the points must coincide throughout the timeline,
i.e., 100% of technical efficiency.

Regarding the level of fuel oil inventory (useful existence), we can mention that it
is a policy relating to reducing the risk of not meeting the demand of electricity. The
public power generation company must ensure at all times that the fuel oil supply to
the thermal plants is guaranteed for any contingency.
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Fig. 8.5 Fuel oil consumption vs. power generation (Source: Salazar, M.S. 2015)

Fig. 8.6 Technology-level cost (dollars per net MW) (Source: Ministry of Energy)

In terms of generation costs, the level cost represents the estimated cost for the
entire life of the power unit, which is why it is an efficient mechanism for evaluating
generation projects. Figure 8.6 shows the level cost of the different technologies
that make up the energy matrix for Mexico, as mentioned the generators with turbo
gas technology with diesel and gas, and those of internal combustion are the most
expensive plants, with a maximum of up to $ 315.7 per MW in the case of diesel.
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8.2.1 The Wholesale Electricity Market

As a result of the energy reform implemented in Mexico, the wholesale electricity
market (WEM) was created, a market based on variable costs. The purpose of the
WEM is to efficiently cost and ensure the supply of electricity in the country. It is a
newly created market whose operation began in February 2016. At present there is
a small group of private suppliers that have joined the WEM, but it is expected that
as the market matures, market concentration will decrease, allowing the reduction
of generation costs.

As a prudent measure to guarantee supply, a legacy contract scheme was
created through which generation contracts are assigned to a group of power plants
belonging to CFE in such a way as to guarantee a minimum margin of supply
according to the expected demand. It is expected that as more suppliers enter to the
WEM, the market share of the parastatal company will decrease and only operate
with a portfolio of plants that are efficient and economically competitive. Due to the
above, it is of great relevance for CFE to know the level of efficiency of its plants to
be able to form a portfolio of highly competitive plants and to be able to participate
in equal conditions in the WEM.

The WEM is formed by a set of market instruments that facilitate the transition to
a liberalized market; among the main instruments that contribute to the development
of the MEM, we can mention [3] power market: The power market seeks to
guarantee the generation of energy in the long term, by generating incentives for
the establishment of generation plants in areas where there is greater demand.
Depending on the technology of the plant, the generators can offer power, just
as the consumers of electric energy are obliged to acquire power in proportion to
their consumption. It is an ex post market, so the plaintiffs and bidders will have
total certainty when carrying out their operations. The purpose of this market is to
establish price signals in congruence with the conditions of shortage or surplus of
generation capacity in the National Electrical System.

Clean energy certificates market: The market for clean energy certificates
(wind, solar, geothermal, oceanic, bioenergy, hydroelectric, nucleoelectric, efficient
cogeneration, among others) allows to encourage the generation of clean energy,
through an economic incentive to make these technologies competitive in their
participation in the WEM. The Energy Regulatory Commission will be in charge
of determining the number of certificates that corresponds to the generating plants
through clean technologies and that they will be able to commercialize in the market.
For their part, both consumers and suppliers in the market will have the obligation
to acquire such certificates to ensure the reduction of contaminants.

Financial Transmission Rights Market: The Financial Transmission Rights
(FTR) grant the owner the right to charge or the obligation to pay the difference
of the marginal congestion components of the local marginal prices of the Market
of the Day in Advance, between a destination node and a source node. The FTR
market seeks to offer coverage to market participants of price volatility generated
by the congestion of transmission lines. Since in the case of Mexico, due to the
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disposition of its territory, there are networks of transmission and distribution
hitherto insufficient to bring energy to each area of the country, so that seasonal
congestion is generated in the transmission lines, and this generates the price of
energy increase.

The mechanism by which these markets will operate will be through auctions
carried out by the market operator, the National Energy Control Center (CENACE),
which will determine the price and quantities to be marketed in each market, as well
as the optimal allocations for the generation in the Mexican electricity sector.

Medium- and long-term auctions: Auctions are a mechanism that gives trans-
parency and certainty to the market. Auctions will be held in two planning horizons,
in the medium and long term, allowing basic service providers and other responsible
entities to conclude coverage contracts with generators and marketers. In the case of
long-term auctions, placement adjustment mechanisms will be considered, giving
greater certainty on congestion costs and rewarding or penalizing the generator
according to the location, which will generate incentives to locate the new plants
where they are most needed.

The WEM started operations in February 2016; in the first year of operation,
energy prices recorded in the market show some volatility. The local marginal prices
(LMP) that are the prices that reflect the cost of the energy in the delivery node
reflect the variable cost of energy generation, plus the cost per congestion and the
cost of the losses. The main reasons for the high volatility of LMPs at the onset
of WEM may be due to climatic aspects, fuel availability, congestion, and network
failures. The evolution of the LMP is shown in Fig. 8.7.

Fig. 8.7 Evolution of LMP in Mexico (MX pesos per MWh) (Source: Ministry of Energy)
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8.3 Technical Efficiency

The efficiency analysis is based on microeconomic analysis, through maximizing
a given production function using a set of inputs and technology. There are two
approaches to the optimization of a production function through the maximization
of production and cost minimization given a certain level of production.

The efficiency analysis is based on the concepts of partial and total factor
productivity. In the case of partial productivity, the output per input used is
calculated. In total productivity, index of products and an input index are constructed
to evaluate the total productivity factor. In [4], two conceptual approaches of
economic efficiency were proposed:

• Technical efficiency: The ability of a production unit to obtain the highest level
of product, a given level of inputs and technology

• Allocative efficiency: The ability of a production unit to use the inputs in optimal
proportions, given a price level and technological level

The usefulness of technical efficiency lies in generating information to improve
management capacity of the production units, knowing the information of input use
and generation of production over to define optimal strategies for improvement.
There are several methods of estimating technical efficiency, parametric, nonpara-
metric, deterministic, and stochastic:

• Parametric: Assume a functional form of the production function.
• Nonparametric: Do not assume any functional form of the production function.
• Deterministic: Part of the approach that all distances between the borders of

production and production value are observed for a productive unit corresponds
to technical inefficiency.

• Stochastic: Production which presents a stochastic component that attaches the
technical inefficiency as a part of the error generated by the production unit is
away from the production frontier; a component of error is random and one
attributable to technical inefficiency.

Techniques for estimating technical efficiency according to the adopted approach
can be classified among the primal and dual approaches; in the case of primal
approach, technical efficiency is estimated based on maximizing production or
minimizing function costs. In the case of dual approach, technical efficiency for both
functions is estimated [5–7]. Models can also be categorized in terms of temporality,
in models of cross section or panel data.

Generally, the nonparametric models used are estimates based on data envelop-
ment analysis (DEA) and methodologies based on mathematical programming. One
advantage of using DEA is that a specific functional structure of the production
function is not required. The main disadvantage is that it is a deterministic model
that can be affected by the number of inputs used and the presence of outliers [8, 9].
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8.3.1 Data Envelopment Analysis

The data envelopment analysis is a well-known technique for conducting technical
efficiency studies. The first approach was developed in 1978 by [10]. Mainly, this
method follows the basic concepts developed in the work of [4]. Over the years,
several modifications and contributions have been made by many other authors.
These proposals generated more stylized version of this technique.

The data envelopment analysis is a nonparametric method of measuring effi-
ciency based on obtaining an efficiency frontier from the set of observations that are
considered without the estimation of any production function. The objective is to
optimize the efficiency measure of each unit analyzed to create an efficient frontier
based on the Pareto criterion [10].

First, the frontier of empirical production is constructed and then the efficiency
of each production unit. Additionally it is not a parametric method, nor is it
statistic, since it does not assume that the unobserved efficiency follows any kind
of probabilistic distribution.

Among the advantages of using the DEA are: (a) it applies to sectors that employ
n-inputs in their process and generate n-outputs and (b) does not require prior
knowledge of the production function. Some disadvantages of the DEA technique
are: (a) It requires homogeneity of the productive units. (b) Influence on the results
in the presence of outlier data. (c) The difference between the efficient frontier and
each productive unit is only attributed to inefficiency.

In recent years, authors such as [11] showed that most representative efficient
points can be found using a direct approach and may differ from those obtained by
multistage DEA. Assuming the economic production activities, convexity, strong
disposability, and constant returns to scale (CRS), we can develop the linear program
as a type of piecewise linear frontier. Input-oriented CRS efficiency is defined in Eq.
(8.1) by applying the piecewise linear frontier to the input requirement set [12].

maxv;uz D uyj (8.1)

Subject to

vxj D 1

� vX C uY � 0

v � 0

u � 0

uj being free in sign
DMUj; j D 1, : : : , n are a set of observed decision-making units
(DMU)
xj is input vector
yj is output vector
u is the row vector
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v are the output and input multipliers
X, Y are the input and output matrices
The goal of the input-oriented DEA model is to minimize the virtual input,

relative to a given virtual output, subject to the constraint that no DMU can operate
beyond the production possibility set and the constraint to nonnegative weights. The
dual form of DEA is expressed according to Eq. (8.2).

min ��;� (8.2)

Subject to

�xj � X� � 0

Y� � yj

� � 0, where � is a semi positive vector in Rk and � is a real variable. The problem
can be expressed as Eqs. (8.3) and (8.4).

min �™ (8.3)

min�;sC;s�† � sC � s� (8.4)

Subject to

�xj � X� � s� D 0

Y� C sC D yj

� � 0

�, sC, s� are semi positive vectors in Rk and � is a real variable.
The single-stage DEA model solves (3), and two-stage DEA model solves (3)

followed by (4), consecutively. In this model, constant returns to scale is assumed.

8.3.2 Stochastic Frontier

In 1977, simultaneously [13, 14] proposed a stochastic frontier. The initial specifi-
cation was a cross-sectional model with an error term composed of two factors one
that measures the random effect and another that measures the technical inefficiency.
In [15–18], developments of stochastic frontier models in various applications are
presented. In [19], a model for the inefficiency effects of the stochastic frontier
production function was proposed. This model is applied in the analysis of data
on electricity generation during different time periods.
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The most important in terms of the methodology of estimation of stochastic
frontiers is that treatment of error term does not assume that all error is attributable
to a random factor, but a segment of this is attributable to technical inefficiency.
Figure 8.5 shows the comparison between deterministic and stochastic methods to
estimate technical inefficiency for a production function.

A number of empirical studies have estimated stochastic frontiers and predicted
firm-level efficiencies using these estimated functions and then regressed the
predicted efficiencies upon firm-specific variables in an attempt to identify some
of the reasons for differences in predicted efficiencies between firms in an industry.

This has long been recognized as a useful exercise; both the two-stage estimation
procedures have also been long recognized as one, which is inconsistent in its
assumptions regarding the independence of the inefficiency effects in the two esti-
mation stages. The two-stage estimation procedure is unlikely to provide estimates,
which are as efficient as those that could be obtained using a single-stage estimation
procedure.

This issue was addressed in [19, 20] where stochastic frontier model was
proposed in which the inefficiency effects are expressed as an explicit function of a
vector of firm-specific variables and a random error. In [21, 22], it was proposed a
model, which is equivalent to the specification founded in [20]. In this work the
allocative efficiency is imposed, the first-order profit-maximizing conditions are
removed, and panel data is permitted. The model specification may be expressed
as

Yit D xitˇ C .Vit � Uit/ ; i D 1; : : : ; N y t D 1; : : : ; T (8.5)

where
Yit is a logarithm of the production of the i-th firm in the t-th time period
xit is a kx1 vector of transformation of the input quantities for the i-th firm in the

t-th time period
ˇ is a vector of unknown parameters
Vit is a random variable which is assumed to be iid�N(0, 	V2) Uit is a

nonnegative random variable which is assumed to account for technical inefficiency
in production and is assumed to be independently distributed as truncations at zero
of the N(mit, 	U2)

mit D zitı

zit is a (px1) vector of variables which is influenced by the efficiency of a firm
ı is a (1xp) vector of parameters to be estimated.

Efficiency Predictions
The measures of technical efficiency relative to the production frontier are defined
as

EFFi D E
�
Yi

�jUi; Xi
�

=E
�
Yi

�jUi D 0; Xi
�

(8.6)
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where Yi
� is the production of the i-th firm, which will be equal to Yi

when the dependent variable is in original units and will be equal to exp (Yi)
when the independent variable is in logarithms. In the case of a production frontier,
EEFi will take a value between zero and one, while it will take a value between one
and infinity in the cost function case.

8.4 Efficiency of Thermal Power Units in Mexico

The study includes data for a group of 22 thermoelectric units, annual average gross
electricity generation, level of consumption, and useful existence of fuel oil are
analyzed. A balanced panel data for 22 thermoelectric units was built for the period
2009–2013. The useful existence and consumption of fuel oil are expressed as an
annual average in cubic meters and annual average gross generation of electrical
energy in MWh.

The objective of measuring technical efficiency in the production of electrical
energy is to assess whether levels of consumption and useful existence correspond
with the level of production of each thermoelectric, assuming a technology given.

8.4.1 Data Envelopment Analysis

The results generated by the DEA show great variation among the estimated
efficiency indexes; the lowest efficiency power plant is Lerdo with a value of 0.29,
and the most efficient plants are Tula Vapor, Rio Bravo, and Baja California Sur I,
with values of 1 in efficiency.

It is worth mentioning one of the main criticisms of the nonparametric models
estimated by DEA, since in this case, a set of three units with very low values of
efficiency is observed in contrast to three units with unit values. This is attributed
to the values observed in the inputs and outputs for these plants, so the production
boundary is influenced by outlier values.

On the other hand, one of the advantages of using DEA is that it allows working
with sets of inputs and sets of outputs. The results show very low values of efficiency
for most plants since only five plants had efficiency indexes above 0.8 (Fig. 8.8).

An additional analysis that is usually performed using DEA is to identify possible
influence variables that represent the causes of variability of technical efficiency. In
this case, power plants only have information about whether the total maintenance
programmed during the year was carried out at each plant. In order to compare
this variable with the estimated technical efficiency level, a dummy variable was
constructed. This variable takes the value of 1 if all maintenance programmed during
the year was performed and a value of 0 if at least one of them was not performed.
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Fig. 8.8 Technical efficiency: DEA (2013) (Source: The authors)

Table 8.3 Tobit regression analysis

Theta Coef. Std. Err. t P > t

Maintenance 0.043081 0.1062439 0.41 0.689
_cons 0.5871584 0.0712578 8.24 0.000
/sigma 0.2453271 0.0416399
Log likelihood �4.043081
Pseudo R2 0.0197
Left censored
Observations 0
Uncensored observations
Right censored 10
Observations at theta �1 3

Source: Data estimated in STATA

The estimated Tobit regression considers as an independent variable the esti-
mated technical efficiency and as an independent variable the dummy variable
constructed with the information about maintenance. The results of the Tobit
regression show that the dummy variable considered is not statistically significant
at 95% confidence (Table 8.3).

These results will be discussed later; one of the main reasons attributed to the
low technical efficiency is the lack of maintenance of the power units. But it should
be remembered that the results generated by the DEA show that there is very low
efficiency and probably the built frontier is influenced by outlier values of the inputs
and outputs. This is because although the technology of the comparative plants is
similar, the operation and administration of the power units are heterogeneous.
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8.4.2 Stochastic Frontier Model

The goal is evaluating the interaction between the inputs to generate electric power
and congruence of results. Two specifications of production function, Transloga-
rithmic and Cobb-Douglas, were tested. Cobb-Douglas production function was
chosen because it generates the better estimates, so all variables are expressed in
logarithmic.

The advantage of having a series of panel data is that it allows evaluating
the technical efficiency of thermoelectric units over time to capture the dynamic
performance of each production unit. The functional form of the model is presented
in Eq. (8.7).

log .MWhit/ D ˇ0 C log .cons:it/ ˇ1 C log .Stockit/ ˇ2 C .Vit � Uit/

i D 1; : : : ; 21 and t D 2009; : : : ; 2013
(8.7)

It was estimated a fixed-effects model by the maximum likelihood method,
considering fuel oil consumption and useful existence as independent variables.
Power generation is the dependent variable, and it was considered technical
efficiency as variable over the time. The results obtained for the proposed model
are presented in Table 8.4.

The model results show that general model and the inputs considered are statis-
tically significant. The values of the estimated parameters of inputs considered are
consistent with expectations, i.e., both inputs positively involved in the generation
of electricity.

The first test (Mu) states that the average truncated normal is zero. It can be
seen that the 5% significance level of the null hypothesis is not rejected. The null
hypothesis of the second test is that inefficiency is time invariant (Eta). Since the
values of the null hypothesis are located in the limit to 95% significance, the
hypothesis that inefficiency is time invariant is rejected to 90% significance and
shall be deemed inefficiency dynamic over time.

Table 8.4 Results of
stochastic frontier model

Variable Coefficient Standard error P-value

Consumption 0.4304761 0.0476022 0.0000
Stock 0.479270 0.0800474 0.0000
Constant 1.414125 0.3824081 0.0000
Mu 0.2714063 0.2098633 0.1960
Eta �0.1630130 0.0318923 0.0609
Log likelihood 56.822957
Prob. > Chi2 0.000000

Source: Data estimated in STATA
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Fig. 8.9 Technical efficiency: Stochastic frontier (2013) (Source: The authors)

Based on the model parameters estimated, the level of efficiency according to
Eq. (8.3) was calculated. The level of technical efficiency estimated is between
0 and 1, where 1 means that the production unit is efficient and values below 1
indicate that the unit is inefficient. When the distance from 1 is greater, it means the
unit presents greater inefficiency.

Figure 8.9 shows the estimation of efficiency for 2013 of all thermoelectric units
considered in the analysis. It is noted that Rio Bravo, Tula Steam, and Manzanillo
are the most efficient thermoelectric units. By contrast, the worst performing
thermoelectric units are Lerma, Lerdo, and Valladolid Vapor.

Of the 22 thermoelectric units analyzed, only 4 have an efficiency of 90%, 10
have an efficiency of 80%, and 7 show efficiency level below 70%. It is noteworthy
that only four thermoelectric show efficiency levels around 90%; this implies that
strictly speaking 81% of the thermoelectric units present an inefficient operation.

An efficiency rating was calculated based on estimates of efficiency technical
for each thermoelectric in the period of analysis, using 2009 as base year. The index
shows the evolution of efficiency for each thermoelectric in time, values greater than
100 indicate that the efficiency has been improved, and values below 100 indicate
that the efficiency is worse.

Figure 8.10 shows the evolution of efficiency index of each unit analyzed for
2013. It is noted that in general all units have decreased the level of efficiency from
2009. Especially for the three thermoelectric units with worst performers, their level
of inefficiency has fallen on average 3% in the period of analysis.

The results show that 81% of the thermoelectric units are inefficient, considering
threshold efficiency values of at least 90% and observing the evolution of efficiency
in time; all thermoelectric have decreased levels of efficiency.
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Fig. 8.10 Technical efficiency index (2013) (Source: The authors)

The estimated level of efficiency is an indicator to analyze in more detail the
operation of thermoelectric units with lower levels of efficiency, and it is useful to
evaluate overall performance of the electric power sector. These results show the
need to assess in more detail the operation of 81% of the thermoelectric plants in
Mexico.

8.4.3 Comparison of Methodologies: DEA and Stochastic
Frontier

The results of both methodologies converge in most of the power units but as
expected for the case of the DEA are influenced by outlier values in the inputs
and outputs, which generate that one set of plants has very low efficiency and
another smaller set with high efficiency. When comparing these results with those
generated by the stochastic boundary model, we can observe that in the case of
the stochastic boundary model, less dispersed efficiency values were generated.
However, it should be emphasized that the efficiency ranking generated by both
methodologies is consistent (Fig. 8.11).

The atypical case that stands out is Baja California I, since this DEA plant
appears in the first rankings, which is not consistent when observing the results
generated by the stochastic frontier where the central is located in the last places.
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Fig. 8.11 Technical efficiency: DEA vs. stochastic frontier (2013) (Source: The authors)

Due to the above, it is necessary to know well the information that is counted and
to evaluate different methodologies to validate the congruence of the results. Due to
the nature of the data and the goodness of being able to generate an efficiency index
over time, stochastic boundaries seem to be the best option in the present study.

Due to the heterogeneous nature of the data, it does not allow the efficient
application of the DEA. For this particular case, the stochastic frontier is the most
efficient methodology because it allows to avoid the influence of outlier values.
In the same way the heterogeneity of the information allows to classify the power
units in better way. Working with data panel allows to follow up the evolution of the
efficiency of each plant over the time.

8.5 Cause Analysis of Inefficiency

There are several factors that affect the productivity of the systems, for example,
technical efficiency, which can be incorporated in the stochastic frontier.

The reason why technical efficiency showed a downward trend in all thermoelec-
tric plants could be for the wear and tear of the generating units. Since in many
cases the right kind of maintenance determined by the number of operation hours
(inspection, minor, intermediate, and major) is not given. This situation is mainly
due to limited budget or other politic factors, as we can see in  Table 8.5.

The diagnosis of the operation of an energy system is to discover and interpret
the signs of malfunction of equipment that compose and quantify their effects in
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Table 8.5 Type of
maintenance that should be
given to a steam turbine

Maintenance type Period (OH)

Inspection 4,000
Lower 8,000
Intermediate 16,000
Major 32,000

Source: Own estimations

Fig. 8.12 Total cost of maintenance vs. energy production (Source: Salazar, M.S. 2015)

terms of additional consumption of resources, i.e., where, how, and how much the
overall consumption of resources can be saved, holding constant the quantity and
product specifications of the system.

For thermoelectric plants, a malfunction of certain equipment such as boilers
will have a major economic impact, including small deviations in their performance
originated for its design. A good diagnosis of the operation must be preceded by a
conceptual development that explains the origin of the increase.

In Figs. 8.12 and 8.13, we see an example of the relationship between the
total cost of maintaining per year and the relationship between the variable
annual maintenance cost (CVM) and the operation time (HO), respectively. Thus,
considering the age of most power plants, the maintenance represents a considerable
budget, which often cannot be covered in a timely manner, minimizing technical
efficiency.

8.6 Conclusions

The Mexican electricity sector went through an important reform in recent years; the
liberalization of the electricity market allowed the private participation in the gen-
eration of electric energy. However, the transition will not be an immediate process,
and that is why CFE should guarantee its participation in the wholesale electricity
market through the build of a portfolio of efficient and competitive power units.
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Fig. 8.13 Variable annual maintenance cost vs. hours of operation (Source: Salazar, M.S. 2015)

The study of technical efficiency for a set of thermoelectric power units allows
to provide technical evidence for decision-making. In this case, two generally
accepted methods, DEA and Stochastic Frontier, were used to test the results.
Each has pros and cons, and it is of utmost importance to consider the nature of
the information available and the problem to be addressed in order to decide the
appropriate methodology to be applied.

The results generated by the DEA were influenced by the presence of outlier
values of the inputs and outputs, which generated that a set of power plants presented
very low efficiency and a smaller set of high efficiency. Additionally, the estimation
of a Tobit model allowed evaluating the effect of the maintenance of the power
plants on the efficiency, which apparently was not significant.

In contrast, available information shows that if there is a relationship between
maintenance costs and above all the type of maintenance performed at each plant,
this should be done with caution until more information is available.

The stochastic frontier of production function that is shown in this work permits
an efficiency study of different thermal power units. Additionally, the analysis
of panel data allows to evaluate the variation in time of technical inefficiency of
electrical production.

In general, 81% of the thermoelectric have technical inefficiency in its operation;
one reason for this could be that technical inefficiency effects are significantly
related to the maintenance levels.

The evaluation of technical efficiency is a useful indicator for monitoring the
operation of thermoelectric units and evaluates their performance, in order to
identify which units require particular attention to achieve maximum performance
in its operation. Therefore, it is important to conduct a proper diagnosis with
(conventional, energy simulation, and thermoeconomic) existing methods for the
proper functioning of the energy system.



8 Evaluation of Technical Efficiency of Thermal Power Units in Mexico 121

The results generated in the study show that the efficiency estimates generated
by stochastic frontiers are more robust and consistent, besides allowing to follow
the evolution of the efficiency over time. Despite the effect of the outlier values on
the efficiency estimated by DEA, in general for most plants, their efficiency ranking
was congruent with that generated by the stochastic frontier. The results generated
are a first indication that all plants should be evaluated more thoroughly to decide if
they should be part of the portfolio of plants with which CFE will participate in the
wholesale electricity market.

As future research, the effect of considering constant returns to scale and
a specific production function should be evaluated in relation to using other
nonparametric techniques to mitigate the effect of outlier values of inputs and
outputs, such as partial frontiers (order-m and order-alpha).
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