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Preface

The 14th edition of ESWC took place in Portorož, Slovenia, from May 28 to June 1,
2017. The program included three keynotes by Lora Aroyo (Vrije Universiteit
Amsterdam, The Netherlands, and Columbia University, New York, USA), Kevin
Crosbie (RavenPack), and John Sheridan (The National Archives). The main scientific
program of the conference comprised 51 papers, which have been published by
Springer as LNCS volumes 10249 and 10250: 40 research and 11 in-use and appli-
cation papers, selected out of 183 reviewed submissions, corresponding to an accep-
tance rate of 25% for the research papers submitted and 52% for the in-use papers. This
program was completed by a demonstration and poster session, in which researchers
had the chance to present their latest results and advances in the form of live demos. In
addition, the conference program included 12 workshops, six tutorials, a challenge
track with five challenges (revised selected papers published by Springer as an
upcoming CCIS volume), an EU project networking session, and a PhD symposium.
The PhD symposium program included ten contributions, selected out of 14
submissions.

This volume includes the accepted contributions to the demonstration and poster
track: eight poster and 24 demonstration papers, selected out of 51 submissions (20
posters and 31 demos), which corresponds to an overall acceptance rate of 63%. Each
submission was reviewed by at least four, and on average five, Program Committee
members. During the poster session the students from the PhD symposium were invited
to display a poster about their work. This resulted in ten additional posters being
presented during the session.

Additionally, this book includes a selection of the best papers from the workshops
co-located with the conference, which are distinguished meeting points for discussing
ongoing work and the latest ideas in the context of the Semantic Web. The ESWC 2017
Workshops Program Committee carefully selected 12 workshops focusing on specific
research issues related to the Semantic Web, organized by internationally renowned
experts in their respective fields:

– Querying the Web of Data (QuWeDa 2017), published by CEUR-WS.org as a part
of volume 1870

– Managing the Evolution and Preservation of the Data Web (MEPDaW 2017),
published by CEUR-WS.org as a part of volume 1824

– Workshop on Semantic Web Solutions for Large-Scale Biomedical Data Analytics
(SeWeBMeDA)

– Scientometrics Workshop
– Second RDF Stream Processing Workshop (RSP 2017), published by CEUR-WS.

org as a part of volume+1870
– Third International Workshop on Emotions, Modality, Sentiment Analysis and the

Semantic Web (EMSASW 2017), published by CEUR-WS.org as a part of volume
1874

http://ceur-ws.org/
http://ceur-ws.org/
http://ceur-ws.org/
http://ceur-ws.org/
http://ceur-ws.org/


– First International Workshop on Applications of Semantic Web Technologies in
Robotics (ANSWER 2017)

– Second International Workshop on Linked Data and Distributed Ledgers (LD-DL
2017)

– Enabling Decentralized Scholarly Communication
– Third International Workshop on Semantic Web for Scientific Heritage (SW4SH

2017)
– 4th Workshop on Linked Data Quality (LDQ 2017)
– Workshop on Semantic Deep Learning (SemDeep)

From the overall set of 54 papers that were accepted for these workshops, a selection
of the best papers has been included in this volume. Each workshop’s Organizing
Committee evaluated the papers accepted in their workshop to propose those to be
included in this volume. The authors of the selected papers improved their original
submissions, taking into account the comments and feedback obtained during the
workshop and the conference. As a result, 12 papers were selected for this volume.

Finally, this volume also includes the revised and improved version of one of the
best papers of the First Workshop on Humanities in the Semantic Web at ESWC 2016
(WHiSE 2016, initial papers published by CEUR-WS.org as volume 1608). This paper
should have been included in LNCS volume 9989 (“The Semantic Web. ESWC 2016
Satellite Events”) but was omitted by mistake.

As general chair, poster and demo chairs, and workshop chairs, we would like to
thank everybody who was involved in the organization of ESWC 2017. Special thanks
go to the Poster and Demo Program Committee and to all the workshop organizers and
their respective Program Committees who contributed to making the ESWC 2017
workshops a real success. We would also like to thank the Organizing Committee and
especially the local organizers and the program chairs for supporting the day-to-day
operation and execution of the workshops.

A special thanks also to our proceedings chair, Olaf Hartig, who did an excellent job
in preparing this volume with the kind support of Springer.

Last but not least, thanks to all our sponsors listed herein, for their trust in ESWC.

August 2017 Eva Blomqvist
Katja Hose

Heiko Paulheim
Agnieszka Ławrynowicz

Fabio Ciravegna
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Abstract. This work addresses the problem of underwater archaeological
surveys from the point of view of knowledge. We propose an approach based on
underwater photogrammetry guided by a representation of knowledge used, as
structured by ontologies. Survey data feed into to ontologies and photogrammetry
in order to produce graphical results. This paper focuses on the use of ontologies
during the exploitation of 3D results. JAVA software dedicated to photogram‐
metry and archaeological survey has been mapped onto an OWL formalism. The
use of procedural attachment in a dual representation (JAVA - OWL) of the
involved concepts allows us to access computational facilities directly from
OWL. As SWRL The use of rules illustrates very well such ‘double formalism’
as well as the use of computational capabilities of ‘rules logical expression’. We
present an application that is able to read the ontology populated with a photo‐
grammetric survey data. Once the ontology is read, it is possible to produce a 3D
representation of the individuals and observing graphically the results of logical
spatial queries on the ontology. This work is done on a very important underwater
archaeological site in Malta named Xlendi, probably the most ancient shipwreck
of the central Mediterranean Sea.

Keywords: Underwater archaeology · Photogrammetry · Ontology · JAVA

1 Introduction

Recent developments in computer vision and photogrammetry, make the latter technique
a near-ideal tool, or at the very least an essential one, for archaeological survey. In
underwater context, it is undeniably a must as there is no efficient alternative.

The main idea of this project is based on the fact that the survey, whether it takes
place in the scope of underwater archaeology, relies on a complex well-established
corpus, even though it evolves over time. A formalisation of the archaeological knowl‐
edge involved, is used to guide the survey.

© Springer International Publishing AG 2017
E. Blomqvist et al. (Eds.): ESWC 2017 Satellite Events, LNCS 10577, pp. 3–6, 2017.
https://doi.org/10.1007/978-3-319-70407-4_1



The photogrammetry survey carried out is based on an original approach of under‐
water photogrammetry that was deployed with the help of a specific instrumental infra‐
structure provided by COMEX, a partner in the GROPLAN1 project [1]. This photo‐
grammetry process, as well as the body of surveyed objects, were formalized in an
ontology expressed in OWL2. Our approach is based on procedural attachment; the
ontology being seen as a dual of the JAVA class structure that manages the photogram‐
metric survey and the measurement of artefacts. This allows the establishment of a
reasoning for the ontologies as well as intensive calculations using JAVA programming
language with the same interface. Furthermore, the ontology used to describe the
archaeological artefacts from a measurement point of view is aligned with CIDOC-CRM
ontology used for museo-graphical objects [2, 3].

The focus of this experimental project is the Xlendi shipwreck, named after the
place where it was found off the Gozo coast in Malta. The shipwreck was located by
during an offshore survey in 2008. The shipwreck is located near a coastline known for
its limestone cliffs that plunge into the sea and whose foundation rests on a continental
shelf at an average depth of 100 m below sea level. The shipwreck itself is therefore
exceptional; first due to its configuration as well as its state of preservation which is
particularly well-suited for our experimental 3D modelling project. The examination of
the first layer of amphorae also reveals a mixed cargo, consisting of items from Western
Phoenicia and Tyrrhenian-style containers which are both well-matched with other
archaeological excavations from the Archaic, that is between the end of the VIII and the
first half of the VII centuries BC. The historical interest of this wreck, which has been
highlighted by our work, is the first to be performed on this site and creates real added-
value in terms of innovation. In turn, this contributes to the international reputation of
the project.

2 The Use of Ontologies

The ontology has been developed to represent the photogrammetric process used for the
survey, the process identification, measure and representation of visible archaeological
objects. The final ontology is, on the one hand, an ontology built from a JAVA program
modeling the entire photogrammetric process. On the other hand, we also present an
ontology describing the archaeological artefacts from the point of view of the photo‐
grammetric measure.

Our goal is to link the measured artefacts with all the observations used to measure
and identify them. One of the main advantages of the photogrammetric process is to
provide several 2D representations of the measured artefacts. We build this ontology
from an existing JAVA code in order to represent the concepts used in photogrammetry
and to be able to use a reasoner on ABox photogrammetric data. Initial mapping from
an Object Oriented (OO) formalism to a Description Logic (DL) is relatively easy
according to the fact that we have to map a poor semantic formalism toward a richer
one [4]. In order to do this, we need to manage both the computational aspects (often
heavy in photogrammetry) implemented in the artefacts and measurable by

1 http://www.groplan.eu.

4 P. Drap et al.

http://www.groplan.eu


photogrammetry and the ontological representation of the same photogrammetric
process and surveyed artifacts.

Our implementation is based on a double formalism, JAVA, used for computation,
photogrammetric algorithms, 3D visualization of photogrammetric data and patrimonial
objects, and OWL for the definition of ontologies describing the concepts involved in
the measurement process and the link with the measured objects.

The ontology construction in OWL - dual to the JAVA taxonomy - cannot be
produced automatically. Each concept of ontology has been constructed with concern
for the representation of fine knowledge from a specific point of view: measurement.
Indeed, the same point of view presides over the development of the JAVA taxonomy,
but software engineering constraints are superimposed on a point of view strictly linked
to knowledge of concepts.

We have abandoned an automatic mapping using JAVA annotation and JAVA beans
for a manual extraction even if this is a common way in literature [4–8]. The main
advantage of our approach is that it is possible to perform logical queries on both the
ontology and the JAVA representation. We can thus read an ontology, visualize the
artefacts in 3D present in the ontology as well as the result of SQWRL queries in the

Fig. 1. 3D visualization of the answer to a spatial query in SWRL: Amphorae(?a) ^
swrlArp:isCloseTo(?a, “IdTargetAmphora”, 6.2) ^ hasTypologyName
(?a, “Pitecusse_365”) -> sqwrl:select(?a). Means select all amphorae with
the typology Pitecusse_365 and at a maximum distance of 6.2 m from the amphorae labelled
IdTargetAmphora

Ontology-Based Photogrammetric Survey in Underwater Archaeology 5



JAVA viewer. A representation of the artefacts measured on the Xlendi wreck as well
as an answer to a SWRL query is shown in Fig. 1.

The approach we have chosen so far, using OWLAPI and the Pellet reasoner, allows
for handling SQWRL queries using an extension of SWRL Built-In2 packages. SWRL
provides a very powerful extension mechanism that allows for implementing user-
defined methods in the rules. We have built some spatial operators allowing us to express
spatial queries in SWRL, as for example the operator isCloseTo with three arguments
which allows for selecting all the amphorae present in a sphere centered on a specific
amphora and belonging to a certain typology (Fig. 1).

3 Conclusions and Future Work

Based on a procedural attachment approach we built a mechanism which allows for
evaluating and visualizing spatial queries from SWRL rules. We are currently extending
this approach in a 3D Information System dedicated to archaeological survey based on
photogrammetric survey and knowledge representation for spatial reasoning.

Acknowledgement. This work is partially done in the framework of the projects GROPLAN
(ANR-13-CORD-0014) and ASPIQ (ANR-12-BS02-0003) funded by ANR, the French agency
for scientific research.
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Abstract. While human-created knowledge bases (KBs) such as Wiki-
data provide usually high-quality data (precision), it is generally hard
to understand their completeness. In this paper we propose to assess the
relative completeness of entities in knowledge bases, based on comparing
the extent of information with other similar entities. We outline building
blocks of this approach, and present a prototypical implementation.

1 Introduction

Knowledge bases such as Wikidata, YAGO or DBpedia are becoming increas-
ingly popular as structured sources of data, and are used in a variety of tasks
such as structured search, question answering, or entity recognition, even though
they are generally highly incomplete [8]. In particular, when incomplete KBs are
combined with query languages that contain negation such as SPARQL, the
result easily yields unsound answers [6]. Understanding how complete KBs are
on different aspects is important for KB curators so they know where to focus
their efforts, and for consumers to know to which extent they can rely on a KB.

It is difficult to talk about the completeness of KBs because completeness
can be investigated on various levels and with varying semantics. While it is
relatively easy to understand when a knowledge base is complete for children
of Obama (when Malia and Sasha are there), it is not clear what completeness
of Obama himself, or of US politicians as a whole, could mean. Previous work
on knowledge base completeness has focused on the lowest level, i.e., finding
out when a subject is complete for a predicate (like Obama for child) [2,4,7],
whereas more abstract levels have not been investigated so far.

In this paper we propose investigating completeness on the level of entities,
i.e., to give statements about how complete entities such as Barack Obama or
Portoroz are. We propose to compute these statements by comparison with other,
similar entities. More specifically, for a designated entity we check its coverage
of frequent properties, computed among similar entities. We have implemented
a prototype as Recoin (Relative Completeness Indicator) in Wikidata.

c© Springer International Publishing AG 2017
E. Blomqvist et al. (Eds.): ESWC 2017 Satellite Events, LNCS 10577, pp. 7–11, 2017.
https://doi.org/10.1007/978-3-319-70407-4_2
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2 Background

While general-purpose knowledge bases already find application in a variety of
tasks, due to their ill-defined scope (for instance, unlike Wikipedia, Wikidata has
no relevance criteria other that new items should be linked to at least one existing
item) and/or ambition to capture as much knowledge as possible, they are in
general highly incomplete. In Wikidata, for instance, only 48% of politicians are
member of a party, or only 0.02% of people do have a child.

Previous work on assessing KB completeness has focused on the level of
subject-predicate pairs. [7] provides a plugin for Wikidata that allows to assert
completeness for such pairs directly on the Wikidata website. [2] has used
association rule mining for automatically determining complete pairs. [4] used
Wikipedia texts to mine the cardinalities of such pairs, using these cardinalities
in turn to assess completeness. A recent survey paper, [5], provides a compre-
hensive overview on the state-of-the-art KB refinement approaches aimed at
improving the KB completeness.

For more holistic descriptions of quality, Wikipedia has so-called status indi-
cators (like “Featured article”, “Good article”). For Wikidata, such indicators
do not yet exist, but their introduction is planned.1

3 Relative Completeness Indicators

For basic granularities, such as children of Obama, as discussed in [2,4,7],
boolean completeness annotations generally suffice. In contrast, on the entity
level, given that Wikidata contains over 2700 properties, of which 101 are used
at least 1000 times for the class human, containing further ill-defined proper-
ties such as medical condition, notable work and participant of, it is clear that
boolean statements such as “Data about Obama is complete”, or “Data about
Trump is incomplete”, are not meaningful.

To allow statements for entities, we thus propose to define a relative com-
pleteness measure. More specifically, we propose to compare the extent of infor-
mation about an entity with the extent of information that is available for other,
similar entities. For instance, in assessing the completeness of Obama, we would
compare the information available about him with that available for other politi-
cians, while when assessing the completeness of Slovenia, we would compare with
other countries.

There are three crucial components to this approach, (i) the definition of
similar entities, (ii) the way how the extent of information is compared among
similar entities, and (iii) the way how explanations are provided.

(i) For similarity, classes are a natural baseline, and class-like properties such
as occupation allow a further refinement. Semantic similarity measures [9]
could provide even better way to find similar entities.

1 https://en.wikipedia.org/wiki/Wikipedia:Wikidata#Article status indicators.

https://en.wikipedia.org/wiki/Wikipedia:Wikidata#Article_status_indicators
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(ii) Baselines for comparison could be counts of facts or properties, while better
results can be expected if the relevance or importance of properties and facts
is taken into account [1].

(iii) The way explanations are generated depends highly on the choices made
for (i) and (ii), and will in turn impact usability for knowledge base authors
and users. We may expect a tradeoff between accuracy and complexity, i.e.,
more complex choices may lead to more accurate assertions, which however
are harder to explain, thus not necessarily increasing usability.

4 Wikidata Implementation

We have implemented a relative completeness indicator called Recoin in Wiki-
data.2 It is provided as user script, i.e., logged in Wikimedia users can enable it
in a user configuration file. It consists of two components. The core component,
which adds a relative completeness indicator to the status indicator section of
Wikidata articles, is shown in Fig. 1. The indicator is a color-coded progress bar,
which can show 5 levels of completeness, ranging from “very detailed” to “very
basic”. An explanation module adds information about the relevant missing
properties, based on which the completeness level is calculated. Further details
about the architecture are on the tools website. It is currently available on the
Wikidata pages of all humans that have a profession. Internally, the completeness
level is computed as follows:

1. Each entity is compared with the set of all entities that have at least one
profession in common.

2. For that set, the 50 most frequent properties are computed. The completeness
level is then computed using fixed thresholds, i.e., if the entity has more than
40 out of these 50 properties, completeness is on the highest level, if it has
between 30 and 40 of these properties, second highest level, and so on.

3. As explanation, the properties absent wrt. the comparison set are shown along
with their frequency in the comparison set.

The tool was made available to the Wikidata community on 15th of November,
2016. An expansion to all humans and other classes of entities are planned.

5 Evaluation and Future Work

Some completeness levels computed by Recoin are for Obama 4 (detailed), for
Trump 3 (fair), for Jimmy Wales 3 (fair), or for Dijkstra 2 (basic). While many
levels appear reasonable (more popular entities are more complete, less popular
ones less), others can only be understood using the explanations. The compara-
bly low level for Jimmy Wales, for instance, is based on the fact that he misses
properties such as member of political party, position held and father, which in
the comparison set, exist for 10%, 8% and 6% of entities.
2 https://www.wikidata.org/wiki/User:Ls1g/Recoin.

https://www.wikidata.org/wiki/User:Ls1g/Recoin
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Fig. 1. Recoin core module on the Wikidata page of Jimmy Wales.

To further evaluate the levels computed by Recoin, in a crowdsourcing exper-
iment, we compared a three-level scheme with levels that human annotators
would give. Using 20 entities and 7 opinions per entity, we found that Recoin
agreed in 60% of cases with the majority opinion, while in 25% it was off by one
level, and in 15% off by two levels.

As future work, we aim to evaluate how methods based on semantic similarity
can provide more meaningful sets of entities for comparison, and how relevance
and importance of properties can be taken into account when comparing entities.
More specifically, we aim to investigate [3], which uses statistical analysis of
predicate-value pairs in order to find similar entities.

Acknowledgment. We thank Werner Nutt for comments, and Fariz Darari for tech-
nical help. This work has been partially supported by the project “TaDaQua”, funded
by the Free University of Bozen-Bolzano.
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Abstract. We explore methods to extract relations between named enti-
ties from free text in an unsupervised setting. In addition to standard
feature extraction, we develop a novel method to re-weight word embed-
dings. We alleviate the problem of features sparsity using an individual
feature reduction. Our approach exhibits a significant improvement by
5.8% over the state-of-the-art relation clustering scoring a F1-score of
0.416 on the NYT-FB dataset.

Keywords: Relation extraction · Word embedding · NLP

1 Introduction

Relation extraction (RE) is the task of identification and classification of rela-
tions between named entities (such as persons, locations or organizations) in free
text. RE is of utmost practical interest for various fields including event detec-
tion, knowledge base construction and question answering. Figure 1 illustrates
a typical RE task. For the first two sentences, RE should identify the semantic
relation type birth place between the named entity pairs regardless of the surface
pattern used to express the relation such as hometown is or was born in. RE
should also distinguish it from the album production relation between the same
named entities in the third sentence.

Distant supervision techniques for RE [1,4] have proven to be very efficient
in solving that problem. However, distant supervision is limited to a fixed set
of relations in a given knowledge base, which hinders its adaptation to new
domains. Unsupervised approaches [3,7] can potentially overcome these limita-
tions by applying purely unsupervised methods enabling extraction of open rela-
tions (relations unknown in the knowledge base in advance). In this paper, we
propose an unsupervised approach to extract and cluster open relations between
named entities from free text by re-weighting word embeddings and using the
types of named entities as additional features.

c© Springer International Publishing AG 2017
E. Blomqvist et al. (Eds.): ESWC 2017 Satellite Events, LNCS 10577, pp. 12–16, 2017.
https://doi.org/10.1007/978-3-319-70407-4_3
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Fig. 1. Sentences containing textual relations between named entities.

2 Proposed Method

Our system builds sentence representations based on the types of the involved
named entities, and the terms forming the relations. For the latter, we use pre-
trained word embeddings after re-weighting them according to the dependency
path between the named entities. These representations are clustered so that dif-
ferent representations of the semantically equivalent relations are mapped to the
same cluster. Figure 2 presents an overview of our system for unsupervised open
relation extraction, consisting of four stages: preprocessing, feature extraction,
sparse feature reduction and relation clustering described in the following.

Fig. 2. System overview

Preprocessing. For each sentence in the dataset, we extract named entities
using DBpedia Spotlight and consider all sentences containing at least two enti-
ties. For this set of sentences, the Stanford CoreNLP dependency parser is uti-
lized to extract the lexicalized dependency path between each pair of named
entities.

Feature Extraction. For each sentence, our method outputs a vector rep-
resentation of the textual relation between each named entity pair. Features
include word embeddings, dependency paths between named entities, and named
entity types. Word embeddings provide an estimation of the semantic similar-
ity between terms using vector proximity. Sentence representations are typically
built by averaging word vectors. However, not all words in a sentence equally
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contribute to the expression of the relation between two named entities. There-
fore we develop a novel method to re-weight the pre-trained word embeddings.
Terms that appear within the lexicalized dependency path between the two
named entities are given a higher weight. Intuitively, shorter dependency paths
are more likely to represent true relationships between the named entities. The
vector representation s(W,D) of each sentence is calculated through the follow-
ing function:

s(W,D) =
∑

wi∈W

f(wi,W,D) · v(wi), f(wi,W,D) =

{
Cin·|W |

|D| , if wiεD

Cout, otherwise
,

where W = {w1, ..., wn} is the set of terms in the sentence, D ⊂ W is the set
of terms in the lexicalized dependency path between the named entities in the
sentence, and v(wi) is the pre-trained word embedding vector for wi. Cin ≥ 1 and
Cout are constant values experimentally set to 1.85 and 0.02. We use Glove1 word
embeddings of size 100. As a baseline, we compare these representations with
standard sentence representations features such as: TF-IDF, the sum of word
embeddings, and the sum of IDF re-weighted word embeddings [5]. Intuitively,
relations can connect entities of certain types. For example, a birth place relation
connects a person and a location, although other relations between person and
location are possible. Therefore, for each named entity, we use its DBpedia types
and Stanford NER tags as features.

Sparse Feature Reduction. Some of the features are more sparse than the
others; concatenating them for each relation skews the clustering. In supervised
relation extraction, this is not an issue as any learning algorithm is expected
to do feature selection automatically using the training data. In unsupervised
relation extraction there is no training data, hence we devise a novel strategy
in order to circumvent the sparse features bias. Individual feature reduction of
the sparse features is applied before merging them with the rest of the feature
vectors. For feature reduction, we use Principal Component Analysis (PCA) [2].

Relation Clustering. We use Hierarchical Agglomerative Clustering (HAC) to
cluster the feature representations of each relation, with Ward’s [6] linkage crite-
ria2, which yields slightly better results than the k-means clustering algorithm.

3 Evaluation

To evaluate our system, we use the NYT-FB dataset [3]. This dataset contains
approximately 1.8M sentences divided into 80%–20% test-validation splits and
aligned automatically to the statements (triples) from Freebase. The alignment
between sentences and the properties of the Freebase triples in this dataset is
considered as the gold standard for the relation clustering algorithm.

1 http://nlp.stanford.edu/projects/glove/.
2 Accessing the clustering output by HAC at rank k giving k clusters.

http://nlp.stanford.edu/projects/glove/
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We use the validation split to tune the parameters for re-weighting word
vectors and the PCA algorithm, and the test set for evaluating relation discovery
methods. We compare our method using the best identified feature combination
with the state-of-the-art models for unsupervised Relation Discovery, namely
the variational autoencoders model [3] and two other systems, Rel-LDA [7], and
Hierarchical Agglomerative Clustering (HAC) baseline with standard features
[8]. To make our results comparable we set the number of relations to induce
(number of clusters k) to 100, following the SOA systems.

Table 1 shows the performance of the clustering algorithm by relying only
on sentence representations as features. Results demonstrate that our method
of word embeddings re-weighted by the dependency path shows a significant
improvement over other traditional sentence representations. Table 2 shows the
performance when the dependency re-weighted word embeddings are merged
with the rest of the proposed features and applying individual feature reduction.
Our method outperforms the state-of-the-art relation discovery algorithm scoring
a pairwise F1 score of 41.6%.

Table 1. Comparison between different features for clustering.

Feature F1

TF-IDF 12.2

Word-Emb. 7.4

IDF-Emb. 10.3

Dependency Re-Weighted Emb. 19.5

Table 2. Pairwise F1 (%) scores of different models on the test set of the NYT-FB
dataset.

Var. Autoencoder Rel-LDA HAC Our

35.8 29.6 28.3 41.6

4 Conclusion

In this paper, we proposed an approach for unsupervised relation extraction from
free text. Our approach is based on a novel method of re-weighting word vectors
according to the dependency parse tree of the sentence. As additional features, we
use the types of named entities involved in the relations. A final HAC clustering
is applied to the sentence representations so that similar representation of a
relation are mapped to the same cluster. Our evaluation results demonstrate that
our method outperforms the state-of-the-art relation clustering method by 5.8%
pairwise F1 score. The code for feature building and dimensionality reduction is
publicly available3.
3 https://github.com/hadyelsahar/relation-discovery-2-entities.git.

https://github.com/hadyelsahar/relation-discovery-2-entities.git
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Abstract. It has always been the aim of every scientist to make their
work reproducible so that the scientific community can verify and trust
the experiment results. With more complex in vivo and in vitro stud-
ies, achieving reproducibility has become more challenging over the last
decades. In this work, we focus on integrative data management for repro-
ducibility aspects related to execution environment conservation taking
into account the use case of microscopy experiments. We use Semantic Web
technologies to describe the experiment and its execution environment. We
have developed an ontology, REPRODUCE-ME (Reproduce Microscopy
Experiments) by extending the existing vocabulary PROV-O. Scientists
can use this ontology to make semantic queries related to reproducibility
of experiments on the microscopic data. To ensure efficient execution of
these queries, we rely on ontology-based data access to source data stored
in a relational DBMS.

Keywords: Reproducibility · Experiments · Ontology · OBDA ·
Microscopy

1 Introduction

The latest advancements in the field of science have brought new challenges
to achieving reproducibility. Interviews with the scientists in the CRC Recep-
torLight1 helped us to understand the different scientific practices followed in
their experiments and their requirements concerning reproducibility, data man-
agement and data reuse [6]. The results of an experiment performed by a scientist
can show different anomalies and inconsistencies. This can be due to different
reasons like a specific device configuration, a certain property of a material,
procedural or human error. Scientists would like to be able to track errors and
expose only those datasets which resulted in the error by querying from the large
volume of data. Examples of such evaluation queries are “Which experiment used
the material which was referenced in journal X but was not verified?” or “Which

1 http://www.receptorlight.uni-jena.de/.

c© Springer International Publishing AG 2017
E. Blomqvist et al. (Eds.): ESWC 2017 Satellite Events, LNCS 10577, pp. 17–20, 2017.
https://doi.org/10.1007/978-3-319-70407-4_4
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experiment materials do not have the citation of the paper where the material
was described?”. The scientists would like to get answers for these questions for
later analysis and reproducibility of their experiments. Currently, this is only
partially possible by manually browsing through (hopefully thoroughly written)
lab books.

The aim of our work is to enable end-to-end reproducibility of scientific exper-
iments taking into account the use case of microscopy. As an initial step towards
reproducibility, we set up an information system, that stores not only relevant
experiment data, but also captures provenance of experiments. This includes
all resources, activities, agents and their roles in the experiment. We introduce
the REPRODUCE-ME ontology, which is extended from the W3C PROV-O
to make this information available in a structured and queryable way. Scientists
who use microscopic relational database management platforms like OMERO [1]
can benefit from this approach which allows them to pose competency questions
related to their experiment and its execution environment.

2 State of the Art

Many semantic vocabularies have been developed to capture provenance for
different applications of science. PROV-O [4] provides high flexibility to
align between different ontologies [2] making it general-purpose and domain-
independent. There are a few works which capture some aspects of scientific
experiments like design and methodology but not others like execution environ-
ment [7]. To the best of our knowledge, there are only few microscopy domain
ontologies [3] which model data related to biological structures and microscopy
images. Research is continuing to enable reproducibility of experiments with
the help of Semantic Web technologies. The goal of our work is to capture the
provenance of the experiment, execution environment and agents responsible for
the experiment and to be able to share the data with other scientists based on
the roles and permissions assigned to them. We achieve this by augmenting our
OMERO based data management platform with a semantic layer which allows
scientists to represent and query the data with the help of an ontology and
ontology-based data access.

3 REPRODUCE-ME Ontology: Ontology
for Reproducibility of Microscopy Experiments

We extended PROV-O to build the REPRODUCE-ME Ontology to describe
microscopy experiments, procedures, instruments used, people involved and
results [5]. The prefix “repr:” is used to indicate the terms. PROV-O makes a
clear distinction between agents, entities and activities involved in producing a
piece of data or thing. The main concepts in the REPRODUCE-ME ontology are
extended from the starting point terms of PROV-O which include prov:Entity,
prov:Agent and prov:Activity. The main entity repr:Experiment which extends
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from prov:Entity, connects various concepts and relations in the ontol-
ogy. The execution environment is described using repr:ExperimentMaterial,
repr:Device and repr:Setting. The class prov:Person is extended to intro-
duce entities like repr:Supervisor, repr:Experimenter etc. These are some
of the agents who are responsible for performing, supervising, investigating,
designing the experiment or manufacturing or distributing the materials needed
for an experiment. In addition, the ontology introduces various roles for these
agents by extending the prov:Role to include classes like repr:Verification.
Various object properties like prov:actedOnBehalfOf, repr:wasVerifiedBy,
prov:wasAssociatedWith are used to describe the interaction between agents,
entities and activities.

In Fig. 1, entities are represented in ovals, activities in rectangles and agents
in pentagons. The example shows a part of a scientific experiment which involves
the activities, agents and its execution environment. The entities, agents, and
activities can be references to linked data on the web like DOI, ORCID.

Fig. 1. REPRODUCE-ME ontology

There is a need for a stable data management system which can handle a large
volume of data as well as all the formats of microscopic images. So we develop
our system by extending features of OMERO, an image data management plat-
form, which uses PostgreSQL. In order to avoid replicating the same data to
RDF, we use OBDA techniques to access data from the data layer through a
conceptual layer. The terms in the ontology are semantically linked with the
data which is stored in the relational database. The OBDA system helps in the
question answering without the need of replicating the relational data to the
conceptual layer. The OBDA system will make a transformation of the queries
in the conceptual layer to the query language for the data layer.

In our work, the conceptual layer, expressed by the REPRODUCE-ME ontol-
ogy was mapped to the data layer which is in the form of relational database,
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PostgreSQL. The mappings are written using Ontop2. The model was validated
by testing with the list of competency questions provided by the scientists. The
REPRODUCE-ME Ontology and the list of evaluation questions expressed in
SPARQL are publicly available3.

4 Conclusion and Future Work

This paper presents the REPRODUCE-ME ontology which is developed taking
the real case scenario of modeling a microscopy experiment. This work provides a
conceptual layer to map the data stored in relational database so that scientists
can make semantic queries related to experiments. This proof-of-concept was
tested with limited data. Future work includes scalability and performance test
and developing a visual user interface for the scientists who have less background
in the computer science domain to make queries in human readable format.
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Abstract. Multi-class classification aims at assigning each sample to
one category chosen among a set of different options. In this paper, we
present our work for the development of a novel system for multi-class
classification of e-learning videos based on the covered educational sub-
jects. The audio transcripts and the text depicted into visual frames are
extracted and analyzed by Cognitive Computing tools, going over the
traditional term-based similarity approaches. Preliminary experiments
demonstrate effectiveness and capabilities of the system, suggesting that
semantic analysis improves the performance of multi-class classification.

Keywords: Cognitive computing · Multi-class classification ·
E-learning video classification · Semantic classification

1 Introduction

Digital videos have become one of the most important e-learning formats. The
growing popularity of online course providers, such as Coursera1 and edX2, has
enabled learners to experience smart video-based lectures which are rapidly
increasing in number. They mainly provide knowledge through the teacher’s
voice and the content is usually depicted by presentation slides or digital white-
boards. This has led to specific approaches for the analysis of their educational
content.

The maturity of Automatic Speech Recognition (ASR) and Optical Charac-
ter Recognition (OCR) services has made possible the extraction of text from
audio and visual frames. As a result, several studies have tried to address content-
based video lecture analysis as text analysis for various purposes (e.g. clustering,
classification, retrieval). For instance, [1] applied topic modeling to cluster videos
from their audio transcripts and [2] extracted key-phrases and topic-based seg-
ments that effectively summarize the content of a video lecture. In [3], ASR and
OCR results were subsequently analyzed to detect keywords based on Term Fre-
quency Inverse Document Frequency (TF-IDF) scores. Similar approaches were

1 https://www.coursera.org/.
2 http://edx.org/.
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integrated in [4,5] for video lecture retrieval. However, they tend to adopt tradi-
tional term-based similarity approaches. In contrast, knowledge extraction from
natural language text can detect insights out of the video data. State-of-the-art
cognitive systems, such as IBM Watson3 and Microsoft Cognitive Services4, have
the ability to infer semantic information rather than simple word frequencies and
they can enable systems to better learn about resources.

In this paper, we introduce a supervised multi-class classification system
for e-learning videos which uses semantic content together with textual data
extracted from audio transcripts and text depicted in visual frames. The goal is to
assign each sample to one category chosen from a predefined list according to the
covered educational subjects. The text derived from videos is processed to extract
semantic content pertaining to concepts. It is the first attempt of mixing text
features and semantics for performing multi-class classification of video lectures
following the methodology and the tools stated below. For this purpose, we
developed a prototype and performed a first evaluation, showing that enriching
textual data with semantic content improves classification performances.

Fig. 1. A reference schema for the proposed system.

2 System Overview

The proposed system is depicted in Fig. 1. It is built on top of three main founda-
tions: (i) the use of textual data derived from videos, (ii) its content-based seman-
tic analysis through cognitive computing services, and (iii) the high modularity
for easy customization in terms of feature types and classification algorithms.
The modules work in a pipelined work-flow. At this stage, we have implemented
a Python prototype following the design described as follows.

Text Detector. The module takes a video as input and returns two texts namely
asr-texts and ocr-texts extracted from its audio and its visual frames respectively.
It gets the video transcript from ASR computation and the text depicted in the
images from OCR. Both raw texts are spell-checked and eventually corrected.
3 https://www.ibm.com/watson/.
4 https://www.microsoft.com/cognitive-services.

https://www.ibm.com/watson/
https://www.microsoft.com/cognitive-services
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The module employs IBM Speech-to-Text API5 and Google Text Recognition
API6 for text detection, WordNet7 for spell-checking.

Feature Extractor. The module receives two texts namely asr-texts and ocr-
texts as input and returns a set of features. Each feature is a pair whose first
element is the string identifier of that feature and the second element is its
relevance score. The relevance value spans in the range [0, 1] where a value closer
to 0 represents a low relevance and a value closer to 1 represents a high relevance
of the corresponding feature into the text. The module extracts concepts through
IBM Alchemy Language APIs8 in addition to TF-IDF scores. As default, it
returns a set of features resulting from their concatenation where the TF-IDF
scores are first row-by-row normalized in the range [0, 1] through a min-max
technique. However, the returned type of features can be selected as a parameter.

Multi-class Trainer. The module takes a set of features together with the
pre-assigned class for each video in a training set. The features are employed
to represent each video as a vector in a N -dimensional space, where N is the
number of different features detected from training videos. Using these vectors,
the module trains a classifier and returns it. The module can be set to use a
subset of videos for validation. The algorithm underling the classifier can be
selected from a list of alternatives we have implemented. At this stage, some
variants of support vector machines have been integrated.

Multi-class Classifier. The module takes the features associated to a no-
labeled video together with a trained classifier and returns the predicted class
from the set of possible classes derived during training. The module works on the
same N -dimensional space used for training the classifier; therefore, new unseen
features extracted from the no-labeled video are ignored.

The system is designed to be modular and extensible. Each module is inde-
pendent from the other ones and the addition and the update of feature types,
feature fusion methods, or classification algorithms involve almost no changes to
the base architecture. Moreover, each module is properly parametrized, with in
mind that the system could be used via a graphical user interface in the future.

3 Preliminary Evaluation

We preliminarily evaluated precision, recall and f-measure of the system using
support vector machine as classification algorithm and concepts and TF-IDF as
feature types (10-fold cross-validation). The system was tested on a Coursera
video dataset which is composed by more than 10,000 pre-annotated videos.
For each video, the associated class consists of the category assigned to the
course in which the video is provided. Due to unequal category distribution, the

5 https://www.ibm.com/watson/developercloud/speech-to-text.html.
6 https://developers.google.com/vision/text-overview.
7 https://wordnet.princeton.edu/.
8 https://www.ibm.com/watson/developercloud/alchemy-language.html.

https://www.ibm.com/watson/developercloud/speech-to-text.html
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metrics are locally calculated for each category, then their average is obtained
by weighting each category metric with the number of instances of the category
in the dataset. In Table 1, the preliminary evaluation we conducted shows that
the combination of TF-IDF and concepts obtains the highest F-measure.

Table 1. System performance using weighted average computation of metrics.

Features Precision Recall F-Measure

TF-IDF 0.6852 0.6817 0.6741

Concepts 0.6320 0.6205 0.6138

TF-IDF + Concepts 0.6984 0.6951 0.6873

4 Conclusion and Future Work

In this paper, we described our work on developing a system for assigning
content-based categories to educational videos from a pre-defined taxonomy
based on audio transcripts and text in visual frames. Preliminary results suggest
semantic analysis can improve the performance over using textual data only.

In next steps, we would investigate new approaches for assigning relevant
scores depending on additional features (e.g. text fonts size), the use of other
semantic analysis tools (e.g. frame semantic) and classification algorithms (e.g.
neural networks), and larger datasets where to test our system. Moreover, we
plan to employ Big Data architectures to support large-scale fast computations.
Our system can be applied to other domains where the extraction of content-
based categories from videos is essential.
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Abstract. Motivated by real-life emerging needs in critical domains,
this paper proposes a coherent and generic ontology for the represen-
tation of semantic trajectories, in association with related events and
contextual information. The main contribution of the proposed ontology
is the representation of semantic trajectories at different levels of spatio-
temporal analysis.

1 Introduction

Many critical domains w.r.t. economy and safety, such as the Maritime and the
Aviation domains, where Situation Awareness (MSA) and Air Traffic Manage-
ment (ATM), respectively, are of importance, require analysis of moving objects’
behaviour over time: Challenges concern effective detection and forecasting of
moving entities’ trajectories, as well as recognition and prediction of important
events by exploiting information about entities’ behaviour and contextual data.
Due to these needs, semantic trajectories are turned into “first-class citizens”,
forming a paradigm shift towards operations that are built and revolve around
the notion of trajectory. Our work focuses on trajectories and aims to build solu-
tions towards managing data that are connected via, and contribute to enriched
views of trajectories: Doing so, we revisit the notion of semantic trajectory and
build on it. Specifically, it is expected that we will be able to represent, store and
manipulate the wealth of information available in disparate and heterogeneous
data sources, integrated in a representation where trajectories are the main enti-
ties, towards computing meaningful moving patterns so as to recognize and pre-
dict the behaviour and states of moving objects. Therefore, motivated by real-life
emerging needs in MSA and ATM domains, this paper proposes a coherent and
generic ontology for the representation of semantic trajectories, in association
with related events and contextual information. The main contribution of the
proposed ontology is the representation of semantic trajectories at different lev-
els of spatio-temporal analysis: Trajectories may be seen as temporal sequences of
moving objects’ positions derived from raw data, of mere geometries, of temporal
sequences of raw data aggregations signifying meaningful events (generalizing on
the stops and moves model [8]), providing a synoptic view of raw trajectories [7],
c© Springer International Publishing AG 2017
E. Blomqvist et al. (Eds.): ESWC 2017 Satellite Events, LNCS 10577, pp. 26–30, 2017.
https://doi.org/10.1007/978-3-319-70407-4_6
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and as temporal sequences of non-overlapping meaningful trajectories segments
(each revealing specific behaviour, event, goal, activity etc.). Representations at
any such level of analysis should be linked to each other, as well as to contextual
information and co-occurring events: These are important features for perform-
ing informed analysis tasks at different levels of detail/analysis, consulting raw
data and/or semantic information associated with it.

Existing approaches for the representation of semantic trajectories either
(a) use plain textual annotations instead of semantic links to other entities [1–
3], hindering the provision of a fully-fledged representation where trajectories
are semantically linked with other data or with semantic resources associated
with moving objects’ behaviour; (b) constrain the types of events that can be
used for structuring a trajectory [1,2]; or (c) make assumptions on the con-
stituents of trajectories [3,4,6] (e.g. semantic trajectories in [3] are sequences
of sub-trajectories, while in [4] are sequences of episodes). To a greater extent
than previous proposals, the proposed ontology supports the representation of
trajectories at multiple, interlinked levels of analysis: For instance, although [4]
provides a rich set of constructs for the representation of semantic trajectories,
these are sequences of episodes, each associated with raw trajectory data, and
optionally, with a spatio-temporal model of movement. However, there is no fine
association between abstract models of movements and raw data. On the other
hand, [3] provides a two-levels analysis where semantic trajectories are lists of
semantic sub-trajectories, and each sub-trajectory in its own turn is a list of
semantic points. Regarding events and episodes, these are connected to specific
resources at specific levels of analysis: In [3] events -mostly related to the environ-
ment rather than to the trajectory itself- are connected to points only (something
that may lead to ambiguities in some cases), while in [4] episodes concern things
happening in the trajectory itself, and may be associated to specific models of
movement: It is not clear how multiple models of a single trajectory -each at a
different level of analysis- connected to a single episode, are associated. Finally,
contextual information in [4] is related to movement models, episodes or seman-
tic trajectories, which is quite generic, while in [3] environment attributes are
associated to points only, and are assigned specific values.

2 The datAcron Ontology

The datAcron ontology (http://ai-group.ds.unipi.gr/datacron ontology/) was
developed by group consensus over a period of 12 months following the HCOME
methodology [5]. It has been designed to be used as a core ontology for the
MSA and ATM domains, following a data-driven approach towards supporting
analysis tasks. Its development has been driven by ontologies related to our
objectives (e.g. DUL, SimpleFeature, NASA Sweet and SSN) as well as schemas
and specifications regarding data sources from the different domains.

The main concepts and properties in the datAcron ontology regarding tra-
jectories, are depicted in Fig. 1. Starting from the definitions about raw, struc-
tured and semantic trajectories provided in [7], a raw trajectory is a temporal

http://ai-group.ds.unipi.gr/datacron_ontology/
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sequence of raw data specifying the moving object’s spatio-temporal positions.
Raw data can be aggregated, analyzed and semantically annotated, providing
multiple abstractions of a trajectory. A maximal sequence of raw data that com-
ply with a given pattern, define an episode. In this work we focus on events as
a generalisation of episodes, taking also into consideration -in conjunction to
movement data- contextual information (i.e. any information -mostly about the
environment of an object- that affects its movement). Events represent specific,
aggregated or abstract happenings instantiating an event pattern (whose descrip-
tion is not part of the ontology) and are distinguished to low-level events regard-
ing information about a single trajectory, isolated from its context, and high-level
events regarding information from multiple objects’ trajectories and/or contex-
tual information. Each event is associated with one or more moving objects, and
it has spatial, temporal and domain-specific properties.

A semantic trajectory consists of a sequence of temporally non-overlapping
trajectory parts that can be either semantic nodes, raw positions reported from
sensing devises, or trajectory segments. Each trajectory part may be associated to
a specific geometry, representing a point or region of occurrence, and a temporal
entity specifying an instant or time interval of occurrence. A semantic node
provides a meaningful abstraction or aggregation of raw positions. E.g. a set of
raw positions may signify a “turn” event: This set can be represented as a single
semantic node, associated to a low-level event of type “turn”. Each semantic
node or trajectory segment, may be associated with any trajectory part at a
finer level of analysis; e.g. with a set of raw positions representing a “turn”
or the last and first point of a “gap of communication”. A trajectory segment
is a trajectory itself, part of a whole trajectory. Segmentation of trajectories
can be done with different objectives depending on the application and target
analysis. A structured trajectory is a meaningful sequence of non-overlapping
semantic trajectory parts. Any trajectory part may be associated with an event
that co-occurs with it spatially and/or temporally: E.g. A bad weather region
may co-occur with a trajectory crossing-it (thus, related spatially) during a time
period (related temporally). It must be pointed out that each trajectory part
can be associated with different trajectories of the same moving object: E.g. with
the planned and with the actual trajectory of that object.

According to the above specifications, and as Fig. 1 shows, a trajectory -for
instance- can be segmented to non-overlapping semantic trajectory segments,
each corresponding to one or more semantic nodes. Each semantic node may
be associated with a specific raw position or a temporally ordered sequence
of raw positions of a moving object. Trajectory parts can be associated with
contextual information, and they can be associated with events that happen
independently from the trajectory but co-occur with the trajectory affecting
the moving object’s behaviour. In such a representation, one may consider a
trajectory either as a list of non-overlapping trajectory segments, or as lists of
semantic nodes, or even lists of raw trajectory data, or as a simple geometric
object occurring in a specific time interval, also considering different mixtures
of these levels of analysis, depending on analysis needs. Furthermore, it must be
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Fig. 1. The main concepts and relations of the proposed ontology.

noticed that the notion of event comprises happenings due to the trajectory itself
(e.g. a “gap of communication”) also in conjunction to contextual information
(e.g. vessel in a protected or in a bad-weather area). Such events, associated to
constructs at any level of abstraction can be further inspected and justified by
information at lower-levels of analysis, or be further abstracted and generalised
to more abstract levels.
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Abstract. The Music Encoding Initiative (MEI) XML schema expresses
musical structure addressing score elements at musically meaningful lev-
els of granularity (e.g., individual systems, measures, or notes). While
this provides a comprehensive representation of music content, only con-
cepts and relationships provided by the MEI schema can be encoded.
Here, we present our Music Encoding and Linked Data (MELD) frame-
work which applies RDF Web Annotations to targetted portions of the
MEI structure. Concepts and relationships from the Semantic Web can
be included alongside MEI in an expanded musical knowledge graph.
We have implemented a music performance scenario which collects, dis-
tributes, and displays semantic annotations, enhancing a digital musical
score used by performers in a live music jam session.

1 Introduction: Describing Music (with Linked Data)

Linked Data applications for multimedia link descriptive metadata to videos,
images, or audio–including music [11]. Examples include catalogue descriptions
of musical works (e.g. songs, albums) or performances, or biographical descrip-
tions of the agents involved in the creation of music (composers, performers)
[4,10]. Alternatively, they may describe (portions of) musical content, e.g., the
first verse of a song. Media fragments1 [12] can specify image regions (e.g., of
musical score), temporal sections, named elements, or collection of tracks (in the
case of multitrack recordings) of an audio or MIDI resource. Such fragments can
be referenced within Linked Data structures incorporating arbitrary semantic
descriptors. Typically, fragments are addressed according to timeline anchors
expressed in milliseconds, beat instances, or MIDI clock ticks (e.g. [2,6,9]; see
also SMIL [1]). Some of these have been directly transcribed into RDF [5]. How-
ever, such time positions are not musically meaningful.

The Music Encoding Initiative (MEI; [3]), an XML schema focussing on musi-
cal content, addresses this issue. MEI defines an XML hierarchy encompassing a
comprehensive representation of musical structure at many levels of granularity,
from an entire composition, via an individual measure, to an articulating stac-
cato mark on a particular note. Content is cleanly separated from presentation
[7], allowing the identification and addressing of fragments of a musical work
(e.g., a collection of notes constituting a phrase within a particular measure
1 http://www.w3.org/TR/media-frags/.
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Fig. 1. Dynamic rendering of musical notation and semantic markup corresponding to
user interactions

played by a specified instrument), rather than, e.g., a section of an audio record-
ing of that work. MEI is embraced by music scholars, librarians, and technol-
ogists concerned with encoding fine-grained, machine-readable representations
of musical meaning. While the classes, attributes, and data types required to
encode a broad range of musical documents and structures are comprehensively
expressed, MEI does not include or reference concepts, relationships, or existing
descriptive forms of multimedia Linked Data external to its schema.

2 Music Encoding and Linked Data (MELD)
Framework

Our Linked Data framework extends MEI-encoded musical structures with
semantic Web Annotations2 targetting named elements (fragments) within an
MEI resource. Annotation bodies encode rendering and interactivity instruc-
tions according to oa:semanticTag graph nodes; for example, instances of the
meldterm:Jump class comprise RDF data structures representing the require-
ments to render a hyperlink from one specified section of the score to another.
Each annotation is itself a body of a top-level annotation targetting the URI of
the MEI resource to be rendered. A RESTful web API supports dynamic col-
lection, distribution, and presentation of annotations among a group of clients.
A web renderer interprets these annotations, employing the open-source Verovio
[8] MEI engraver to produce SVG renditions of musical score. Verovio retains
the hierarchy and identifiers of MEI XML elements in its output, allowing for
visual markup and dynamic interaction with score elements, identified in our
Linked Data, through a web browser.

The procedure is illustrated in Fig. 1. The client processes a framed3 JSON-
LD representation of the RDF graph instantiating the data model. It then per-
forms an HTTP GET call to acquire the MEI resource targeted by a top-level

2 http://www.w3.org/TR/annotation-model/.
3 http://json-ld.org/spec/latest/json-ld-framing/.

http://www.w3.org/TR/annotation-model/
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annotation, and renders the corresponding musical score to SVG using Verovio.
Capture of user interactions and visual display of annotations is handled using
HTML divs drawn as bounding boxes over portions of the SVG corresponding
to MEI elements of interest; this is simplified by Verovio’s retention of MEI
identifiers in the produced SVG output. Such interactions generate further Web
Annotations which are pushed to the server (HTTP POST), where they are
incorporated into the RDF graph. The client then repeats this sequence in an
iterative polling procedure, enabling multiple performers to interact dynamically
with a shared representation of the score and knowledge graph, broadcasting new
annotations to each performer’s client in near-real-time.

3 Scenario: Supporting a Live Music Jam Session

Our implemented prototype scenario supports an ensemble of musicians per-
forming from music notation enhanced by MELD semantic annotations. The
annotated score is dynamically presented on a touchscreen to each performer.
The renderer applies XML transformations on multi-voiced MEI files to show
only the portions of score relevant to a respective performer. During a jam ses-
sion, a performer can signal (via Web Annotations generated by the MELD web
client) for the group to transition to a new piece by selecting from a drop-down
menu populated by the results of external SPARQL queries—e.g., other songs
associated with the artist URI referenced by a pointer element within the current
MEI header’s responsibility statement. The performer can also call out direction
to shape the structural elements of the current song’s performance, such as to
jump to a particular chorus or verse.

Figure 2 illustrates this latter “jump” functionality: a performer “calls out”
a jump action by tapping on a score element and selecting a musically meaning-
ful destinations (e.g. Intro, Verse 1) specified as Linked Data (see Fig. 2; jump
source highlighted in red, destination in green). Web Annotation RDF triples
instantiating the corresponding meldterm:Jump action, along with provenance
information, are generated and pushed to the server; where they are integrated
into the shared knowledge graph, and distributed to the entire ensemble. Each
performer taps on the jump source when they are ready, instructing their client

Fig. 2. Rendering of a Web Annotation expressing meldterm:Jump. (Color figure
online)
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to display the page of score containing the destination. Each client polls on a
resource representing the set of annotations remaining to be actioned by the cor-
responding performer, and patches this list upon completing an action to ensure
that a drop in connectivity does not “break” a performance.

Ongoing work is focussed on extending the system with additional semantic
actions, as well as addressing user interaction constraints within a live perfor-
mance context.

Acknowledgements. Undertaken as part of the Fusing Audio and Semantic Tech-
nologies for Intelligent Music Production and Consumption project. Funder: UK
EPSRC (EP/L019981/1).
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Abstract. Finding the commonalities between descriptions of data or
knowledge is a foundational reasoning problem of Machine Learning,
which amounts to computing a least general generalization (lgg) of such
descriptions. We revisit this old problem in the popular conjunctive frag-
ment of SPARQL, a.k.a. Basic Graph Pattern Queries (BGPQs). In par-
ticular, we define this problem in all its generality by considering general
BGPQs, while the literature considers unary tree-shaped BGPQs only.
Further, when ontological knowledge is available as RDF Schema con-
straints, we take advantage of it to devise much more pregnant lggs.

Keywords: BGP queries · RDF · RDFS · Least general generalization

1 Introduction

Finding commonalities between descriptions of data and knowledge is a funda-
mental Machine Learning problem. It was formalized in early 70’s as computing
a least general generalization (lgg) of First Order Logic formulae [4].

We revisit this old reasoning problem in the setting of SPARQL, the RDF
query language by W3C, which may have varied theoretical and practical appli-
cations. For instance, an lgg of queries is a best upper approximation thereof
by a single query in knowledge approximation, is the largest set of commonali-
ties that may be recommended for view materialization or shared processing in
query optimization, or may help recommending users to each other, especially in
a social context, if what they ask for is enough related in recommendation, etc.

Our contribution is to carefully study and define a pregnant notion of lgg for
the well-established conjunctive fragment of SPARQL, a.k.a. Basic Graph Pat-
tern Queries (BGPQs). Our results significantly depart from the literature by
considering general BGPQs, instead of unary tree-shaped BGPQs [1,3], and cru-
cially by taking advantage of ontological knowledge formalized as RDF Schema
constraints, when available. Proofs for this paper’s claims are delegated to [2].

2 Preliminaries

The RDF data model allows specifying RDF graphs, which are sets of well-
formed triples from (U ∪ B) × U × (U ∪ B ∪ L) with U , B, L pairwise dis-
joint sets of URIs, of blank nodes (unknown values) and of literals (constants)
c© Springer International Publishing AG 2017
E. Blomqvist et al. (Eds.): ESWC 2017 Satellite Events, LNCS 10577, pp. 35–39, 2017.
https://doi.org/10.1007/978-3-319-70407-4_8



36 S. El Hassad et al.

respectively [5]. A triple (s, p, o) states that its subject s has property p whose
value is the object o. Importantly, the RDF standard provides built-in property
URIs to state facts for classes (unary relations) and properties (binary rela-
tions), called RDF statements, and ontological constraints relating classes and
properties, called RDF Schema (RDFS) statements, as shown in Table 1. Here-
after, we use the shorthands τ , �sc, �sp, ←↩d and ↪→r for the built-in property
URIs rdf:type, rdfs:subClassOf, rdfs:subPropertyOf, rdfs:domain and rdfs:range
respectively. The semantics of an RDF graph G is its saturation (a.k.a. closure),
denoted G∞, defined as the set of G triples together with all the implicit triples
that can be derived from them and entailment rules from the RDF standard.
Table 2 shows some rules that use RDFS constraints to derive implicit facts and
constraints.

Table 1. RDF & RDFS statements.

RDF statement Triple

Class assertion (s, rdf:type, o)

Property assertion (s, p, o) with p �= rdf:type

RDFS statement Triple

Subclass (s, rdfs:subClassOf, o)

Subproperty (s, rdfs:subPropertyOf, o)

Domain typing (s, rdfs:domain, o)

Range typing (s, rdfs:range, o)

Table 2. Sample RDF entailment rules.

Rule [6] Entailment rule

rdfs2 (p, ←↩d, o), (s1, p, o1) → (s1, τ, o)

rdfs3 (p, ↪→r, o), (s1, p, o1) → (o1, τ, o)

rdfs5 (p1, �sp, p2), (p2, �sp, p3) → (p1, �sp, p3)

rdfs7 (p1, �sp, p2), (s, p1, o) → (s, p2, o)

rdfs9 (s, �sc, o), (s1, τ, s) → (s1, τ, o)

rdfs11 (s, �sc, o), (o, �sc, o1) → (s, �sc, o1)

ext1 (p, ←↩d, o), (o, �sc, o1) → (p, ←↩d, o1)

ext2 (p, ↪→r, o), (o, �sc, o1) → (p, ↪→r, o1)

ext3 (p, �sp, p1), (p1, ←↩d, o) → (p, ←↩d, o)

ext4 (p, �sp, p1), (p1, ↪→r, o) → (p, ↪→r, o)

The Basic Graph Pattern Queries (BGPQs) form the conjunctive (or select-
project-join) fragment of SPARQL. A BGPQ is of the form q(x̄) ← t1, . . . , tα,
where {t1, . . . , tα} is a subset of (U ∪B ∪V)× (U ∪V)× (U ∪B ∪L∪V) with V a
set of variables pairwise disjoint with U ,B,L, and x̄ is a subset of the variables
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occurring in t1, . . . , tα called answer variables; for boolean queries, x̄ is empty.
The head of q is head(q) = q(x̄) and the body of q is body(q) = {t1, . . . , tα}.

Two standard reasoning tasks characterize how RDF graphs contribute to
queries. Query entailment indicates if an RDF graph holds some answer(s) to
a query. Given a BGPQ q, an RDF graph G and a set R of RDF entailment
rules, G entails q, noted G |=R q, iff G |=R body(q) holds, i.e., there exists
a homomorphism φ from q’s variables and blank nodes to G∞’s values (URIs,
literals and blank nodes) such that [body(q)]φ ⊆ G∞. Importantly, G |=R q

holds iff G∞ |=∅ q holds. We note G |=φ
R q the entailment G |=R q due to the

homomorphism φ. Query answering identifies all the answers to a query that an
RDF graph holds. Given a BGPQ q with head q(x̄), the answer set of q against
G is q(G) = {(x̄)φ | G |=φ

R body(q)} where we denote by (x̄)φ the tuple of G∞

values obtained by replacing every answer variable xi ∈ x̄ by its image φ(xi).
Finally, queries can be compared through the generalization/specialization

relationship of entailment between queries, which is the obvious adaptation of
query entailment to the presence of variables in queries. Given two BGPQs
q, q′ with same arity, whose heads are q(x̄) and q′(x̄′), and a set R of RDF
entailment rules at hand, q entails q′, noted q |=R q′, iff body(q) |=φ

R body(q′)
with (x̄′)φ = x̄.

3 Least General Generalization of BGPQs

A least general generalization (lgg) of two1 descriptions d1, d2 is a most spe-
cific description d generalizing d1, d2 for some generalization/specialization rela-
tion [4]. In our SPARQL setting, we use BGPQs as descriptions and entailment
between BGPQs as generalization/specialization relation:

Definition 1 (lgg of BGPQs). Let q1, q2 be two BGPQs with the same arity
and R a set of RDF entailment rules.
– A generalization of q1, q2 is a BGPQ qg such that q1 |=R qg and q2 |=R qg.
– A least general generalization of q1, q2 is a generalization qlgg of q1, q2 such

that for any other generalization qg of q1, q2: qlgg |=R qg.

Unfortunately, this natural definition is of limited practical interest as exem-
plified next. Consider the BGPQs q1 and q2 in Fig. 1, which respectively ask
for the conference papers having some contact author, and for the journal
papers having some author. Clearly, with the RDF entailment rules shown in
Table 2, an lgg of q1 and q2 is the very general BGPQ qlgg(x) ← (x, τ, y) ask-
ing for the resources having some type. However, by considering the ontological
constraints displayed in Fig. 1 that hold in the scientific publication domain,
i.e., the context in which the queries are asked, a more pregnant lgg would be
qlgg(x) ← (x, τ,Publication), (x,hasAuthor, y), (y, τ,Researcher) asking for the
publications having some researcher as author, since (i) having a contact author

1 This easily generalizes to lggs of n descriptions [2].
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is having an author, (ii) only publications have authors, (iii) only researchers
are authors, and (iv) conference (resp. journal) papers are publications.

To devise such elaborate lggs that rely on ontological knowledge, we revisit
the notion of entailment between BGPQs in order to account for extra RDFS
constraints. We first complement a BGPQ w.r.t. ontological knowledge:

Definition 2 (BGPQ saturation w.r.t. RDFS constraints). Let R be a set
of RDF entailment rules, O a set of RDFS statements, and q a BGPQ the body of
which, without loss of generality, does not contain blank nodes2. The saturation
of q w.r.t. O, denoted q∞

O , is a BGPQ with the same answer variables as q and
whose body, denoted body(q∞

O ), is the maximal subset of (O ∪ body(q))∞ such
that for any of its subset S: if O |=R S holds then body(q) |=R S holds.

Intuitively, the saturation of a BGPQ comprises all the triples in the satura-
tion of its body augmented with the constraints, except those triples that only
follow from the ontological constraints, i.e., which are not related to what the
query is asking for. This corresponds to the non-hatched subset of (O ∪ body(q))∞

shown in Fig. 2. This Figure also displays the saturations q1
∞
O , q2

∞
O of the two

BGPQs q1, q2 w.r.t. the constraints O shown in Fig. 1. Importantly, we proved
that a BGPQ and its saturation w.r.t. ontological constraints are equivalent for
the central RDF reasoning tasks of query entailment and query answering [2]:

Theorem 1. Let R be a set of RDF entailment rules, O a set of RDFS state-
ments, and q a BGPQ whose saturation w.r.t. O is q∞

O . For any RDF graph G
whose set of RDFS statements is O, (i) G |=R q holds iff G |=R q∞

O holds, and
(ii) q(G) = q∞

O (G) holds.

Building on BGPQ saturation, we generalize entailment between BGPQs to:

Definition 3 (Entailment between BGPQs w.r.t. RDFS constraints).
Given a set R of RDF entailment rules, a set O of RDFS statements, and two
BGPQs q and q′ with the same arity, q entails q′ w.r.t. O, denoted q |=R,O q′,
iff q∞

O |=∅ q′ holds.

When O is empty, the above definition coincides with standard entailment
between BGPQs. Further, we proved fundamental properties for a BGPQ entailed
by another w.r.t. ontological constraints: the former generalizes the latter for the
central RDF reasoning tasks of query entailment and query answering [2]:

Theorem 2. Let R be a set of RDF entailment rules, O a set of RDFS state-
ments, and two BGPQs q and q′ such that q |=R,O q′. For any RDF graph G
whose set of RDFS statements is O, (i) if G |=R q holds then G |=R q′ holds,
and (ii) q(G) ⊆ q′(G) holds.

With the above notion of entailment between BGPQs endowed with onto-
logical knowledge, we revise the definition of lgg (Definition 1) in order to use
|=R,O instead of |=R. We therefore propose to investigate as next challenge:

2 In SPARQL queries, blank nodes are equivalent to non-answer variables [7].
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Fig. 1. Sample BGPQs q1 and q2; sample set of ontological constraints O.
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Fig. 2. Characterization of the body of a saturated BGPQ q w.r.t. a set O of RDFS
constraints; saturations of q1 and q2 w.r.t. O, triples in grey are added by saturation.

Problem 1. Given two BGPQs q1, q2 with same arity, a set O of RDFS state-
ments, and a set R of RDF entailment rules, compute an lgg of q1, q2 w.r.t. O.
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Abstract. In this paper we present AMR2FRED, a software application
to translate Abstract Meaning Representation (AMR) to RDF using the
knowledge patterns applied by the FRED machine reading method. AMR
and FRED representations are both graph-based, and event-centric (neo-
Davidsonian), but they differ in several logical, conceptual, and design
assumptions. The former has become a de facto standard for the Natural
Language Processing community, whereas FRED adds semantics to the
extracted information using several ontologies and best practices from
the Semantic Web. With the increasing availability of manually AMR-
annotated datasets, this tool provides straightforward means to adapt
annotated datasets for AMR according to the design patterns used by
FRED, and to evaluate machine reading tools with gold-standard data.
AMR2FRED takes as input an AMR representation of a text, and prints
a FRED-like RDF output. The system is open source and can be freely
downloaded from https://github.com/infovillasimius/amr2Fred.

Keywords: Abstract Meaning Representation · RDF ·Machine reading

1 Introduction

Abstract Meaning Representation (AMR) graphs have been introduced [7] to
represent sentence-level semantics. AMR has gained popularity in computational
linguistics [1–6] for several reasons: (i) its tree structure easily shows the con-
nections between the semantic elements of a sentence, (ii) it can be expressed as
directed acyclic graphs, which simplifies the evaluation for machine-generated
output, (iii) it is much easier to manually produce AMRs than traditional for-
mal meaning representations, and as a consequence there are now several gold-
standard corpora available. AMR graphs are directed and acyclic, where leaves
represent concepts whereas internal nodes represent variables, which denote
instances of those concepts. Edges represent roles that relate pairs of instances
or concepts. Each AMR has a unique root node. A slash denotes instantiation:
c© Springer International Publishing AG 2017
E. Blomqvist et al. (Eds.): ESWC 2017 Satellite Events, LNCS 10577, pp. 43–47, 2017.
https://doi.org/10.1007/978-3-319-70407-4_9
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the fact that x is an instance of the concept child is represented as x/child. A
colon denotes a role, which is predicated to event instances within brackets. For
example, the sentence It may rain can be expressed as: (p / possible-01 :ARG1
(r / rain-01)) (the reader notices that there might be multiple AMR representa-
tions for a given sentence). AMR implements a neo-Davidsonian semantics [8]
using standard feature structure representation.

FRED is a reference Semantic Web (SW) machine reader [9] that automati-
cally generates RDF/OWL ontologies and Linked Data (LD) from natural lan-
guage text. The resulting RDF/OWL graph is enriched with links to existing
SW knowledge, by means of ontology alignment, word sense disambiguation,
and entity linking techniques, as well as with an RDF encoding of syntactic
annotations based on Earmark [10] and the NLP Interchange Format (NIF) [11]
vocabularies. The core of FRED takes as input a neo-Davidsonian variety of Dis-
course Representation Structures (DRS) for event and role representation, but
substantially extends it with compositional semantics of terms, event relations,
a novel adjective semantics [14], and many other features described in [9]. FRED
and its REST APIs are available online1. FRED performs several basic seman-
tic tasks {e.g. named entity resolution and recognition, terminology resolution
and extraction, sense tagging, taxonomy induction, relation extraction, event
detection and semantic role labeling, frame detection}. Its OWL/RDF graphs
are constructed by means of motifs [12] that correspond to the hybrid linguistic-
logical semantics that can be pragmatically extracted from sentences, and repre-
sented in a fragment of OWL. FRED has been used for ontology population and
learning, and as a middleware for opinion mining, automated summarization,
etc.

On the one hand, creating an annotated corpus for FRED is not an easy task
because of all the varieties of knowledge extracted by FRED, which are often
outside the scope of AMR and mainstream NLP. Other knowledge extraction
tools for the SW are typically more restricted in scope, but they also concen-
trate on data and ontology-related features rather than linguistic semantics (cf.
[13]). On the other hand, human annotators have created datasets of more than
10000 AMR/English sentence pairs. Thus, AMR2FRED, by translating AMR
into RDF/OWL, can quickly provide large gold-standard datasets for evaluat-
ing the linguistic reliability of SW machine readers and knowledge extractors,
by reusing the datasets natively developed by the Natural Language community.

2 AMR2FRED at Work

AMR2FRED takes as input a valid AMR of a text, and outputs RDF triples in
a specific serialisation (RDF/OWL, Turtle, NTriples), after a number of steps of
translation, mapping, processing, and application of SW and LD best practices.

First, AMR2FRED creates an internal data structure of the input AMR
graph representation (labeled nodes and edges).

1 http://wit.istc.cnr.it/stlab-tools/fred.

http://wit.istc.cnr.it/stlab-tools/fred


AMR2FRED, A Tool for Translating Abstract Meaning Representation 45

Then, each rule2 of AMR is analyzed: the following heuristics show the map-
ping and translation steps performed in order to have a proper FRED-oriented
representation of the input AMR.

– Nodes containing an inverse pattern :X-of. If the root has an inverse
pattern as relationship, then the root and the node referred by the inverse
pattern are swapped and the role is rewritten in direct form. For example,
(b / boy :quant 4 :ARG0-of (m / make-01 :ARG1 (p / pie))) becomes (m
/ make-01 :ARG0 (b / boy :quant 4) :ARG1 (p / pie) ). Otherwise (it is
not root), the node with the inverse relation becomes the new root, and the
node having the inverse pattern is added to it through a direct relation. E.g.
(s / see-01 :ARG0 (b / boy) :ARG1 (g / girl :ARG0-of (w / want-01 :ARG1
b))) becomes (s / see-01 :ARG0 (b / boy) :ARG1 (g / girl)), (w / want-01
:ARG0 g :ARG1 b). The reader notices that other usages of the preposition of
are properly handled with different heuristics: for example, :prep-on-behalf-of
becomes fred:on-behalf-of, :subevent-of becomes fred:in, :subset-of becomes
fred:of, :part-of becomes fred:nameOfThePartOf. Some AMR nodes are not
yet translated to FRED (because new FRED motifs might be necessary).
They are removed from internal structures, and listed in a window in the top
right part of the output. They include: :mode with imperative or interrogative
form, :timezone, :conj-as-if, (a / amr-unknown).

– Rules involving root node and some of the internal nodes are recur-
sively processed. To translate them we need to add/remove nodes to make
the resulting graph compliant with FRED’s motifs and design patterns. In
this category we have the rule date-entity and its children :calendar :century
:day :dayperiod :decade :era :month :quarter :season :time :timezone :weekday
:year :year2. We have also the following cases: relative-position, :scale, :ord,
:concession, :condition, expressions when we have either the verb have-org-
role-91 or have rel-role-91, and and or followed by :opx, :mod + :degree +
:compared-to, :degree without :compared-to, :degree + :domain + :compared-
to, nominal predicates, X-quantity + :unit, sums and products.

– Rules involving internal nodes but not root are also recursively
processed. We include: :domain+adjective or :domain+name, personal pro-
nouns and demonstrative adjectives, :name, :wiki + schemaorg on wiki node,
:wiki + schemaorg on root node, :poss, :quant and :frequency with numeric
value, :quant with numeric value, :mod, :age, :degree, :time with not null
value, :manner with verbal form, :manner with no verbal form.

– Roles from AMR to FRED are directly translated as there is a 1 to 1 cor-
respondence between the two syntaxes. 27 rules belong to this category and
are contained within the class Glossary.java of the source code. In particu-
lar, each AMR role (ARG0, ARG1, etc.) is translated in FRED’s roles using
VerbNet (ARG0, ARG1, etc. are mapped to Agent, Patient, Theme, etc.).3

– AMR instance nodes are converted to FRED’s individual nodes. As an
example, in AMR, (b / boy) indicates a variable followed by an instance name.

2 https://github.com/amrisi/amr-guidelines/blob/master/amr.md.
3 The resource we have used, predmatrix.txt, is included in the github of AMR2FRED.

https://github.com/amrisi/amr-guidelines/blob/master/amr.md
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All the references to b are translated in FRED with the name of the instance
boy followed by an underscore and a progressive number (if b is referenced
then in FRED we will have boy 1 ; if the AMR includes a reference to b2 then
we will translate in FRED boy 2, etc.)

Once an AMR rule has been translated according to FRED’s RDF/OWL
patterns, we employ JENA4 to properly print the output in a RDF serialisation.
Nodes not processed by any of our heuristics are displayed separately, and a
further button in the GUI allows getting rid of them in the output.

Fig. 1. How AMR2FRED translates the sentence Four boys making pies.

Figure 1 shows an example of translation from AMR to FRED for the input
sentence Four boys making pies. The top left side shows an AMR representation
for that sentence is given as input. On the top right side, the corresponding graph
representation is displayed. The bottom shows the final FRED representation,
after the application of the rules and heuristics of AMR2FRED.

AMR2FRED has been tested and evaluated on more than 100 AMR texts
(extended evaluation ongoing). This corpus is available in Github within the
package containing the source code (the corpus is called tested input).

3 Conclusions

In this paper we have shown AMR2FRED, an open source application to trans-
late AMR to FRED. FRED is a machine reader that produces RDF/OWL
enriched with semantic predicates extracted from Verbnet, Framenet, using a
mapping model and a set of heuristics following Ontology Design Patterns best-
practice of OWL ontologies and RDF data design. The huge amount of anno-
tated datasets available for AMR triggered the development of AMR2FRED, for
a linguistically sound evaluation of knowledge extraction tools for the SW.
4 https://jena.apache.org/.

https://jena.apache.org/
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Abstract. The Semantic Web contains an enormous amount of informa-
tion in the form of knowledge bases. To make this information available to
end-users many question answering (QA) systems over knowledge bases
were created in the last years. Their goal is to enable users to access large
amounts of structured data in the Semantic Web by bridging the gap
between natural language and formal query languages like SPARQL.

But automatically generating a SPARQL query from a user’s ques-
tion is not sufficient to bridge the gap between Semantic Web data and
the end-users. The result of a SPARQL query consists of a list of URIs
and/or literals, which is not a user-friendly presentation of the answer.
Such a presentation includes the representation of the URI in the right
language and additional information like images, maps, entity summaries
and more.

We present Trill, the first reusable user-interface (UI) for QA systems
over knowledge bases supporting text and audio input, able to present
answers from DBpedia and Wikidata in 4 languages (English, French,
German, and Italian). It is designed to be used together with Qanary,
an infrastructure for composing QA pipelines. This front-end enables
the QA community to show their results to end-users and enables the
research community to explore new research directions like studying and
designing user-interactions with QA systems.

Keywords: Question answering systems · Front-end · User interaction ·
Answer presentation

1 Introduction

Users’ experience is an important factor for the success of a given application.
Thus, the front-end of QA systems, which highly impacts the users’ experience,
is an important part of a QA system. On one side the research community
has made a lot of efforts to increase the F-score over different benchmarks,
i.e., the accuracy of the translation of a natural language question in a formal
representation like a SPARQL query. On the other side not much attention has
c© Springer International Publishing AG 2017
E. Blomqvist et al. (Eds.): ESWC 2017 Satellite Events, LNCS 10577, pp. 48–53, 2017.
https://doi.org/10.1007/978-3-319-70407-4_10
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been paid to how the answer is presented and how users can interact with a QA
system.

On a technical level one could say that a lot of attention has been paid
to services in the back-end but little attention has been paid to the front-end.
We hope to change this trend by presenting the first reusable front-end for QA
systems over knowledge bases, i.e. a front-end that can be reused easily by any
new QA system. It can currently be used for QA systems over DBpedia and
Wikidata and supports 4 different languages.

2 Related Work

In the last years a large number of QA systems were created by the research
community. This is for example shown by the number of QA systems (more
then 20 in the last 5 years) that were evaluated against the QALD benchmark1.
Unfortunately only very few of them have a UI and even fewer are available as
web services. Some exceptions that we are aware of are SINA [8], QAKiS [2] and
Platypus2. Also industrial UI were created for well known systems like Apple
Siri, Microsoft Cortana, Google Search, Ok Google, and WolframAlpha3.

All the UIs mentioned above are tightly integrated with the corresponding
QA systems. This is not the case for Trill. Trill can be used as a front-end for new
QA systems. To achieve the modularity by making the front-end independent
from the back-end of the QA system, we build Trill on top of a framework that
provides a reusable architecture for QA systems. We are aware of four such
architectures namely: QALL-ME [6], openQA [7], the Open KnowledgeBase and
Question-Answering (OKBQA) challenge4 and Qanary [1,4,9]. We choose to
build Trill on top of the last mentioned framework, Qanary, since it allows the
highest flexibility to integrate new QA components.

3 Description of Trill

In this section, we first describe the interaction of the front-end with the Qanary
back-end. Then we describe which functionalities/presentational elements are
implemented in the front-end. A screenshot showing most of the presentational
elements is shown in Fig. 1. A live demo can be found at www.wdaqua.eu/qa.

Trill builds on the APIs offered by Qanary. Qanary is a framework for com-
posing QA pipelines. A QA system can be seen as a pipeline, i.e., as a sequence
of services that are called one after the other and finally are able (or not) to

1 http://qald.sebastianwalter.org.
2 http://sina.aksw.org, http://live.ailao.eu, http://qakis.org/qakis2/, https://askpla

typ.us/?.
3 http://www.apple.com/ios/siri, http://www.wolframalpha.com, http://windows.

microsoft.com/en-us/windows-10/getstarted-what-is-cortana, www.google.com
https://support.google.com/websearch/answer/2940021?hl=en.

4 http://www.okbqa.org/.
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http://windows.microsoft.com/en-us/windows-10/getstarted-what-is-cortana
www.google.com
https://support.google.com/websearch/answer/2940021?hl=en
http://www.okbqa.org/
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compute the answer for a given question. Qanary has APIs that allow to com-
bine components integrated in Qanary starting from a text or an audio question.
The human accessible versions are exposed for example under:

www.wdaqua.eu/qanary/startquestionansweringwithtextquestion,
www.wdaqua.eu/qanary/startquestionansweringwithaudioquestion

A call to these APIs require as parameters both the question and a list of Qanary
components. A call will activate the mentioned components which will be exe-
cuted as a pipeline in the defined order. Trill accesses the Qanary back-end
using these APIs. In particular the demo running under www.wdaqua.eu/qa
calls a Qanary component called WDAqua-core0 [5] created in the frame of the
WDAqua project5.

Now we give a list of all the functionalities and presentational elements that
are available in Trill. The numbers in the item list correspond to the numbers
in Fig. 1.

Fig. 1. Screenshot of Trill for the question “In which city is Jean Monnet University?”.
The numbers refer to the item list in Sect. 3

5 http://www.wdaqua.eu.

www.wdaqua.eu/qanary/startquestionansweringwithtextquestion
www.wdaqua.eu/qanary/startquestionansweringwithaudioquestion
www.wdaqua.eu/qa
http://www.wdaqua.eu
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1. Text and audio input: The front-end contains a search-bar component.
This allows the user to input a text question using a text bar or a vocal
question using a microphone6.

2. Language selection: The user has the possibility to change between 4
languages (English, French, German, and Italian) by selecting the flag of
the corresponding country. The whole webpage will re-render using labels of
the selected language and also the answers to a question will be adapted to
the corresponding language.

3. Knowledge-base selection: The user has the option to choose an available
knowledge base to query. Actually this is limited to DBpedia and Wikidata.
Note that the answer presentation is coupled to the knowledge base since
different properties are used to express the same information, i.e., the image
can be retrieved in DBpedia using the property dbo:thumbnail while in
Wikidata it is the property wdt:P18.

4. Feedback functionality: We implemented an easy-to-use feedback func-
tionality where a user can choose if the answer is correct or not. This infor-
mation is logged in the back-end and can be used to create a training set.
Answer presentation We implemented several components to display
information about the answer that can be useful for a user. Here is a list.

5. Generated query: For expert users, we give the possibility to see the
generated SPARQL query for the question.

6. Label: In the case the answer is a URI, we display its label in the corre-
sponding language, i.e., wd:Q90 will be displayed as “Paris” in English and
“Parigi” in Italian. If the answer is a literal, we display it directly.

7. Image: One component retrieves the image (if it exists) of the answer and
displays it.

8. Map: If available the geo-coordinates are used to display the position of
the answer on a map. The map is showed using Leaflet7 Javascript Library
which retrieves maps from OpenStreetMap8.

9. Top-k Properties: A summary of the entity is visualized using an external
service called LinkSUM [10] provided by Andreas Thalhammer.

10. Text description from Wikipedia abstract: Every entity in DBpedia is
linked to the corresponding Wikipedia page and for many Wikidata entities
this is also the case. Following these links we use the Wikipedia API to
retrieve the introduction of the article.

11. External Links: If available, we present some external links to the user.
This include links to DBpedia, Wikidata and Wikipedia.

12. Ranking of list answers: In the case of a list of answers, we rank them
in the case of DBpedia. For example, if a user asks about “italian lakes”
the result will be a long list of answers. Without ranking, the first answer
will probably be a small unknown lake in Italy. For this reason we reorder

6 This feature is supported only for Chrome and Firefox due to dependencies on the
MediaStream Recording API.

7 http://leafletjs.com.
8 http://openstreetmap.org/.

http://leafletjs.com
http://openstreetmap.org/
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the results using the page rank scores presented in [11] that are available
online9. Hence, if a user asks for “italian lakes”, he will get at a first position
in the result list the entity “Lake Como” followed by “Lake Maggiore”.

The code can be found under https://github.com/WDAqua/Trill. Table 1
compares the features of other open source front-ends with Trill.

Table 1. Table comparing the features of Trill with other open source UIs.

A
u
d
io

in
p
u
t

L
a
n
g
u
a
g
e

se
l.

K
B

se
l.

F
ee

d
b
a
ck

fu
n
c

G
en

er
a
te

d
q
u
er

y

E
n
ti

ty
la

b
el

Im
a
g
e

M
a
p

T
o
p
-k

p
ro

p
er

ti
es

T
ex

t
d
es

cr
ip

ti
o
n

E
x
te

rn
a
l
li
n
k
s

L
a
n
g
u
a
g
e

su
p
p
o
rt

K
B

su
p
p
o
rt

SINA x x x x x en dbpedia

QAKiS x x x x en dbpedia

Platypus x x x x x x en wikidata

Trill x x x x x x x x x x x en, de, fr, it dbpedia, wikidata

4 Conclusion

We have presented Trill, a reusable user-interface for QA systems over knowl-
edge bases that can be used on top of Qanary. While many efforts were made
to develop better QA technology in the back-end, little work was done in the
front-end.
We hope that Trill can change this trend. Trill can be used for any future QA
pipeline integrated into Qanary as an off-the-shelf front-end. Moreover, it can
be used to deeply study the interactions of the end-users with QA systems. This
includes: 1. collect end-user queries to create easily large and realistic bench-
marks, 2. studies to analyze which questions users ask, 3. study how much
context information should be presented to a user together with the answer,
4. create interfaces, like the disambiguation interfaces in [3], to allow users to
interact with QA systems. These examples shows how advances on the front-end
can also be beneficial for classical QA research in the back-end.

Acknowledgments. Parts of this work received funding from the European Union’s
Horizon 2020 research and innovation programme under the Marie Skodowska-
Curie grant agreement No. 642795, project: Answering Questions using Web Data
(WDAqua).

9 http://people.aifb.kit.edu/ath/#DBpedia PageRank.
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Abstract. The Semantic Web community has successfully contributed
to a remarkable number of RDF datasets published on the Web. However,
to use and build applications on top of Linked Data is still a cumber-
some and time-demanding task. We present KBox, an open-source plat-
form that facilitates the distribution and consumption of RDF data. We
show the different APIs implemented by KBox, as well as the process-
ing steps from a SPARQL query to its corresponding result. Additionally,
we demonstrate how KBox can be used to share RDF knowledge graphs
and to instantiate SPARQL endpoints.

1 Introduction

The advances in the Web of Data lead to an avalanche of open knowledge graphs
made available in RDF format, such as DBpedia [3], Freebase [1] and Wiki-
data [7]. Together, these knowledge graphs encompass millions of facts from a
multitude of domains. However, consuming RDF data is still a very cumbersome
and time-demanding task.

SPARQL endpoints must handle very complex operations [5] which makes
high demand services expensive to host and difficult to maintain [6]. Manifold
research efforts have proposed solutions to tackle the reliability of SPARQL end-
points [2,6,8]. However, these methods often imposed limitations [4], as consum-
ing RDF from dump files is a very cumbersome, time-consuming and resource-
demanding task.

In this demo, we present KBox [4], an open-source platform that allows users
to share and consume ready-to-query RDF knowledge graphs (KGs). We show
the functionalities implemented by our software, as well as the different stages
from a query to its result. We demonstrate how KBox can be used to facili-
tate the implementation, integration, and evaluation of Semantic Web systems.
KBox source code is available online.1

1 https://github.com/AKSW/KBox.

c© Springer International Publishing AG 2017
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2 Demonstration

The goal of the demonstration will be to show how to share and query RDF
knowledge graphs using the KBox platform.

2.1 The Knowledge Box (KBox)

The KBox architecture comprises five components, shown in Fig. 1:

1. Knowledge Graph Name System (KNS): The KNS is designed to allow users
and applications to share and dereference ready-to-query RDF knowledge
graphs. With the KNS, a KG can have different names, be distributed by
various authorities, as well as stored at several Web Addresses in a decentral-
ized manner. For instance, a version of the DBpedia KG can be distributed
not only by DBpedia but also by other authorities. The KNS is composed of
different components: The KNS Server, the Knowledge Graph Name (KN),
and the target KG.

2. Knowledge Graph Name (KN): The Knowledge Graph Name is the name
of the graph represented by an IRI. A KG can have different names. For
instance, a KG can be named as http://example.org or simply example.

3. KNS Server : The KNS Server is an HTTP server that stores records containing
the Knowledge Graph Name and its Web Address (URL) in format (KN, URL)
that enables the KBox Client to dereference KGs.

4. Client : The client is where KBox is running; it interfaces between the
User/Application, the Operational System, the Network as well as the KNS.

5. User/Application (Edge): The edge is the KBox Client user, i.e. one or more
applications running on a server or a standard user machine.

With KBox, users or applications perform queries targeting Knowledge
Graph Names. The KNs are the target ready-to-query RDF KGs that the user
or application desire to use.

The KBox client is built upon the KBox Core, Kibe and Fusca libraries.
The Core library contains the core functions to dereference and uniquely iden-
tify resources in the Network (Web/Intranet) as well as in the File System.
The Kibe library extends the Core and adds the capability to manipulate RDF
Knowledge Graphs. Such library contains both the SPARQL and the Resource
Description Framework (RDF) layers. The RDF and SPARQL layers allow
KBox to deal with RDF data through operations such as reading, serialization
and processing. The Fusca library enables User/Applications to instantiate
SPARQL endpoints using any available KG in KBox. The User/Application
performs operations over the previous layers such as dynamically dereference,
aggregate, uniquely identify and execute SPARQL query operations over pub-
lished KGs.

2.2 Querying

In the KBox architecture, all intelligence is shifted to the client. The process
starts when the User/Application provides the KBox Client with a SPARQL

http://example.org
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Fig. 1. KBox

query along with a KG Name (see 1 ). The KBox client first checks the avail-
ability of the KN. If the KG is locally available, the Client executes the SPARQL
query (see 2 ). Otherwise, if the KG is not available locally, the Client uses the
KNS table to resolve the KN (see 3 ). That is, it locates the ready-to-query
KG in one of the available entries in the KNS table. If the KG is located, the
KBox Client dereferences it (see 4 ) and finally executes the SPARQL query
(see 2 ).

KBox can also be used to query multiple knowledge graphs (Listing 1.2).
This functionality enables users to execute federated SPARQL queries, better
define the target data as well as perform more efficient queries.

In this demo, we are going to show how to query single and multiple knowl-
edge graphs. Furthermore, we are going to demonstrate how to use and build
applications using KBox API natively (Listing 1.3) or from the command line
interface (Listing 1.1).

1 $ java -jar kbox -v0.0.1- alpha3.jar -sparql "Select (count(

distinct ?s) as ?n) where {?s ?p ?o}" -kb "https :// www.

w3.org /2000/01/ rdf -schema" -install

Listing 1.1. Querying RDF knowledge graphs in command line interface using KBox
runnable JAR file.

1 $ java -jar kbox -v0.0.1- alpha3.jar -sparql "Select (count(

distinct ?s) as ?n) where {?s ?p ?o}" -kb "https :// www.

w3.org /2000/01/ rdf -schema ,http :// xmlns.com/foaf /0.1" -

install

Listing 1.2. Federated Querying RDF knowledge graphs in command line interface
using KBox runnable JAR file.
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1 KBox.query (" Select (count(distinct ?s) as ?n) where {?s ?p

?o}", true , "https :// www.w3.org /2000/01/ rdf -schema ");

Listing 1.3. Querying RDF knowledge graphs using KBox Java library.

2.3 Instantiating

KBox also facilitates the instatiation of SPARQL endpoints thanks to the Fusca
library. KBox is distributed as executable JAR file (Listing 1.1), library (Listing
1.3), and Docker container (Listing 1.4). In this demo, we are going to show how
to instantiate a SPARQL endpoint using each of these interfaces.

1 docker pull aksw/kbox

2 docker run aksw/kbox -server -kb "https ://www.w3.org

/2000/01/ rdf -schema" -install

3 Loading Model ...

4 Publishing service on http :// localhost :8080/ kbox/query

5 Service running ;-) ...

Listing 1.4. Instantiating a SPARQL endpoint using KBox Docker container.

3 Conclusion

During the demo, we will present KBox, an open-source platform that allows
users to share and consume ready-to-query RDF knowledge graphs. We will
explain the steps between an SPARQL query and its result, the available APIs,
as well as how to instantiate a SPARQL endpoint using different interfaces.
Finally, we will show practical examples of applications using KBox and queries
using the latest version of large datasets such as DBpedia 2015-10.2

Acknowledgments. This work was partly supported by a grant from the German
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Abstract. Ontologies as a component of Semantic Web technologies are
used in Sub-Saharan Africa mainly as part of ontology-driven informa-
tion systems that may include an interface in a local language. IsiZulu is
one such local language, which is spoken by about 23 million people in
South Africa, and for which verbalisation patterns to verbalise an ontol-
ogy exist. We have implemented the algorithms corresponding to these
patterns in Python so as to link it most easily to the various technolo-
gies that use ontologies and for other NLP tasks. This was linked to
Owlready, a new Python-based OWL API, so as to verbalise an ontology
in isiZulu. The verbaliser can run in ‘ontology inside’ mode, outputting
the sentences in the terminal for further processing in an ontology-driven
information system, and in GUI mode that displays colour-coded natural
language sentences for users such as domain experts and linguists. The
demo will showcase its features.

1 Introduction

The use of Semantic Web technologies in Sub-Saharan Africa focuses predomi-
nantly on ontology-driven information systems. Examples include the integration
of flower-visiting biodiversity data from natural history museums [3], agriculture
and health data in Senegal [9], e-government monitoring for development projects
[5], learning platforms [4], and localisation of OpenMRS1 that uses the medical
ontology SNOMED CT [11]. While some existing ontologies obviously can be
reused, others are being developed to represent the knowledge more relevant for
the region, and several existing ontologies would benefit from localisation. For
instance, with a localised SNOMED CT and OpenMRS, one should be able to
use it to generate patient discharge notes in an indigenous language.

To accommodate the varied use of ontologies especially for ontology-mediated
natural language interfaces, an OWL verbaliser was developed for isiZulu, which
is one of the 11 official languages in South Africa and the most popular language
by first language speakers. This was based on the isiZulu verbalisation patterns

1 https://www.transifex.com/openmrs/OpenMRS/.
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and algorithms presented in [6,7] and the Python OWL API Owlready [8]. It is a
proof-of-concept verbaliser that shows it can be done, despite having a grammar
that does neither fit in existing language annotation models nor in pre-existing
verbalisers, and in such a way that the core linguistic knowledge as well as the
data and technologies can be reused independently.

We will describe the system design and implementation, provide brief notes
on evaluation and what an attendee may expect from the demo.

2 System Design and Implementation

Design considerations. Unlike ontology verbalisation for English that uses mostly
a template-based approach to insert the vocabulary elements, for isiZulu, there
are verbalisation patterns that take into account context, such as verb conjuga-
tion and the strings for the quantifiers (examples further below). Also, the ver-
baliser had to meet multiple use case scenarios. This made it unfeasible to imple-
ment it with one or more existing technologies. Importantly, the use cases focus
on text generation in intelligent user interfaces and patient discharge notes from
electronic health records, rather than the sole purpose of facilitating user inter-
action with the ontology (knowledge acquisition, validation, documentation).
This means that the language and linguistics components have to be reusable
across applications, rather than tailor-made to OWL. Noting that isiZulu (and
related languages) are under-resourced, any ‘most generic’ design and technol-
ogy possible was preferred, so that the few resources available can be reused, cf.
highly specialised formats that still would need to be adapted to accommodate
the grammar [2]. For instance, it is helpful to make a separate list of nouns with
their respective noun class (there are 17 for isiZulu), rather than extending, e.g.,
lemon [10]: the noun class of the noun determines the surface realisation for uni-
versal and existential quantification, conjugation, and negation, yet that list of
nouns with their respective noun class can be reused in morphological analysers
and in computer-assisted language learning.
Architecture and implementation. The components of the verbaliser and their
interaction are shown in Fig. 1. The verbaliser algorithms file consists of the algo-
rithms for named class subsumption (C � D) and disjointness (C � ¬D), sim-
ple existential quantification in the ‘all-some’ pattern (C � ∃R.D) and negation
thereof (C � ¬∃R.D) and simple conjunction (C �D), based on the algorithms
and patterns in [6] and extended with the patterns for part-whole relations [7].
Some of these patterns require the name of the OWL class—assumed to be
in the singular, as by good design practices—to be pluralised, hence requiring
the isiZulu pluraliser of [1]. The implementation of the algorithms in Python
is such that the corresponding functions can be linked to a variety of source
files as well as individual statements in the interpreter for quick generation of
a single sentence. For instance, for some axiom of the pattern C � ∃R.D, e.g.,
uSolwazi � ∃fundisa.Isifundo, then the input would be
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>>> exists zu(’uSolwazi’,’fundisa’,’isifundo’)
that will instantly generate Bonke oSolwazi bafundisa isifundo esisodwa ‘all pro-
fessors teach at least one course’.

Fig. 1. Principal components of the OWL verbaliser.

To make it truly Semantic Web enabled, we have linked the verbalisation
module to the novel OWL API for Python, Owlready [8], which works with
OWL/XML serialisations. Using Owlready, the verbaliser fetches automatically
the knowledge from the ontology and passes it on to the verbalisation mod-
ule so as to compute the sentences and output the generated sentences in
batch to the terminal for possible further processing. Consider, e.g., named
class subsumption, whose serialisation in OWL/XML is <SubClassOf><Class
IRI="..."/> <Class IRI="..."/> </SubClassOf>, which is mapped to the
isa zu(sub,super) function in the .py file. For instance, the serialisation of impala
� isilwane,

<SubClassOf>

<Class IRI="http://www.example.org/ex.owl#impala"/>

<Class IRI="http://www.example.org/ex.owl#isilwane"/>

</SubClassOf>

is fetched and passed on and processed as isa zu(’impala’,’isilwane’) to gen-
erate impala yisilwane ‘impala is an animal’. This holds likewise for the other
supported types of axioms, with one category of exceptions: part-whole rela-
tions. There is no single string for the ‘has part’ object property in isiZulu.
Therefore, a stub is used that is mapped to a specific part-whole relation and
corresponding function; e.g., ‘has portion’ is realised with an object property
named eeee in the OWL/XML file, which is mapped to the Python function
wp solid p(whole,part) that, when used in an axiom, will generate the correct
isiZulu surface realisation of ‘has portion’. For instance, in shorthand nota-
tion, isinkwa � ∃eeee.ucezu isinkwa generates, with the ‘has portion’ underlined,
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Sonke isinkwa sinocezu lwesinkwa olulodwa yet igazi � ∃eeee.isampula igazi gen-
erates Lonke igazi linesampula legazi elilodwa, where the difference is due to the
conjugation determined by the noun class (si- for the noun isinkwa in noun class
7 and li- for igazi in noun class 5) and phonological conditioning (na- + ucezu
= nocezu and na + isampula = nesampula).

Although most ontology-driven information system use cases have an ontol-
ogy ‘in the background’ rather than as end product for users, a GUI was deemed
useful both for the common purpose of validation of an ontology’s content as well
as a better understanding of the sentence components from a language learning
and linguistics viewpoint. To this end, the Python module Tkinter2 was used to
create a GUI with colour-coded elements. A screenshot of the GUI is shown in
Fig. 2, which has been annotated for clarity.

-nke for universal 

quantification 

conjugation of the verb (e.g., zi-, ba- added to the root, such as -dl- and  -fundis-)

Fig. 2. Section of the GUI interface of the Semantic Web-enabled isiZulu verbaliser.
Colour coding: existential and universal quantification is shown in blue, the classes
(nouns) in red, and the object properties and simple subsumption (verbs) in green.
(Color figure online)

Evaluation. Evaluation of the tool consisted of internal verification of correctness
of encoding and external validation in the sense of testing it with more examples
as described in [6], i.e., with more axioms. We represented in OWL all test cases
of [6,7], and the axioms used in their respective user evaluations, which were

2 https://wiki.python.org/moin/TkInter.

https://wiki.python.org/moin/TkInter
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based on existing ontologies and selected to ensure coverage of permutations for
noun classes, verbs, and part-whole relations. This totalled to 82 logical axioms.
The tool, source code, sample ontology, and screencast video showing the working
code are available from http://www.meteck.org/files/geni/.
Benefits of the chosen design and implementation The principal benefits are:
(1) the ease with which the verbaliser algorithms file can be swapped for an
analogous file in another language (e.g., isiXhosa, which is similar to isiZulu),
(2) the reusability of the algorithms beyond OWL files when needed, and (3) the
two modes of operation for users (GUI) and further processing in ontology-driven
information systems (terminal output).

3 The Demo

The main aim of the demo is to present the functioning proof-of-concept OWL
verbaliser. Given that isiZulu is not a familiar language to most people, an
English-isiZulu dictionary will be available so that attendees can select terms and
declare axioms that then will be verbalised on the fly. It is also an opportunity to
discuss details of the implementation of the verbalisation patterns that present
challenges to other existing OWL verbalisers and ontology editor tools.
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National Research Foundation of South Africa (Grant Number 93397).
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Abstract. The popularity of digital comic books keeps rising, causing
an increase in interest from traditional publishers. Digitizing existing
comic books can require much work though, since older comic books were
made when digital versions were not taken into account. Additions such
as digital panel segmentation and semantic annotation, which increase
the discoverability and functionality, were only introduced at a later
point in time. To this end, we made ComSem: a tool to support publishers
in this task by automating certain steps in the process and making others
more accessible. In this paper we present our demo and how it can be
used to easily detect comic book panels and annotate them with semantic
metadata.

Keywords: Digital publishing · epub3 · Comic book

1 Introduction

Digital comic books are becoming more and more popular. Comic book sales
keep increasing every year, both physically and digitally1. Because of this, more
and more publishers are interested in entering this digital market, both with
their new releases and their older backlog. Unfortunately, most of their backlog
was designed in a time when there was no demand for digital comics. This means
that at most they might have an archive of images corresponding to the complete
pages of the comics. These images are not enough to create a pleasant reading
experience: it is for example often infeasible to display an entire comic page on
a mobile device, meaning additional steps have to be taken to create a pleasant
reading experience.

Publishers are also often not that aware of how they can annotate their
comic books with semantic data or what advantages this offers. Adding meta-
information to comics can greatly increase their discoverability and usability [5].

In this paper we showcase our Comic Semantifier, ComSem, which assists
publishers in their digital production pipeline, starting from a set of images and

1 http://www.cnbc.com/2016/06/05/comic-books-buck-trend-as-print-and-digital-
sales-flourish.html.

c© Springer International Publishing AG 2017
E. Blomqvist et al. (Eds.): ESWC 2017 Satellite Events, LNCS 10577, pp. 65–70, 2017.
https://doi.org/10.1007/978-3-319-70407-4_13

http://www.cnbc.com/2016/06/05/comic-books-buck-trend-as-print-and-digital-sales-flourish.html
http://www.cnbc.com/2016/06/05/comic-books-buck-trend-as-print-and-digital-sales-flourish.html


66 J. Van Herwegen et al.

ending with a semantically annotated epub3 file. The demo itself can be found
at http://comsem.demo.idlab.technology/2. ComSem was made in cooperation
with actual comic book publishers and is based on their workflow and needs.

2 Related Work

2.1 Digital Comic Book Tools

There are many tools available for creating digital comic books3, but most of these
focus on creating the comic itself in their tool, instead of adapting an existing
comic book to a digital format, making them less suited for publishers looking to
digitize their existing backlog. Others still require much manual labour to specify
where all the panels are located on a page. There is also very little focus on the
semantic aspect of the comic books, providing publishers with no option to embed
this in their work, which limits their potential as described in Sect. 2.3.

2.2 EPUB3 and RDFa

epub3 [2] is a standard for the digital publication of e-books. It consists of an
archive of html files, describing both the content and metadata, combined with
relevant assets. Although the format was originally designed for e-books, work
has been put into extending the format for digital comic books4.

rdfa5 is a format designed to embed rdf data into html pages. Since epub3
is a collection of html, rdfa can also be used to enrich epub3 files, which is
how ComSem annotates comic books.

2.3 Metadata

Research has shown that the addition of metadata to digital publications can
have several positive impacts, such as increasing discovery, supporting dynamic
content and providing semantic search [1,3,5].

Discoverability plays a big role in digital publications. With a surplus of
offerings available, it becomes harder to stand out in the crowd. In his study
on optimizing digital publications, Wischenbart [5] explains the importance of
metadata to improve the chances of people discovering your work.

An example tool showcasing the advantages of metadata is the digital author-
ing environment created by De Meester et al. [1], supporting content creators
by providing easy to use tools for enhancing their text with semantic metadata.

2 An example comic can be found at http://comsem.demo.idlab.technology/dnd.html?
comic=1 (Saving changes and ner are disabled on this specific comic for demo
reasons).

3 http://networkcultures.org/longform/2016/11/21/digital-comics-harder-better-
faster-stronger/.

4 https://idpf.github.io/epub-vocabs/structure/#h comics.
5 https://rdfa.info/.
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Similarly, Heyvaert et al. have created a tool making use of comic book metadata
to improve the user experience [3] by allowing them to apply specific filters on
comic book collections.

3 Comic Book Digitization

ComSem starts from a set of digital images, and ends with a valid epub3 con-
taining all the relevant metadata. The user begins by uploading a set of images,
which can be done by dragging them to the relevant area, after which Com-
Sem automatically detects the specific panels on each of them. Afterwards these
can be annotated with additional semantic metadata. Then, once the user has
finished, the result can be exported as epub3.

3.1 Automated Panel Detection

Our implementation is currently based on a flood-fill implementation, making
use of the opencv6 library, with additional support for detecting overlapping
panels, similar to the method described by Ho et al. [4]

Figure 1 shows an example of the panel detection done by ComSem after
uploading a page. As can be seen, the detection is not completely correct. This

Fig. 1. Automated panel detection. The borders, number of panels, and order of the
panels can easily be changed by right-clicking the panels.

6 http://opencv.org/.
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can be caused by panel lines not being 100% straight, or by having components
extending outside of the panel, as is the case for the bottom-right panel in this
figure. The handles on the sides of the panels allow the user to manually fine-tune
the panel positioning in the cases where this is deemed necessary.

The order of the panels is also determined automatically, based on their
relative positioning. This order can easily be changed by right-clicking on the
panels in the order they should appear.

Should the number of detected panels be incorrect, new panels can quickly
be added by double-clicking, while superfluous panels can be deleted by double-
clicking them while holding the alt key.

3.2 Semantic Annotation

During the creation of an epub3, we provide the user with ample opportunity to
enrich the content with rdfa, using the tools described below. In ComSem, we
have mostly focused on metadata such as the characters appearing in the story,
using metadata to indicate their appearance on specific panels, and transcribing
the textual contents of a panel, allowing for translations to be present. But we
also support custom rdf tags, making it possible to describe other components.

Annotation Tools: There are two types of metadata that can be added in Com-
Sem: panel-specific and global. Panel-specific metadata pertains to the events
depicted in a specific panel, while global metadata describes information corre-
sponding to the entire comic book, such as the author.

Fig. 2. Panel metadata. The panels are automatically generated based on the selection
made before.

In the panel-specific tab (Fig. 2), the check-boxes can be used to indicate
the presence of a specific character in the given panel. This metadata gets
stored using the schema:about7 tag, while the text-boxes provide the user
with the option of adding additional non-character tags, using, among others,
schema:text and schema:url. Users can also update the list of characters and
metadata to choose from, which is not pictured here.

Besides the panel editor, there is also the global metadata editor (Fig. 3).
There the user can add global metadata, such as isbn, title, and author. A short
description of the comic book can also be written in the given text field. This
description can then be used for enriching the comic with additional metadata.
7 https://schema.org/.

https://schema.org/
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Fig. 3. Global metadata. New tags can easily be added or removed.

When the Enrich button is pressed, the description text is sent to a Named
Entity Recognition (ner) engine, after which all recognized entities are added
using the schema:about tag. The ner engine is currently configured for the
Dutch language, but will be adapted to depend on the value of the language
tag provided by the user. There is also the option for users to add extra tags,
should more specific predicates be required. All this metadata is then added to
the epub3 file once it is generated.

4 Conclusion

ComSem supports publishers in digitizing and annotating their existing backlog
of comic books. It also provides them with the opportunity to add metadata
in those comic books, enriching their content and providing the possibility of
integrating with new applications to improve the user experience. It was made
in such a way that it can easily be used by someone with no Semantic Web
background, while still having full rdf support.

Due to the automated panel detection, the digitization process can be sped
up, since only minor adjustments are required to perfectly mark the panel loca-
tions, after which the comic book can immediately be converted to a valid epub3
file.
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Abstract. Linked Datasets often evolve over time for a variety of rea-
sons. While typical scenarios rely on the latest version only, useful knowl-
edge may still be contained within or between older versions, such as the
historical information of biomedical patient data. In order to make this
historical information cost-efficiently available on the Web, a low-cost
interface is required for providing access to versioned datasets. For our
demonstration, we set up a live Triple Pattern Fragments interface for
a versioned dataset with queryable access. We explain different version
query types of this interface, and how it communicates with a storage
solution that can handle these queries efficiently.

Keywords: Linked data · Versioning · Triple pattern fragments ·
ostrich · sparql

1 Introduction

Linked Datasets often change over time [7], because the underlying informa-
tion changes, or mistakes are corrected. Currently, most data publishers provide
queryable access to only the latest version of their datasets. Other data pub-
lishers, such as DBpedia [1], provide data dumps of previous versions of their
datasets. Historical information and its evolution might still contain a lot of use-
ful knowledge, such as historical information of biomedical patient data, or for
the analysis of concept drift. Because of this, we need queryable access to this
data at different versions.

Querying on the Web is possible using the Triple Pattern Fragments (tpf)
framework [8], which was introduced as an alternative to sparql endpoints [2]
for publishing Linked Data at a low cost, while still enabling queryable access.
The tpf approach limits server interfaces to triple pattern queries and moves
the effort of full sparql query evaluation to the client. tpf interfaces are based
on the rest principles and provide declarative hypermedia controls with the
Hydra Core Vocabulary [5] using which clients can discover the triple pattern
query controls. Furthermore, each response contains metadata to help client-side
query evaluation, such as an estimated query result counts.
c© Springer International Publishing AG 2017
E. Blomqvist et al. (Eds.): ESWC 2017 Satellite Events, LNCS 10577, pp. 71–75, 2017.
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Querying versioned datasets is possible using different query atoms [4]. In
this demo, we focus on the following realistic query atoms:

– Version Materialization (vm) queries at a single version.
– Delta Materialization (dm) queries differences between versions.
– Version Queries (vq) annotate results for different versions.

Each query engine needs some form of storage solution behind it. Strategies
for storing different dataset versions can be categorized in the following storage
policies [3]:

1. Independent copies (ic) for storing fully materialized snapshots for each
version.

2. Change-based (cb) will only store differences between consecutive versions.
3. Timestamp-based (tb) annotates each triple with the versions for which it

exists.

In this paper, we demonstrate an extension of the tpf interface that has
support for the three versioned query atoms, which is discussed in Sect. 2. We
illustrate the feasibility of this interface by publishing a large versioned dataset
publicly, using a new storage solution that is optimized for triple pattern queries
for each of these query atoms, as shown in Sect. 3. Finally, in Sect. 4, we demon-
strate example usage of the interface.

2 Interface

In this section, we discuss Versioned Triple Pattern Fragments (vtpf), a ver-
sioning feature for the tpf interface that supports vm, dm and vq queries.

Support for these query atoms is possible by adding three new query forms to
the interface. Each of these forms supports the basic triple patterns. The vm form
adds a version parameter for selecting the version in which the triple pattern
query should be evaluated. For the dm form, a start and end parameter is added
for selecting the version range in between which changes should be queried given
a triple pattern. Triples are then annotated as addition or deletion. Finally, for
vq queries, no additional parameter is added but triples matching a given triple
pattern are annotated with versions.

These forms are made available both in html and rdf representations. An
example of the html form for vm queries can be seen in Fig. 1. Listing 1.1 shows
a hypermedia control for vm queries in rdf. We use the version vocabulary1 for
these hypermedia controls, metadata and result representation.

1 http://w3id.org/version/ontology.

http://w3id.org/version/ontology
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<http://versioned.linkeddatafragments.org/bear#metadata> {

<http://versioned.linkeddatafragments.org/bear#dataset> hydra:search [

hydra:template "http://versioned.linkeddatafragments.org/bear?versionType=

VersionMaterialized{&s,p,o,v}";

hydra:variableRepresentation hydra:ExplicitRepresentation;

hydra:mapping [ hydra:variable "s"; hydra:property rdf:subject ],

[ hydra:variable "p"; hydra:property rdf:predicate ],

[ hydra:variable "o"; hydra:property rdf:object ],

[ hydra:variable "v"; hydra:property ver:relatedVersion ]

].

}

Listing 1.1. The vm query rdf form using the Hydra Core Vocabulary.

Fig. 1. vm query html form and results.

3 Storage

In this section, we give a high-level overview of ostrich, which is a new storage
solution that is used as a back-end for our vtpf instance.

Previous work [4,6] has shown that the complexity for different versioning
query atoms depends on the storage policy. vtpf supports the vm, dm and vq
query atoms, where each of them can be disabled in case the cost for publishing
would be too high, when for example a storage policy is in place that is inefficient
for certain query atoms. For our demonstration, we enable the three query atoms,
because ostrich is a hybrid ic–cb–tb approach, which enables efficient vm, dm
and vq querying. ostrich supports these query atoms for simple triple pattern
queries, which is the only type of query that is required for a back-end tpf
datasource. Furthermore, the tpf approach requires each fragment to contain
metadata about the estimated number of matching triples for each triple pattern.
For this, ostrich supports (approximate) count queries for all query atoms for
triple patterns.

For our demonstration, we used the first ten versions of the rdf archive
provided by the bear benchmark [4]. Each version in this dataset is a weekly
snapshot from the Dynamic Linked Data Observatory2. When combined, these
2 http://swse.deri.org/dyldo/.

http://swse.deri.org/dyldo/
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ten versions are approximately 45 GB large in N-Triples format, and 3 GB when
gzipped. ostrich requires less than 6 GB for storing these versions, which is
significantly less than the N-Triples format, i.e., it only requires 13% of the
storage space. Even though ostrich requires twice as much storage space for
this dataset when compared to gzip, it still provides queryable access, which is
not possible with gzip. On average, ostrich evaluates triple pattern queries for
any of the versions in approximately 1ms, which is sufficiently fast for a Web
interface back-end system.

4 Demonstration Overview

We published the first ten versions of the bear dataset using a vtpf inter-
face with an ostrich back-end at http://versioned.linkeddatafragments.org/
bear. This enables queryable access to this dataset at, between and for different
versions using triple patterns. Visiting the interface using a webbrowser allows
humans to consume the data as shown in Fig. 1. Machines can also consume the
data by setting an rdf serialization format in the accept header3.

We list several example queries about “WebDeveloper1” that can be
performed using the interface:

– Information in version 6:
http://versioned.linkeddatafragments.org/bear?object=%22WebDeveloper
1\%22\&versionType=VersionMaterialized\&version=6

– Changes between version 6 and 9:
http://versioned.linkeddatafragments.org/bear?object=%22WebDeveloper
1\%22\&versionType=DeltaMaterialized\&versionStart=6\&versionEnd=9

– Version query for all information:
http://versioned.linkeddatafragments.org/bear?
object=%22WebDeveloper1%22\&versionType=Version

With this demonstration, we show the feasibility of the vtpf interface for expos-
ing versioned Linked Datasets on the Web, with queryable triple pattern access.
In future work, we will extend the tpf client [8] with support for this inter-
face, so that it is able to consume data using the version query atoms for more
complex queries, using an appropriate query language.
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Abstract. This paper presents the µRDF store, a triple store designed
for micro-controllers with limited memory, typically 8 to 64 kB. The
µRDF store exposes a query interface inspired by SPARQL that sup-
ports basic graph pattern queries. Data is sent over CoAP and serialized
in EXI, a binary format for XML.

The performances of its processing engine are demonstrated in a Web
chat application where the µRDF store can be submitted queries. The
application is available at: https://vcharpenay.github.io/urdf-amaa/.

Keywords: Web of things · Internet of things · SPARQL · RDF · EXI ·
CoAP

1 Introduction

In the past few years, Semantic Web technologies have been successfuly applied
to the domain of the Internet of Things (IoT). Various systems such as SPIT-
FIRE [6], mixing RDF and machine-generated data, were developed with promis-
ing results.

In this paper, we explore the possibility of exchanging RDF data in con-
strained environments, in order to extend the scope of the Semantic Web for
the IoT. In particular, we are interested in the problem of storing and querying
RDF data on micro-controllers with IP connectivity (8 to 64 kB RAM).

2 Related Work

Until recently, no realistic use case could be found where computational devices
had limited resources but still IP connectivity. As a consequence, the problem of
storing RDF in constraind environments, as opposed to storing billions of state-
ments in very large databases, has remained mostly unexplored. The situation
has changed with the coming of the IoT where RDF has found new usages.

The first work that addressed constrained devices —and to the best of our
knowledge, the only one— is the Wiselib TupleStore (as part of SPITFIRE) [4].
c© Springer International Publishing AG 2017
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It compares the performance of various C++ data structures to compress URIs,
inherent to any RDF document.

The Wiselib TupleStore features insertion and removal operations. There
exists other proposals to compress RDF data but none of them have these char-
acteristics. The most notable ones are the Header Dictionary Triples (HDT)
binary representation for RDF [2] and k2-triples, a variant of HDT [1]. The
main objective of HDT was to compress large RDF datasets. e.g. to fit in the
main memory of a standard PC. But its compression scheme could reasonably
be used on small datasets as well.

In the original proposal for HDT, triples are stored using bitmaps on which
compression is applied. k2-triples indexes triples in subject-object indexes (verti-
cal partitioning) and applies k2-tree compression on the two-dimensional arrays.

HDT and k2-triples show high compression ratios. However, in a typical IoT
configuration, RDF data might be dynamically updated, which requires insertion
and removal operations. Moreover, neither the Wiselib Tuplestore nor HDT/k2-
triples go beyond triple pattern matching to query RDF. Our proposal, the
μRDF store, combines both a small memory footprint with insertion/removal
operations and Basic Graph Pattern (BGP) processing. It is presented next.

3 Overview of the µRDF Store

A few assumptions were made in the design of the μRDF store. First, it is
expected that datasets contain a limited number of triples, to fit in the RAM
of a micro-controller. Second, we expect datasets to contain mostly assertional
data, as opposed to terminological data.

3.1 Data Structure

The data structure underlying the μRDF store is optimized for navigational
queries (i.e. with bound predicates) against datasets having few distinct proper-
ties (max. n properties). Each resource is given an index number where the first
n indices are reserved for predicates (in practice, n = 32 or 64, i.e. a multiple of
the size of a machine word). Triples are stored with variable-length byte (vbyte)
encoding in a way that navigation from every resource to its neighbors in the
RDF graph is possible both forward and backward. Triples with literals are only
stored once.

Formally, for I, B and L mutually disjoint sets of IRIs, blank nodes and
literals respectively, a μRDF resource ρ ∈ P is the pair (R,L) where R ⊂
I × (I ∪ B) × {0, 1} is the set of direct and reverse relations to other resources
and L ⊂ I × L is the set of literal relations associated to ρ. An instance of the
μRDF store is a map μ : (I ∪ B) → P .

3.2 Query Interface

The μRDF store supports BGP queries (given that at least one subject or object
is bound). Queries are processed in a greedy fashion: as soon as a binding is found
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for a triple pattern, the next triple pattern is processed. This guarantees an upper
bound of O(|V |) for intermediate storage, where V is the set of variables in the
query. This process, that might lead to duplicated calls, avoids managing arbi-
trarily large intermediary results (e.g. for patterns with the rdf:type predicate),
which is critical in constrained environments.

To exchange data over the network, data is serialized in the Efficient XML
Interchange (EXI) format. Our original proposal for the μRDF store suggests
that EXI, that can take advantage of schema information from RDF/XML, offers
satisfactory compression ratios [5].

Moreover, a straightforward mapping of the HTTP SPARQL 1.1 protocol
can be defined for the Constrained Application Protocol (CoAP), where both
query and update are supported. The CoAP specification limits the payload
size to 1024 bytes. If the serialized result set is above this value, the algorithm
described above allows data to be sent “block-wise”: each full mapping found by
the algorithm is sent in a separate block1.

4 Evaluation

We implemented the μRDF store for the ESP8266, a microcontroller with an
integrated Wi-Fi chip (64 kB RAM, 80 MHz). To test its performances, we used
the dataset generator and the query mix provided by the Lehigh University
Benchmark (LUBM) [3]. The generator had to be adapted to small datasets2.
All fourteen queries of the benchmark can be processed by our implementation.

We compared the memory footprint of our implementation to the Wiselib
tuplestore, HDT and k2-triples (Fig. 1a). The comparison suggests that, over-
all, HDT performs best, followed by the μRDF store, in the range we consider
of interest (up to 10,000 triples). It is reported in the literature that k2-triples
performs better but the graphic shows that this does not apply to small RDF
datasets. It also shows that URI compression as performed by the Wiselib tuple-
store performs poorly for datasets with less than 1,000 triples.

The original idea behind the μRDF store is to explore SPARQL as a decen-
tralized discovery mechanism among IoT devices. This requires at least BGPs
to be supported by individual nodes. As mentioned before, no work in the state-
of-the-art has proposed an implementation of BGP processing at the scale of a
micro-controller.

On the MSP8266, all queries from the LUBM benchmark —especially Q9 that
requires many intermadiary joins—are processed in less than 20 ms, including
EXI coding. In comparison, sending static RDF/EXI data over CoAP takes
at least 500 ms and this number grows with the number of triples being sent
(Fig. 1b), which means that query processing has no significant impact on the
overall exchange between two devices. On the contrary, local BGP processing,
1 The demonstration presented in this paper also exploits this partitioning of the result

set with MQTT, another IoT protocol: each mapping is published in a separate
MQTT message.

2 See https://github.com/vcharpenay/urdf-store-exp for more details.

https://github.com/vcharpenay/urdf-store-exp
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(a) Memory footprint (b) CoAP round-trip time (RTT)

Fig. 1. Evaluation of the µRDF store with LUBM synthetic data

in constrat to other RDF query mechanisms such as Triple Pattern Fragments
(TPFs) [7], can significantly improve the rapidity of an exchange by reducing
the total amount of exchanged data.

Our work on the μRDF store has led us to the following conclusion: with
today’s hardware, an “Embedded Semantic Web” is possible. As opposed to
HDT, the μRDF store supports updates and BGP processing; without degrading
data transmission; with a limited overhead in memory.

5 Demonstration: Ask Me (almost) Anything

The purpose of this demonstration is to illustrate the conclusions of our eval-
uation in an interactive fashion. We developed a simple chat application that
allows one to submit queries in a simplified manner to an instance of the μRDF
store from their Web browser. Its design is inspired by a concept popularized by
Reddit called Ask Me Anything (AMA). Here, a microcontroller invites you to
an AMA session to let you discover its name, its capabilites and the “Things” it
is semantically connected to.

Figure 2a shows the Web interface on which queries can be formulated. The
technical details of the demonstration are given in Fig. 2b. A client query is
first pre-processed by the so-called “advisor”, a non-constrained machine that
first translates the query into SPARQL, then serializes it in EXI; the EXI is
processed by the micro-controller which responds with another EXI message; the
server response is post-processed by the advisor to print it in a human-readable
form. All the messages are sent via the Message Queue Telemetry Transport
(MQTT) protocol following a simple publish-subscribe interaction pattern. The
delay between requests and responses does not exceed a few seconds.

6 Conclusion

IoT devices that embed a full IP-based communication stack usually come with
unused computational power. As current applications mostly concentrate on
sending sensor data to the Cloud as fast as possible, the capacities of edge devices
remain untapped. With the μRDF store, we aim at relocating intelligence to the
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(a) Web client screenshot (b) MQTT message exchange

Fig. 2. Overview of the ask me (almost) anything (AMaA) application

edge, starting with semantic processing. Our demonstration underlines the rele-
vance of an Embedded Semantic Web for the IoT.

Another aspect that this demonstration tends to show is that human–to–
machine communication is tedious. IoT systems might be much more performant
if machines themselves formulated the queries. This is our next line of research.
Support for the OPTIONAL operator is also being considered in our implementation.
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Abstract. Providing a general and efficient Question Answering system
over Knowledge Bases (KB) has been studied for years. Most of the
works concentrated on the automatic translation of a natural language
question into a formal query. However, few works address the problem
on how users can interact with Question Answering systems during this
translation process. We present a general mechanism that allows users to
interact with Question Answering systems. It is built on top of Qanary,
a framework for integrating Question Answering components. We show
how the mechanism can be applied in a generalized way. In particular,
we show how it can be used when the user asks ambiguous questions.

Keywords: User interaction · Question answering systems · User
interface

1 Introduction

In recent years, there has been a fast growth in available data sets. One very
important use case is finding relevant results for a user’s requests, and by using
different data sets. The field of Question Answering (QA) tackles this information
retrieval use case by providing a (natural language) interface aiming at easy-to-
use fact retrieval from large data sets in knowledge bases (KB). While following
this path it could be observed that additional challenges are rising while the data
sets are growing. For example, while having only recent geospatial information
a term like “Germany” can be identified directly without ambiguity. However,
after adding historic data several instances called “Germany” will be available,
representing different entities (over time).

In the past years several question answering systems were published working
on-top of linked data, cf., Question Answering over Linked Data (QALD) [8].

c© Springer International Publishing AG 2017
E. Blomqvist et al. (Eds.): ESWC 2017 Satellite Events, LNCS 10577, pp. 81–86, 2017.
https://doi.org/10.1007/978-3-319-70407-4_16
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Many QA systems follow a single interaction approach, where the user asks a
question and retrieves an answer. However, many questions cannot be under-
stood because the context is only clear in the users’ mind, or because the ambi-
guity of the considered data set is not known by the user. Hence, not any kind
of question can be interpreted correctly following an ad hoc single-interaction
approach. User interaction in QA systems (i.e., how users can influence a QA
process) is not well explored. Only a few QA systems exists involving the user
in the retrieval process, e.g., Querix [7], Freya [2], and Canalis [10].

In this paper we extend the Qanary methodology [1] a framework for inte-
grating Question Answering components. Our main contribution is a generalized
user feedback mechanism in Qanary.

2 Related Work

In the context of QA, a large number of systems have been developed in the last
years. For example, more than twenty QA systems were evaluated against the
QALD benchmark (cf., http://qald.sebastianwalter.org). However, only few of
them address user interaction. Freya [2] uses syntactic parsing in combination
with the KB-based look-up in order to interpret the question, and involves the
user if necessary. The user’s choices are used for training the system in order to
improve its performance. Querix [7] is a domain-independent natural language
interface (NLI) that uses clarification dialogs to query KBs. Querix is not “intel-
ligent” by interpreting and understanding the input queries; it only employs a
reduced set of NLP tools and consults the user when hitting its limitations.
Canali [10] shows completions for a user’s query in a drop-down menu appear-
ing under the input window. The user has the option of clicking on any such
completion, whereby its text is added to the input window.

Since QA systems often reuse existing techniques, the idea to develop QA
systems in a modular way arise. Besides Qanary, three frameworks tried to
achieve this goal: QALL-ME [6], openQA [9] and the Open Knowledge Base
and Question-Answering (OKBQA) challenge (cf., http://www.okbqa.org/). To
the best of our knowledge these frameworks do not address the problem of inte-
grating user interaction.

3 A Generalized Feedback Mechanism
On-Top of Qanary

3.1 The Qanary Methodology

QA systems are generally made up by several components that are executed in
a pipeline. Qanary offers a framework to easily integrate and reuse such com-
ponents. Here, we briefly describe the Qanary methodology. Qanary compo-
nents interact with each other by exchanging annotations (following the W3C
WADM1) expressed in the qa vocabulary [11] and stored in a central triplestore T .
1 Web Annotation Data Model: https://www.w3.org/TR/annotation-model/.

http://qald.sebastianwalter.org
http://www.okbqa.org/
https://www.w3.org/TR/annotation-model/
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For example, an annotation expressing that the sub-string between charac-
ter 19 and 32 of the question “Who is the wife of Barack Obama?” refers to
dbr:Barack Obama is expressed as:
PREFIX qa: <https: //w3id.org/wdaqua/qanary#>
PREFIX oa: <http: //www.w3.org/ns/oa#>
<anno1> a qa:AnnotationOfInstance ;

oa:hasTarget [ a oa:SpecificResource ;
oa:hasSource <URIQuestion >;
oa:hasSelector [ a oa:TextPositionSelector ;

oa:start"9"^^ xsd:nonNegativeInteger ;
oa:end "21"^^ xsd:nonNegativeInteger ]];

oa:hasBody dbr:Barack_Obama .
oa:annotatedBy <http: // wdaqua.eu/component1 > .
oa:annotatedAt "2017 -02 -22 T21:40:51 +01:00" .

Note that each annotation also contains information about the compo-
nents that created them (oa:annotatedBy) and the time when this happened
(oa:annotatedAt). We consider a QA system with several componentsC1,. . . ,Cn.
Running these components over a new question q would lead to the following work-
flow: (1) Qanary is called through an API saying that it should process question
q using the components C1, ...,Cn (this API can be found under: http://www.
wdaqua.eu/qanary/startquestionansweringwithtextquestion). (2) Qanary gener-
ates in a triplestore T a new named graph G where q is stored (using the qa vocab-
ulary). (3) The components are subsequently called, i.e., the address of the triple-
store T and the named graph G is passed to Ci. Component Ci retrieves annota-
tions from G and uses them to generate new knowledge about the question. This
is written back to G in the form of new annotations. (4) When all the components
have been called, the address of T and G are returned. This way full access to all
knowledge generated during the process is possible.

The vocabulary that is used for the annotations is described in [11]. The
Qanary methodology and their services are described in [1,4].

3.2 Collecting User Feedback Within a Qanary Process

A user cannot change the internal algorithm of a component, but only affect
the behavior of a component by the annotations it uses as input. Assume that
the user wants to interact with the process after component Ci. The generalized
workflow would be as follows: (1) Components C1,. . . ,Ci are called (cf., Sect. 3.1).
(2) All the generated knowledge is stored in G. The user or the application
accesses G and retrieves the annotation needed and creates new ones. (3) The QA
system is restarted from component Ci+1, i.e., a QA process executing Ci+1,. . . ,
Cn is started using T and G.

To avoid conflicting annotations of the same type, we enforce that both the
components and the user create annotation with a timestamp, and the compo-
nents read only the annotations with the last timestamp. Note that during the
QA process existing annotations are not deleted, s.t., G contains a full history
of all the information generated at the different point in time by any component
and by the user.

http://www.wdaqua.eu/qanary/startquestionansweringwithtextquestion
http://www.wdaqua.eu/qanary/startquestionansweringwithtextquestion
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4 Use Cases

We created some user interface components that follow the approach described
in Sect. 3.2. In the back-end we used WDAqua-core0 [5]. It consists of two com-
ponents: C1 a query generator that translate a question (in keywords or natural
language) into SPARQL queries and C2 a query executor. The interfaces are
integrated in Trill [3], a reusable front-end for QA systems that can be used for
QA pipelines integrated in Qanary. The code can be found under https://github.
com/WDAqua/Trill. We first describe in detail one of the interface components
we implemented. It can be used by users to resolve the ambiguity of a question.
We then briefly describe the other interfaces.

Fig. 1. Snapshot of the disambiguation interface for the question: “What is the capital
of Germany?”. By clicking on “Did you mean” several entities, the question might ref-
ereed to, are shown. These include the actual “Federal Republic of Germany” but also
the “Capital of Germany” (as an entity), “West Germany”, “East Germany”, “Allied-
Occupied Germany” and others. By clicking on the entity, the question is interpreted
differently and a new answer is presented, e.g., if the user clicks on “West Germany”,
the answer “Bonn” is computed.

Example: Removing Entity Ambiguity from a Qanary process One of the main
problems in QA systems is to disambiguate between different meanings associ-
ated to a user’s question. Given “What is the capital of Germany?”, the sub-
string “Germany” can refer to the actual “Federated Republic of Germany” but
also to “East Germany” (former GDR) or “West Germany”, which will lead to
different answers. To allow the user to choose between different options we use
the workflow presented in Sect. 3.2. In the example implementation, C1 produces
30 SPARQL query candidates which are ranked based on relevance and stored
in T using the annotations qa:AnnotationOfSparqlQueries. E.g., for the given
question the first 3 candidates are:

https://github.com/WDAqua/Trill
https://github.com/WDAqua/Trill
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1. SELECT ?x WHERE { dbr:Germany dbo:capital ?x . }
2. SELECT ?x { VALUES ?x { dbr:Capital of Germany } }
3. SELECT ?x WHERE { dbr:West Germany dbp:capital ?x . }
For the disambiguation interface we extract 30 queries from the end-
point, extract the resources from them (in the example dbr:Germany,
dbr:Capital of Germany, dbr:West Germany) and show them to the user. By
clicking on one of the resources, the corresponding query is ranked first and
the re-ranked queries are written to the triple-store using again the annotations
qa:AnnotationOfSparqlQueries. C2 is called which executes the first-ranked
query. Finally the answer is shown. The example is implemented as a user inter-
face component in Trill and shown in Fig. 1.

Additional Examples Similarly to the above interface we have also created a
user interface component that allows a user to directly choose between SPARQL
queries. This interface component can for example be used, by expert users, to
construct a training data set to learn how to rank SPARQL queries. We created
also two interfaces components for language and knowledge base selection. They
are easy-to-use drop down menus. The user selects the knowledge base or the
language. Each time a new question is sent to the back-end the corresponding
annotations selecting the language or the knowledge base are generated. A demo
with the different interface components can be found under www.wdaqua.eu/qa.

5 Conclusion and Future Work

In this paper we have showed a generalized feedback for QA processes. It is
an approach on-top of the Qanary framework. Qanary provides an established
paradigm for collecting knowledge about a given user question in a triplestore.
Our extension provides a mechanism for the user to interact with any type of
information that is stored in the triplestore. Hence, computing the correct answer
through the feedback of the user is thereby enabled on various steps during the
QA process. This leads to the novel option not only to create a QA system from
the Qanary ecosystem, but also to establish an interactive QA process on-top of
it. All these arrangements are dedicated to support the QA research community
in improving QA processes.

In the future, we will extend the user interface components and collect train-
ing sets for the community to be used for improving the involved back-end
components, the overall QA process, and particularly the quality of QA.
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Abstract. R2RML is the W3C standard mapping language used to define
customized mappings from relational databases into RDF. One issue that
hampers its adoption is the effort needed in the creation of such mappings, as
they are stored as RDF documents. To address this problem, several tools that
represent mappings as graphs have been proposed in the literature. In this paper,
we describe a visual representation based on a block metaphor for creating and
editing such mappings that is fully compliant with the R2RML specification.
Preliminary findings from users using the tool indicate that the visual repre-
sentation was helpful in the creation of R2RML mappings with good usability
results. In future work, we intend to conduct more experiments focusing on
different types of users and to abstract the visual representation from the
R2RML mapping language so that it supports the serialization of other uplift
mapping languages.

Keywords: R2RML � Visual representation � Data mapping

1 Introduction

A significant part of the Linked Data web is achieved by converting non-RDF
resources into RDF. This conversion process is typically called uplift. For relational
databases, one can rely on the W3C Recommendation R2RML1 for creating mappings
from relational databases into RDF datasets. Though useful, some problems with its
adoption can be observed. Firstly, R2RML mappings are stored as RDF. We argue that
writing any RDF graph by hand can be troublesome and prone to errors. Secondly, the
R2RML mapping language has a steep learning curve, where the creation of mappings
is time consuming, and syntactically heavy in various cases [9]. Initiatives have
emerged to address these problems and make the technology more accessible such as
visual graph representations for engaging with mappings [6, 7] and others that will be
discussed in Sect. 2.

In this paper, we describe a visual representation for mappings called Juma. Our
representation is based on the block (or jigsaw) metaphor that has become popular with

1 https://www.w3.org/TR/r2rml/.
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visual programming languages – where it is called the block paradigm – such as
Scratch2. This metaphor allows one to focus on the logic instead of the language’s
syntax and it has been successfully used in introducing programming to non-experts.
We have applied this representation for the R2RML mapping language, being fully
compliant with its specification. The main contributions of this research to date are:
(1) a visual representation for mappings based on a block metaphor; (2) a tool that uses
this representation for creating and managing R2RML mappings and (3) an initial user
evaluation of the approach.

The remainder of this paper is structured as follows: Sect. 2 reviews the related
work. Section 3 presents our visual representation. Section 4 presents an initial user
evaluation and Sect. 5 concludes the paper.

2 Related Work

In this section, we discuss the different mapping tools developed and the mapping
representations used for R2RML mappings.

Karma [6] is a web-based application where the data is loaded before it can be
mapped into RDF. The ontologies used during the mapping process are represented in a
tree structure and the data as a table. A graph visualization of the mapping is available
while the user creates them. The creation of mappings using Karma can be troublesome
because of the data centric approach, where every input is shown in a different table.
This makes the interlinking between tables unnecessarily complex. OntopPro3 [11] is a
Protégé plugin that uses a proprietary mapping language internally to create mappings.
Lembo et al. [7] also uses a graph representation for R2RML mappings. The tool is
fully compliant with R2RML’s specification and offers support for syntactic and
semantic checking of mappings. Even though the tool offers a graph visualization of
mappings, its creation and/or editing is done through text, which may make the
mapping process prone to errors. RMLeditor [5] has support for R2RML and RML [4]
mapping languages. The RMLeditor also uses a graph representation for the mapping.
The input data and RDF output are shown as tables. MapOn [10] is yet another graph
representation tool for R2RML mappings. It also provides a graph visualization for
ontologies and databases. SQuaRE [1] is a tool that provides a visual environment for
the creation of R2RML mappings. This tool also uses a graph visual representation for
mappings, similar to RMLeditor and MapOn. Ontologies and RDF vocabularies that
will be used in the mapping process are shown as a tree.

These tools offer different abstractions for the creation of R2RML mappings. In [2],
the authors proposed the use of the block metaphor for SPARQL. To the best of our
knowledge, no other tool has yet used the block metaphor for representing R2RML
mappings. In Sect. 3, we discuss how we use the metaphor in our design.

2 https://scratch.mit.edu/, last accessed March 2017.
3 http://ontop.inf.unibz.it.
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3 Juma: A Visual Representation for Mappings

In this section, we introduce a method called Jigsaw puzzles for representing map-
pings, Juma, applied to the R2RML mapping language. As outlined in Sect. 1, there are
a number of issues with how R2RML mappings are created. For example, creating
mappings with a text editor – even with support for RDF – is a time consuming
process, being syntactically heavy even for simple mappings in various cases. More-
over, it has a steep learning curve if one is not acquainted with the R2RML vocabulary
and RDF, amongst others. To facilitate the creation and maintenance of mappings, and
to leverage the uptake of R2RML to a wider set of stakeholders, we have developed a
tool4 that applies the Juma method to the R2RML mapping language. For the devel-
opment of the visual representation, we derived some requirements:

1. users should be able to create a mapping without being preoccupied with R2RML’s
vocabulary or with a particular RDF serialization format’s syntax;

2. the visual representation should guide users in creating and editing valid R2RML
mappings, according to the standard specification;

3. common patterns, which are completed by a user for a given context, should be
available.

Our implementation (screenshot shown in Fig. 1) uses Google’s Blockly API5. In
our tool, each block has been designed to represent an R2RML statement that auto-
matically generates a correspondent R2RML construct, as specified in requirement 1.
For requirement 2, when a user drags a block near other blocks, if that is valid
according to the R2RML specification, then the visual representation highlights this.
For requirement 3, we have defined a menu option called templates. This option shows
one complete triple map and one complete predicate object map. The other menu
options provide one with all other possibilities within the R2RML mapping language.

Fig. 1. Visual representation of an R2RML mapping

4 https://www.scss.tcd.ie/*crottija/juma/.
5 https://developers.google.com/blockly/.
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We have defined the menu using a tree structure, which gives users a hint of how the
blocks connect to each other.

4 User Study

We have initially evaluated two aspects of the tool: the accuracy of the mappings
created and the usability of the tool using a standard usability test.

This initial user study was built on top of the Northwind6 database for MySQL and
it involved 15 participants split into 3 groups of 5. The first group had no knowledge of
Semantic Web technologies. The second group was familiar with Semantic Web
technologies, such as RDF and OWL, but not R2RML. The last group was familiar
with the R2RML mapping language. Participants were asked to create one R2RML
mapping. The task involved the use of different R2RML constructs, such as parent
triples maps and others, in order to explore the visual representation. A sample RDF
output was shown to participants. In addition, they could run the mapping and compare
the output from the tool to the sample provided. To enable this in the experiment, we
integrated an R2RML processor [3] into the tool.

The accuracy of the mappings created was calculated by counting the number of
correct triples in the respective RDF output. Additionally, any help needed during the
execution of the task was recorded. The high accuracy of the mappings (95.5%)
indicates that the visual representation was helpful to participants. In relation to the
help needed, the most common need found was how to interlink triples maps with the
use of the parent triples map construct. Participants were able to create the R2RML
construct using the visual representation but they had difficulties defining the parent
and child values for the join condition, which required knowledge on SQL joins.

We also evaluated the usability of the tool using the Post-Study System Usability
Questionnaire (PSSUQ). PSSUQ evaluates a system in 4 aspects using a questionnaire
with a Likert scale from 1 (strongly agree) to 7 (strongly disagree) (see [8]). The PSSUQ

Fig. 2. PSSUQ questionnaire responses by participant

6 https://github.com/dalers/mywind.

90 A. Crotti Junior et al.

https://github.com/dalers/mywind


scores by participant can be seen in Fig. 2. Participants 1, 11 and 13 had a score of 1 for
interface quality.

The scores indicate that the visual representation in the tool has good usability
results for most participants, where these are less than half the scale (3.5).

5 Conclusions and Future Work

In this paper, we have presented a visual representation applied to the R2RML map-
pings language that is fully compliant with its specification. Our representation is based
on the block metaphor, where each R2RML construct is represented as a block. An
initial user study indicated that the visual representation was beneficial in the creation
of R2RML mappings and shows promising usability results.

Future work includes more extensive experimentation including using the repre-
sentation in managing uplift mappings. We also intend to implement the loading of
existing mappings into the tool, incorporation of function representation in mappings
and to abstract our implementation from R2RML to support other uplift mapping
languages. One limitation of our approach is the reuse of resources, which are sup-
ported by R2RML mappings written using Turtle syntax.
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Abstract. In 2015, Flanders Information started the OSLO2 project,
aimed at easing the exchange of data and increasing the interoperabil-
ity of Belgian government services. RDF ontologies were developed to
break apart the government data silos and stimulate data reuse. However,
ontology design still encounters a number of difficulties. Since domain
experts are generally unfamiliar with RDF, a design process is needed
that allows these experts to efficiently contribute to intermediate ontol-
ogy prototypes. We designed the OSLO2 ontologies using UML, a model-
ing language well known within the government, as a single source spec-
ification. From this source, the ontology and other relevant documents
are generated. This paper describes the conversion tooling and the prag-
matic approaches that were taken into account in its design. While this
tooling is somewhat focused on the design principles used in the OSLO2

project, it can serve as the basis for a generic conversion tool. All source
code and documentation are available online.

Keywords: Linked Data · UML · Ontology design · RDF generation ·
OSLO2

1 Introduction

In 2015, the Flemish government started a project to stimulate data reuse
between Belgian governments and improving semantic interoperability between
government services. They initiated the OSLO2 project as a continuation of
OSLO [2], the aim of OSLO2 was to define multiple ontologies to model 4 core
government domains. The project was led by the Flanders Information agency
and involved local, regional, federal, European and private stakeholders in the
process through working groups.

Governments are slowly finding their way to the Semantic Web. Working
with Semantic Web still requires a lot of technical knowledge not familiar to
domain experts. Yet, the input of these domain experts is essential to model
an ontology in line with business requirements. As such it is very important to
c© Springer International Publishing AG 2017
E. Blomqvist et al. (Eds.): ESWC 2017 Satellite Events, LNCS 10577, pp. 93–97, 2017.
https://doi.org/10.1007/978-3-319-70407-4_18
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either train domain experts or to use more familiar techniques for modeling.
This led us to the decision to use UML, a well known formal modeling language.
The UML model was familiar enough to domain experts to understand it and
provide feedback, while also serving as a source from which both the ontology
and corresponding documentation could be generated.

In this demo, we will demonstrate the tool developed for and used in the
OSLO2 project. This tool is capable of transforming a UML diagram, intended
for communication with stakeholders and domain experts rather than being mod-
eled specifically for RDF generation, into an ontology. The tool is currently a
command line tool with a focus on the design choices made by Information Flan-
ders. Nevertheless, it displays great potential and could be extended into a fully
generic tool in future work. All source code is available at https://github.com/
Informatievlaanderen/OSLO-EA-to-RDF.

2 Related Work

Specialized ontology design tools such as Protégé [5] or TopBraid Composer
are well known in the Semantic Web world. Because of their ontology-centered
design method, these tools are powerful in the hands of experienced users but
more obscure for users not familiar with ontologies.

UML1 is a modeling language standardized by the Object Management
Group (OMG). It originally focused on object oriented software engineering,
but grew to cover more uses later on such as interaction or object diagrams.
UML can be serialized to a machine readable format using the XML Metadata
Interchange (XMI) format, also a standard created by the OMG.

UML has been already been investigated as a tool for assisting ontology devel-
opment and has several advantages, mainly related to its adoption [4]. Cranefield
et al. describe the use of XSLT transformations to transform UML represented
in XMI into RDF-XML and supporting Java classes [3]. Stuckenschmidt et al.
describe how UML could be used as a way of visualizing RDF as well as serving
as a basis for generating RDF, again using an XSLT transformation [6]. They
also describe the mismatch between both worlds, most notably the fact that
properties are first class citizens in RDF but not in UML. Lastly, ISO 19150-2
describes how UML from geographical standards can be converted into OWL
ontologies [1].

We see two shortcomings in the approaches described. Firstly, none of them
demonstrate how to integrate existing ontologies in the design. Secondly, they
rely on modeling the UML diagram very close to the RDF model, which will
make the intended structure unfamiliar to domain experts.

1 http://www.omg.org/spec/UML/.
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3 RDF Transformation

3.1 Source Data Model

Because of its wide usability and simple representation, Flanders Information
uses UML to model their data models. For this, they use Enterprise Architect
(EA)2, a commercial tool with extended UML features. EA uses an internal
database to store the models and has the capability to export XMI.

Despite XMI being a common exchange format for UML, subtle differences
cause information loss when importing this data into other tools, such as the
freely available Visual Paradigm software3. Further difficulties arise when using
XMI, as the XSLT transformations are very sensitive to the exact format of the
source [6]. Lastly, the UML used in previously mentioned papers was mostly
designed with an RDF model in mind, rather than following a data-modeling
centric methodology. These reasons caused us to focus on the EA data model
rather than the XMI format.

EA provides a Java API, giving access to the EA object model4. We found
this API to be lacking in both usability and capabilities. Performance-wise, a
noticeable load time is needed for the library and queries appear to become slower
over time, possibly caused by the ActiveX COM implementation. Furthermore,
the EA object model is not fully available through the API and no developer-
friendly links are available between core classes. Instead, we created our own API
for accessing the EA object model by directly querying the internal database.

3.2 Transforming UML to RDF

ISO 19150-2, Cranefield [3] and Stuckenschmidt [6] all describe similar ways of
transforming UML into an ontology by mapping UML classes to RDF classes
and UML attributes and associations to RDF properties. However, none provide
any guidance for integrating existing terms into the ontology, a vital concept in
the Linked Data world. Also, all seem to assume that the UML diagram will be
created with the RDF model in mind: any UML attribute or association identifies
a unique property, domain and range are determined by the related UML class,
etc. While these assumptions are valid when strictly considering the modeling,
they obstruct a workflow centered around expressive models, as demonstrated
in Fig. 1.

In order to support this more pragmatic way of working, we extended the
conversion rules from existing literature with extra customization options. Specif-
ically, we allow the addition or customization of information through the use of
tags that are added to the UML elements. These tags are stored as meta data
in the EA data model. For example, it is possible to add multiple labels to each

2 http://www.sparxsystems.com/products/ea/.
3 https://www.visual-paradigm.com.
4 http://www.sparxsystems.fr/resources/user-guides/automation/enterprise-

architect-object-model.pdf.
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Fig. 1. Two UML versions of the same model. On the left as modeled in typical (non-
RDF) contexts. On the right as modeled according to the RDF model.

element, to use a name for the RDF term that differs from the UML name or to
specify the parent property of an association or attribute.

Through a configuration file, users can specify which tags map to which
RDF terms, allowing them to customize the tool to their design needs instead
of the other way around. The tool provides warnings for missing information or
possible errors such as missing labels or multiple elements being mapped to the
same URI. Nevertheless, any warnings can be ignored at the discretion of the
user, giving them full control over the transformation.

A second addition to the tooling comprises the support for existing terms.
In fact, because we were modeling 4 different domains that were reusing terms
among themselves, we identified 3 types of terms being modeled:

In-scope terms. Terms defined by ourselves and contained within the package
(ontology) being converted;

Out-of-scope terms. Terms defined by ourselves but contained outside the
package being converted;

External terms. Terms used in the model but defined in external ontologies.

Each of these types has a different presence in the generated ontology: in-
scope terms require all information to be included, out-of-scope terms do not
require any information to be included and external terms may need to include
some information such as additional translations. Again, this behavior can be
customized using the configuration file.

Lastly, we allow the user to specify an RDF file containing user terms, which
are simply added to the resulting ontology. This can be used to add additional
information about the ontology itself (such as authors, revision date, change-
list...) since this information varies a lot between ontologies and may contain a
deeper linking structure. A complete workflow of the tool is shown in Fig. 2.

4 Demonstration

We will demonstrate our tool by converting different UML diagrams of varying
complexity to RDF ontologies. We will focus on the integration with existing
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Fig. 2. Workflow of the tool. Starting from a project containing multiple, possibly
interlinking packages, a single package is converted. RDF is generated based on the
UML information, user specified tags present and the configuration. Depending on the
type of the term, different statements are added to the ontology. Out-of-scope terms
are not exported.

ontologies and UML intended for communication with stakeholders. An example
transformation is available online at https://github.com/Informatievlaanderen/
OSLO-EA-to-RDF/blob/v1.0/Example.md.
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Abstract. While literature portals in the biomedical domain already
enhance their search applications with ontological concepts, data portals
offering biological primary data still use a classical keyword search. Sim-
ilar to publications, biological primary data are described along meta
information such as author, title, location and time which is stored in
a separate file in XML format. Here, we introduce a semantic search
for biological data based on metadata files. The search is running over
4.6 million datasets from GFBio - The German Federation for Biologi-
cal Data (GFBio, https://www.gfbio.org), a national infrastructure for
long-term preservation of biological data. The semantic search method
used is query expansion. Instead of looking for originally entered key-
words the search terms are expanded with related concepts from differ-
ent biological vocabularies. Hosting our own Terminology Service with
vocabularies that are tailored to the datasets, we demonstrate how onto-
logical concepts are integrated into the search and how it improves the
search result.

Keywords: Semantic search · Query expansion · Biological data · Life
sciences · Biodiversity

1 Introduction

Scholars in life sciences are faced with an increasing amount of biological data.
One example is the biodiversity domain dealing with the variety and variability
of species, habitats and their relationships on earth. In this research area, dif-
ferent types and formats of data such as observational data, images or genome
c© Springer International Publishing AG 2017
E. Blomqvist et al. (Eds.): ESWC 2017 Satellite Events, LNCS 10577, pp. 98–103, 2017.
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sequences need to be collected and analyzed. Enabling researchers to find rele-
vant data for their information need requires effective filtering and search tech-
niques that allow data retrieval across scientific domains. Even though a large
number of ontologies exist in life sciences, only data portals offering biomedical
literature such as MEDLINE articles enhance their search systems with seman-
tic concepts and ontological filtering [4,5]. Data portals offering a search over
biological datasets still rely on classical keyword-based techniques. Based on
metadata files containing information about author, title, location and parame-
ters of collected data, search applications in data portals such as GBIF1, Data
One2 or Dryad3 present datasets containing only user entered search terms. This
does not allow cross-domain retrieval where keywords are used for searching and
dataset descriptions refer to various terminologies. This hampers data retrieval,
in particular, in the biodiversity domain which is inherently interdisciplinary.

Expanding search queries with semantically related concepts is a common
technique for enhancing search engines. This idea is used in GFBio’s [3] data
search that currently contains around 4.6 million datasets from data centers
specialized on nucleotide and environmental data, e.g., PANGAEA4 and data
centers focused on natural science collections, e.g., BGBM5. When entering a
search term, the system calls web services from GFBio’s open access Termi-
nology Service [7]. Providing only vocabularies and ontologies that are tailored
to biological datasets, the Terminology Service returns related terms that are
added to the originally entered keywords. According to our previous findings
[8] we only expand queries with synonyms, scientific and common names. For
example, when looking for datasets about Apis mellifera, which is the scientific
name of honey bee, the system also retrieves datasets with the common name
Honey bee and synonyms such as Bee. This paper presents the underlying archi-
tecture of our semantic search feature, describes its components and use cases
we will showcase to demonstrate how end users benefit from the system. A life
demonstration can be found at https://www.gfbio.org/semantic-search.

2 Architecture

Figure 1 depicts the main components of GFBio’s semantic search and the infor-
mation flow between. Before calling the search engine, the system invokes web
services from Terminology Service to get synonyms of the entered search terms.
All terms, the originally entered and expanded ones, are finally sent to GFBio’s
standard search application (Sect. 2.4). In the following section, we describe all
components individually.

1 GBIF, http://www.gbif.org/.
2 Data One, https://dataone.org/.
3 Dryad, https://datadryad.org/.
4 PANGAEA, https://www.pangaea.de/.
5 BGBM, https://www.bgbm.org/.

https://www.gfbio.org/semantic-search
http://www.gbif.org/
https://dataone.org/
https://datadryad.org/
https://www.pangaea.de/
https://www.bgbm.org/
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2.1 Query Expansion with Synonyms

For a given search term t, we denote St = {s1, s2, . . . , sn} as a set of synonyms
for t. From a linguistic point of view, synonyms are two different words with the
same meaning including different spellings and different languages. In contrast to
most biological literature, we also subsume common and scientific names under
this term. All s in St are appended to t with a logical OR (Fig. 1). By default,
several search terms are connected with a logical AND. If there is no result for
AND, an OR search is processed.

Our experiments in a previous study [8] point out that scholars are experts in
their research domain, however, they are not familiar with all taxonomic terms.
Given a user’s search query, datasets with broader (superclass label) or nar-
rower terms (subclass label) in the result list were not considered as relevant.
For instance, when looking for data about butterflies, datasets containing sci-
entific names of butterfly species such as Vanessa atalanta (Red admiral) got
low relevance ratings. Interviews afterwards revealed that those datasets were
not irrelevant per se, however, the scholars marked them as ‘not relevant’ since
they were not aware of the taxonomic relationship between the entered key-
words and the expanded terms. In contrast, datasets with synonyms got high
relevance ratings. Therefore, in a first version, we only expand the search terms
with synonyms.

Fig. 1. (1) For all search terms, concepts from Terminology Service are looked up.
(2) In a successful match, synonyms such as scientific and common names are extracted.
(3) The expanded terms are sent to the search engine and (4) lead to a higher number
of results.



Honey Bee Versus Apis Mellifera: A Semantic Search for Biological Data 101

2.2 User Interface

The user interface (Fig. 2) consists of a search field and two buttons for search,
one for the ordinary keyword search and one for the semantic search. When
entering a search term, auto-complete functionality suggests existing terms and
phrases in the data repository. Quotes can be used to keep search terms together
in the search result. All matched terms are highlighted in the result list.

2.3 Terminology Service

The GFBio Terminology Service (GFBio TS) [7] is the core semantic compo-
nent of GFBio’s infrastructure. It enables access to terminological knowledge
necessary for annotation, semantic search, and integration of the increasingly
heterogeneous project related datasets. Unlike existing terminology repositories
like Bioportal or Ontology Lookup Service [2,9], the primary focus of GFBio TS
is to provide tailored terminologies and services for the GFBio community. The
GFBio community drives the selection and integration of terminologies, which
can be either well-established ontologies like ENVO [1] or ontologies provided by
the GFBio community like the KINGDOM ontology, describing a GFBio agreed
list of species kingdoms. Terminologies are either internally hosted in a Semantic
Web repository (Virtuoso) or externally accessed via their web services. Access
to the GFBio TS is provided via a RESTful API, available terminologies can be
accessed in a uniform way regardless of their degree of complexity and whether
they are internally stored or externally accessed. An adapter component enables
to harmonize the different internal and external schemas into a common Seman-
tic Web compliant format. The service endpoints are grouped into four cate-
gories: metadata services, search services, information services and hierarchy-
oriented services. The API documentation is available at: http://terminologies.
gfbio.org/developer section/api.html.

Fig. 2. User interface of GFBio’s semantic search. The user’s entered keywords are
expanded in the background with related terms from GFBio’s Terminology Service.

http://terminologies.gfbio.org/developer_section/api.html
http://terminologies.gfbio.org/developer_section/api.html
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2.4 Search Engine

GFBio’s metadata files are stored in pansimple format6 which was primarily
developed for PANGAEA. It is mainly based on Dublin Core metadata stan-
dard but contains additional fields such as parameters from primary data. An
excerpt from an example file is presented in the listing below. GFBio uses elas-
ticsearch7 as search engine and TF-IDF weights as ranking function. Using elas-
ticsearch’s query-time boosting, originally entered keywords are higher ranked
than expanded terms.

Listing 1.1. Excerpt from a biodiversity metadata file in pansimple format [6].

<da t a s e t>
<d c : t i t l e>Wild bee mon i t o r i ng i n s i x a g r i c u l t u r a l l y dominated l a nd s c ap e s o f

Saxony−Anha l t ( Germany ) i n 2014</ d c : t i t l e>
<d c : c r e a t o r>Frenze l , Mark</ d c : c r e a t o r>
<d c : c r e a t o r> [ . . . ]</ d c : c r e a t o r>
<d c : s o u r c e>Helmho l tz Cent re f o r Env i ronmenta l Resea rch − UFZ</ d c : s o u r c e>
<d c : p u b l i s h e r>PANGAEA</ d c : p u b l i s h e r>
<dataCente r>PANGAEA: [ . . . ]</ da taCente r>
<d c : d a t e>2016−09−29</ d c : d a t e>
<d c : t y p e>Datase t</ d c : t y p e>
<dc : f o rma t>t e x t / tab−s epa ra t ed−va l u e s , 47557 data p o i n t s</ dc : f o rma t>
<d c : i d e n t i f i e r>d o i : 1 0 .1594/PANGAEA.865100</ d c : i d e n t i f i e r>
<p a r e n t I d e n t i f i e r>d o i : 1 0 .1594/PANGAEA.864908</ p a r e n t I d e n t i f i e r>
<d c : r e l a t i o n>Papan iko laou , A l exandra D; Kuehn , I n g o l f ; F r enz e l , Mark ;

Schweiger , O l i v e r (2016) : Semi−n a t u r a l h a b i t a t s m i t i g a t e the e f f e c t s o f
t empe ra tu r e r i s e on w i l d bees . J ou r n a l o f App l i ed Ecology , d o i : 1 0
.1111/1365−2664.12763</ d c : r e l a t i o n>

[ . . . ]
</ da t a s e t>

3 Demonstration

In this demo8, visitors will be able to use the semantic search and to compare
search results of the standard and the semantic search. We will provide users
with example queries, but they are also welcome to explore on their own. If
interested, users can also directly access the Terminology Service.

Acknowledgements. This work was funded by the Deutsche Forschungsgemeinschaft
(DFG) within the scope of the GFBio project.
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Abstract. The evolution of ontologies is a reality in current research community.
The problem of understanding and exploring this evolution is a fundamental
problem as maintainers of depending artifacts need to take a decision about
possible changes and ontology engineers need to understand the reasons for this
evolution. Recent research focuses on identifying and statically visualizing deltas
between ontology versions using various low- or high-level language of changes.
In this paper, we argue that this is not enough and we provide a complete solution
enabling the active, dynamic exploration of the evolution of RDF/S ontologies
using provenance queries. To this direction, we construct an ontology of changes
for modeling the language of changes and we store all changes as instances of
this ontology in a triple store. On top of this triple store two visualization modules,
one individual app and one protégé plugin allow the exploration of the evolution
using provenance queries. To the best of our knowledge our approach is unique
in allowing the dynamic exploration of the evolution using provenance queries.

1 Introduction

Dynamicity is an indispensable part of the web. Ontologies are constantly evolving [8]
for several reasons such as the inclusion of new experimental evidence or observations,
or the correction of erroneous conceptualization. Understanding this evolution using the
differences (deltas) between ontology versions has been proved to play a crucial role in
various curation tasks, like the synchronization of autonomous developed dataset
versions, the integration of interconnected linked datasets etc. To this direction, various
approaches have been used for formally describing those deltas, ranging from low-level
deltas (describing simple additions and deletions), to high-level ones (describing
complex updates, such as for instance, different change patterns in the subsumption
hierarchy) [5].

However, only listing those changes is insufficient for the purpose of understanding
what actually happened. First attempts in the area, provide static statistical information

© Springer International Publishing AG 2017
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of the type of changes [4, 5]. In addition, in our past work [1] we provided algorithms
for exploring ontology evolution using provenance queries without offering however a
visualization/exploration interface.

In this demonstration, we present for the first time a framework enabling the dynamic
exploration of RDF/S ontology evolution using provenance queries. The framework gets
as input the change log and transforms it using a change ontology in order to be saved
in a Virtuoso triple store. Then two visualization modules, one application and one
Protégé plugin, enable the exploration of the evolution using provenance queries. Those
queries can answer when a resource was introduced (which ontology version), and how
(by which change operation) whereas the list of change operations that led to the creation
of that specific resource can also be computed and presented.

The remaining of this paper is structured as follows: In Sect. 2 we present the archi‐
tecture of the EvoRDF framework and we describe the corresponding components. Then
in Sect. 3 we highlight the demonstration items that will be presented in the conference.
Finally Sect. 4 concludes this paper and presents directions for future work.

2 Architecture

The workflow for exploring ontology evolution and the high-level architecture of the
EvoRDF is shown in Fig. 1. The whole process starts by getting the change log
constructed between two ontology versions output from a change detection algorithm
similar to [3, 5]. The change log contains multiple change operations.

Fig. 1. Workflow for exploring ontology evolution

Definition (change operation): A change operation u over an RDF ontology O, is any
tuple (δa, δd) where δa � O = ø and δd ⊆ O. A change operation u from O1 to O2 is a
change operation over O1 such that δa ⊆ O2\O1 and δd ⊆ O1\O2.

Obviously, δa and δd are sets of triples δa(u) ∩ δd(u) = ø and δa(u) ∪ δd(u) ≠ ø if
O1 ≠ O2. The interested reader is forwarded to [3] for more information on the afore‐
mentioned language of changes. Two change operations for example are Gener‐
alize_Domain(has_cont_point, Actor, Person) and Merge_Properties({street,
city},address). The first one denotes that the domain of the has_cont_point property has
been generalized from the Actor class to the Person class and the second one that the
street and the city properties has been merged to formulate the address property.
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The file containing these change operations is then provided as input to the EvoRDF
framework, which is composed of the following components:

• The Change Ontology: In order to model all changes identified by the change
detection mechanism a change ontology has been constructed (Fig. 2c). The ontology
consists of 24 classes and 39 properties and depicts all different types of change
operations available and their corresponding arguments. Additional meta-data are
saved such as the authors, the ontology versions etc.

Fig. 2. Screenshots of the various parts presented in the demonstration: (a) CIDOC-CRM v3.2.1
in conjunction with (b) changes as they are identified by the change detection algorithm; (d) the
Protégé plugin and (e) the individual application.

• EvoRDF Explorer & Protégé plugin: Having all change operations as instances of
the Change Ontology the EvoRDF Explorer and the Protégé plugin issue SPARQL
queries to the Virtuoso triple store in order to collect information about the change
operations. These modules implement various algorithms, an initial version of which
was presented in [1] for enabling ontology exploration using provenance queries.
Three types of queries are available using these modules:
– When queries: An end-user can search for the specific version that a resource was

introduced. In order to return the corresponding answer the proper SPARQL query
is formulated requesting the version of the change operation that introduced this
resource.

– How queries: In addition, an end-user can search for the change operation that
introduced a specific resource (how). Again the proper SPARQL query is formu‐
lated and the answer is returned to the user.

– Extended-how queries: Finally, the change path (i.e. the consecutive list of change
operations) that led to the creation of a specific resource can be computed and
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presented to the user allowing further exploration and understanding of the evolu‐
tion of the ontology. Extended-how queries are possible not only for specific
resources but for specific change operations as well.

Those queries can be formulated and answered either using the individual application
EvoRDF Explorer shown in Fig. 2e or using the Protégé plugin shown in Fig. 2d.

3 Demonstration

To demonstrate the functionalities of the aforementioned platform, we will use three
versions of the CIDOC-CRM1 ontology (v.3.2.1, v3.3.2 and v.4.2) and the corre‐
sponding evolution log. CIDOC-CRM is an ISO standard modeling information about
cultural heritage, which consists of nearly 80 classes and 250 properties. The demon‐
stration will proceed in five phases shown in Fig. 2 whereas a video is available demon‐
strating some basic functionality2.

(i) Visualizing ontology & Evolution log: The demonstration will start by visualizing
one version (v3.2.1) of the CIDOC-CRM ontology using Protégé. Then we will
present the corresponding change log between CIDOC-CRM versions v3.2.1 and
v4.2 using the developed parser explaining the identified changes. The detected
change log contains 726 total changes among those versions making it impossible
to explore evolution looking only this evolution log.

(ii) Ontology for modeling evolution: Next we will present the ontology for modeling
evolution and we will show how the developed parser enables the transformation
and storage, of all information available in the evolution log, in a triple store
(Virtuoso).

(iii) Exploring ontology evolution using EvoRDF plugin: Then, we will demonstrate
how the EvoRDF Protégé plugin works by loading CIDOC-CRM 3.2.1 and
providing a Virtuoso connection endpoint. The visualization options will be
explained and the idea behind the corresponding evolution exploration algorithms
will be provided. In this phase some interesting observations will be commented.
For example, we will show that in the evolution of the CIDOC-CRM ontology
from version v3.2.1 to version v3.3.2, one ontology engineer renamed the class
“E11 Modification” to “E11 Modification Event”. A few years later another
ontology engineer was employed to evolve the ontology. So in v4.2 we can see
that the class “E11 Modification Event” was again renamed to “E11 Modifica‐
tion”. If the second ontology engineer had an indication of the previous renaming
he would avoid cycles and he would be able to identify possibly the reasons behind
each renaming - we are also able to show comments from the ontology evolution.
So, using provenance queries to explore ontology evolution can be a valuable tool
reducing greatly the time spent on understanding evolution.

(iv) “Hands-on” phase: In this phase conference participants will be invited to directly
interact with the plugin and explore ontology evolution

1 http://www.cidoc-crm.org/.
2 http://www.ics.forth.gr/~kondylak/ESWC2017/.
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4 Conclusion

In this demonstration, we present a whole framework enabling the exploration of
ontology evolution. Our framework gets as input the change log of the corresponding
change detection algorithms and generates the corresponding instances of the ontology
change. Those instances are saved to a triple store, on top of which two visualization
modules allow the formulation of how, when and extended-how provenance queries for
exploring ontology evolution. As future work several challenging issues need to be
further investigated, for example extending our approach to OWL ontologies and
presenting summaries [2, 6] of the overall evolution [7].
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Abstract. As ontology engineering is inherently a multidisciplinary
process, it is necessary to utilize multiple vehicles to present an ontology
to a user. In order to examine the formal logical content, description
logic renderings of the axioms appear to be a very helpful approach for
some. This paper introduces a number of changes made to the OWLAPI’s
LaTEX rendering framework in order to improve the readability, concision,
and correctness of translated OWL files, as well as increase the number
of renderable OWL files.

1 Motivation

For ontology developers and consumers intimately familiar with the logical and
formal semantic underpinnings of OWL, the presentation of OWL files in the
form of description logic syntax appears to be a very useful one for a quick
assessment of expressivity and formal content.

The OWLAPI [1], which is a powerful tool for the programmatic construc-
tion, manipulation, and rendering of ontologies, has for considerable time had
limited support for the rendering of OWL ontologies in description logic syn-
tax via LaTEX. Unfortunately, this LaTEX rendering framework, which outputs
description logic in a LaTEX source file, was never developed beyond an early
experimental stage. As a consequence, translations suffered from a number of
syntax errors and poor readbility of the output. In practice, translations were
further impacted by the presence of illegal characters in the LaTEX source, thus
preventing nearly all renderings from typesetting. In Sect. 3 we see that in a test
set of 117 OWL files, not a single one did typeset without error. This paper
addresses changes made to the OWLAPI LaTEX rendering framework in order to
improve translations’ succinctness, readability, and syntax, as well as ensuring
that a larger number of translations will indeed typeset.

In Sect. 2 we describe in more detail the changes we made to the OWLAPI.
Note that no changes were made to the rendering behaviour of SWRL or anno-
tations. In Sect. 3 we describe the tools we developed, our test set, and rendering
results.

c© Springer International Publishing AG 2017
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2 Improvements

For context, we provide a very brief overview of how the OWLAPI renders an
ontology in LaTEX. First, the renderer examines a loaded ontology. Then, for each
entity, (i.e. Class, Object Property, Data Property, Individual, and Datatype) in
the ontology it prints associated axioms and facts. An axiom is associated to an
entity if it appears somewhere in the axiom. For example, the axiom

DisjointClasses(A, B, C)

is associated with classes A, B, and C. While this does result in redundantly
rendered axioms, we stress that the renderer is meant to summarize the entities
in an ontology, rather than exhaustively enumerate all axioms in the ontology.
Below, we describe the main changes made to enhance the framework’s ability
to do so.

Datatypes: With respect to the syntax of datatypes, there were a number
of subtle changes necessary to align the LaTEX renderer with the OWL stan-
dard [3]. These changes are doubly important in that they prevent the writ-
ing of illegal characters (e.g. ‘#’) and increase the readability of the rendering.
For datatypes that are defined in the current namespace, their namespaces are
omitted. Externally defined datatypes’ namespaces are included using short-
form notation. For example, datatypes specified as XML Schema Datatypes or
in RDFS are prepended with the popular, shortened namespaces of xsd and rdfs,
respectively.

Nominals: Literals, when used as nominals, are now properly rendered using set
notation. In accordance with the above, the example below includes a shortform
namespace for its datatype.

∃hasSigrid3IceFormCode.{“05”ˆˆxsd:string}

DatatypeRestriction Axiom: Previously, DatatypeRestriction axioms were
not rendered in an intuitive manner. We have made changes in order to make it
more similar to the functional syntax specified in [3]. However, we diverge slightly
from the specification in the interest of readability. The constrained datatype is
followed by a colon to differentiate it from its facets. Further, the constrain-
ing facets are rendered using their respective relational operators instead of
keywords. In general, DatatypeRestriction axioms are now rendered using the
following form, where the ‘+’ indicates one or more of the preceding tokens.

DatatypeRestriction(datatype: (constrainingFacet restrictionValue)+)

HasKey Axiom: The HasKey axiom has no analog in description logic [2]. We
also contend that the functional syntax in [3] is unwieldy and that distinguishing
between Object Properties and Data Properties is unnecessary for axiomatic
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rendering. As such, we have adopted the following syntax for a HasKey axiom,
where the ‘+’ means one or more of the preceding token.

ClassExpression hasKey (Property+)

Miscellaneous Fixes

– The Subproperty axiom now properly renders the subproperty.
– Extraneous spacing after logical symbols (e.g. ¬) has been fixed.
– Axioms expressing cardinality now correctly render cardinality.
– Role restriction axioms now have correct “.” syntax.

Spacing & Math Mode: We have also made several general changes to increase
both the quality of the LaTEX source and readability of the rendering itself. In
particular, the amsmath package is now included in the preamble so that we
may align related axioms over their principal relation (i.e. ≡, �≡, �) or after a
function name. As such, axioms are now rendered in math mode.

Line Breaking Heuristics: In some cases, axioms would result in an exces-
sively long rendering (i.e. result in hbox overflow, placing text in or even beyond
the page margin). For the most part, LaTEX handles itself in knowing when to
break a line. However, this behavior does not occur in the math environments. As
such, it was necessary to look into methods for preventing unacceptable overflow.

The first option examined was the LaTEX package, breqn. This package is
an experimental package that employs its own heuristics for breaking exces-
sively long equations. Unfortunately, breqn’s heuristics take into account only a
select number of operators as potential breaking points. Due to the uncommon
operators that description logic employs, breqn was unable to find appropriate
breaking points.

The next option was the split environment from the LaTEX package amsmath.
However, split does not dynamically split an equation; it is an entirely manual
process. At this point, we developed our own heuristics to determine when the
split environment would be necessary.

In the rendering tool, we have introduced a middle layer to the rendering
system. The OWLAPI LaTEX framework renders normally, but to a special tem-
porary file. From this temporary file, we examine the LaTEX source code. For
our test set, this approach did not result in significant additional runtime. The
heuristics is defined as follows.

First, we control for the LaTEX commands that are employed by the rendering
framework and then count an empirically determined number of characters; we
found 125 characters to be a reasonable equation length before a newline would
be required. The following is an example rendering following this heuristics.

DataGranule(x1) → ≥1x2 hasDataSet(x1, x2) ∧ DataSet(x2)
∧ ≤1x3 hasDataSet(x1, x3) ∧ DataSet(x3)

There are some limitations to this approach, as each entity’s subsection is a
single align environment. The split environment is, in turn, embedded in it. As
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such, if the antecedent of an axiom is very long, the line breaks may occur in or
beyond the margin.

Reduction of Duplicate Axioms: Several OWL concepts provide a way for
succinctly expressing pairwise relations (e.g. equivalence and disjointness). How-
ever, the translations of these concepts into description logic can potentially gen-
erate a huge number of axioms. For example, in order to express that n classes
are mutually disjoint requires 2 · (

n
2

)
axioms. Furthermore, under the current

framework all these axioms are related and will thus be printed in each class’s
section, for a total of 2n · (

n
2

)
axioms. This can quickly obscure the actual rela-

tionship between all the classes. As such, we adopt the functional syntax as
defined in the specification as follows

disjoint(c1, c2, c3, · · · , cn)

Fig. 1. Snapshot of the GUI tool.

3 Results

All tools, source code, the test set, and rendering results are available for down-
load from the Data Semantics Lab website.1

Tools: In order to make these changes to the LaTEX renderer accessible, we have
developed GUI and CLI interfaces. Figure 1 shows a capture of the developed
GUI tool. The tool can take any number of files located in a single directory and
output LaTEX source files into a user specified directory. A small log window is
provided for monitoring job progress.

1 http://daselab.org/content/owl2dl-rendering.

http://daselab.org/content/owl2dl-rendering
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In addition, the changes described in this paper (and those used in the devel-
oped tools) have been submitted to the OWLAPI maintainers for review. At the
time of this writing, the changes are visible on the GitHub repository and will
appear in the version 5.0.6 release.

Test Set & Rendering Results: In order to test our changes, we pulled
ontology design patterns from the www.ontologydesignpatterns.org website. In
total, we collected 117 OWL files. These represent the subset of all Ontology
Design Patterns from this site that are well-formed, syntactically correct, and
have active download links. We chose to use Ontology Design Patterns as our test
set, as they are ideal use cases for the rendering framework. That is, examining
the logical structure of a module is an important step in ontology engineering.

First, we note that prior to our changes to the LaTEX renderer, none of the 117
OWL files would typeset without error due to illegal characters present in the
expanded namespaces of the datatypes. Additionally, 2 of the 117 files generated
lines in excess of the margins of the page when rendering was forced.

After translating all 117 files using the GUI tool, all LaTEX source files typeset
without error and without needing manual modification. Further, the heuristic
line breaking accurately and reasonably breaks the excessively long axioms found
previously.

Future Work: The ontology engineering process necessarily includes domain
experts. These domain experts are not expected to be experts in logic or OWL.
We view this tool (and the changes to the OWLAPI) as a necessary step in pro-
viding multiple ways for domain experts to interface with OWL. Future work will
consider adapting the LaTEX rendering framework and the lessons herein learned
to other logical syntaxes. Furthermore, as these changes have been submitted
to the OWLAPI, this is a perfect springboard to make the LaTEX rendering
available via a plug-in to Protégé.

Demonstration: For the demonstration, we will provide a brief tutorial on
acquiring the tool and its usage. Then, we will demonstrate its functionality via
live renderings of some ontologies. Furthermore, we will invite users to provide
their own ontology to view performance on ontologies outside of our testset.

Acknowledgement. The first two authors acknowledge support by the National
Science Foundation award 1440202 EarthCube Building Blocks: Collaborative Pro-
posal: GeoLink – Leveraging Semantics and Linked Data for Data Sharing and Discov-
ery in the Geosciences.
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nelsonsaturno@gmail.com

Abstract. Most of Semantic Web data is being generated from legacy
datasets with the help of mappings, some of which may have been spec-
ified declaratively in languages such as R2RML or its extensions: RML
and xR2RML. Most of these mappings are kept locally in each organiza-
tion, and to the best to our knowledge, a shared repository that would
facilitate the discovery, registration, execution, request and analysis of
mappings doesn’t exist. Additionally, many R2RML users do not have
sufficient knowledge of the mapping language, and would probably bene-
fit from collaborating with others. We present a demo of MappingPedia,
a collaborative environment for storing and sharing R2RML mappings.
It is comprised of five main functionalities: (1) Discover, (2) Share, (3)
Execute, (4) Request, and (5) Analyze.

1 Introduction

Most Semantic Web data is being generated from existing legacy datasets with
the help of R2RML mappings (https://www.w3.org/TR/r2rml/) or extensions,
such as RML [2] and xR2RML [4].

Currently, a significant number of users have developed R2RML mappings
but they have been kept locally in each organization, and to the best to our
knowledge, a shared repository that would facilitate the registration, discovery,
exploration and execution of mappings doesn’t exist. Additionally, many R2RML
users do not have sufficient knowledge of the mapping language, and would
probably benefit from collaborative work with users who have experience in the
development and specification of mappings in similar contexts. MappingPedia1

provides such an environment where users may browse mappings that have used
concepts in their domain of interest or request their development by other users.

This research is supported by the MobileAge (H2020/693319) project & the BES-
2014-068449 FPI grant. We’d like to thank Boris and Ahmad for fruitful discussions.

1 MappingPedia is available at http://demo.mappingpedia.linkeddata.es/ and is cur-
rently in MobileAge (http://www.mobile-age.eu/) and Retele (http://retele.linked
data.es/).
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The work in [6] points out the difficulties encountered during the development
of R2RML mappings, and presents two approaches for mapping construction:
Ontology-driven and Database-driven; [3] extends them with the Model-driven
and Result-driven approaches. MappingPedia is a tool to support collaborative
mapping development and is independent of a specific editing approach.

MappingPedia integrates several tools developed for the exploitation of RDF
data. The core of the integrated tools is morph-RDB [7], an RDB2RDF engine
that follows the R2RML specification. It supports two operational modes: (1)
RDF data generation from a relational database or CSV file, and (2) SPARQL
to SQL Query translation according to R2RML mapping descriptions. MIRROR
[1] is a system that generates two sets of R2RML mappings: First, it creates a
set of mappings similar to the W3C Direct Mappings (https://www.w3.org/TR/
rdb-direct-mapping/), and second, a set of R2RML mappings that result from
the implicit knowledge encoded in relational database schemas. Loupe [5] is a
tool that is aimed at the exploration of data sources that have been annotated,
and their ontologies. Loupe conducts an inspection of the classes, properties and
triples to gather explicit vocabulary, classes and property usage, and to discover
implicit data patterns through a fine grained set of metrics.

We demonstrate the capabilities of MappingPedia for a set of use cases that
take into account three key elements: the dataset, the ontologies used for the
mappings and the mapping files themselves.

2 Architecture

Figure 1 presents the MappingPedia architecture. MappingPedia consists of two
components: the Engine and the Interface. The MappingPedia Engine is respon-
sible for storing mappings as RDF graphs in a Virtuoso server, executing map-
pings by connecting to morph-RDB, and taking care of the evolution of mappings
through their storage in a GitHub repository. The MappingPedia Interface pro-
vides a web interface for end-users and REST interfaces for external applications.
Additionally, it stores user data in a MySQL database and calls the Loupe API

Fig. 1. Architecture of MappingPedia

https://www.w3.org/TR/rdb-direct-mapping/
https://www.w3.org/TR/rdb-direct-mapping/
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to gather statistics. Loupe has been extended in order to analyze not only classes
and properties, but also the value distribution of properties. This is the case of
the R2RML properties rr:class and rr:predicate, where their values are the
classes and properties used in mappings.

3 Use Cases

Table 1 presents eight use cases for MappingPedia and the actions that can be
performed. A description of the functionalities follow:

Table 1. Scenarios in MappingPedia

Functionality Use case What the user has MappingPedia allows to

Dataset
info

Mappings Ontologies
to map to

Browse UC1 No No No Browse/Search mappings
by metadata and ontology
classes/properties

UC2 No No Yes

UC3 No Yes Yes Mappings without dataset
info not considered
currently

UC4 No Yes Yes

Request UC5 Yes No No Request the development of
mappings

UC6 Yes No Yes

Share/Execute UC7 Yes Yes No Register Mappings and
Generate RDF or
SPARQL→SQL query
translation

UC8 Yes Yes Yes

– Browse. Users may search for metadata defined in the MappingPedia ontol-
ogy2. The ontology includes properties for datasets and mapping files and
reuses the Data Catalog (dcat) and Dublin Core (dc) ontologies. The user
may also search by a class or property in a mapping; for example a user
may search the mappings that contain foaf:Person. A screenshot of this
functionality can be seen in Fig. 2.

– Execute. A user may execute R2RML mappings on MappingPedia using
morph-RDB. If the mappings have not been developed, MIRROR can be
used to generate the initial mappings; the output will be an RDF dataset.
Additionally she may specify a SPARQL query using the concepts in the

2 http://ontoology.linkeddata.es/publish/MappingpediaVocabulary/index-en.html).

http://ontoology.linkeddata.es/publish/MappingpediaVocabulary/index-en.html
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ontologies mapped, and the query will be rewritten into SQL according to
the R2RML mapping descriptions.

– Share. A user may register mappings and dataset information.
– Request. A user may request the development of mappings. This resembles

a ticket system where a request may be Open, In progress, Resolved (Fixed,
Incomplete, Not Fixed) and Closed.

– Analyze. Statistics are gathered on all the classes and properties of ontologies
that have been used in the mappings (e.g. MappingPedia, R2RML, Data
Catalog, etc.); also, statistics may be requested over a period of time.

Fig. 2. Screenshot browse UI

3.1 Request and Analyze Functionalities

In the demo we will show the functionalities of MappingPedia with an emphasis
on two cases: mapping request and mapping analysis.

Mapping request. There are two actors in a mapping request: the data owner
and the mapping creator. The data owner wants to publish his dataset as Linked
Data. He creates a request for mappings and provides information on his dataset.
A mapping creator may assign himself a request for mappings, the dataset owner
will be notified. Once the mappings have been uploaded the owner will again
be notified. He may execute the mappings and according the outcome of the
execution he may decide to close the request or reopen it.

Mapping analysis. The objective of mapping analysis is to provide a generic
overview and analytics about the mappings to a user who is browsing. Mapping-
Pedia uses Loupe profiling services to generate information such as the number
of mappings available, top classes being mapped, top properties being mapped,
and the number of columns mapped for each mapping. Currently MappingPedia
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is populated with the 685 English DBpedia mappings that are available in the
RML format3. The analysis of those mappings is presented in the “Statistics”
option. A screenshot of this functionality is illustrated in Fig. 3.

Fig. 3. Screenshot analyze UI

4 Conclusions and Future Work

We have presented MappingPedia, a collaborative environment that integrates
various R2RML-based tools for the purpose of discovery, sharing, requesting and
executing R2RML mappings. MappingPedia is in its first version and we envision
several features that we will implement.

In the future we will integrate an R2RML mapping editor so that a mapping
creator is able to work directly on MappingPedia once he has been assigned a
mapping request. We will also integrate MappingPedia with data characteriza-
tion tools in order to propose mappings based on the content of a dataset. Finally,
we also plan to integrate MappingPedia with RML and xR2RML engines.

References

1. de Medeiros, L.F., Priyatna, F., Corcho, Ó.: MIRROR: automatic R2RML mapping
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Abstract. Ontology authoring is a complex task where modellers rely
heavily on the automated reasoner for verification of changes, using effec-
tively a time-consuming test-last approach. Test-first with Test-Driven
Development aims to speed up such processes, but tools to date covered
only a subset of possible OWL 2 DL axioms and provide limited feedback.
We have addressed these issues with a model for TDD testing to give
more feedback to the modeller and seven new, generic, TDD algorithms
that also cover OWL 2 DL class expressions on the left-hand side of
inclusions and ABox assertions by availing of several reasoner methods.
The model and algorithms have been implemented as a Protégé plugin,
TDDonto2.

1 Introduction

With most automated reasoners for OWL having become stable and reliable over
the years, ontology engineers are exploring their creative uses to assist the ontol-
ogy authoring process of ontology development. For instance, the possible world
explorer examining negations [4], the entailment differences of an ontology edit
[3,8], and proposing the feasible object properties [7]. This is in a considerable
part motivated by the time-consuming trial-and-error approach in the authoring
process where many modellers invoke the reasoner even after each single edit
[11], noting also that aforementioned methods still require classification for each
assessment step. Such practices are unsustainable when the ontology becomes
large or complex and classifying the ontology prohibitively long. Analysing such
modeller behaviour, this actually amounts to a test-last mode, alike unit test-
ing in software development. In that regard, ontology engineering methodologies
lag behind software engineering methodologies in terms of both maturity and
adoption [5]. In particular, there is only one tentative methodology that explic-
itly incorporates automated testing as a test-first approach (that reduces the
number of times a reasoner has to be invoked) [6], which is a staple of software
engineering as test-driven development (TDD) [1]. There are a few tools for TDD
unit testing ontologies in this manner [6,10,12], i.e., (in short) checking whether
c© Springer International Publishing AG 2017
E. Blomqvist et al. (Eds.): ESWC 2017 Satellite Events, LNCS 10577, pp. 120–125, 2017.
https://doi.org/10.1007/978-3-319-70407-4_23
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an axiom is entailed before adding it. They all share two notable shortcomings,
however: certain axioms are not supported as TDD unit tests even though they
are permitted in OWL 2, such as ∀R.C � D, and test results are mostly just
“pass” or “fail” with no further information about the nature of failure. More-
over, no rigorous theoretical analysis of the techniques used for such test-first
ontology testing has been carried out. However, for modellers to be able to fully
rely on reasoner-driven TDD in the ontology authoring process—as they do with
test-last ontology authoring—such rigour is an imperative.

In this demo-paper, we present TDDOnto2, which fills this gap in rigour
and coverage. It relies on a succinct logic-based model of TDD unit testing as
a prerequisite and generalised versions of the algorithms of [6] to cover also any
OWL 2 class expression in the axiom under test for not only the TBox, as in
[6], but also ABox assertions. The model details and proofs of correctness of the
algorithms are described in [2]. These algorithms do not require reclassification
of an ontology in any test after a first single classification before executing one or
more TDD unit test, and are such that the algorithms are compliant with any
OWL 2 compliant reasoner. This is feasible through ‘bypassing’ the ontology
editor functionality and availing directly of a set of methods available from the
OWL reasoners in a carefully orchestrated way.

We have implemented both the model for testing and the novel algorithms by
extending TDDonto [6] as a proof-of-concept to ascertain their correct function-
ing practically. It uses the OWL API [9] and a subset of its functions, including
isSatisfiable(C), getSubClasses(C), getInstances(C), and getTypes(a),
for the ‘convenience method’ isEntailed is not mandatory for reasoners to
implement, and most do not. This open source Protégé 5 plugin, TDDonto2, is
accessible at https://github.com/kierendavies/tddonto2, which also has a screen-
cast of the working code. A screenshot is included in Fig. 1.

The remainder of this demo paper describes several scenarios where TDD
aspects are useful (Sect. 2), and then introduces TDDonto2 and illustrates several
of its algorithms through brief examples (Sect. 3). We close with conclusions and
what an attendee may expect from the demo (Sect. 4).

2 Scenarios for Testing During Ontology Development

Ontologies, like computer programs, can become complex so that it is difficult
for a human author to predict the consequences of changes. Automated tests
are therefore useful to detect unintended consequences. For instance, suppose an
author creates the following classes and subsumptions: Giraffe � Herbivore �
Mammal � Animal, but then realises that not all herbivores are mammals, so
shortens the hierarchy to Herbivore � Animal, thereby losing the Giraffe �
Mammal derivation. An application that uses this ontology to retrieve mammals
would then erroneously exclude giraffes. This issue can be caught by a simple
automated test to check whether Giraffe � Mammal is still entailed. It may
seem like this problem can be solved just adding those axioms directly to the
ontology. However, adding such axioms introduces a lot of redundancy, making

https://github.com/kierendavies/tddonto2
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modification of the ontology more difficult. Adding only a test instead ensures
correctness without bloating the ontology.

Tests may also be used to explore and understand an ontology. For exam-
ple, an author might be assessing an ontology of animals for reuse and wants to
verify that Giraffe � Mammal. The author can simply create a corresponding
temporary test and observe the result, saving the time it would take to browse
the inferred class hierarchy. A similar approach can be employed when devel-
oping a new ontology: create a temporary test to determine whether the axiom
(i) is already entailed, (ii) would result in a contradiction or unsatisfiable class
if it were to be added to the ontology, or (iii) can be added safely. The stan-
dard approach of adding an axiom and then observing the consequences involves
reclassification, which is typically very slow, and which a TDD unit test can
avoid.

Overall, there are thus two broad use cases: (1) Declare many tests alongside
an ontology and evaluate them in order to demonstrate quality or detect regres-
sions; (2) Evaluate temporary tests in order to explore an ontology or predict
the consequences of adding a new axiom. Such scenarios are made possible with
test-driven development with the TDDonto2 tool.

3 Illustration of TDDonto2’s Algorithms

The simple workflow for an actual test in TDDonto2 is to type an axiom in
the test text box; e.g., eats some Animal SubClassOf: (Carnivore or Omnivore),
and either “Evaluate” it immediately (as with giraffe SubClassOf: mammal in
Fig. 1) or “Add” it to the test suite (middle of the screen), then either select a
subset of the tests (Shift-/Ctrl-click), or all tests, and test them by pressing the
“Evaluate selected” or “Evaluate all” button, respectively. The “Result” can be
one of the following: the knowledge is already in the ontology (entailed), adding
the axiom will make the ontology inconsistent, adding the axiom will make at
least one class unsatisfiable (incoherent), the axiom is absent and will not lead
to a contradiction if added, and failed precondition for if the ontology is already
inconsistent or incoherent. Based on the results, one either can “Remove” the
axiom under test or “Add selected to ontology”.

In the remainder of this section we demonstrate examples of axioms being
tested so as to illustrate how the algorithms are used and how they work (see
also Fig. 1). Take a simple ontology O that consists of the following axioms:

Giraffe � Mammal

Mammal � Animal

Animal � Plant � ⊥
Herbivore ≡ Animal � ∀eats. Plant

Carnivore � Animal

Carnivore � Herbivore � ⊥
Susan : Giraffe
Max : owl:Thing

Example 1 is straightforward and falls into the use case of testing something
a modeller expects to be entailed to ensure the quality of the ontology.
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Fig. 1. Screenshot of TDDonto2 after having run several TDD unit tests on a sample
ontology. Top: entering a test; middle: tests and their results; bottom: managing tests.

Example 1. Test that Giraffe is a subclass of Animal, hence, finding the result
of testO(Giraffe � Animal). It first checks if there are any instances of the class
expression Giraffe � ¬Animal. There are none in this ontology, so it proceeds
to check if the same class expression has any named subclasses or equivalent
classes. Again there are none, so it checks if the class expression is satisfiable. It
is not, so the algorithm returns entailed. ♦
Examples 2, 3, and 4 described below demonstrate testing of more interesting
axioms that are not possible to test with any of the extant TDD tools, for (i)
the left-hand side of the inclusion is not a named class (Example 2), (ii) have a
test with individuals (Examples 3 and 4), and (iii) the axioms are not entailed
for different reasons.

Example 2. Test that ∃eats. Animal � Carnivore. First, the algorithm checks
if ∃eats. Animal � ¬Carnivore has instances (if so, then the ontology with this
axiom would be inconsistent), which it does not, and then if it has named sub-
classes, which it does not (so, the ontology with this axiom would not cause the
ontology to become incoherent). Then it checks if it is satisfiable, which it is
because the ontology does not entail that it is empty, so the algorithm returns
absent. Thus, the axiom is not entailed and it would not cause inconsistency or
incoherence if added to the ontology. ♦
Example 3. Test whether Susan : Plant. TDDonto2 first checks if Susan is a
known instance of Plant, which it is not. Then it checks if Susan is an instance
of ¬Plant, which it is because Giraffe is disjoint with Plant because Giraffe �
Animal and Animal � Plant � ⊥, so the algorithm returns inconsistent. ♦
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Example 4. Test whether Susan and Max are different individuals. It first
retrieves all the individuals that are the same as Susan; this set is empty, so
adding the different individuals axiom will not result in an inconsistent ontol-
ogy. Then it retrieves all the individuals different from Susan; Max is not in
that set, so the algorithm will return ‘absent’, hence, the axiom can be added
without causing the ontology to be come inconsistent and without introducing
redundancy. ♦
More examples illustrating the tool and a screencast are available from https://
github.com/kierendavies/tddonto2.

4 Conclusions and Demo

The algorithms implemented in TDDonto2 fully cover class axioms and par-
tially cover assertions and object property axioms. They significantly broaden
the coverage compared to the existing tools [6,10,12] and return more detailed
test results. TDDonto2 easily could be extended or integrated with generating
justifications of inconsistency or incoherence without the need to reclassify the
ontology, and return more user-friendly explanations alike in [3].

In the demo, we will illustrate all possible permutations of the testing model’s
possible return values, as well as its coverage of types of axioms, and that it
indeed does reduce the number of calls to the reasoner, hence, reduces ontology
authoring time. Attendees can bring their own ontology and try it out, and we
also will have several ontologies an attendee can test with.
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Abstract. Clients of Triple Pattern Fragments (TPF) interfaces demon-
strate how a SPARQL query engine can run within a browser and re-
balance the load from the server to the clients. Imagine connecting these
browsers using a browser-to-browser connection, sharing bandwidth and
CPU. This builds a fog of browsers where end-user devices collaborate
to process SPARQL queries over TPF servers. In this demo, we present
Ladda: a framework for query execution in a fog of browsers. Thanks to
client-side inter-query parallelism, Ladda reduces the makespan of the
workload and improves the overall throughput of the system.

1 Introduction

Clients of Triple Pattern Fragments (TPF) interfaces demonstrate how a
SPARQL query engine can run within a browser and re-balance the load from
the server to the clients [4].

However, executing a workload composed of many queries with a single
browser has intrinsic limitations regarding CPU and bandwidth. These limi-
tations are severe as TPF potentially generates many calls and high network
traffic.

Imagine connecting TPF clients using a browser-to-browser connection, shar-
ing bandwidth and CPU. This realizes a fog of browsers [3] in which decentralized
end-user devices cooperate to process SPARQL queries.

In this demo, we present Ladda; a framework for query execution in a fog of
browsers. Ladda bypasses previous limitations and improves system throughput
through the concurrent execution on multiple processors. Such inter-query par-
allelism was traditionally realized on the server-side. Ladda enables inter-query
parallelism on the client-side, significantly reduces the time to obtain all results
(makespan) and improves the overall throughput.

c© Springer International Publishing AG 2017
E. Blomqvist et al. (Eds.): ESWC 2017 Satellite Events, LNCS 10577, pp. 126–131, 2017.
https://doi.org/10.1007/978-3-319-70407-4_24
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2 Ladda: Query Delegation in the Fog

Continuing previous work [1], we introduce the Ladda framework for query exe-
cution in a fog of browsers. A federation of data consumers is connected through
a Random Peer Sampling (RPS) overlay network [5]. Such a network approxi-
mates a random graph where each data consumer is connected to a fixed number
of neighbors. It is resilient to churn, to failures and communication with neigh-
bors is a zero-hop.

In the context of browsers, basic communications rely on WebRTC1 to estab-
lish a data-channel between browsers and SPRAY [2] to enable RPS on WebRTC.
Each browser maintains a set of neighbors K called a view that is a random sub-
set of the whole network. To keep its view random, a data consumer renews it
periodically by shuffling its view with the view of a random neighbor.

A browser executes an infinite stream of queries that arrive at any time.
A data consumer can execute its query or delegate it to a neighbor. Given a
fog of browsers and a workload of queries distributed in time across browsers,
we aim to minimize the result time for data consumers, where, Δ, is the time
elapsed between query results time (Q.rt) and query arrival time (Q.at). Ladda
implements a load-balancing algorithm to balance the load among neighbors by
executing queries on free neighbors.

Consider a federation of ten data consumers C1 to C10, where each data
consumer has three neighbors, i.e., size(K) = 3. Consider the data consumer C1

has a workload of five queries, C1.W = [Q1, ..., Q5] and the following neighbors:
C4, C6 and C9.

Figure 1 illustrates how Ladda executes the workload of C1.

– At time t0, C1 allocates its queries as follows: (Q1 → C1), (Q2 → C4),
(Q3 → C6), and (Q4 → C9). Consequently, C4, C6 and C9 belong to the list
of busy neighbors of C1: C1.B = [C4, C6, C9].

– At time t1, C1 has finished the execution of Q1, C1 becomes free and it has
only one waiting query, C1.W = [Q5], therefore, C1 executes Q5: (Q5 → C1).

– At time t2, Q3 finished. As all queries are allocated, there is nothing to do.

Fig. 1. Execution of C1’s workload of five queries with three neighbors among ten
clients.

1 https://webrtc.org/.

https://webrtc.org/
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– At time t3, Q2 delegation fails. C6 is no longer busy for C1, so we allocate Q2

to C6.
– At time t4, Q2, Q4 and Q5 are finishing.

3 Evaluation

We evaluated Ladda on a local TPF server providing the DBpedia 3.8 dataset
with the HDT back-end and four workers, a Web cache and different numbers
of clients. NGINX is configured as a Web cache with a size of 1 GB. The TPF
server, the Web cache, and all the TPF clients run on the same machine: a HPC
server with 40 processors, 130 GB of memory, and Debian 7.8. From the DBpedia
3.8 query log, we extracted a full hour of queries from 50 clients (1,509 queries
in total) on one day. We considered two setups as follows.

All loaded: 50 clients have their own query workload. This is considered as the
worst case for Ladda, because at the beginning all clients are busy, so the first
delegations to neighbors always fail.

One loaded: One client has the full workload. Since the client is the only one
busy in the federation, all delegations succeed.

Figure 2 shows how Ladda improves the makespan for the two configurations.
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Fig. 2. Ladda delegation significantly decreases the makespan, both when each of the
50 clients has its own workload (worst case) and in the case where one client has the
entire workload (best case).

4 Online Demo

The Ladda online demo is available at https://ladda-demo.herokuapp.com/, and
the source code is available at https://github.com/folkvir/ladda-demo.

When visiting https://ladda-demo.herokuapp.com/, the browser downloads
and starts Ladda locally. Ladda connects the browser with other browsers in
order to build a set of neighbors. Ladda needs to know at least one connected

https://ladda-demo.herokuapp.com/
https://github.com/folkvir/ladda-demo
https://ladda-demo.herokuapp.com/
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participant. A signaling service running on https://ladda-demo.herokuapp.com/
facilitates this process by keeping a random subset of connected browsers.

The number of neighbors “#Neighbors” appears in the timeline panel (see
Fig. 3). Thanks to SPRAY [2], this number is bounded to log(N) where N is the
number of connected browsers.

Once connected, a browser can delegate queries to neighbors. The query
workload appears in the “Queries” panel. Queries are executed against the TPF
server defined in the “Queries panel”. The delegation number dn determines the
number of simultaneous delegation tentative. For instance, for a workload of 5
queries q1–q5, 3 neighbors and dn = 2, Ladda executes locally q1, delegates
q2 and q3 to random neighbors and terminates its allocation process. A new
allocation process takes place on the next event: receiving results, delegation
failed or timeout on a delegation.

Fig. 3. Ladda interface after executing queries.

https://ladda-demo.herokuapp.com/
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The button “Execute” allows to launch the execution of the local workload.
The “Timeline” panel and the “Query” panel display in real-time the progression
of the execution.

– The timeline allows to know in real-time when a participant executes a query.
Each line represents a participant including “me”. On a participant c, a query
q starts at time q.st and terminates at time q.et. The timeline displays for
each participant q.st and q.et.

– The “Query” panel displays the status of queries: waiting, done or delegated.

When the workload execution is terminated, Ladda computes the following
statistics:

Global execution time is the makespan’s workload. We suppose all queries
in the workload arrive at the same time fixed when the user click on the
“execute” button. So the global execution time is the difference between the
result time of the last executed query and the arrival time.

Sequential execution time. For all Qi in the workload, the sequential execu-
tion time is

∑
Qi

Qi.et − Qi.st.
Improvement ratio is the ratio for the global execution time to the sequen-

tial one. This comparison is barely an approximation because we cannot
ensure that queries execution time would be the same if queries are executed
sequentially.

Overhead is the total transfer time of queries and results between the browser
and neighbors.

Once connected, it is also possible to receive delegated queries. The “Remote
Queries” link in the timeline allows to display received queries.

5 Ladda Demo Scenario

In the context of ESWC 2017, we would like to run a live experiment that any
ESWC 2017 participant can join. We will start the replay of the DBpedia logs
available in USEWOD 2016 with TPF2. DBpedia logs contain hundreds of thou-
sands of queries that a single browser can hardly execute. We will evaluate the
throughput of a monitored TPF server according to the number of participants.
We expect to see that collaboration between participants allows to increase the
throughput of the system.

During the conference, we will tweet a link that anyone with a compatible
browser (Chrome and Firefox) can click on and join the experiment. Participants
will be able to see which queries they execute and observe in real-time the
throughput of the system.

We aim to confirm that the number of participants positively impacts the
throughput, i.e., great improvements on the throughput are observed when the
number of users increases.
2 If compatible with the USEWOD usage agreement, otherwise, we will use synthetic
queries.
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6 Conclusion and Future Work

In this paper, we presented Ladda, an approach to execute SPARQL queries
in the fog of browsers. Ladda enables inter-query parallelism on the client side.
Ladda significantly reduces the overall makespan and improves the throughput
of the federation.

In this demo, we did not take into accounts latencies in the network, neighbors
are chosen randomly. A first perspective is to take into account network latencies
to choose neighbors.

Second, it is interesting to study how collaborative caching as provided by
Cyclades [1] and inter-query parallelism provided by Ladda contribute to per-
formances improvements.

Finally, in Ladda, we focused on inter-query parallelism. Another research
direction is to consider intra-query parallelism. Decomposition of SPARQL
queries and delegation of subqueries open interesting perspectives.

Acknowledgement. We thank Thibaud Courtoison, Maël Quémard and Sylvain
Vuylsteke, students of the Computer Science Department at the University of Nantes
for implementing the interface of Ladda.
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Abstract. Enticing users into exploring Open Data remains an impor-
tant challenge for the whole Open Data paradigm. Standard stock
interfaces often used by Open Data portals are anything but inspir-
ing even for tech-savvy users, let alone those without an articulated
interest in data science. To address a broader range of citizens, we
designed an open data search interface supporting natural language
interactions via popular platforms like Facebook and Skype. Our data-
aware chatbot answers search requests and suggests relevant open
datasets, bringing fun factor and a potential of viral dissemination into
Open Data exploration. The current system prototype is available for
Facebook (https://m.me/OpenDataAssistant) and Skype (https://join.
skype.com/bot/6db830ca-b365-44c4-9f4d-d423f728e741) users.

1 Introduction

The European Commission defines Open Data portals as “web-based interfaces
designed to make it easier to find re-usable information”1. It is exactly the task
of finding re-usable information, however, where current data portals fall short:
they focus on supporting users to find files and not the information. It remains
a tedious task for users to drill out and understand the information behind
the data. According to the EU Data Portal study, 73% of the open data users
characterize finding data as Difficult or Very Difficult2.

Currently, the data is brought to end users not directly but through apps,
each focusing on a specific service and based on a handful of open datasets. The
app ecosystem, promoted by Open Data portals, is thriving. The downside of
this approach, however, is that the data remains hidden from the users, who
have to rely on IT professionals to get insights into it.

An orthogonal approach is to lower the entry barrier for working with open
data for a broader audience. Being a moving target, as powerful data analysis
methods become increasingly complicated, this approach still has a number of
unique benefits. One can argue that it is embedded in the spirit of the Open
Data movement itself, to enable and empower citizens to analyze the data, to
be able to draw and share their own conclusions from it. Working with raw data
is and will probably remain challenging for non-experts, and thus the easier it
1 https://ec.europa.eu/digital-single-market/en/open-data-portals.
2 https://www.europeandataportal.eu/en/highlights/barriers-working-open-data.

c© Springer International Publishing AG 2017
E. Blomqvist et al. (Eds.): ESWC 2017 Satellite Events, LNCS 10577, pp. 132–136, 2017.
https://doi.org/10.1007/978-3-319-70407-4_25
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is to find the right dataset and to understand its structure, the more energy
a user has to actually work with it. Despite (or rather due to) the growing
number of Open Data portals and ever increasing volumes of data served through
them, their accessibility for non-technicians is still hampered by the lack of
comprehensive and intuitive deep search, and means of integrating data across
domains, languages and portals.

This demo showcases a novel natural-language interface, allowing users to
search for open datasets by talking to the chatbot on a social network. We
also address the challenge of cross-lingual dataset search that goes beyond the
monolingual prototype3 we developed earlier for two Austrian open data portals.
To improve user experience, it embeds a state-of-the-art approach to semantic
linking for natural language texts into a dialogue-based user interface.

Our hypothesis is that using a popular and convenient communication chan-
nel opens new possibilities for interactive search sessions. The inherent interac-
tivity of a chat session makes it easy to enhance user experience with context-
based and personalized elements. We envision our prototype to be the first
step towards an intelligent dialogue system supporting contextual multilingual
semantic search [1], focused on retrieval of datasets as well as the individual data
items from them. In the future work we plan to extend the chatbot to search
within the content of the datasets rather than merely in the metadata.

2 Chatbot Architecture

We implemented a prototype as a proof-of-concept by pooling and annotating
18 k datasets from seven Open Data portals with dataset descriptions in seven
different languages (see Table 1). The front-end is designed using Microsoft Bot
Framework4, which connects the implementation to both Facebook Messenger
and Skype platforms.

Table 1. List of selected data portals and respective languages

Portal Country Language Datasets

dati.trentino.it Italy IT 5285

data.gov.ie Ireland EN 4796

datamx.io Mexico SP 2767

data.gv.at Austria DE 2323

dados.gov.br Brazil PT 2061

beta.avoindata.fi Finland FI 820

www.nosdonnees.fr France FR 290

3 https://m.me/OpenDataATAssistant/.
4 https://dev.botframework.com.

http://dati.trentino.it
http://data.gov.ie
http://datamx.io
http://data.gv.at
http://dados.gov.br
http://beta.avoindata.fi
www.nosdonnees.fr
https://m.me/OpenDataATAssistant/
https://dev.botframework.com


134 S. Neumaier et al.

Collection and annotation of datasets. The search results of our chat-
bot application are based on enrichment of dataset descriptions with BabelNet
synsets [3]. Initially, we use the Open Data Portal Watch (ODPW) framework
[4] to collect the dataset descriptions of the selected portals. ODPW harvests
the metadata descriptions and maps them to the Schema.org standard vocab-
ulary (cf. Fig. 1). We extract title, natural language description and keywords
from these metadata and identify their language using langdetect5 Python pack-
age. Then, we provide them as a single concatenated string (title, description,
and keywords) for each dataset alongside the detected language to the Babelfy
API6 to detect and disambiguate entities and concepts within this string. The
Babelfy API provides a list of corresponding “babelSynsetIDs” for an input
string, language-independent entity identifiers in the BabelNet framework.

To deliver a good performance for the search functionality, we built an Elas-
ticsearch index from the Schema.org dataset descriptions and the corresponding
BabelNet entities. This allows us to retrieve all dataset descriptions that are
annotated by a specific BabelNet entities and aggregate over the top co-occurring
entities.

Fig. 1. Open Data Assistant chatbot. The system integrates metadata from different
open data portals into a unified Schema.org format and enriches it with the concepts
extracted from text via the Babelfly API. The chatbot interface provides access to the
semantic (cross-lingual) open data Search API over the dataset metadata.

5 https://pypi.python.org/pypi/langdetect.
6 https://babelfy.org/guide.

http://Schema.org
http://Schema.org
http://Schema.org
https://pypi.python.org/pypi/langdetect
https://babelfy.org/guide
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Search API interactions. There are two modes of interaction and obtaining
search results in the chatbot interface. First, the user can issue a free text search
query. Our search API hands this input over to the Babelfy API which provides a
list of disambiguated concepts and entities. We query our Elasticsearch index for
any of these entities and return all matching datasets. The datasets get ranked
by the number of matching entities. For instance, if a query includes the entites
dog and vienna, then a dataset annotated with both of these gets ranked higher
than a dataset annotated with either dog or vienna.

In the second interaction step the user can refine the search results by select-
ing one of the top co-occurring concepts and entities. We then use the selected
entities to filter the result set, i.e., the selected entities must occur in the dataset
description. This way we implicitly implement both AND/OR query operators.

3 Usability Study

Seven participants took part in a usability study designed to evaluate our system
prototype. We asked the participants to complete a predefined search task and
reflect on their experience of using the system. The search task was to find the
official statistics data from different countries concerning climate change so that
the participants could also experiment using various keywords related to the
topic of climate change, e.g. air temperatures, snow level, etc.

Most of the participants found the system useful but in some cases limited in
scope and functionality. Suggestions from the users include: (1) complementing
open data with additional resources, such as Wikipedia; (2) user-specific answers,
such as adjusting the language of interaction and geolocation-relevant queries;
(3) context-specific answers, i.e. ability to follow up and refine the previous
query. Often the participants were not able to assess the quality of the produced
results when they were in an unfamiliar to the user language. More details on
the evaluation task and results are available on-line7.

4 Related Work

The originality of our system is in applying chatbot interface to the dataset
search, which, as we believe based on our early evaluation, has large potential for
popularizing and promoting open data, e.g. through easy access and gamification
component.

Chatbots, e.g. Google Allo8, recently gained an increased attention in the
developers’ communities worldwide. They integrate cutting-edge technologies,
such as auto-reply, image and speech recognition, enhancing them with multi-
media elements, which results in an attractive interface accessible also for users
without IT background. Chatbot UI arguably provides a more natural and per-
sonalized way of human-computer interaction, as opposed to the traditional

7 https://github.com/vendi12/oda evaluation.
8 https://allo.google.com.

https://github.com/vendi12/oda_evaluation
https://allo.google.com
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“book-like” web page. To the best of our knowledge ours is the first chatbot
focusing on dataset search.

The LingHub data portal9 [2] is another example of cross-lingual data search
implementation. It integrates language resources from Metashare, CLARIN, etc.
using RDF, DCAT and SPARQL on the metadata level. Similar to our system,
LingHub employs the Babelfy disambiguation algorithm.

5 Conclusion

We present a prototype of a conversational agent for Open Data search. The
early user evaluation showed that such a cross-lingual dialog-based system has
the potential to enable an easier access to Open Data resources.

The set of indexed portals can be easily extended since we rely on the ODPW
framework that provides mapping of metadata from over 260 data portals into a
homogenized schema, and Elasticsearch, which implements scalable search func-
tionality. We also plan to extend the chatbot to search within the content of
the datasets rather than merely in the metadata. Furthermore, the user query
understanding needs to be enhanced to improve the results ranking. One way
to facilitate it in the interactive chat context would be through asking user the
questions to disambiguate the query, e.g. “Did you mean apple as a fruit or as
a company Apple Inc.?”

Demonstration plan. Conference participants will be able to interact with
the chatbot via Facebook and Skype. They will be free to experiment and come
up with their own queries to the system. We will also provide the participants
with the query samples that showcase both the strengths and the pitfalls of the
current approach.

Acknowledgements. This work was supported by the Austrian Research Promotion
Agency (FFG) under the projects ADEQUATe (grant no. 849982) and CommuniData
(grant no. 855407).
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Abstract. We present the multi-task web platform YAM++ online for
ontology and thesaurus matching, featuring a mapping validation and
enrichment interface. The online matcher is based on the YAM++ sys-
tem. The validator allows to visualize an alignment, edit the relation
type and add new mappings discovered through a keyword-based search
by a domain expert.

1 Introduction

Ontology matching, or alignment, is the process of (semi-) automatically discov-
ering correspondences between entities belonging to different ontologies. Several
approaches have been proposed and many matching systems have been designed
in the past years [4]. However, few of them provide a user-friendly and easy to
access interface that allows domain experts, having only basic technical knowl-
edge of the semantic web field and the matching process per se, to execute and
manipulate the alignments [1,2]. To take two examples, VOAR1 allows to manu-
ally produce mappings or manipulate existing ones, whereas LogMap2 allows to
send a mapping request via a web platform, while the result (the alignment) is
sent by email back to the user. In contrast, YAM++ online3, provides an intu-
itive web environment for both the online execution and validation of ontology
matching tasks, allowing for (not requiring) the active user participation.

2 Overview of the Platform

Matcher. We present concisely the main features of the YAM++ system
[3], evaluated on several OAEI benchmarks in the past years, underlying the
matcher module of YAM++ online. YAM++ ((not) Yet Another Matcher) is a
multi-strategy and self-configuring system for discovering equivalence relations
between ontology elements (classes, object properties and datatype properties).
Figure 1 presents its architecture, described briefly below.
1 http://voar.inf.pucrs.br.
2 http://krrwebtools.cs.ox.ac.uk/logmap/.
3 http://yamplusplus.lirmm.fr.
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Fig. 1. Main components of YAM++.

Input ontologies are loaded and parsed by the Ontology Loader component;
the ontology entities, according to their types, are indexed by the Annotation
Indexing, the Structure Indexing and Context Indexing components; the Candi-
dates Pre-Filtering component filters out all pairs of entities with highly similar
descriptions; the candidate mappings are then passed into the Similarity Compu-
tation component, which includes: (i) a Terminological Matcher that produces a
set of mappings by comparing the annotations of entities; (ii) an Instance-based
Matcher that supplements new mappings through shared instances between
ontologies and (iii) a Contextual Matcher, which is used to compute the similar-
ity value of a pair of entities by comparing their context profiles. In YAM++,
the matching results of the Terminological Matcher, the Contextual Matcher and
the Instance-based Matcher are combined to produce a single merged set of map-
pings. The Similarity Propagation component then enhances the element level
matching result by exploiting the structure of the ontologies. The Candidate
Post-Filtering component is used to combine and select the potential candidate
mappings from the element and the structural level results. Finally, the Semantic
Verification component checks the consistency of the discovered mappings.

HTTP API. YAM++ online provides a way to perform the ontology matching
programmatically by submitting the two ontology files through a HTTP request.
Local files can be submitted using a HTTP POST request, while ontologies
available on the web, through an URL, can be submitted using a HTTP GET
request. Using the API requires an API key that is provided after creating an
account. The HTTP response is provided using the alignment results in the XML
EDOAL alignment format. The HTTP API allows users to easily integrate the
matcher in their programs or workflow without having to install the YAM++
library. However, in case of an intensive use of the matcher, it is recommended
to directly use the YAM++ library available on Maven.

Validator. An alignment produced by YAM++, or any other automatic system,
can potentially contain erroneous mappings, or be incomplete. Therefore, the
user participation at the mapping validation phase occurs to be important in
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real life situations, where the matching system will be seen as a generator of
a (hopefully) significant in size and quality pool of candidates and the domain
expert will have the final say. By domain here we mean the area of life that the
aligned ontologies describe (e.g., biomedicine or music). The Validator module
of YAM++ online allows for both the manual expert validation and enrichment
of the automatically generated mappings.

3 Demonstration Scenario

We will go through the different components of the web interface of YAM++
online.

Fig. 2. The matcher GUI with the option “Show matcher parameters” on.

After login, the Matcher opens with a page where one can upload two
ontologies to map by using a file path or a url, in one of the indicated input
formats covering valid OWL and SKOS files, as shown in Fig. 2. A set of pairs of
real-world ontologies are available for testing, including two medium-size pairs of
SKOS vocabularies dedicated to musical instruments (IAML with 419 terms and
DIABOLO – with 2117) and genres (REDOMI with 313 terms and RAMEAU –
with 654)4, respectively, issued from the DOREMUS project5. Further on the list,
one finds pairs of (fragments of) larger ontologies from the OAEI campaign6: the

4 https://github.com/DOREMUS-ANR/knowledge-base.
5 http://www.doremus.org.
6 www.oaei.org.

https://github.com/DOREMUS-ANR/knowledge-base
http://www.doremus.org
http://www.oaei.org
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well-known Anatomy track ontologies (Adult Mouse Anatomy with 2744 concepts
and a fragment of NCI with 3304 concepts) and three Large bio tasks ontologies
(FMA with 10157 classes, SNOMED with 13412 and a larger fragment of NCI
with 6488 concepts).

Before launching the execution, the user is able to determine whether the
matching will be based on comparing only skos:prefLabel values or also syn-
onyms from the skos:altLabel properties (Fig. 2, bottom left). The option of
managing conflicts allows to improve recall (Fig. 2, bottom right). Once YAM++
has executed, the result is displayed on the Validator page (Fig. 3).

Fig. 3. The validator GUI. A text-based representation of the selected match pair on
the right.

Note that the the Validator interface can be seen as a standalone tool,
because it takes as an input a valid EDOAL alignment that is not necessarily
produced by YAM++, together with its two ontologies (via an URL or a file
path). A list of mappings (pairs of labels of aligned concepts) appears on the main
page, together with information about the portions of the ontologies covered by
the alignment (Fig. 3, above). A context description of each of the two concepts
in each line is displayed (Fig. 3, right), containing all alternative labels, as well as
the labels (or URIs) of parents and children. One can choose between a textual
description (reaching a perimeter of distance 1 around the concept of interest)
and a graphical visualization (reaching a distance 2). The confidence score, if
available in the initial alignment, is provided for each pair of concepts (at the
right end of each line) and the display of mappings can be filtered with respect
to this score by the help of a horizontal cursor. For each concept pair, the expert
is given the possibility to select a relation type from a list of SKOS relations
(skos:exactMatch being the default choice), or simply discard the matching.
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In case the expert feels that the provided list of mappings is incomplete or
wants to look for a correct match to replace a mapping that they have invali-
dated, they can proceed to the alignment enrichment environment, by clicking
on the “Add new mappings” button (Fig. 3, bottom left). A new page opens
containing the full concept label lists of the two ontologies (Fig. 4). A key-word
search on both lists, including preferred and alternative labels, allows to browse
and select manually a pair of concepts and define their relation. Once done, the
newly defined mappings are added to the initial alignment. Figure 4 also shows
the alternative graphical visualization of the source and target concepts contexts.

Fig. 4. Adding manually new mappings. A graph-based alternative representation of
the selected classes contexts is seen on the right.

Finally, all modifications are added to the alignment file, which can be either
saved in the default EDOAL internal format, or exported in the form of simple
triples.

4 Future Work

In the future, we plan to extend the functionalities of YAM++ online by allowing
for ontology recommendation, use and selection of background knowledge for a
given matching task, alignment validation by crowdsourcing, as well as adding
an interface for linkset validation in an instance matching scenario.

Acknowledgements. This work has been partially supported by the French National
Research Agency (ANR) within the DOREMUS Project, under grant number
ANR-14-CE24-0020.
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Abstract. In this demo, we show how an effective and application
agnostic way of curating SPARQL queries can be achieved by leverag-
ing Git-based architectures. Often, SPARQL queries are hard-coded into
Linked Data consuming applications. This tight coupling poses issues in
code maintainability, since these queries are prone to change to adapt
to new situations; and query reuse, since queries that might be useful in
other applications remain inaccessible. In order to enable decoupling, ver-
sion control, availability and accessibility of SPARQL queries, we propose
SPARQL2Git, an interface for editing, curating and storing SPARQL
queries that uses cloud based Git repositories (such as GitHub) as a back-
end. We describe the query management capabilities of SPARQL2Git,
its convenience for SPARQL users that lack Git knowledge, and its com-
bination with grlc to easily generate Linked Data APIs.

Keywords: SPARQL · Git · Query curation · Query history

1 Introduction

The SPARQL Protocol and RDF Query Language [10] is a well known method of
accessing Linked Data that allows users to query a wide variety of Linked Data
sources [9]. Its implementation over HTTP, and the availability of libraries for
using it in various programming frameworks, has also enabled its use by Linked
Data consuming applications.

Usually, developers who want to retrieve Linked Data hard-code SPARQL
queries into their code. This gives raise to two important issues. First, SPARQL
queries become a critical component in the execution of such applications, mak-
ing these applications harder to maintain. For instance, changes introduced in
datasets of the queried endpoints may oblige these queries to change accord-
ingly; often in more than one place, if the same query is used among various
applications. Secondly, queries buried into application source code are harder to
discover and reuse, even if the application is open source. Users are forced to
scan code and copy-paste these queries, with little attribution to the provenance
of the reused queries.
c© Springer International Publishing AG 2017
E. Blomqvist et al. (Eds.): ESWC 2017 Satellite Events, LNCS 10577, pp. 143–148, 2017.
https://doi.org/10.1007/978-3-319-70407-4_27
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Some query catalogs have been developed to overcome these issues. For
instance, LinkedWiki1 has a query sharing service where SPARQL queries can
be found and reused, including code snippets for various programming lan-
guages. Another example is LSQ, the Linked SPARQL Queries dataset [8], which
describes queries extracted from the logs of public SPARQL endpoints as Linked
Data. In the CEDAR [4] and CLARIAH [3] projects, we have adopted a Git-
centric approach, in which we curate queries independently of consuming appli-
cations. This query centralization has decoupled SPARQL queries from the vari-
ous applications, like map visualizations2, query interfaces3, and even on-the-fly
generated Linked Data APIs4 with grlc [6], that depend on them to function.
Moreover, by using Git and the API of Git repository managers such as GitHub,
we enable versioning, unique identification, and de-referenceability of queries at
a fine-grained, commit level, among other features of modern distributed version
control systems.

In this paper, we describe SPARQL2Git, a system that builds on these foun-
dations, and leverages the Web-based SPARQL editor libraries YASQE and
YASR [7] and features of the Linked Data API generator grlc [5], to enable
the curation of SPARQL queries, and their associated Linked Data APIs, in
an effective, application-decoupled, and Git-agnostic way (Sect. 2). In Sect. 3 we
show the contents of our demonstration, focusing on the user interaction work-
flow and the technology involved, and we discuss future work.

2 SPARQL2Git

SPARQL2Git is an open source5 server and graphical user interface (GUI) for
editing, documenting, and committing SPARQL queries to GitHub reposito-
ries, facilitating their versioning, dereferencing, decoupling from applications,
and integration in Linked Data APIs. SPARQL2Git’s GUI saves users from git
interaction commands, and neatly documents SPARQL queries with relevant
metadata (such as their target endpoint). SPARQL2Git allows to easily test the
functionality of SPARQL queries from applications through their Linked Data
APIs, using grlc [6]. SPARQL2Git’s architecture consists of two parts: a Web
front-end GUI; and a Python-flask backend, which deals with (1) receiving calls
from and updating the GUI, and (2) manages authentication, repository access,
and commits with GitHub’s API. The public instance of SPARQL2Git is avail-
able at http://sparql2git.com.

The welcome screen asks the user to log in using GitHub’s OAuth, thus a
GitHub account is required in order to use SPARQL2Git. SPARQL2Git needs
the user to grant permission to access the user’s public repositories, username and

1 See http://linkedwiki.com/searchExample.php.
2 See http://www.nlgis.nl/.
3 See http://lod.cedar-project.nl/data.html.
4 See http://grlc.io/api/CEDAR-project/Queries/ and http://grlc.io/api/CLARIAH/

wp4-queries/.
5 See https://github.com/albertmeronyo/SPARQL2Git.

http://sparql2git.com
http://linkedwiki.com/searchExample.php
http://www.nlgis.nl/
http://lod.cedar-project.nl/data.html
http://grlc.io/api/CEDAR-project/Queries/
http://grlc.io/api/CLARIAH/wp4-queries/
http://grlc.io/api/CLARIAH/wp4-queries/
https://github.com/albertmeronyo/SPARQL2Git
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email. Next, the repository selection screen shows the complete list of repositories
of the authenticated user. The user can either choose an existing repository, or
create a new one. This repository will be used to store SPARQL queries.

Next is the query editing screen, shown in Figs. 1 and 2. In this screen, users
first select the query they are interested in editing, from the left pane (Fig. 1).
Users can also create a new query, or delete an existing one. After this, users
create or edit a query in two steps: query metadata, and query body. Query
metadata are necessary to create compliant API specifications on top of SPARQL
queries, and consist of (see Fig. 1): a query name; a brief summary; the SPARQL
endpoint where the query should be sent; a MIME type (if the endpoint is an
RDF dump or an HTML page with embedded RDFa); one or more tags, which
are used to neatly organize queries in equivalent APIs; enumerations, which are
used to create dropdown lists for parameter values in equivalent APIs; HTTP
method (GET, POST, etc.); and a pagination number n, provided the user wants
the query results to be returned in pages of n elements.

The query body is the SPARQL query itself, and can be edited below the
metadata as shown in Fig. 2. We use the YASQE and YASR UI libraries [7]
for prefix autocompletion, syntax highlighting, and other user friendly features.
Users can press the play button to test their queries against the endpoint speci-
fied in Fig. 1, and see the results in the table below the SPARQL editor (Fig. 2).
Once they are satisfied with the result, users can click on the commit button,
which is placed on top of the query editor with a cloud sign (Fig. 2). After this, a
dialog appears requesting a comment on the commit; this will be used as a com-
mit message with the GitHub API interaction. After confirming, SPARQL2Git
sends a request to the GitHub API to commit a new version of the file, with the

Fig. 1. SPARQL2Git metadata form. Users can select SPARQL queries in the left
pane, and edit API metadata (name, summary, endpoint, etc.) on the right.
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Fig. 2. SPARQL2Git query editor. The commit button at the top allows users to
commit and push the query version to their GitHub repo.

supplied comment, metadata and body, over the file’s last commit SHA hash.
Users can click on the link to GitHub to check the result.

Many of the features of SPARQL2Git are in place to generate grlc compliant
APIs. SPARQL2Git transforms the contents of the data supplied in this screen
(Figs. 1 and 2) to grlc’s notation for Linked Data APIs [6]. This way, Linked
Data APIs can be generated on the fly right after users commit changes to their
queries. To check these APIs, users can click on the grlc link below the query
list pane (see Fig. 1). Applications can then issue API calls from their source
code to the grlc-generated API to integrate queries back and access the Linked
Data resources. For further details on grlc, see [6].

3 Demonstration

The demonstration will consist of the following parts: (1) basic SPARQL2Git
workflow; (2) coherence with the GitHub repository contents; and (3) generating
Linked Data APIs with grlc. In the first part, visitors to the demo will be able
to interact with their GitHub repositories using their own credentials, follow-
ing the workflow described in Sect. 2. A screencast of the general SPARQL2Git
workflow is available online6, and will be used as main guide for this part.

6 See https://vimeo.com/207296874.

https://vimeo.com/207296874
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In the second part, users will check the results of the first part by exploring
their modified GitHub repository, exploring the resulting annotated SPARQL
queries, and whether their commit history is coherent with their previous edits
in SPARQL2Git. Additionally, we will prompt users to use well-known tools,
such as Git2PROV [1] and PROV-O-Viz [2], to better understand this commit
history as PROV triples and visualizations. Finally, in the third part visitors
turn their SPARQL queries into Linked Data APIs using grlc with no addi-
tional effort, combining different API specification values (see Fig. 1). Moreover,
different Linked Data access methods other than SPARQL will be used to gen-
erate universal access APIs to Linked Data.

In the future, we will integrate additional Git features into SPARQL2Git,
such as branching, specific commit SHA hash editing, etc. We will also ease
access to the PROV generated by Git2PROV and visualized by PROV-O-Viz
into SPARQL2Git; and we will link the PROV triples of the commit history
of SPARQL queries with the PROV of grlc generated at API creation time.
Finally, we will implement caching mechanisms for a more efficient synchronisa-
tion and editing of SPARQL queries and their related metadata.

Acknowledgements. This work was funded by the CLARIAH project of the Dutch
Science Foundation (NWO) and by the Dutch national programme COMMIT.
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Abstract. The desideratum to bridge the unstructured and structured
data on the web has lead to the advancement of a considerable number of
annotation tools and the evaluation of these Named Entity Recognition
and Entity Linking systems is incontrovertibly one of the primary tasks.
However, these evaluations are mostly based on manually created gold
standards. As much these gold standards have an upper hand of being
created by a human, it also has room for major proportion of over-
sightedness. We will demonstrate Eaglet (Available at https://github.
com/AKSW/Eaglet), a tool that supports the semi-automatic checking
of a gold standard based on a set of uniform annotation rules.

Keywords: Entity Recognition · Entity Linking · Benchmarks

1 Introduction

The number of information extraction systems has grown significantly over the
past few years. In particular, NER (Named Entity Recognition) frameworks aim
to locate named entities in natural language documents while Entity Linking
(EL) applications link the recognised entities to a given knowledge base (KB).
NER and EL tools are commonly evaluated using manually created gold stan-
dards (e.g., [4]), which are partly embedded in benchmarking frameworks (e.g.,
[1,7]). While these gold standards have clearly spurred the development of ever
better NER and EL systems, they have certain drawbacks [2]. The creation of
a NER/EL gold standard is a difficult task because human annotators com-
monly have different interpretations of this task as shown by Ratinov et al. [6].
Eaglet provides a very generic, adaptable set of rules derived from existing
benchmarks by Jha et al. [2] which allows us to check these gold standards in a
semi-automatic way. Eaglet has been evaluated on 13 English gold standards
and detected 38,453 errors. An evaluation of 10 tools on a subset of these datasets
shows a performance difference of up to 10% micro F-measure on average [2].

c© Springer International Publishing AG 2017
E. Blomqvist et al. (Eds.): ESWC 2017 Satellite Events, LNCS 10577, pp. 149–154, 2017.
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2 Architecture Overview

Eaglet works based on the architecture presented in Fig. 1. Following this archi-
tecture, we will attempt to explain the implementation. Eaglet provides a sys-
tematic classification of errors, which are in violation of the rules, with the ability
to detect and correct a significant portion of these errors with minimum human
interference. Eaglet categorises the violation of the rule set which are hard-
coded into the system. The rest of this section discusses the implementation of
each component shown in the architecture.

Fig. 1. Eaglet’s architecture. The modules marked in purple depict the pipeline struc-
ture of Eaglet.

2.1 Input Dataset

The input of Eaglet is an annotated gold standard dataset which is primarily a
set of documents where each document is an ordered set of words d = {w1, ..., wn}
along with the meta information of each annotation.

2.2 Preprocessing Component

The text of each document is passed through the Stanford NLP core library [3]
to tokenise the text and lemmatise the tokens. After that, original text is coupled
with the meta-info added by the NLP module. The annotation list is extended
to the Corrected Annotation List (CAL) which contains some extra relevant
Eaglet introduced meta-information as it is passed through the pipeline.
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2.3 Error Detection Pipe

The processed dataset is passed into the pipe. Every module of the pipe rep-
resents a single error type1 and is implemented independently from the other
modules. This enables the possibility to adapt the pipe by deactivating or intro-
ducing modules. An adaptation is easy since (1) the tool is available as open
source project and can be adapted by the user, (2) the modules share the same
API and (3) the modules act independently. Annotations, identified as faulty by
each module, are marked with an error type and a suggested solution. The flow
of the pipeline is as follows.

1. Long Description Detection Component : The module checks for the sequences
of words which may describe the entity they are linked to but do only con-
tain an indirect description of the entity instead of directly naming it. The
module identifies such a description by searching for a relative clause inside
an annotation.

2. Wrong Positioning Detection Component : This module searches for faulty
annotations that do not fit to the positions of the words, e.g., an annotation
that does not start with the first character. The last character of an anno-
tation is checked in a similar way, i.e., it should be the last character of a
word.

3. Overlapping Entity Detection Component : The module checks for annota-
tions involving the presence of two or more annotations that share a common
sub-string.

4. Combined Tagging Detection Component : This module searches for consecu-
tive annotations that are separated by a white space character. Such entities
are marked and a larger, combined annotation is generated and added to
the CAL. This module helps in tackling a non-trivial tier of errors wherein
consecutive word sequences are marked as separate entities while the word
sequences, if combined, can be annotated to a more specific entity. The tool
later suggests the user to review the suggested marking of this new entity and
assign the new entity a URI.

5. URI Error Detection Component : The module verifies the URIs of all entities
regarding their format. If a URI points to a set of predefined KB the module
tries to dereference the URI to check whether (a) the entity exists and (b) the
URI does not point to a disambiguation page. For example, if the given KB is
the Wikipedia2 or entities can be directly mapped to Wikipedia entities the
module uses the Wikipedia API to determine whether the URI is outdated
and derives the new URI.

6. Inconsistent Marking Component : This module collects all annotations in the
corpus that have not been marked as faulty by one of the other modules. The
lemmatized surface form of every annotation is used to search for all non-
marked occurrences of the entity throughout the dataset. Since these newly

1 The detailed description of each error type can be found in Eaglet research paper
[2].

2 http://wikipedia.org.

http://wikipedia.org
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added annotations might be incorrect, e.g., because a URI that is linked to
a word in one document does not need to fit to the same word in a different
document, they are marked separately by the pipeline and should be checked
by the user in the review module.

2.4 Completion Component

This component has been introduced as an optional module in Eaglet as the
definition and requirement of the dataset completion may vary depending on
the use case of the dataset. The component uses publicly available annotation
services to derive a list of entity annotations on the dataset and compares it
to the CAL list under consideration in the pipe, thereby generating a list of
additional entities. These additional annotations support the work of a user that
wants to make sure that the dataset is complete. However, since state-of-the-art
annotation systems are not perfect [7], this module is based on a majority vote,
i.e., the majority of the annotation systems have to contain an annotation inside
their result list before it is added to the document. For this module, we relied
on the open-source project GERBIL that enables the usage of up to 13 different
annotation systems [5].

The components described above generated and stored a set of documents,
different from the original input dataset, incorporating all the changes suggested
in the pipe. This facilitates the reviewing which can be done by the user in
different time duration and need not necessarily be completed in one run of
Eaglet.

2.5 Review Component

This component involves at least one user reviewing all the corrections made
by the pipe before they can be written to generate a final set of documents.

Fig. 2. Review module: document text Fig. 3. Marking list
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We implemented a user interface which allows a user to check the results in
an efficient, interactive way. The user interface (see Figs. 2 and 3) of our tool
allows every user to check each of the documents in the gold standards manually.
Users can accept, modify or reject the suggestions of the tool as well as add
new entities that have been missed by the auto-completion module. The user
also has the liberty to change the URI of an entity. The review component
has an auto completion module running in parallel which allows the addition
made by a user in one of the documents to be automatically reflected in the
other documents that have not been reviewed by the user so far reducing the
redundancy in the reviewing process. The module is loaded with a login feature
allowing multiple users to work on the same pipe results in order to generate a
final, more accurate dataset. Each of these users can review and maintain their
own versions of dataset at their own pace.

3 Conclusion

In this paper, we presented Eaglet—a tool to evaluate the gold standards used
for NER and EL tasks. We described the different features of the tool which
aim at correcting the existing the gold standard in order to achieve a more
precise evaluation. We attempt to make this process user friendly and regard
this work as a first stepping stone in a larger agenda pertaining to improving
the assessment of the performance of natural language processing approaches.
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2. Jha, K., Röder, M., Ngonga Ngomo, A.-C.: All that glitters is not gold – rule-based
curation of reference datasets for named entity recognition and entity linking. In:
Blomqvist, E., Maynard, D., Gangemi, A., Hoekstra, R., Hitzler, P., Hartig, O. (eds.)
ESWC 2017. LNCS, vol. 10249, pp. 305–320. Springer, Cham (2017). https://doi.
org/10.1007/978-3-319-58068-5 19

3. Manning, C.D., Surdeanu, M., Bauer, J., Finkel, J., Bethard, S.J., McClosky, D.:
The Stanford CoreNLP natural language processing toolkit. In: Association for
Computational Linguistics (ACL) System Demonstrations, pp. 55–60 (2014)
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Abstract. This Demo presents a framework for the live synchronization of an
RDF view defined on top of relational database. In the proposed framework, rules
are responsible for computing and publishing the changeset required for the RDB-
RDF view to stay synchronized with the relational database. The computed
changesets are then used for the incremental maintenance of the RDB_RDF views
as well as application views. The Demo is based on the LinkedBrainz Live tool,
developed to validate the proposed framework.

Keywords: RDF view · View maintenance · Linked Data · Relational database

1 Introduction

There is a vast content of structured data available on the Web of Data as Linked Open
Data (LOD). In fact, a large number of LOD datasets are RDF views defined on top of
relational databases, called RDB-RDF views. The content of an RDB-RDF view can be
materialized to improve query performance and data availability. However, to be useful,
a materialized RDB-RDF view must be continuously maintained to reflect dynamic
source updates.

Also, Linked Data applications can fully or partially replicate the contents of a
materialized RDB-RDF view, by creating RDF application views defined over the RDB-
RDF view. The generation of RDF application views improves the efficiency of appli‐
cations that consume data from the LOD, and increases the flexibility of sharing infor‐
mation. However, the generation of RDF application views raises synchronization prob‐
lems, since the original datasets can be continuously updated. Thus, updates on an RDB-
RDF view must be propagated to maintain the RDF application views.

A popular strategy used by large LOD datasets to maintain RDF application views
is to compute and publish changesets, which indicate the difference between two states
of the dataset. Applications can then download the changesets and synchronize their
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local replicas. For instance, DBpedia (http://wiki.dbpedia.org) and LinkedGeoData
(http://linkedgeodata.org/About) publish their changesets in a public folder.

In this demo, we show a framework, based on rules, that provides live synchroni‐
zation of RDB_RDF views. In the proposed framework (see Fig. 1), rules are responsible
for computing and publishing the changeset required for the RDB-RDF view to stay in
synchronization with the relational database. The computed changesets are used by the
synchronization tools for the incremental maintenance of RDB_RDF views and appli‐
cation views. In [7] we present a formal framework for automatically generating, based
on the view mappings, the rules for computing correct changesets for an RDB-RDF
view. Based on the mappings, at view definition time, we are able to: (i) identify all
relations that are relevant for the view; and (ii) define the rules that compute the
changeset required to maintain the view w.r.t an update over a relevant relation. Our
formalism allows us to precisely justify that the rules generated by the proposed
approach correctly compute the changeset. The demo video is available at http://tiny.cc/
videolivesynrdbrdf (see also http://www.arida.ufc.br/livesynrdbrdf/).

Fig. 1. Framework for live synchronization of RDB_RDF view.

The remainder of this paper is organized as follows. Section 2 describes our strategy,
based on rules, for computing changesets for an RDB-RDF view. Section 3 summarizes
related work. Section 4 covers an implementation and experiments. Section 5 presents
the conclusions.

2 Computing Changesets for RDB-RDF Views

In our strategy, we first have to identify the relations in S that are relevant for V, that is,
the relations whose updates might possibly affect the state of the view V. For each such
relation R, we define triggers that are fired immediately before and after an update on
R, called before and after triggers, respectively, and which are such that:

BEFORE Trigger: computes ∆¯ the set of deleted triples
AFTER Trigger: computes ∆+ the set of inserted triples.

The key idea of our strategy for computing the changesets is to re-materialize only
the tuples whose RDF_State (the tuple triplification) might possibly be affected by the
update. Thus, using ∆¯ and ∆+, one should be able to compute the new RDF state of the

156 V.M.P. Vidal et al.

http://wiki.dbpedia.org
http://linkedgeodata.org/About
http://tiny.cc/videolivesynrdbrdf
http://tiny.cc/videolivesynrdbrdf
http://www.arida.ufc.br/livesynrdbrdf/


tuples that are relevant to the update (formal definitions in [7]). Figure 2 shows the
templates of the triggers associated with an update on a relation R.

BEFORE   {UPDATE } 0N R THEN
∆¯ := COMPUTE_ ∆¯ [R](rold, rnew); 

ADD ∆¯ changeset of V. 
(a) 

AFTER   {UPDATE} 0N R THEN

∆+ := COMPUTE_ ∆+ [R](rold, rnew); 

ADD ∆+ changeset of V. 
(b)

Fig. 2. Triggers to compute changeset of V w.r.t. updates on R

For example, consider u, the UPDATE on R, where rold and rnew are the old and new
state of the updated tuple, respectively. Before the update, Trigger (a) is fired, and
Procedure COMPUTE_ ∆¯[R] computes ∆¯, which contains the OLD RDF_State of the
tuples that are relevant to V w.r.t update u. After the update, Trigger (b) is fired. Using
the database state after the update, Procedure COMPUTE_ ∆+[R] computes ∆+, which
contains the new RDF_State of the tuples that are relevant to V w.r.t update u. Note that
procedures COMPUTE_ ∆¯[R] and COMPUTE_ ∆+ [R] are automatically generated, at
view definition time, based on the view mappings [7]. Triggers for insertions and dele‐
tions are similarly defined and are omitted here.

Given VOLD, the old state of the RDB_RDF view, in order to stay synchronized with
the new state of database, the new state of the view is computed as
VNEW =

(
VOLD − Δ−

)
∪ Δ+

3 Related Work

The incremental view maintenance problem has been extensively studied in the literature
for relational views [2], object-oriented views [6], semi-structured views [1], and XLM
Views [3]. Despite their important contributions, none of these techniques can be directly
applied to compute changesets for RDB-RDF views.

Comparatively less work addresses the problem of incremental maintenance of
RDB-RDF views. Vidal et al. [8] proposed an incremental maintenance strategy, based
on rules, for RDF views defined on top of relational data. Although the approach in this
paper uses a similar formalism for specifying the view mappings, our strategy to
compute changeset present in Sect. 2 differs considerably.

Faisal et al. [4] presented an approach to deal with co-evolution, that is, the mutual
propagation of the changes between a replica and its origin dataset. Their approach relies
on the assumption that either the source dataset provides a tool to compute a changeset
at real-time or third party tools can be used for this purpose. Thus, the contribution of
this paper is complementary and relevant to satisfy their assumption.

Konstantinou et al. [5] investigated the problem of the incremental generation and
storage of the RDF graph that is the result of exporting relational database contents. In
their approach, when one of the source tuples change, the whole triples map definition
will be executed for all tuples in the affected table. By contrast, using our rules, we are
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able to identify which tuples are relevant to an update, and only the RDF_State of the
relevant tuple are re-materialized.

4 Implementation and Experiments

To test our strategy, we implemented the LinkedBrainz Live tool (LBL tool), which
propagates the updates over the MusicBrainz database (MBD database) to the Linked‐
MusicBrainz view (LMB View). The LMB View is intended to help MusicBrainz (http://
musicbrainz.org/doc/about) to publish its database as Linked Data. Figure 1 depicts the
general architecture of our framework, based on rules, for providing live synchronization
of RDB_RDF views. The main components of the LBL tool are:

• Local MBD database: We installed a local copy of the MBD database available on
March 22, 2017.

• LMB View and Mappings: We created the R2RML mapping for translating MBD
data into the Music Ontology vocabulary (http://musicontology.com/), which is used
for publishing the LMB view. The LMB view was materialized using the D2RQ tool
(http://www.d2rq.org/). It took 67 min to materialize the view with approximately
41.8 GB of NTriples.

• Triggers: We created the triggers to implement the rules required to compute and
publish the changesets, as discussed in Sect. 2.

• LBL Synchronization tool: This component enables the LMB View to stay synchron‐
ized with the MBD database. It is the same synchronization tool used by the DBpe‐
diaLive (http://wiki.dbpedia.org/online-access/DBpediaLive). It simply downloads
the changeset files sequentially, creates the appropriate INSERT/DELETE statement
and executes it against the LMB View triplestore.

• LBL update extractor: This component extracts updates from the replication file
provided by MusicBrainz, every hour, which contains a sequential list of the update
instructions processed by the MusicBrainz database. When there is a new replication
file, the updates should be extracted and then executed against the local database

In our experiments, we used the replication file with sequential number 103114,
which has 4,557 updates. Tables 1 and 2 summarize our experimental results. Due to
space limitation we consider only the relevant relations (RR) Artist and Track.

• Table 1 shows: The total number of tuples in the RR and the total time (in millisec‐
onds) spent to triplify the tuples in RR.

• Table 2 shows: the total number of updates on the RR, the average number of tuples
relevant for updates on the RR, and the average time (in milliseconds) to compute the
changeset <∆¯, ∆+> for insertions (i) and updates (u) on RR. In the replication file, there
is no deletion from relevant relations Artist and Track.
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Table 2. Time spent for computing changesets w.r.t replication file 103114

Relevant
Relation
(RR)

Number of
Updates

Avg
number of
Relevant
tuples (by
update)

∆
− (avg time) (ms) ∆

+ (avg time) (ms)

Artist 31 1.55 25 102 18 5
Track 397 4.05 28 39 4 3

The experiments demonstrated that the runtime for computing the changeset is
negligible, when the number of relevant tuples is relatively small. This is what is
expected, since the RDB_RDF View should be frequently updated to ensure that it
remains consistent and up-to-date. Thus, we can conclude that the incremental strategy
far outperforms full re-materialization, and also the re-materialization of the affected
tables [5].

5 Conclusions

This Demo presented a framework for providing live synchronization of an RDF view
defined on top of relational database. In the proposed framework, rules are responsible
for computing and publishing the changeset required for the RDB-RDF view to stay
synchronized with the relational database. The computed changesets are used for the
incremental maintenance of the RDB_RDF views as well as application views.

We also implemented the LinkedBrainz Live tool to validate the proposed frame‐
work. We are currently working on the development of a tool to automate the generation
of the rules for computing the changesets.
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Abstract. We present JedAI, a toolkit for Entity Resolution that can
be used in three different ways: as an open-source Java library that
implements numerous state-of-the-art, domain-independent methods, as
a workbench that facilitates the evaluation of their relative performance
and as a desktop application that offers out-of-the-box ER solutions.
JedAI bridges the gap between the database and the Semantic Web com-
munities, offering solutions that are applicable to both relational and
RDF data. It also conveys a modular architecture that facilitates its
extension with more methods and with more comprehensive workflows.

1 Introduction

Linked Open Data are not as linked as they have been envisaged by the Linked
Data Principles: a recent study revealed that 44% of its datasets are not con-
nected with any other data sources [8]. To ameliorate this situation, Entity Reso-
lution (ER) aims to interconnect the semantically equivalent resources in different
datasets with owl:sameAs relationships. ER is manifested with two sub-tasks [1]:
(i) Clean-Clean ER receives as input two overlapping data sources that are indi-
vidually duplicate-free, S and T , and aims to identify all pairs <s ∈ S, t ∈ T>
that correspond to the same real-world object. (ii) Dirty ER takes as input a
single set of resources S that contains duplicates in itself and aims to detect all
pairs {si, sj ∈ S : i �= j} that refer to the same real-world object.

To facilitate researchers, practitioners and simple users in applying both ER
tasks, we hereby present the Java gEneric DAta Integration Toolkit, JedAI for
short. JedAI offers a threefold functionality:

(1) JedAI constitutes an open source library that implements numerous state-of-
the-art methods for all steps of the end-to-end ER workflow of Sect. 2. This
workflow combines high time efficiency and scalability with high effective-
ness [3,7]. The former aspect is accomplished by Steps 2–4, which use (meta-
)blocking to significantly reduce the search space, omitting the comparison

c© Springer International Publishing AG 2017
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of evidently irrelevant pairs of resources, while effectiveness emanates from
Steps 5–6, which combine string similarity measures with advanced cluster-
ing methods that relax the transitivity of the equality relation. Every step
exposes a well-defined API with detailed documentation. The code (in Java
8) is freely distributed through the Apache License V2.0, supporting both
academic and commercial uses.

(2) JedAI constitutes a desktop application with an intuitive Graphical User
Interface that can be used not only by experts in ER, but also by lay users.
The user simply has to select a method for every step of the end-to-end
workflow through an intuitive wizard. All methods are associated with a
default configuration that has been experimentally verified to achieve the
best performance on average [7], thus requiring no manual fine-tuning. All
methods are also unsupervised, thus requiring no manual definition of link
specifications. Finally, all methods operate in a schema-agnostic fashion,
thus requiring no external domain knowledge (e.g., a training set or an
ontology). As a result, the workflow that is formed by the user is carried
out in a fully automatic way.

(3) JedAI can be used as a workbench, too. The number of methods that are
available in every step yields more than 4,000 different possible workflows.
JedAI facilitates users to compare in detail two or more executed workflows
by reporting a large variety of performance measures in Step 7. Users can
actually perform thorough experiments on top of most established bench-
marks, since JedAI supports a wide variety of structured data formats (e.g.,
relational databases, CVS files) and semi-structured ones (e.g., RDF, XML,
OWL files).

The code of the JedAI library along with several datasets for experimentation,
the executable jar of the JedAI desktop application and videos presenting its
features can be downloaded from https://github.com/scify/JedAIToolkit.

2 JedAI Workflow

The end-to-end ER workflow that is implemented by JedAI combines the blocking
workflow proposed in [7] (Steps 2, 3 and 4) with the matching workflow used in
[3] (Steps 5 and 6). In more detail, it comprises the following steps:

(1) Data Reading loads from the disk into main memory one (Dirty ER) or
two (Clean-Clean ER) sets of resources along with the corresponding golden
standard. It supports Semantic Web data contained in RDF, XML or OWL
files as well as relational data contained in CSV files or SQL databases (e.g.,
mySQL).

(2) Block Building receives as input the data source(s) loaded by Data Read-
ing and clusters their resources into a set of blocks that is returned as output.
This is a mandatory step that drastically reduces the search space in order
to ensure high time efficiency and scalability. At the moment, the user can
select among 8 established methods. All of them use the schema-agnostic

https://github.com/scify/JedAIToolkit
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blocking keys that were defined in [6]. Thus, they require no domain knowl-
edge, placing every resource into multiple blocks in order to achieve high
recall.

(3) Block Cleaning receives as input the blocks produced by Block Building.
Given that they are overlapping (i.e., every resource participates in multiple
blocks), they contain two types of unnecessary comparisons: the redundant
ones, which repeat the same comparisons in different blocks, and the super-
fluous ones, which compare non-matching resources [6]. Block Cleaning dis-
cards both types of comparisons by enforcing constraints on the level of
individual blocks. This results in significant gains in efficiency and scalabil-
ity, though at the cost of slightly lower recall [7]. For this reason, this step
is optional, yet it allows the user to choose one or more of the 4 methods
that are currently available (i.e., all methods are complementary with each
other).

(4) Comparison Cleaning receives as input a set of blocks and aims to clean
it from its unnecessary comparisons, just like Block Cleaning. The differ-
ence is that Comparison Cleaning operates at a finer granularity, targeting
individual comparisons. As a result, it takes more accurate decisions, but
its performance is more time consuming than Block Cleaning [7]. Due to its
cost in recall, it is an optional step, too. For now, the user can choose 1 out
of 7 competitive methods.

(5) Entity Matching is a mandatory step that executes all comparisons that
are contained in the set of block it receives as input. As output, it produces
a similarity graph, with one node for every resource and one weighted edge
for every compared pair of resources. The user can choose among 2 methods,
which incorporate a plethora of established string similarity metrics [2].

(6) Entity Clustering is a mandatory step that receives as input the similarity
graph of Entity Matching. Its goal is to partition its nodes into equivalence
clusters such that every cluster contains all resources that correspond to
the same real world object. At the moment, the user can select 1 out of 7
established methods, which have been experimentally evaluated in [3].

(7) Evaluation & Storing, the final step of our workflow, estimates the per-
formance of the resulting set of equivalence clusters with respect to the
established effectiveness measures (Precision, Recall and F-Measure). For
this purpose, it relies on the golden standard that was given as input file in
Step 1. This step also evaluates the time efficiency of the implemented work-
flow, assessing the overhead time of every individual step. Finally, the user is
able to store the identified equivalence links in a variety of output formats,
such as CSV. An example of this step’s screen is illustrated in Fig. 2.

All methods included in every step are schema- and domain-agnostic, requir-
ing no background knowledge from the user in order to apply them.

3 Architecture

JedAI has a modular architecture that is described in Sect. 2. Note that there is
a separate module for every step in the workflow of Sect. 2. Each module exposes
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Fig. 1. JedAI architecture Fig. 2. Evaluation & Storing screen.

a well-defined interface so that any method that implements it can be seamlessly
integrated into that module. This makes it easy to add more ER techniques in
the future, as they become available. Additionally, every interface takes special
care to ensure that the functionality of each method is well-documented and that
its configuration parameters are associated with a short explanation of their role
along with their possible values. Finally, JedAI’s architecture is extensible with
additional modules that could add more steps to the workflow of Sect. 2. This
is illustrated by the empty placeholder right after the Entity Clustering module
in Fig. 1; however, a new module/step could be placed anywhere in the current
workflow. An example is Ontology Matching before Entity Matching or Block
Building for higher effectiveness.

4 Demonstration

The goal of our demonstration is to showcase how JedAI can apply a series of
ER workflows to several established benchmark datasets in a straightforward
way, i.e., without requiring any manual fine-tuning or domain knowledge. To
this end, we will use JedAI’s desktop application to load some established CSV
datasets from [4] and RDF datasets from the Ontology Alignment Evaluation
Initiative (OAEI). All datasets will be loaded in their original format, without
any preprocessing. Then, the user will be able to form an end-to-end ER workflow
with a couple of clicks in the screen of every step. Finally, a screen similar to
Fig. 2 will present the performance of the formed workflow. Different workflows
or different configurations will be applied to the same dataset(s) with the same
7-step procedure in order to compare the resulting performances.
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5 Related Work

Entity Resolution has been extensively studied in the literature as a special case
of the more general task of Link Discovery [5]. In fact, OAEI organizes a special
track for Instance Matching and several frameworks have been proposed for
facilitating Link Discovery, such as RiMOM, Silk and LIMES. A recent survey
can be found in [5]. These frameworks are similar to JedAI in the sense that
they combine methods for high efficiency (e.g., blocking) with methods for high
effectiveness (e.g., thresholds on string similarities).

However, JedAI goes beyond these frameworks in the following ways: (i) Most
frameworks for Link Discovery focus exclusively on Clean-Clean ER, whereas
JedAI covers Dirty ER, too. (ii) Link Discovery frameworks take as input only
RDF data, while JedAI is able to process structured data, too, supporting CSV
files and relational databases. (iii) JedAI offers out-of-the-box ER solutions, due
to the schema-agnostic functionality of its methods and the default configuration
that is associated with every one of them. Thus, it requires no manual fine-tuning,
unlike most Link Discovery frameworks. (iv) JedAI is suitable for both lay and
power users. The former can simply use the intuitive GUI, while the latter can use
it as a library, too, through its well-defined API. In contrast, all Link Discovery
frameworks require some domain knowledge from the user. (v) JedAI works as a
workbench, too, allowing users to compare the performance of more than 4,000
different ER workflows that can be formed by combining state-of-the-art methods
from every step. (vi) There is small overlap in the methods offered by JedAI and
those offered by the Link Discovery frameworks. The former currently focuses
on schema-agnostic methods, while the latter cover ontology-based methods.

6 Conclusions

We present JedAI, a toolkit that can be used as Java library, a desktop appli-
cation and a workbench for domain-independent, out-of-the-box ER solutions.
Its capabilities will be demonstrated by applying it to a series of established
relational and RDF datasets, without requiring any manual fine-tuning or back-
ground knowledge. In the future, we plan to participate in the OAEI Instance
Matching task and to integrate more methods that are based on ontologies for
even better performance. We also plan to parallelize JedAI using Apache Spark.
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Abstract. The increase in available ICT infrastructure in hospitals
offers cost reduction opportunities by optimizing various workflows, while
maintaining quality of care. In this demonstrator-paper, we present a self-
learning dashboard, for monitoring and learning the cause of delays of
hospital transports. By identifying these causes, future delays in trans-
port time can be reduced.

1 Introduction

Due to the financial pressure on the healthcare system, many hospitals struggle
to balance budgets while maintaining quality. These hospitals are therefore inves-
tigating ways to optimize care delivery processes. Since organization of logistic
services in hospitals may account for more than 30% of all hospital costs [6], it
is certainly an area of interest. More specifically, huge opportunities exist in the
transport of logistics of patients and equipment in terms of efficiency and cost
reduction.

In previous work [3,5], we introduced the AORTA project1, where we exploit
the advent of the Internet of Things and intelligent decision support systems to
automatically assign the most suitable staff member to a transport based on all
the available information about the context (e.g. location of staff and patients
and how crowded the hospital is), the staff (e.g. competences), the patient (e.g.
physical condition) and the specific transportation task (e.g. pick-up location
and priority). In this work we present a self-learning dashboard that is able to
monitor and learn why hospital transports were late. By identifying the cause
of these delays, future delays can be avoided. To give the hospital management
control over what is learned, the learned causes are presented and converted to
human readable sentences. The learning is performed on the historical data from
a context layer that captures all information regarding the hospital. This con-
text layer also provides data to a dynamic scheduler, that optimally dispatched

1 www.iminds.be/en/projects/2015/03/10/aorta.
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transports to the staff-members. Once the learned delays have been inspected
and approved by the management, the context layer is updated and more accu-
rate data can be provided to the scheduler, minimizing transports delays.

2 Architecture

The overall architecture of the simulated AORTA system is visualized in Fig. 1.
This work uses a Simulator to represent the information within the hospital,
more information regarding the real components that are being simulated in this
work can be found in Ongenae et al. [5]. The simulator enables easy demonstrator
purposes. Note that the simulation is based on realistic data captured from two
Flemish hospitals.

The Context Layer integrates data resulting from various sources within
the hospital, such as the floor plan of the hospital, the pathology of the patients,
the capabilities of the staff, their locations captured by the IoT infrastructure,
information about the tasks within the hospital, etc. To integrate all this hetero-
geneous data, a semantic model is utilized. This allows us to perform reasoning
to automatically extract implicit statements, e.g. whether staff-members can
perform specific tasks based on their capabilities. Since the Context Layer has
a view on the current context within the hospital, it can provide accurate data
to the scheduler.

The Dynamic Scheduler constructs an optimal transports schedule such
that all the requests can be handled in a timely manner with an optimal use
of resources [7]. To achieve this optimal rostering, the scheduler requests the
dynamic context information from the Context Layer, e.g., the locations, avail-
ability, competences, work load & average walking speed of the staff, busy areas
and possible causes of delay. This allows the scheduler to take the current sit-
uation into account when scheduling tasks. It constantly maintains an overall
optimal schedule and updates this schedules as new requests and status updates
of on-going transports come in. When a staff member indicates that a transport
has been finished, the Context Layer will communicate this to the Dynamic

Fig. 1. The architecture of the simulation part of the AORTA system
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Scheduler, which will then assign a new task to this staff member based on this
overall optimized schedule.

The Self-learning Module keeps a historical overview of the context rep-
resented in the Context Layer. This information contains all the information
regarding the executed transports, e.g. who executed the transport, what was
the source and destination, what kind of transport mode was used, what were the
pathologies of the patient, etc. Based on this historical context, the Self-Learning
Module learns why transports in the past were delayed, such that these delays
can be prevented in the future. For example, the module could learn that cer-
tain transports during the visiting hour on Friday are often late and more time
should be reserved for them. The incorporation of the knowledge, modeled in
the ontology, allows to learn more accurate rules. Furthermore, learning semantic
rules allows to understand and validate the learned results. Once the rules have
been learned, they can be inspected and approved by the management. Upon
approval, the learned rules update the Context Layer, such that more accurate
information can be provided to the Dynamic Scheduler.

3 Implementation

This section details the implementation of the previous presented components,
with specific focus on the Context Layer and the Self-Learning Module.

To model all the hospital domain knowledge, an ontology was constructed
by extending the Task Model Ontology2, the Ambient-aware Continuous Care
Ontology3 and the Amigo Location Ontology4. Currently RDFox5 is supported
as triple store to capture all the context information. Semantic reasoning is
implemented by defining rules. There is also support for graph databases such
as Neo4j6, however lacking the reasoning capabilities.

Two implementations [2,3] of the Self-Learning component have been
researched: one utilizing Inductive Logic Programming by the use of DL-
Learner [4] and one using extensions of Association Rule Mining to enable mining
over semantic data. Both are capable of learning the causes of various transport
delays.

Each of these techniques has its pro’s and con’s, e.g. by exploiting the knowl-
edge in the ontology the ILP technique is more accurate, however the association
rule mining technique scales better. The learned rules are presented to the man-
agement for final confirmation through a visual interfaces, as depicted in Fig. 2.
The semantic learned rules are converted to human readable text through the use
of NaturalOWL [1] that can convert OWL Axioms to sentences. By defining how
the classes and properties in the ontology should be verbalized, NaturalOWL can

2 www.semanticdesktop.org/ontologies/2008/05/20/tmo/.
3 users.intec.ugent.be/pieter.bonte/ontology/accio.htm.
4 gforge.inria.fr/projects/amigo/.
5 www.cs.ox.ac.uk/isg/tools/RDFox/.
6 https://neo4j.com.

www.semanticdesktop.org/ontologies/2008/05/20/tmo/
http://users.intec.ugent.be/pieter.bonte/ontology/accio.htm
https://gforge.inria.fr/projects/amigo/
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https://neo4j.com
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Fig. 2. An overview of the learned rules in human readable format

Fig. 3. The dashboard visualizing the transport distributions.

generate fluent human readable text. This makes it easier for the management
to interpret the learned rules.

Once one or more learned rules are verified by management, the Context
Layer is updated with the newly learned knowledge. This is done by calculating
the average delay for the identified late transports and this delay is then added
by the Context Layer when a new transports needs to be scheduled that adheres
to the learned rule. Furthermore, a dashboard provides management a real-time
overview of the distribution of transports that are on time and those that are
late. As shown in Fig. 3, a few straightforward delay causes are already presented
in the dashboard, i.e. the percentage of transports that are late or on time for
each of the transports modes (i.e. bed, wheelchair, running,etc.), the type of
room the transport came from and the type of destination.
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4 Demonstrator

In the demonstrator we show a simulation of a hospital setting where a number of
staff-members are dispatched to perform various transports. The dynamic sched-
uler will optimally schedule the transport. The simulator can be manipulated to
introduce various sources of delay, allowing the self-learning module to detect
these problems and update the context-layer such that more time is taken in
the future for these kinds of transports and less delays occur. The demonstrator
shows that after taken into account the learned rules, less transports are late.
A short video presenting the described functionality can be found on http://
pbonte.github.io/aorta/.

5 Conclusions

In this paper we presented a self-learning dashboard for the AORTA system that
is able to learn and optimize hospital transports. By integrating data generated
in the hospital in a semantic enabled context layer, intelligent decisions can be
made. Furthermore, a dynamic scheduler can optimally dispatch transports and
a self-learning module can identify the delays of late transports and take steps to
eliminate these delays in the future. The dashboard present the learned causes
of transport delay in readable text, allowing management to easily inspect and
approve the learned knowledge.
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funded by the AIO, imec, Xperthis, Televic Healthcare, AZMM and ZNA.
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Abstract. dbpedia data is largely generated from extracting and pars-
ing the wikitext from the infoboxes of Wikipedia. This generation process
is handled by the dbpedia Extraction Framework (dbpedia ef). This
framework currently consists of data transformations, a series of cus-
tom hard-coded steps which parse the wikitext, and schema transforma-
tions, which model the resulting rdf data. Therefore, applying changes
to the resulting rdf data needs both Semantic Web expertise and devel-
opment within the dbpedia ef. As such, the current dbpedia data is
being shaped by a small amount of core developers. However, by describ-
ing both schema and data transformations declaratively, we shape and
generate dbpedia data using solely declarations, splitting the concerns
between implementation and modeling. The parsing functions develop-
ment is decoupled from the dbpedia ef, and other data transformation
functions can easily be integrated during dbpedia data generation. This
demo showcases an interactive Web application that allows non-technical
users to (re-)shape the dbpedia data and use external data transforma-
tion functions, solely by editing a mapping document via html controls.

Keywords: DBpedia · Data transformations · FnO · Linked Data
generation · RML

1 Introduction

One of the most widely known Linked Datasets is dbpedia, a crowd-sourced com-
munity effort to extract structured information from Wikipedia and make this
information available on the Web [1]. Data from dbpedia is generated using the
dbpedia Extraction Framework (dbpedia ef) in two parts: the first part directly
maps relationships from the relational database of the underlying application on
which Wikipedia is built (WikiMedia), and the second part extracts and parses
data from the article texts and infobox templates within the articles [2].

The successive steps of extracting the Wikipedia articles, selecting the right
content, parsing the values, creating the resources and adding the relationships
to generate rdf data are currently performed by the dbpedia ef in custom,
hard-coded steps. For example, the founding date is extracted from the infobox
c© Springer International Publishing AG 2017
E. Blomqvist et al. (Eds.): ESWC 2017 Satellite Events, LNCS 10577, pp. 172–177, 2017.
https://doi.org/10.1007/978-3-319-70407-4_32
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(e.g., 19-4-1839 for Belgium), parsed into the correct date format (a data trans-
formation function generating 1839-04-19), and linked with the resource for
Belgium using the correct dbpedia predicate (a schema transformation generat-
ing the triple dbr:Belgium dbo:foundingDate "1839-04-19"^^xsd:date).

Limited changes in the schema (e.g., adding a predicate-object pair) are
currently possible using the DBpedia mapping wiki, but more extensive changes,
both in the schema (e.g., using a different ontology) or in the data (e.g., using a
different parsing function) involve changing the dbpedia ef source code. Thus,
desired changes in the resulting rdf data currently needs both Semantic Web
expertise and development within the dbpedia ef. These combined requirements
are currently met by only a small amount of core developers to shape dbpedia
data. As adding schema or data transformations is complex, the dbpedia ef
inhibits problems that are currently not easily solved. For instance, Blake et.
al. [8] unveiled quality issues in dbpedia as the current extraction framework
does not support basic geographic calculations, e.g., calculating the population
density. Being a custom, hard-coded framework, the dbpedia ef does not easily
allow generating alternative rdf data solving these issues.

A fully declarative solution would no longer require development effort when
apply changes to the dbpedia data. Instead, only editing the mapping document
that shapes dbpedia is needed. This involves decoupling both the schema and
data transformations from the dbpedia ef implementation. Previous work1 has
already extracted the schema transformations as rml mapping documents [5],
and our recent work – which this demo accompanies – provides an approach to
integrate data and schema transformations declaratively [4]. Before, changing the
data transformation functions would require developers to improve the imple-
mentation of the dbpedia ef. Now, data modelers without technical background
can change and replace data transformation functions or schema transforma-
tions by editing the mapping documents. Thus, the concerns between developers
and modelers is decoupled. Moreover, the data transformation functions can be
reused for different use cases, not only for dbpedia data.

This demo, which is available at https://fnoio.github.io/dbpedia-demo/,
shows how declarative data and schema transformations make it easier to apply
changes in dbpedia data. Users can alter among different data transformation
functions – even functions not yet supported in the current dbpedia ef – by
solely adjusting single fields within the mapping document. Using exemplary
Wikipedia articles, the users can immediately verify their changes, as they are
reflected at the generated Linked Data for each Wikipedia article. This Web
application shows that technical knowledge about the dbpedia ef is no longer
needed to make significant changes when shaping the dbpedia data.

1 http://www.mail-archive.com/dbpedia-discussion@lists.sourceforge.net/msg07837.
html.

http://dbpedia.org/resource/Belgium
http://dbpedia.org/ontology/foundingDate
https://fnoio.github.io/dbpedia-demo/
http://www.mail-archive.com/dbpedia-discussion@lists.sourceforge.net/msg07837.html
http://www.mail-archive.com/dbpedia-discussion@lists.sourceforge.net/msg07837.html
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2 Background: Integrated Schema and Data
Transformations Using RML and FnO

Generating Linked Data involves making changes to both the schema and trans-
forming the data values of the data sources [7]. The same is the case for dbpedia.
On the one hand, schema transformations are needed to make sure the right
ontologies and vocabularies are used, and that the values are related as intended,
with the right data type (e.g., modeling the founding date of Belgium using the
correct predicate of the dbpedia ontology and using a date as data type results in
dbr:Belgium dbo:foundingDate "1839-04-19"^^xsd:date). On the other hand,
very specific data transformations are required for dbpedia to parse the manu-
ally entered data in the Wikipedia infoboxes, as the input data can be inserted
using different formats for the same data type (e.g., 04-10-1830, and October
4th 1830 denote the same date), using different units (e.g., entering degrees in
Fahrenheit in a Celsius-valued field), or having typos and misspellings. In the
current dbpedia ef these functions are hard-coded, thus changing these specific
functions (or using different ones) entails a significant development effort.

We aligned the following technologies:

– rml [5] – a mapping language to define schema transformations to generate
Linked Data derived from heterogeneous data, wikitext in our case; and

– fno [3] – an ontology to describe data transformations, independently of their
implementation and the data to which they are applied.

This way, schema transformations may be aligned with data transformations.
Moreover, the aforementioned alignment does not restrict a mapping processor
to support a specific set of data transformations.

This integration was kept minimal by using a single class and predicate2. The
resulting implementation depends on the rmlprocessor3 and a generic Function
Processor4. We have uncoupled the dbpedia parsing functions from the dbpedia
ef and re-published them as a stand-alone library5, and allowed describing more
advanced schema and data transformations declaratively [4].

3 Easily Shaping DBpedia

By decoupling the declaration from the implementation, as we explain in details
at De Meester et al. [4], users without technical expertise can shape the gener-
ated dbpedia data by directly editing the dbpedia mapping document. The cur-
rent dbpedia ef allows limited changes in the schema transformations without
development effort using the dbpedia mapping wiki. The fully declarative solu-
tion allows more editing options: users can apply changes to both schema trans-
formations (e.g., adding/removing types to resources and changing predicates),
2 http://semweb.datasciencelab.be/ns/fnml/.
3 https://github.com/RMLio/RML-Mapper/tree/extension-fno.
4 https://github.com/FnOio/function-processor-java.
5 https://github.com/FnOio/dbpedia-parsing-functions-scala.

http://dbpedia.org/resource/Belgium
http://dbpedia.org/ontology/foundingDate
http://semweb.datasciencelab.be/ns/fnml/
https://github.com/RMLio/RML-Mapper/tree/extension-fno
https://github.com/FnOio/function-processor-java
https://github.com/FnOio/dbpedia-parsing-functions-scala
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and data transformations (e.g., changing the parameters of the parsing functions,
using different parsing functions, or even using externally defined functions). The
data transformation functions are no longer restricted by the dbpedia ef.

https://fnoio.github.io/dbpedia-demo/ shows an interactive Web application
that allows users to easily apply changes, both for schema and data transfor-
mations, to the dbpedia mapping documents (Fig. 1). The Web application
does not require users to learn a new syntax, instead, html form elements
are used to make changes to the underlying mapping document. After the
extended rmlprocessor executes the updated transformations, users can review
the applied changes to the newly generated rdf data.

Fig. 1. When dbpedia is fully shaped declaratively, simple form controls can be used
to edit the dbpedia mapping document and technical expertise about the dbpedia ef
is no longer needed.

Users can generate rdf data for different types of Wikipedia infoboxes
(e.g., infoboxes denoting persons or countries), using different Wikipedia arti-
cles (e.g., Belgium or The United States of America). Relying on html form
elements, such as dropdowns and radio buttons, users can apply changes to
the mapping document. Generic data transformations as defined by the popu-
lar data cleansing tool OpenRefine6 are also selectable. This showcases that the
restriction on which data transformation functions you can use is lifted. Via the
Generate button, the updated mapping document is executed server-side. The
resulting rdf data is returned to the users for inspection, together with the map-
ping document. The mapping documents with aligned rml and fno statements
can then be used in the updated dbpedia ef to generate the rdf data.

6 https://github.com/OpenRefine/OpenRefine/wiki/GREL-Functions.

https://fnoio.github.io/dbpedia-demo/
https://github.com/OpenRefine/OpenRefine/wiki/GREL-Functions
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The implementation7 shows that the Web application entirely depends on
the mapping document, which contains the aligned declarative schema and data
transformations. The mapping document is changed based on user interactions
and saved as json-ld, instead of Turtle, for easier JavaScript manipulation. The
server implementation is also provided, and as can be inspected, this is merely
a wrapper around the extended rmlprocessor, no case specific development was
needed.

4 Conclusions

Integrating data and schema transformations in mapping documents which con-
tain aligned declarative schema and data transformations gives the opportu-
nity to fully decouple the implementation of a Linked Data generation system
without limiting its capabilities, as we show in more details at De Meester et
al. [4]. The Web application presented in this demo showcases this potential to
shape the generation of dbpedia merely using html form elements. Lowering the
required skills (i.e., development skills, learning a new syntax) to make changes
in thedbpedia mapping document can thus increase community involvement.
To make full advantage of the possibilities of the alignment of rml and fno, a
full-fledged editor is advised. The rmleditor [6] allows full manipulation of rml
mapping documents and is extended with data transformation capabilities.
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Abstract. Federated query engines have been enhanced to exploit new
data localities created by replicated data, e.g., Fedra. However, exist-
ing replication aware federated query engines mainly focus on pruning
sources during the source selection and query decomposition in order
to reduce intermediate results thanks to data locality. In this paper, we
implement a replication-aware parallel join operator: Pen. This opera-
tor can be used to exploit replicated data during query execution. For
existing replication-aware federated query engines, this operator exploits
replicated data to parallelize the execution of joins and reduce execution
time. For Triple Pattern Fragment (TPF) clients, this operator exploits
the availability of several TPF servers exposing the same dataset to share
the load among the servers. We implemented Pen in the federated query
engine FedX with the replicated-aware source selection Fedra and in
the reference TPF client. We empirically evaluated the performance of
engines extended with the Pen operator and the experimental results
suggest that our extensions outperform the existing approaches in terms
of execution time and balance of load among the servers, respectively.

Keywords: Linked Data · Parallel query processing · Fragment
replication · Federated SPARQL Queries Processing · Triple Pattern
Fragment · Load balancing

1 Introduction

Following the Linked Data principles, billions of RDF triples are made available
through SPARQL endpoints. Even if federated SPARQL query engines [1,9,17]
allow to execute SPARQL queries over multiple SPARQL endpoints, data avail-
ability and reliability of SPARQL endpoints is still an issue [5].

Data replication is a common practice to overcome availability issues in
distributed databases [15]. However, data replication in Linked Data is more
challenging: the autonomy of data providers hosting SPARQL endpoints, and
data consumers running federated query engines, prevent data replication to be
designed. The fragmentation schema and the replication schema remain unknown

c© Springer International Publishing AG 2017
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until a data consumer defines a federation of SPARQL endpoints in a federated
query engine.

Existing replication-aware [13,14] and duplicate-aware [16] federated query
engines focus on source selection and query decomposition in order to prune
redundant sources and use data-locality to reduce intermediate results. We point
out that replicated data can also be used to parallelize query processing, and
consequently reduce execution time.

In the previous work [12], we proposed PeNeLoop, abbreviated as Pen in
this paper, a replication-aware parallel join operator. More precisely, Pen solves
the parallel join problem with fragment replication (PJP-FR). Given a SPARQL
query and a set of data sources with replicated fragments, the problem is to
use all data sources to reduce query execution time while preserving answer
completeness and reducing data redundancy.

In contrast to inter-operator parallelism proposed in the state-of-the-art fed-
erated query engines [1,17], Pen introduces parallelization at the operator level
in order to preserve properties ensured by replicated-aware source selection
strategies [13] and replication-aware query decompositions [14]. Pen is based
on Bound Join operator implemented in FedX [17]. Bound joins were origi-
nally designed to reduce the number of requests sent in a nested loop join [15].
Pen extends bound joins processing to use all relevant endpoints with replicated
fragments and distribute join processing among them.

In this work, we extend TPF client [18] with Pen. Pen will exploit the
availability of several TPF servers exposing the same dataset to share the load
among the servers. We implemented Pen in the reference TPF client. This paper
presents our contribution to SPARQL federation and TPF federation: (i) We
present Pen, a novel replication-aware parallel join operator that uses replicated
fragments to reduce query execution time.

(ii) We extend federated query engine FedX [17] and the source selection
strategy Fedra [13] and the TPF client with Pen.

(iii) We experiment FedX, FedX + Fedra FedX + Fedra + Pen and
TPF + Pen in different setups. We show that FedX + Fedra + Pen outper-
forms FedX and FedX + Fedra in terms of execution time while preserving
properties of Fedra in terms of reduced number of transferred tuples and answer
completeness. The improvements are significative for queries with a large num-
ber of intermediate results. (iv) We show that TPF + Pen does not improve
execution time, however, it equally distributes the load among servers.

The paper is organized as follows: Sect. 2 provides background and motiva-
tions. Section 3 presents the Pen approach and algorithm. Section 4 presents
our experimental setup and describes our results. Section 5 summarizes related
works. Finally, conclusions and future works are outlined in Sect. 6.

2 Background and Motivations

For replicating data, we follow the approach of replicated fragments intro-
duced in [13,14]. Data consumers replicate fragments composed of RDF triples
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(a) Fragment description

triples(f): { dbr:A Knight’s Tale
dbo:director dbr:Brian Helgeland,
dbr:A Thousand Clowns
dbo:director dbr:Fred Coe,
dbr:Alfie (1966 film)
dbo:director dbr:Lewis Gilbert,
dbr:A Moody Christmas
dbo:director dbr:Trent O’Donnell,
dbr:A Movie dbo:director
dbr:Bruce Conner, · · · }

fd(f): <dbpedia, ?film dbo:director ?director>

(b) Replicated fragments

DBpedia LinkedMDB

E0 E1 E2 E3

f2

f4

f2 f3,f5
f4, f5f1

fd(f1): <dbpedia, ?director dbo:nationality ?nat>
fd(f2): <dbpedia, ?film dbo:director ?director>
fd(f3): <linkedmdb, ?movie owl:sameAs ?film>
fd(f4): <linkedmdb, ?movie linkedmdb:genre ?genre>
fd(f5): <linkedmdb, ?genre linkedmdb:film genre name ?name>

(c) Federated SPARQL query Q1 and its relevant fragments and endpoints

s e l e c t d i s t i n c t ∗
where {

? d i r e c t o r dbo : n a t i o n a l i t y ? nat . ( tp1 )
? f i l m db : d i r e c t o r ? d i r e c t o r . ( tp2 )
?movie owl : sameAs ? f i l m . ( tp3 )
?movie l inkedmdb : gen re ? gen re . ( tp4 )
? gen re l inkedmdb : f i lm gen r e name ?gname . ( tp5 )

}

Triple Relevant Relevant
pattern fragment endpoint

tp1 f1 E0

tp2 f2 E1, E2

tp3 f3 E2

tp4 f4 E1, E3

tp5 f5 E2, E3

Fig. 1. A federation with replicated fragments

that satisfy a given triple pattern. Figure 1a shows a fragment from DBpedia
which contains RDF triples that match the triple pattern ?film dbo:director
?director. Fragments are described using a 2-tuple fd that indicates the author-
itative source of the fragment, e.g. DBpedia, and the triple pattern met by the
fragment’s triples.

Figure 1b shows a federation with four SPARQL endpoints: E0, E1, E2 and
E3. These endpoints expose replicated fragments from DBpedia and Linked-
MDB. Figure 1c describes a federated SPARQL query Q1 executed against this
federation and its relevant fragments. For instance, the triple pattern tp4 has
relevant fragment f4 that has been replicated at E1 and E3.

The logical plan of Q1 produced by FedX [17] is presented in Fig. 2a. As
FedX is not replication-aware, i.e., it does not know that the evaluation of tp2
at E1 or E2 will produce the same results, query execution following this plan
will retrieve redundant data from endpoints and increase significantly the query
execution time.

The Fedra [13] replication-aware source selection prunes redundant sources
in order to minimize intermediate results. Fedra selects E2 for tp2, tp3 and
tp5, E1 for tp4 and E0 for tp1. Next, Fedra lets FedX builds the logical plan
of Fig. 2b that minimizes intermediate results. Notice that this plan sends a
large subquery to E2, which can be heavy to compute, reducing the endpoint’s
availability. Therefore, data locality have a negative impact on load balancing
by creating hotspots.
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Fig. 2. Logical plans generated by FedX and FedX+ Fedra for Q1

As pointed in Fig. 2b, Fedra has removed E3 from selected sources of tp4.
However, it also removes an opportunity of parallelization. Indeed, it is possible
to use both endpoints to perform in parallel half of the join of ��2 with E1 and
the other half with E3, as they mirror each other1.

The same parallelization principle can be applied in the context of Triple
Pattern Fragments (TPF) interface [18]. Traditionally, a TPF client decompose
a SPARQL query Q into simple triple patterns queries (TPQs) evaluated by a
TPF server, and results are joined locally. TPQs processing can be distributed
among TPF servers that replicate the same relevant data for Q.

Moreover, as TPF interfaces only accept TPQs, a TPF client cannot use
data locality during query processing. This generate more remote HTTP calls,
but also prevent the creation of hotspots as those seen before. Parallelization of
these remote calls will then balance the load among servers and increase their
availability.

Such parallelization can be obtained with a replication-aware query decom-
poser or with intra-operator [15] parallelism. In this paper, we focus on intra-
operator parallelism because it can be easily embedded in current (federated)
query engines. Consequently, the challenge is to build replication-aware parallel
operators to speed-up query execution.

Parallel Join Problem with Fragment Replication (PJP-FR). Given S1

and S2 two disjoint sets of replicated data sources. A set of replicated data
sources is a set of endpoints that replicate the same fragments. Given a join ��i
between O1 and O2 with relevant sources respectively, S1 and S2. The parallel
join problem with fragment replication is to distribute the execution of join ��i
among endpoints of S1 and S2 in order to minimize the execution time while
guaranteeing complete query answers.

1 Note that joins ��1 and ��3 cannot be parallelized in this way, because ��1 is a local
join performed at E2, and tp1 has only one relevant source.
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3 PEN: A Replication-Aware Nested Loop Join
Operator

Pen is a solution for parallel join problem with fragment replication with the
following assumptions: (i) we focus on nested loop join (NLJ), (ii) we do not con-
sider the load of different endpoints, (iii) we consider that replicated fragments
are synchronized, (iv) replicated sources are determined by a replication-aware
source selection algorithm, such as Fedra before pruning.

Pen can be used for any federation of SPARQL processing services, endpoint,
that provides access to replicated data. These services can process unrestricted
SPARQL queries, e.g., SPARQL endpoints, or restricted SPARQL queries, e.g.,
TPF servers.

3.1 NLJ Processing

During a NLJ processing, the query engine iteratively evaluates each triple pat-
tern, starting with a single pattern and substituting the set of mappings pro-
duced by the pattern’s execution in the next evaluation step. Even if a NLJ
is more efficient when the first evaluated triple pattern is more selective than
the others, it still produces many remote requests in a distributed setting. For
federated SPARQL queries, Schwarte et al. [17] proposed the Bound Join (BJ)
operator to minimize the number of join steps and the number of requests sent in
nested loop joins. A BJ consists of a nested loop join where sets of mappings are
grouped in blocks, i.e., as a single subquery using SPARQL UNION constructs.
The subquery is then sent to the relevant endpoint in a single remote request.
This technique acts as a distributed semijoin and allows to reduce the number
of requests by a factor equivalent to the size of the block.

SPARQL query processing with Triple Pattern Fragments [18] (TPF) also
resolves joins in a NLJ fashion and rely on dynamic iterators that optimize locally
each join step. The TPF reference server provides only support for BJ with block
size b = 1, i.e., simple nested loop (SNJ) join. In the following sections we detail
a new strategy to evaluate BJs, but naturally this applies to the particular case
of SNJ.

Pen proposes to parallelize the BJ operator itself. Instead of sending all
blocks to the same endpoint, Pen uses the knowledge about replicated sources
to further parallelize the bound join operator. When processing a join in a basic
graph pattern (BGP), if the current triple pattern has N relevant sources that
replicate the same fragment, Pen sends each block to a different endpoint in a
Round Robin fashion, i.e., the block bi is sent to the endpoint Ek, k = i mod N .
Therefore, Pen does not increase the number of remote calls while increasing
the parallelization during join processing.

3.2 PEN Algorithm

Pen is defined as part of a pipelining approach allowing for intermediate results
to be processed by the next operator as soon as they are ready, providing higher
throughput than a blocking model.
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Algorithm 1. PeNeLoop join algorithm
Input: tp = <s, p, o>: a triple pattern, E = {E0, . . . , Em−1}: relevant endpoints

of tp, NextOp: next operator in the pipeline, b: maximum number of
mappings per block

Data: Mi: a set of mappings produced by the previous operator in the pipeline,
B = {M1, . . . , Mn}: block of sets of mappings waiting to be sent

Init: B = {}, k = 0

1 SendBlock(block, tp):
2 Q = GroupedSubquery(block, tp)
3 SendQuery(Q) to Ek

4 B = {}
5 k = (k + 1) mod Size(E)

6 � onMappings(Mi):
7 B = B ∪ {Mi}
8 if Size(B) ≥ b then
9 SendBlock(B, tp)

10 end

11 � onResults(R):
12 Send(R) to NextOp

13 � onEnd():
14 if Size(B) ≥ 0 then
15 SendBlock(B, tp)
16 end
17 Close()

Algorithm 1 describes the Pen algorithm using an event driven paradigm.
Sets of mappings Mi are produced by the previous operator in the pipeline and
sent in continuous to Pen operator. When a set Mi arrives (Line 6), it is stored
in the next block B. When B reaches its maximum size b (Line 8), Pen generates
a subquery in a Bound Join fashion using B and tp (Line 2). Then, the subquery
is sent to the endpoint Ek (Line 3), B is cleared and the next endpoint is selected
using our Round Robin approach (Line 5).

When results, i.e., new sets of mappings, arrive from the requested endpoints
(Line 11), they are sent to the next operator in the pipeline. Finally, when the
previous operator has completed its work and will not produce any more data
(Line 13), Pen sends the last non-empty block and then close the operator.

In the following, we illustrate Pen processing for the query Q1 (Fig. 1c)
using the query plan generated by FedX + Fedra (Fig. 2b). For simplicity, we
fix b = 2.

Figure 3 illustrates a snapshot of the pipeline during the evaluation of the
triple pattern tp4 of the query Q1. We focus on processing of join ��2, performed
using Pen. Two blocks {M1,M2} and {M3,M4} have been already sent to E1

and E3, respectively. A set of mappings M5 arrived from the join ��1 and was
placed in the next block. When another set of mappings M6 arrives, the block
will be full and sent to the next endpoint E1. Join ��2 ends when no more
mappings are produced by join ��1.

4 Experimental Study

The goal of the experimental study is to evaluate the impact of Pen paral-
lelization on execution time. For federated SPARQL queries, such reduction is
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Fig. 3. Join processing of federated query Q1 with Pen

obtained without degrading the reduced number of transferred tuples and the
answer completeness granted by Fedra. For Triple Pattern Fragments, Pen par-
allelization has a positive effect on load balancing between servers.

For federated SPARQL queries, we compare the performance of the federated
query engine FedX alone, FedX with the addition of Fedra (FedX+Fedra)
and FedX with both Fedra and Pen (FedX + Fedra + Pen). For TPF, we
compare the performance of the reference TPF client alone and an extension
with Pen (TPF + Pen). Note that combination of TPF with Fedra is not
possible because the TPF server cannot take advantage of data locality.

We expect to see that FedX+Fedra+Pen exhibits lower query execution
time than FedX and FedX + Fedra, while maintaining the same number of
transferred tuples and answer completeness. We also expect to see that TPF +
Penexhibits similar query execution time than the reference, but reduce the
number of HTTP calls addressed per server.
Dataset and Queries: We use one instance of the Waterloo SPARQL Diversity
Test Suite (WatDiv) synthetic dataset [2,3] with 105 triples. We generate 50,000
queries from 500 templates. Next, we unbound subjects and objects of each
query. 100 queries with at least one join are then randomly picked to be executed
against our federations. Generated queries are STAR, PATH and SNOWFLAKE
shaped queries, we use the DISTINCT modifier.

Queries that failed to deliver an answer due to a query engine internal error
are excluded from the final results.
Federations: For the SPARQL endpoints, we consider replication of dataset
fragments, i.e., partial replication. We setup three federations with respectively
10, 20 and 30 SPARQL endpoints, and generate three versions of each of these
federations by randomizing the fragmentation schema. Every schema is distinct
from the others. Fragments are created from the 100 random queries and are
replicated exactly three times to provide opportunities of parallelization. For
the TPF federations we consider TPF server that provide access to the same
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dataset, i.e., total replication. For experiments with TPF, we setup up to five
TPF servers, each one using four workers and a HDT backend [7].

To measure the number of transferred tuples and the repartition of HTTP
calls, query engines accesses SPARQL endpoints and TPF servers through a
proxy. All the federation endpoints and TPF servers are deployed on the same
machine, and to simulate the network latency, the proxies were configured to
add a delay of 30 ms to each request.
Hardware configuration: One machine with Intel Xeon E5-2680 v2 2.80 GHz
and 128 GB of RAM hosts the SPARQL endpoints and performs the queries.
Each SPARQL endpoint is deployed using Jena Fuseki 1.1.12. Fuseki is config-
ured to handle incoming queries on only one executing thread to increase the
stress load and study the effect of the parallelization done by the engine. End-
points have no limitations in term of memory used.
Implementations: FedX + Fedra implementation3 (in Java) has been mod-
ified to preserve the multiple sources that provide the same relevant fragments.
For TPF, Pen is implemented on top of the reference TPF client4.

Additionally, FedX join processing has been modified to remove some redun-
dant synchronization barriers imposed by FedX on the first join of a plan, i.e.,
the right operand can start execution before the left one has finished its eval-
uation, and to use Pen operator when possible5. Every configuration of this
experimental study has received the same modifications. Proxies used to mea-
sure results are implemented in Java 1.7, using the Apache HttpComponents
Client library 4.3.56.

4.1 PEN with Federated SPARQL Queries

Evaluation Metrics: (i) Execution Time (ET): is the elapsed time since the
query is posed until the complete answer is produced. We used a timeout of
1800 seconds. (ii) Number of parallelized queries (NPQ): is the number of queries
where at least one join has been parallelized by Pen. Queries marked as improved
have a lower execution time (ET ) with FedX+Fedra+Pen than with FedX+
Fedra. (iii) Number of Transferred Tuples (NTT): is the number of trans-
ferred tuples from all the endpoints to the query engine during a query evalua-
tion. This metric is only used for federated SPARQL queries. (iv) Completeness
(C): is the ratio between the answers produced by the query execution engine
and the answers produced by the evaluation of the query over the set of all triples
available in the federation; values range between 0.0 and 1.0.

Results presented for ET, NTT and C correspond to the average
over the three versions generated for each size of federation. In all cases,

2 http://jena.apache.org/, January 2015.
3 https://github.com/gmontoya/fedra, June 2016.
4 https://github.com/LinkedDataFragments/Client.js, June 2017.
5 Implementation available at: https://github.com/Callidon/peneloop-fedx.
6 https://hc.apache.org/, October 2014.

http://jena.apache.org/
https://github.com/gmontoya/fedra
https://github.com/LinkedDataFragments/Client.js
https://github.com/Callidon/peneloop-fedx
https://hc.apache.org/
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Fig. 4. Average execution time with FedX (F), FedX + Fedra (F+F) and FedX +
Fedra+ Pen (F+F+P).

FedX+Fedra+Pen is able to produce the same answers as FedX+Fedra for
all queries (detailed completeness (C ) results are presented in [12].)
Statistical Analysis: The Wilcoxon signed rank test [19] for paired non-
uniform data is used to study the significance of the improvements on perfor-
mance obtained when the join execution benefits from replicated fragments.7

Execution Time. Figure 4 summarizes the execution time (ET ) for the three
federations. Execution time (ET ) with FedX + Fedra + Pen is better for all
federations than with FedX and FedX + Fedra. As queries have unbounded
subjects and unbounded objects, they generated more intermediate results dur-
ing joins, which allow Pen to distribute more bindings between relevant sources.
Figure 5 presents the execution time for queries with a large number of interme-
diate results (at least 1000 tuples). This represents 562 queries out of 865 for
all federations. Pen is even more efficient for queries with a large number of
intermediate results. This is an important result because generally the number
of the intermediate results impacts negatively the query execution time.

Both FedX+Fedra and FedX+Fedra+Pen benefit from the reduction
of transferred tuples granted by Fedra, which reduce the number of mappings
that Pen can distribute.

To confirm that Pen reduces the execution time of FedX + Fedra, a
Wilcoxon signed rank test was run for results of Fig. 4 with the hypotheses:

7 The Wilcoxon signed rank test was computed using the R project (http://www.
r-project.org/).

http://www.r-project.org/
http://www.r-project.org/
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Fig. 5. Average execution time with FedX (F), FedX + Fedra (F+F) and FedX +
Fedra+ Pen (F+F+P) for queries with at least 1000 intermediate results.

H0 : Pen does not change the engine query execution time.
H1 : Pen reduces FedX + Fedra’s query execution time.

We obtain p-values no greater than 1.639 × 10−4 for each federation. These
low p-values allow for rejecting the null hypothesis that the execution time of
FedX + Fedra and FedX + Fedra + Pen are the same. Additionally, it
supports the acceptance of the alternative hypothesis that FedX + Fedra +
Pen has a lower execution time.

Number of Parallelized Queries. Figure 6 presents the number of paral-
lelized queries (NPQ) in FedX + Fedra + Pen for the three versions of each
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Fig. 6. Number of parallelized queries with FedX+ Fedra+ Pen.
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federation. Pen increases query parallelization during join processing, especially
in larger federations where fragments are more scattered across endpoints. In
most cases, queries parallelized by Pen are improved, i.e., they exhibit a lower
execution time compared to FedX + Fedra. Parallelized queries with unim-
proved execution time are those that do not have a large number of intermediate
results. Parallelization of such queries does not improve query performance, as
their joins were not originally costly to evaluate.

As pointed in Figure 6, the number of parallelized queries is not constant
within different versions the same federation, because the replication schema
directly influences query parallelization. When this schema is not designed, as
in Linked Open Data, Pen creates parallelization where locality cannot be used
by Fedra to optimize the query execution plan.

Number of Transferred Tuples. Figure 7 summarizes the number of trans-
ferred tuples (NTT ) in different federations. FedX + Fedra + Pen trans-
fers the same amount of tuples as FedX + Fedra. This demonstrates that
Pen does not deteriorate the reduction of transferred tuples provided by Fedra.
Moreover, modifications performed on FedX to remove some synchronisa-
tion barriers do not introduce any difference between FedX + Fedra and
FedX + Fedra + Pen in terms of number of transferred tuples and do not
impact FedX + Fedra performance.

Fig. 7. Average number of transferred tuples with FedX (F), FedX+ Fedra (F+F)
and FedX+ Fedra+ Pen (F+F+P).
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4.2 PEN with Triple Pattern Fragments

Evaluation Metrics: (i) Execution Time (ET): is the elapsed time since the
query is posed until the complete answer is produced. We used a timeout of
1800 s. (ii) Percentage of HTTP calls per server (PHC): is, for a given server,
the ratio between the number of HTTP calls received by the server and the total
number of HTTP calls produced by the query.

Results presented for ET correspond to the average over three consecutive
executions of our random queries.

Execution Time. Figure 8a summarizes the average execution time (ET ) with
the reference TPF client (1 server) and TPF+Pen (using 2 to 5 servers). Pen
does not reduce the query execution time of SPARQL queries. As we are in a
context were servers are not under a heavy load, they respond quickly to TPQs
issued by the client. Therefore, parallelizing these remote calls does not have an
impact on the query execution as they are already very cheap to execute.

Repartition of HTTP Calls. Figure 8b summarizes the percentage of HTTP
calls per server (PHC ) with TPF + Pen using up to 5 servers. Pen is able to
evenly distribute the load between servers, increasing the availability of each
server. However, Pen only affects join processing, so the first triple pattern of
a query will still be evaluated against the first server (E1), which has a slightly
heavier load than the others.

Fig. 8. Experimental results for TPF+ Pen

4.3 Synthesis

Experimental study results confirm that Pen can further increase the perfor-
mance of join processing in presence of replicated fragments.

For federated SPARQL queries, execution time in average is lower with
FedX + Fedra + Pen than with FedX or FedX + Fedra, and the reduced
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number of transferred tuples granted by Fedra is maintained. Answer complete-
ness is not degraded. Pen is able to parallelize a significant number of queries
in presence of replicated fragments and shows to be more efficient on larger fed-
erations. Query performance are significantly improved for queries with a large
number of intermediate results, and the time to evaluate joins is reduced by
taking advantage of parallel processing.

For Triple Pattern Fragments, execution time is not reduced by Pen, but the
load is evenly balanced between all servers used, increasing the overall availability.

5 Related Work

Fedra [13] is a replication-aware source selection that uses data locality pro-
duced by replicated fragments to enhance federated query engines performances.
Fedra uses Union and BGP reductions to prune data sources and finds as many
sub-queries that can be executed against the same endpoint as possible, lead-
ing to evaluation of local joins and a reduced number of transferred tuples.
Pen uses replicated fragments differently. As seen in Sect. 2, Fedra prunes
redundant endpoints that cannot be used to creates localities, whereas Pen uses
these endpoints to create more opportunities of parallelization.

LILAC [14] is a replication-aware decomposer. Compared to Fedra, LILAC
is able to reduce intermediate results by allocating a triple pattern to several
endpoints. As for Fedra, Pen can reuse source selection performed by LILAC
to introduce intra-operator parallelism.

Other existing sources selection techniques reduce the number of selected
sources by a federated SPARQL query engine. BBQ [10] and DAW [16] use
sketches to estimate the overlapping among sources, but they only operate on
duplicated sources and not on replication itself. They do not provide informa-
tion about replicated fragments that allow Pen to efficiently parallelize join
processing.

Parallel join processing in distributed database systems has been the subject
of significant investigation. Parallel nested loop algorithms have been investi-
gated in [4,6], but they do not use replication for parallelization. Instead, repli-
cation is mostly used for fault tolerance and to locate data closer to their access
points [11,15], improving query performance by reducing communication time.
Pen does not use localities created by data redundancy, but opportunities of
parallelization created by this redundancy.

Parallel join processing has been also studied in federated query engines. For
instance, [1,8,17] propose parallel architectures for executing queries concur-
rently at different data sources. Anapsid [1] takes advantage of bushy query
execution plans to create inter-operator parallelism. FedX [17] implements
bound joins in a distributed and highly parallelized environment where different
subqueries can be executed at the endpoints concurrently. Pen creates intra-
operator parallelism and proposes a more advanced parallel join processing using
replication. Similar to FedX, subqueries are executed concurrently, but they are
distributed between endpoints, increasing parallelization.
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To our knowledge, none of existing federated query engines propose to take
advantage of replicated data for join processing or propose a replication-aware
parallel join operator.

The Triple Pattern Fragments (TPF) [18] propose to shift complex query
processing from servers to clients to improve availability and reliability of servers,
at the cost of performance. A low-cost triple pattern-based interface is deployed
server-side, and a client-side algorithm decomposes a SPARQL query into triple
patterns that are evaluated against this interface. Compared to TPF, Pen allows
for the execution of a single query over different TPF servers that replicate
the same dataset. This improves the load balancing by distributing the query
processing over several servers instead of one.

6 Conclusions and Future Works

In this paper, we extended a replication-aware federated query engine and the ref-
erence TPF client with a new replication-aware parallel join operator Pen. Pen
provides intra-operator parallelism relying on replicated data. In this way, Pen
preserves properties of source-selection and query decomposition replication-
aware federated query engines. We implemented Pen in both FedX and TPF.
Evaluation results demonstrates that Pen improves significantly query perfor-
mance, in terms of execution time for FedX and in terms of load balancing for
TPF.

Pen is the first attempt to use replicated data to parallelize query processing
in Linked Open Data and opens several perspectives.

First, we made the assumption that the load of the endpoints is uniform
during query execution. We can leverage this hypothesis by making Pen adaptive
to the performances of endpoints.

Second, we focused on a Nested Loop Join operator, we can also parallelize
others operators such as Symmetric Hash-Join [20] used in Anapsid.
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Abstract. The biomedical research community is providing large-scale
data sources to enable knowledge discovery from the data alone, or from
novel scientific experiments in combination with the existing knowledge.
Increasingly semantic Web technologies are being developed and used
including ontologies, triple stores and combinations thereof. The amount
of data is constantly increasing as well as the complexity of data. Since
the data sources are publicly available, the amount of content can be
measured giving an overview on the accessible content but also on the
state of the data representation in comparison to the existing content. For
a better understanding of the existing data resources, i.e. judgements on
the distribution of data triples across concepts, data types and primary
providers, we have performed a comprehensive analysis which delivers
an overview on the accessible content for semantic Web solutions (from
publicly accessible data servers). It can be derived that the information
related to genes, proteins and chemical entities form the core, whereas
the content related to diseases and pathways forms a smaller portion.
As a result, any approach for drug discovery would profit from the data
on molecular entities, but would lack content from data resources that
represent disease pathomechanisms.

Keywords: Biomedical Ontologies and Databases · Life Sciences Linked
Open Data (LSLOD)

1 Introduction

The deluge of biomedical data in the last few years, partially caused by the
advent of high-throughput gene sequencing technologies, has been a primary
motivation for efforts related to curating, integrating, publishing, querying and
visualising biomedical data [7,12]. The biomedical research domain encompasses
a wide range of spatial and temporal scales, from genes to organism through pro-
tein, cell, tissue, and organ, as well as from molecular events to human lifetime
through cell signalling, diffusion, motility, mitosis and protein turnover. Infor-
mation available at those different scales is organised in data resources where
each data resource mainly specialises in a particular type of data [8]. The result
is a large number of established online datasets that describe human biology.

c© Springer International Publishing AG 2017
E. Blomqvist et al. (Eds.): ESWC 2017 Satellite Events, LNCS 10577, pp. 199–218, 2017.
https://doi.org/10.1007/978-3-319-70407-4_34
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Nevertheless an efficient and comprehensive search activity across these
datasets can become quite problematic since similar data is located in many
distributed datasets and is usually available in different data models and for-
mats [9–11,25]. As a result an individual scientist could perform manual search
in several databases, take the results returned, change their format and paste
them to the next database in search for an answer. Such a procedure would be
very cumbersome and does not contribute to efficient scientific workflows.

The semantic connectivity between biomedical data constitutes a critical
issue of biomedical scientific research and has been successfully exploited in a
number of research projects for transitional medicine and drug discovery [17].
Moreover the adoption of linked data technologies will allow the integration of
biomedical datasets provided by different and heterogeneous data sources (i.e.
research groups, libraries, databases), as well as the provision of an aggregated
view of the biomedical data in a machine-readable and semantically-enriched
way that will facilitate reuse [21].

At the schema level, these resources mainly consist of both domain ontolo-
gies and terminological resources [15,23]. Jimeno-Yepes et al. [16], propose a
loose coupling between the domain ontologies and lexicon that cannot be treated
with the same techniques nor simply merged into a single resource [20]. Term
vocabularies, Dictionaries and Lexicon are used interchangeably and consist of
a compendium of words enriched with information of its usage [14]. Whereas a
domain ontology is an explicit specialisation of a conceptualisation.

In a recent study, the scope and the size of the terminological resources have
been estimated taking into consideration the semantic domain covered by a spe-
cific resource [22]. This analysis – for the first time – quantified the “Lexeome”,
i.e. the full range of terms provided from the terminological (and ontological)
resources to give an upper estimate of entities captured in semantic resources.

In this paper the focus lies on introducing biomedical resources especially
ontologies, repositories, and other data resources relevant in the context of Drug
Discovery and Cancer Chemoprevention. We monitor the transformation of con-
tent into the triple representation and quantify the available content. The analy-
sis gives an overview of which resources have to be considered, what amount of
data requires integration and provides the opportunity to tailor semantic solu-
tions to specific needs in terms of size and performance.

2 Biomedical Ontologies

There are several initiatives that address the need to standardise biomedical
data. The first standard terminology, namely the International Classification
of Diseases (ICD), was created in 18931. Since then several terminologies have
been created. However, emphasis was given only to ensure that there are enough
terms to cover the domain of focus. Over the period of time, terminologies have
advanced from simple lists and hierarchies of terms to formal representations of

1 http://www.who.int/classifications/icd/en/HistoryOfICD.pdf (retr.10/02/2017).

http://www.who.int/classifications/icd/en/HistoryOfICD.pdf
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concepts in a semantically standardised structure. Terminologies that use formal
representations and usable by computers are often called “ontologies” [6,18].

In contrast to manually-created hierarchical organisations of terms (referred
to as taxonomies), ontologies make use of formal structures, relations and defin-
itions to provide a conceptualisation of domain knowledge. A large collection of
biomedical ontologies or bio-ontologies are available nowadays through services
e.g. Bioportal2 and OBO foundry3. These have mostly been developed as joint
efforts by communities to enable easy integration of biomedical data from both
the literature and publicly-available biomedical databases. This section high-
light the most well-studied and prominent ontologies applicable to biomedical
research and especially relevant for Drug Discovery and other scenarios. Fur-
thermore, several general ontologies used for medical and clinical terms are also
investigated in order to provide insights into how data can be represented.

These ontologies can fall into three main categories, namely (1) biomedical
Ontologies, (2) drugs and chemical compound ontologies and (3) upper level
ontologies. The biomedical ontologies are mainly used by biomedical applications
and define the basic biological structures (e.g. genes, pathways etc.). The Drugs
and Chemical Compound Ontologies are related to the clinical drugs and their
active ingredients. Finally, the upper level ontologies describe general concepts
that many biomedical ontologies share.

Biomedical Ontologies cover (amongst others): (1) Advancing Clinico-
Genomic Trials on Cancer (ACGT) Master Ontology (MO)4, (2) Biological Path-
way Exchange (BioPAX)5, (3) Experimental Factor Ontology (EFO)6, (4) Gene
Ontology (GO)7, (5) Medical Subject Headings (MeSH)8, (6) Microarray Gene
Expression Data Ontology (MGED)9, (7) National Cancer Institute (NCI) The-
saurus10, (8) Ontology for biomedical Investigations (OBI)11, (9) Unified Medical
Language System (UMLS)12.

Drugs and Chemical Compound Ontologies would mainly comprise
RxNorm13, and Generic and Upper Ontologies would consider: (1) Basic For-
mal Ontology (BFO)14, (2) OBO Relation Ontology (RO)15, (3) Provenance
Ontology (PROVO)16.

2 https://bioportal.bioontology.org/ (retr.10/04/2017).
3 http://www.obofoundry.org/ (retr.10/04/2017).
4 http://bioportal.bioontology.org/ontologies/ACGT-MO (retr.10/02/2017).
5 http://www.biopax.org/ (retr.10/02/2017).
6 http://www.ebi.ac.uk/efo/ (retr.10/02/2017).
7 http://www.geneontology.org/ (retr.10/02/2017).
8 http://www.nlm.nih.gov/mesh/ (retr.10/02/2017).
9 http://bioportal.bioontology.org/ontologies/MO (retr.10/02/2017).

10 http://ncit.nci.nih.gov (retr.10/02/2017).
11 http://obi-ontology.org/page/Main Page (retr. 31/01/2017).
12 http://www.nlm.nih.gov/research/umls/about umls.html (retr. 10/02/2017).
13 http://www.nlm.nih.gov/research/umls/rxnorm (retr. 22/02/2017).
14 http://ontology.buffalo.edu/bfo/ (retr. 10/03/2017).
15 http://obo.sourceforge.net/relationship/ (retr. 10/03/2017).
16 http://bioportal.bioontology.org/ontologies/PROVO/ (retr. 25/01/2017).
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Table 1 provides implementation details and quantitative overview of ontolo-
gies that are listed in Sect. 2, year of release (as per listed at Bioportal), the vis-
ibility (public/private) and implementation details (language and type of data)
of different ontologies. Size and coverage of these ontologies in terms of total
triples, number of entries/entities, dependency/or reuse of any ontology on oth-
ers, sub-classification and brief description are also presented in the table. We
also present the quantitative comparison of different ontologies in terms of total
number of classes, total number of properties, total number of individuals and
maximum depth.

3 Public Data Repositories for Drug Discovery

In this section, we analyse a comprehensive list of biomedical libraries and data-
bases closely related to drug discovery that have been provided from the biomed-
ical community. Since drug discovery has a focus to a specific disease domain,
we have chosen to focus on cancer chemoprevention as a use case and thus list
data resources relevant for this domain.

The databases are separated into the following categories:

– Gene, Gene Expression and Protein Databases for gene and protein annota-
tions as well as the expression levels and related clinical data,

– Pathway databases denoting the protein interactions and the overall func-
tional outcomes,

– Chemical and Structure Databases including Biological Activities for the infor-
mation related to drugs and other chemicals including also toxicity observa-
tions and clinical trials,

– Disease Specific Databases for Prevention which deliver content specific to
the prevention of cancer,

– Literature databases.

Table 2 provides implementation details and quantitative overview of the Life
Sciences related databases presented in Sect. 3. In addition, it lays out infor-
mation regarding the year of release, accessibility (public, private) and imple-
mentation details (language and type of data) of different databases. Size and
coverage of these databases in terms of total triples, number of entries/entities,
sub-classification and brief description are also presented in the table.

3.1 Gene, Gene Expression and Protein Databases

For the complete understanding of the molecular processes, e.g., in cancer, it
is highly relevant to be able to analyse the molecular processes. Such processes
leads into the need to decompose functional processes into molecular processes
and to predict the outcomes of such processes from the genetic background.
Although cancer genomics tends to be complex due to the fact that cancer cells
deviate from regular process, the genomics information – in particular the data
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with regards to the function of genes, their expression and transformation into
proteins – is a major source for the understanding of molecular processes.

The following data sources have to be considered for a complete and coherent
representation of such molecular processes.
GenBank17 is an open-access annotated collection of all publicly available
nucleotide sequences and their protein translations. GenBank and its collab-
orators receive sequences produced in laboratories throughout the world from
more than 380’000 distinct organisms.
ArrayExpress18 archive is a database of functional genomics experiments
including gene expression where one can query and download data collected to
Minimum Information about a Microarray Experiment (MIAME) and Minimum
Information about a high-throughput SeQuencing Experiment (MINSEQE).
Gene Expression Omnibus (GEO)19 is a public repository that archives
and freely distributes microarray, next-generation sequencing and other forms of
high-throughput functional genomic data submitted by the scientific community.
Cancer Gene Expression Database (CGED)20 is a database of gene expres-
sion profile and accompanying clinical information. This database offers graphi-
cal presentation of expression and clinical data with similarity search and sorting
functions. CGED includes data on breast (prognosis and docetaxel datasets),
colorectal, hepatocellular, esophageal, thyroid, and gastric cancers [4].
Universal Protein Resource (UniProt)21 is a comprehensive resource for
protein sequence and annotation data. The UniProt Knowledgebase (UniPro-
tKB) is the central hub for the collection of functional information on proteins,
with accurate consistent and rich annotation [4]. This includes widely accepted
biological ontologies, classifications and cross-references, as well as clear indica-
tions of the quality of annotation in the form of evidence attribution of experi-
mental and computational data.
Protein Database22 is a collection of sequences from several sources, includ-
ing translations from annotated coding regions in GenBank and TPA (Tissue
plasminogen activator) as well as records from SwissProt, Protein Information
Resource (PIR), Protein Research Foundation (PRF), UniProt and PDB. Pro-
tein sequences are the determinants of biological structure and function.
Protein Data Bank (PDB)23 is a repository for the 3D structural data of
large biological molecules, such as proteins and nucleic acids. The data, typically
obtained by X-ray crystallography or NMR (Nuclear Magnetic Resonance) spec-
troscopy and submitted by biologists and biochemists from around the world, is

17 http://www.ncbi.nlm.nih.gov/genbank/ (retr. 10/01/2017).
18 http://www.ebi.ac.uk/arrayexpress/ (retr. 12/01/2017).
19 http://www.ncbi.nlm.nih.gov/geo/ (retr. 12/01/2017).
20 http://lifesciencedb.jp/cged/ (retr. 12/01/2017).
21 http://www.uniprot.org/ (retr. biomedical researchers can utilise cPath).
22 http://www.hprd.org/ (retr. 20/08/2015).
23 http://www.pdb.org (retr. 20/08/2015).

http://www.ncbi.nlm.nih.gov/genbank/
http://www.ebi.ac.uk/arrayexpress/
http://www.ncbi.nlm.nih.gov/geo/
http://lifesciencedb.jp/cged/
http://www.uniprot.org/
http://www.hprd.org/
http://www.pdb.org
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freely accessible on the Internet. Most major scientific journals and some funding
agencies require scientists to submit their structure data to the PDB [4].

3.2 Pathway Databases

Modelling of pathways provides the crucial information to understand functional
states in the cells. Different sources are available which partially overlap. The
richest source is KEGG with about 50 M triples provided.
Kyoto Encyclopedia of Genes and Genomes (KEGG)24 is a database
resource that integrates genomic, chemical, and systemic functional information.
In particular, gene catalogues are linked to higher-level systemic functions of the
cell, the organism, and the ecosystem. KEGG is further expanded towards more
practical applications with molecular network-based views of diseases, drugs,
and environmental compounds [4].
Reactome25 is an open-source, open access, manually curated and peer-
reviewed pathway database. The rationale behind Reactome is to convey the
rich information in the visual representations of biological pathways familiar
from textbooks and articles in a detailed, computationally accessible format.
Entities (nucleic acids, proteins, complexes and small molecules), participating
in reactions form a network of biological interactions, are grouped into path-
ways. Examples of biological pathways in Reactome include signalling, innate
and acquired immune function, transcriptional regulation, translation, apopto-
sis and classical intermediary metabolism [4].
Wikipathways [19] is an open, collaborative platform dedicated to the curation
of biological pathways. WikiPathways thus presents a model for pathway data-
bases that enhance and complement ongoing efforts, such as KEGG, Reactome
and Pathway Commons.
cPath: Pathway Database Software26 is a software platform for collecting/-
querying biological pathways. It can serve as the core data handling component
in information systems for pathway visualisation, analysis and modelling. cPath
can be used for content aggregation, query and analysis. More specifically, its
main features include: (i) Aggregate pathway data from multiple sources (e.g.
BioCyc, KEGG, Reactome), (ii) Import/Export support with different formats
PSI-MI (Proteomics Standards Initiative Molecular Interaction) and BioPAX,
(iii) Data visualisation using Cytoscape and (iv) Simple web service.

3.3 Chemical and Structure Databases Including Biological
Activities

The treatment of any disease and cancer in particular is based on chemical enti-
ties with a defined biological activity. Several data sources provide information

24 http://www.genome.jp/kegg/ (retr. 12/01/2017).
25 http://www.reactome.org (retr. 12/01/2017).
26 http://cbio.mskcc.org/software/cpath/ (retr. 12/01/2017).

http://www.genome.jp/kegg/
http://www.reactome.org
http://cbio.mskcc.org/software/cpath/
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on the chemical compound, on its relevance to specific treatments and the side
effects that they may induce. The amount of data (i.e. triples) with regards to
the different data sources is large and data integration is an ongoing difficult task
(see OpenPhacts project). The following data sources are publicly available.
Chemical Compounds Database (Chembase)27 collects and provides infor-
mation on chemical compounds and their physical and chemical properties, NMR
(Nuclear Magnetic Resonance) spectra, mass spectra, UV/Vis (Ultra-violet-
Visible Spectroscopy) absorption and IR data.
Sigma-Aldrich28 product database includes datasheets for commercially avail-
able compounds including solubility.
ChemDB29 is a public database of small molecules available on the Web. The
database contains approximately 4.1 million commercially available compounds
and 8.2 million isomers. It includes a user-friendly graphical interface, chemical
reactions capabilities as well as unique search capabilities.
Chemical Entities of Biological Interest (ChEBI)30 is a database and
ontology of small molecular entities. The term ’molecular entity’ refers to any
isotopically distinct atom, molecule, ion, ion pair, radical, radical ion, complex,
conformer etc. that is identifiable as a separately distinguishable entity. Mole-
cules directly encoded by the genome, such as nucleic acids, proteins and peptides
derived from proteins by proteolysis cleavage, are not included.
DrugBank database [24] is a bioinformatics and cheminformatics resource that
combines detailed drug (i.e. chemical, pharmacological and pharmaceutical)
data with comprehensive drug target (i.e. sequence, structure, and pathway)
information. The database contains 6826 drug entries including 1431 Food and
Drug Administration (FDA)-approved small molecule drugs, 133 FDA-approved
biotech (protein/peptide) drugs, 83 nutraceuticals and 5211 experimental drugs.
Additionally 4435 non-redundant protein (i.e. drug target/enzyme/transporter/-
carrier) sequences are linked to these drug entries.
PubChem31 provides information on the biological activities of small molecules
including substance information, compound structures, and BioActivity data in
three primary databases. PubChem is integrated with Entrez, NCBI’s (National
Center for Biotechnology Information) primary search engine, and also provides
compound neighbouring, sub/superstructure, similarity structure, BioActivity
data, and other searching features [4]. PubChem contains substance descriptions
and small molecules with fewer than 1000 atoms and 1000 bonds.
Aggregated Computational Toxicology Resource (ACToR)32 is an
online warehouse of all publicly available chemical toxicity data and can be used
to find data about potential chemical risks to human health and the environment.

27 http://urlm.co/www.chembase.com#web (retr. 12/07/2017).
28 https://www.sigmaaldrich.com/catalog/ (retr. 18/04/2017).
29 http://cdb.ics.uci.edu/ (retr. 12/05/2017).
30 http://www.ebi.ac.uk/chebi/ (retr. 12/01/2017).
31 http://pubchem.ncbi.nlm.nih.gov/ (retr. 12/01/2017).
32 http://actor.epa.gov/actor/faces/ACToRHome.jsp (retr. 12/01/2017).

http://urlm.co/www.chembase.com#web
https://www.sigmaaldrich.com/catalog/
http://cdb.ics.uci.edu/
http://www.ebi.ac.uk/chebi/
http://pubchem.ncbi.nlm.nih.gov/
http://actor.epa.gov/actor/faces/ACToRHome.jsp
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ACToR aggregates data from over 500 public sources on over 500’000 environ-
mental chemicals searchable by chemical name and by chemical structure [4]. It
allows users to search and query data from chemical toxicity databases includ-
ing: (1) ToxRefDB for animal toxicity studies, (2) ToxCastDB covering data
from 1’000 chemicals in over 500 assays, (3) ExpoCastDB consolidating human
exposure and exposure factor data, and (4) Distributed Structure-Searchable
Toxicity (DSSTox) for high quality chemical structures and annotations.
ClinicalTrials33 is an up-to-date registry and results database of federally and
privately supported clinical trials conducted in the United States and around
the world [4].
TOXicology Data NETwork (TOXNET)34 provides access to full-text and
bibliographic databases oriented to toxicology, hazardous chemicals, environ-
mental health and related areas.

3.4 Disease Specific Databases for Prevention

More of such databases will arise, once the data becomes available but currently
it is limited to a smaller number of data resources with limited data contained.
Colon Chemoprevention Agents Database (CCAD) [3] contains results
from a systematic review of the literature of Colon Chemoprevention in human,
rats and mice. Target cancers are colorectal adenoma and adenocarcinoma, aber-
rant crypt foci (ACF) (a preneoplasic lesion), and Min mice polyp (adenomas
in Apc+/− mutant mice). The Chemopreventive agents are ranked by efficacy
(potency against carcinogenesis).
Dietary Supplements Labels Database35 offers information on label ingredi-
ents in more than 5’000 selected brands of dietary supplements to compare label
ingredients in different brands. Information is also provided on the “structure/-
function” claims made by manufacturers and can therefore be used to narrow
down active ingredients in different types of food which may be applicable as
Chemoprevention agents. Ingredients of dietary supplements in this database are
linked to other databases such as MedlinePlus and PubMed [4].
REPAIRtoire Database36 is a database resource for systems biology of DNA
damage/repair. It collects and organises the information including: (i) DNA
damage linked to environmental mutagenic and cytotoxic agents, (ii) pathways
comprising individual processes and enzymatic reactions involved in the removal
of damage, (iii) proteins participating in DNA repair and (iv) diseases correlated
with mutations in genes encoding DNA repair proteins. It also provides links to
publications and external databases. REPAIRtoire can be queried by the name
of pathway, protein, enzymatic complex, damage and disease.

33 http://clinicaltrials.gov/ (retr. 10/01/2017).
34 http://toxnet.nlm.nih.gov/ (retr. 12/01/2017).
35 http://www.dsld.nlm.nih.gov/dsld/ (retr. 20/03/2017).
36 http://repairtoire.genesilico.pl/ (retr. 14/01/2017).

http://clinicaltrials.gov/
http://toxnet.nlm.nih.gov/
http://www.dsld.nlm.nih.gov/dsld/
http://repairtoire.genesilico.pl/
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3.5 Literature Databases

The scientific literature is still one of the most comprehensive data sources for
experimental findings. The content is provided in an unstructured way and some
of its content is delivered through data curation into the data sources above. The
most relevant data sources are listed below.
Pubmed37 is the most widely used source for biomedical literature. PubMed
provides access to citations from the MEDLINE database and additional Life
Science journals including links to many full-text articles at journal Web sites and
other related Web resources. PubMed was first released in January 1996. The
knowledge regarding Chemoprevention agents available as publications makes
Pubmed a primary source of biomedical information [4].
PubMed Dietary Supplement Subset38 is designed to limit search results
to citations from a broad spectrum of dietary supplement literature including
vitamin, mineral, phytochemical, ergogenic, botanical and herbal supplements
in human nutrition and animal models. It retrieves citations on topics includ-
ing: chemical composition; biochemical role and function - both in vitro and in
vivo; clinical trials; health and adverse effects; fortification; traditional Chinese
medicine and other folk/ethnic supplement practices. [13].

4 Biomedical Services for Semantic Resources

The increase in the number of ontologies and databases creates new needs in the
community of ontology users to find, reconcile and relate own data to the growing
number of biomedical ontologies, thus requiring access to the full body of bio-
medical ontologies. A number of tools and services for this purpose have already
been developed which facilitate the biomedical community locating ontologies,
drugs, proteins and publications. More specifically, this section reviews the fol-
lowing biomedical services [13]:

– BioPortal39
– Open biomedical Ontology (OBO)40
– Ontobee41

– Ontology Lookup Service42

– AmiGO43

– Entrez44

– e-meducation45

37 http://www.ncbi.nlm.nih.gov/pubmed (retr. 22/02/2017).
38 http://ods.od.nih.gov/research/PubMed Dietary Supplement Subset.aspx

(retr. 12/03/2017).
39 http://bioportal.bioontology.org/ retr. 20/02/2016.
40 http://www.obofoundry.org/ retr. 22/02/2016.
41 http://www.ontobee.org/.
42 http://www.ebi.ac.uk/ontology-lookup/ retr. 22/02/2016.
43 http://amigo.geneontology.org/cgi-bin/amigo/go.cgi retr. 22/02/2016.
44 http://www.ncbi.nlm.nih.gov/sites/gquery retr. 18/02/2016.
45 http://www.e-meducation.org retr. 18/02/2016.

http://www.ncbi.nlm.nih.gov/pubmed
http://ods.od.nih.gov/research/PubMed_Dietary_Supplement_Subset.aspx
http://bioportal.bioontology.org/
http://www.obofoundry.org/
http://www.ontobee.org/
http://www.ebi.ac.uk/ontology-lookup/
http://amigo.geneontology.org/cgi-bin/amigo/go.cgi
http://www.ncbi.nlm.nih.gov/sites/gquery
http://www.e-meducation.org
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4.1 BioPortal

BioPortal, created by the NCBO (National Centre for biomedical Ontology), is
the Web interface that provides access to the full body of ontologies from the
biomedical research community. They can be accessed in a variety of standard
ontology formats. BioPortal organises ontologies according to a set of categories
(such as anatomy, genomics, development etc.) enabling users to find groups of
ontologies of interest as well as to visualise their content. BioPortal users will be
able to rate ontologies, comment on how appropriate ontologies are for specific
tasks and how well they cover their target domain (Table 3).

Table 3. Quantitative overview of ontologies listed at bioportal (as of June 2017).

Ontologies Classes ResourcesIndexed IndexedRecords DirectAnnotation ExpandedAnnotation

566 8,152,116 48 39,537,360 95,468,433,792 144,789,582,932

4.2 Open Biomedical Ontology (OBO)

The OBO project is a repository with a Web portal containing ontologies as well
as links to controlled vocabularies for shared use between medical and biological
domains. The ontologies found in the OBO library are partially overlapped since
they can be combined between themselves adding relations and giving rise to
new ontologies. Researchers in the OBO project have also developed the OBO
language for representing biomedical ontologies.

4.3 Ontobee

Ontobee is a linked data server designed for ontologies that aim to facilitate
ontology data sharing, visualisation, query, integration and analysis. This service
dynamically de-references and presents individual ontology term URIs to:

– HTML based web pages for user-friendly web browsing and navigation.
– RDF source code for Semantic Web applications.

Ontobee is the default linked data server for most OBO Foundry library
ontologies as well as for many ontologies not registered at OBO (stats Table 4).

Table 4. Quantitative overview of ontologies listed at Ontobee (as of June 2017).

Ontologies Classes Object Property Datatype Property Annotation Property Instances

187 3,856,631 9,322 638 8,6372 667,618
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4.4 Ontology Lookup Service

The Ontology Lookup Service from the European Bioinformatics Institute pro-
vides a centralised query interface for ontologies in the OBO format. All ontolo-
gies are indexed and the user can query the content of the integrated ontologies
with search terms to retrieve the most relevant related concept label and onto-
logical definition. The service provides the best benefits to curators who have to
explore the existence of a specific concept for their daily work (stats Table: 5).

Table 5. Quantitative overview of ontologies listed at Ontology Lookup Service (as of
June 2017).

Ontologies Terms Properties Individuals

191 4,891,249 15,572 474,090

4.5 AmiGO

AmiGO, built by Gene Ontology Consortium, gives efficient access to the Gene
Ontology and annotations stored in a specialist GO database. This solution is
focused to only one ontology, but this ontology forms an over-arching role in the
biomedical domain, since it encodes the key findings from biomolecular research:
molecular function, biological process and cellular location. Again, this solution
is mainly relevant to curation teams.

4.6 Entrez

Entrez [5] is a Web-based search and retrieval engine developed by the NCBI. It
is capable of searching multiple NCBI databases through a single query. Entrez
returns search results that can include a combination of many types of data
on the query, such as nucleotide sequences, protein sequences, macro-molecular
structures and related articles in the literature. The search engine forms a power-
ful means to oversee the collected information from different sources for a specific
entity, e.g., a gene or a pathway.

4.7 E-Meducation

The Alfa Institute of Biomedical Sciences (AIBS) has created a medical por-
tal providing a selection of open access Internet links in several medical fields,
including internal medicine, infectious diseases, dermatology, nosocomial infec-
tions, antimicrobial resistance, Hepatitis B virus, general surgery and surgical
infections. A feature of the e-meducation is the custom-built medical search
engine that permits the tracking of medical information without having to filter
for hours. The custom search engine generates results from professional oriented
sites for Healthcare providers.
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5 Linked Data

In March 2007 the W3C Semantic Web Education and Outreach (SWEO)
Interest Group announced a new Community Project called “Interlinking Open
Data”46 that was subsequently shortened to “Linking Open Data” (LOD). The
goal of the Linked Open Data project is twofold: (i) to bootstrap the Semantic
Web by creating, publishing and interlinking RDF exports from open datasets,
and, (ii) introduce the benefits of Semantic Web technologies to the broader
Open Data community [2]. Linked Data aims to make data available on the Web
in an inter-operate-able format so that agents can discover, access, combine and
consume content from different sources with higher levels of automation than
would otherwise be possible. The result is a “Web of Data”, a Web of structured
data with rich semantic links where agents can query in a unified manner, across
sources, using standard languages and protocols. Over the past few years, hun-
dreds of knowledge-bases with billions of facts have been published according to
the Semantic Web standards (using RDF as a data model and RDFS and OWL
for explicit semantics) following the Linked Data principles.

5.1 Life Sciences Linked Open Data Cloud

This section reviews the linked biomedical datasets relevant in a Cancer Chemo-
prevention and drug discovery scenario, three significant providers are as follow:
(1) Linked Open Drug Data (LODD), (2) Bio2RDF, and (3) LinkedLifeData.
Linked Open Drug Data (LODD)47 is a set of linked datasets relevant
to Drug Discovery. It includes data from several datasets including Drugbank,
LinkedCT, DailyMed, Diseasome, SIDER, STITCH, Medicare, RxNorm, Clin-
icalTrials.gov, NCBI Entrez Gene and OMIM. The LODD datasets have been
crawled by the Semantic Web Search Engine (SWSE)48 that can be accessed via
a faceted browsing interface.
Bio2RDF49 constitutes a project that contains multiple linked biological data-
bases including pathways databases such as KEGG, PDB and several NCBIs
databases [1]. Bio2RDF is an open-source project that uses Semantic Web tech-
nologies to build and provide the largest network of Linked Data for the Life
Sciences. Bio2RDF defines a set of simple conventions to create RDF(s) com-
patible Linked Data from a diverse set of heterogeneously formatted sources
obtained from multiple data providers.

As of July 2014, Bio2RDF Release 3 contains50 about 11 billion triples
across 35 datasets (based on Virtuoso 7.1.0 as the SPARQL 1.1 endpoint).
The new types of data have been included for example from OrphaNet,

46 http://www.w3.org/blog/SWEO/page-2 retr. 05/02/2017.
47 http://www.w3.org/wiki/HCLSIG/LODD (retr: 05/02/2017).
48 http://swse.deri.org/ (retr. 27-04-2016).
49 http://bio2rdf.org (retr: 05/02/2017).
50 https://github.com/bio2rdf/bio2rdf-scripts/wiki (retr: 05/02/2017).

http://www.w3.org/blog/SWEO/page-2
http://www.w3.org/wiki/HCLSIG/LODD
http://swse.deri.org/
http://bio2rdf.org
https://github.com/bio2rdf/bio2rdf-scripts/wiki
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PubMed, SIDER, GenDR, and LSR. Further local endpoints have been inte-
grated: Chembl, LinkedSPL, PathwayCommons, and Reactome. In the current
version, every URI is an instance of an owl:Class, owl:ObjectProperty, or
owl:DatatypeProperty.
LinkedLifeData (LLD)51 is a semantic data integration platform for the bio-
medical domain containing 5 billion RDF statements from various sources includ-
ing UniProt, PubMed, EntrezGene and 20 more. LDD allows writing complex
data analytical queries, answering complex bioinformatics questions, helps navi-
gate through the information or export results subsets. LDD offers two different
access levels: (1) LLD Public – completely free anonymous access; and (2) LLD
Enterprise – premium service access with extra features.

5.2 Quantitative Overview of Datasets

Table 6 provides implementation details and quantitative overview of dataset
listed in Sect. 5.1, but also information regarding the year of release (as
per reported at http://www.datahub.io, http://www.bio2rdf.org, http://www.
linkedlifedata.com), the visibility (public/ private) and the implementation
details (language and type of data) provided by different datasets. Size and cov-
erage of these datasets in terms of total triples, number of entries/entities, link
of SPARQL endpoint, sub-classification and brief description is also presented in
the table. Quantitative comparison of datasets in terms of combination of infor-
mation including total number of classes, total number of properties, total number
of Instances, total number of triples and total number of entities is presented.

Table 6 shows that the largest triple store collections (2 to 10 B triples) have
been from genes or proteins data and branch out to the reference information
after data integration.

These triple stores will serve as a reference data resource, since the data
integration is performed by providers of several of the integrated databases.

The next collection of triple stores (200 to 500 M triples; PubMed, ChEMBL,
CTD, PharmGKB) are primary data resources that cover individual obser-
vations, where a scientific publication is categorized similarly. All these data
resources are growing at a rate that is linked to ongoing research in this domain,
in contrast to a data resource that would report on scientific entities that can
only be discovered once, e.g. a specific protein in a given species.

The following two fields of data resources (50 to 100 M triples; 12 to 50 M
triples) contain different types of resources. The data in the resource from the
first group correlates with experiments that are performed according to discov-
ery needs and may lose relevance over time (see Affymetrix data). The second
group contains reference data resources for species (Wormbase, SGD), pathways
(KEGG, Reactome, iRefIndex), but also large-scale resources with a very specific
purpose, such as Taxonomy, BioPortal, and SIDER.

For the remaining resources, it can be expected that they will be develop-
ing into large-scale resources as seen above (MGI, dbSNP, BioModels) whereas
51 http://linkedlifedata.com (retr: 05/02/2017).

http://www.datahub.io
http://www.bio2rdf.org
http://www.linkedlifedata.com
http://www.linkedlifedata.com
http://linkedlifedata.com
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Table 7. Quantitative overview of datasets involving LODD only without judgement
on the number of entries versus triples. (T/C: Type/Category, Y/D: Year/Date,
SPLs: Structured Product Labels, DDIs: Drug Drug Interactions, “-”: N/A)

Dataset T/C Y/D Topic Size/Coverage Description

DBpedia LODD 2009 Drugs/Diseases/

Proteins

218 M:T; 2’300 drugs;

2’200 proteins

2.49 M wikipedia things

ChEMBL LODD 2010 Assays(Proteins,

Organisms)

130 M :T trial drugs and activity

against targets

LinkedCT LODD – Clinical Trials 25 M :T, 106’000

trials

trials from

ClinicalTrials.gov

RxNorm LODD 2011 Drugs > 7.7 M :T connects drugs,

ingredients and NDC

GHO LODD 2011 Infectious Diseases 3 M :T infectious diseases

demographically

DailyMed LODD 2010 Drugs 1’604’893:T, 36’000+

product

all FDA-approved SPLs

and NDF-RT

DrugBank LODD 2010 Drugs 766’920:T, 4’800

drugs

drug data with drug

target info

SIDER LODD 2010 Diseases/Side Effects 192’515:T; 63’000

effect, 1’737 genes

marketed drugs/ their

adverse effects

RDF-TCM LODD 2009 Genes/Diseases/

Medicine

117’643:T Chinese medicine, gene,

disease association

Diseasome LODD 2010 Diseases/ Genes 91’182:T; 2’600 genes disorders and disease

genes links

DIKB LODD 2011 Drugs/ (DDIs) > 41 k :T Drugs and DDIs Claims

STITCH LODD 2010 Chemicals/ Proteins 7’500’000 chemicals;

500’000 proteins

chemicals, proteins, and

their interactions

UPNR LODD – Drugs/Procedures/

Diagnoses

38’664 800 full-text clinical notes

of Univ of Pittsburgh

Medicare LODD 2010 Medicare Formulary – doctors, healthcare

professionals, services

others by the nature of their content, would show only very limited growth, such
as HGNC, DrugBank, Orphanet, and also possibly InterPro. Further resources
have been considered (ref. Table 7), but could not be analysed to the degree of
detail as for the data resources given in Table 6.

As a conclusion, the life science research community has to determine, which
technological solutions allow the delivery of the large-scale semantic Web triple
stores to the general public. Other data resources may well be replicated at
different sites for local integration work.

6 Conclusion

In this paper we analysed (and quantified) different tiers of biomedical data rele-
vant to the Cancer Chemoprevention and Drug Discovery domain. This involves
ontologies, libraries and databases in healthcare and the biomedical domain,
Linked Data and Life Science Linked Open Data.
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We classify ontologies into three main classes: (i) biomedical Ontologies (e.g.
EFO, OBI, GO etc.), (ii) Drugs and Chemical Compound Ontologies (e.g.
RxNorm) and (iii) Generic and Upper Ontologies (e.g. BFO, RO, PROV).
Similarly we categorise libraries and databases in five categories that com-
prise (i) Gene, Gene Expression and Protein Databases, (ii) Pathway databases,
(iii) Chemical and Structure Databases including Biological Activities, (iv) Dis-
ease Specific Databases for Prevention, and the (v) Literature databases. This
paper also highlights biomedical services that provide ontologies and databases
resources relevant for drug discovery.

Access to the data repositories

Affymetrix (http://cu.affymetrix.bio2rdf.org/sparql), BioModels (http://cu.biomodels.bio2rdf.

org/sparql), BioPortal (http://cu.bioportal.bio2rdf.org/sparql), ChEMBL (http://cu.chembl.

bio2rdf.org/sparql, http://rdf.farmbio.uu.se/chembl/sparql), ClinicalTrials (http://cu.clinical

trials.bio2rdf.org/sparql), CTD (http://cu.ctd.bio2rdf.org/sparql), DailyMed (http://purl.org/

net/nlprepository/linkedSPLs), DBpedia (http://dbpedia.org/sparql ), dbSNP (http://cu.dbsnp.

bio2rdf.org/sparql), DIKB (http://dbmi-icode-01.dbmi.pitt.edu:2020/), Diseasome (http://

www4.wiwiss.fu-berlin.de/diseasome/sparql), DrugBank (http://cu.drugbank.bio2rdf.org/sparql,

http://www4.wiwiss.fu-berlin.de/drugbank/sparql), GenAge (http://cu.genage.bio2rdf.org/

sparql), GenDR (http://cu.gendr.bio2rdf.org/sparql), GHO (http://gho.aksw.org), GOA (http://

cu.goa.bio2rdf.org/sparql), HGNC (http://cu.hgnc.bio2rdf.org/sparql), HomoloGene (http://cu.

homologene.bio2rdf.org/sparql), InterPro (http://cu.interpro.bio2rdf.org/

sparql), iProClass (http://cu.iproclass.bio2rdf.

org/sparql), iRefIndex (http://cu.irefindex.bio2rdf.org/sparql), KEGG (http://cu.kegg.bio2rdf.

org/sparql), LinkedCT (http://data.linkedct.org/sparql), LinkedLifeData (http://linkedlifedata.

com/sparql), LinkedSPL (http://cu.linkedspl.bio2rdf.org/sparql), LSR (http://cu.lsr.bio2rdf.org/

sparql), Medicare (http://www4.wiwiss.fu-berlin.de/medicare/sparql), MeSH (http://cu.mesh.

bio2rdf.org/sparql), MGI (http://cu.mgi.bio2rdf.org/sparql), NCBI Gene (http://cu.ncbigene.

bio2rdf.org/sparql), NDC (http://cu.ndc.bio2rdf.org/sparql), OMIM (http://cu.omim.bio2rdf.

org/sparql), Orphanet (http://cu.orphanet.bio2rdf.org/sparql), PathwayCommons (http://cu.

pathwaycommons.bio2rdf.org/sparql), PharmGKB (http://

cu.pharmgkb.bio2rdf.org/sparql), PubMed (http://cu.pharmgkb.bio2rdf.org/sparql), RDF-TCM

(http://www.open-biomed.org.uk/sparql/endpoint/tcm), Reactome (http://cu.reactome.bio2rdf.

org/sparql), RxNorm (http://link.informatics.stonybrook.edu/sparql/), SABIO-RK (http://

cu.sabiork.bio2rdf.org/sparql), SGD (http://cu.sgd.bio2rdf.org/sparql), SIDER (http://cu.sider.

bio2rdf.org/sparql, http://www4.wiwiss.fu-berlin.de/sider/sparql), STITCH (http://www4.wiwiss.

fu-berlin.de/stitch/sparql), Taxonomy (http://cu.taxonomy.bio2rdf.org/sparql), UPNR (http://

dbmi-icode-01.dbmi.pitt.edu:8080/sparql), WikiPathways (http://cu.wikipathways.bio2rdf.org/

sparql), WormBase (http://cu.wormbase.bio2rdf.org/sparql).
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Abstract. PROV has been adopted by a number of workflow systems
for encoding the traces of workflow executions. Exploiting these prove-
nance traces is hampered by two main impediments. Firstly, workflow
systems extend PROV differently to cater for system-specific constructs.
The difference between the adopted PROV extensions yields heterogene-
ity in the generated provenance traces. This heterogeneity diminishes
the value of such traces, e.g. when combining and querying provenance
traces of different workflow systems. Secondly, the provenance recorded
by workflow systems tends to be large, and as such difficult to browse
and understand by a human user. In this paper (extending [14], initially
published at SeWeBMeDA’17), we propose SHARP, a Linked Data app-
roach for harmonizing cross-workflow provenance. The harmonization is
performed by chasing tuple-generating and equality-generating depen-
dencies defined for workflow provenance. This results in a provenance
graph that can be summarized using domain-specific vocabularies. We
experimentally evaluate SHARP (i) on publicly available provenance
documents and (ii) using a real-world omic experiment involving work-
flow traces generated by the Taverna and Galaxy systems.

Keywords: Reproducibility · Scientific workflows · Provenance · Prov
constraints

1 Introduction

Reproducibility has recently gained momentum in (computational) sciences as a
means for promoting the understanding, transparency and ultimately the reuse
of experiments. This is particularly true in life sciences where Next Generation
Sequencing (NGS) equipments produce tremendous amounts of omics data, and
lead to massive computational analysis (aligning, filtering, etc.). Life scientists
urgently need for reproducibility and reuse to avoid duplication of storage and
computing efforts.

c© Springer International Publishing AG 2017
E. Blomqvist et al. (Eds.): ESWC 2017 Satellite Events, LNCS 10577, pp. 219–234, 2017.
https://doi.org/10.1007/978-3-319-70407-4_35
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Workflows have been used for almost two decades as a means for specifying,
enacting and sharing scientific experiments. To tackle reproducibility challenges,
major workflow systems have been instrumented to automatically track prove-
nance information. Such information specifies, among other things, the data
products (entities) that were used and generated by the operations of the exper-
iments and their derivation paths. Workflow provenance has several applications
since it can be utilized for debugging workflows, tracing the lineage of work-
flow results, as well as understanding the workflow and enabling its reuse and
reproducibility [4,6,17,21].

Despite the fact that workflow systems are currently adopting extensions of
the PROV recommendation [18], the extensions they adopt use different con-
structs of PROV. An increasing number of provenance-producing environments
adopt semantic web technologies and propose/use extensions of the PROV-O
ontology [16]. Because of this, exploiting the provenance traces of multiple work-
flows, enacted by different workflow systems, is hindered by their heterogeneity.

We present in this paper SHARP, a solution that we investigated for harmo-
nizing and linking the provenance traces produced by different workflow systems.

Specifically, we make the following contributions:

– An approach for interlinking and harmonizing provenance traces recorded by
different workflow systems based on PROV inferences.

– An application of provenance harmonization towards Linked Experiment
Reports by using domain-specific annotations as in [15].

– An evaluation with public PROV documents and a real-world omic use case.

The paper is organized as follows. Section 2 describes motivations and prob-
lem statement. Section 3 presents the harmonization of multiple PROV Graphs
and its application towards Linked Experiment Reports. Sections 4 and 5 report
our implementation and experimental results. Section 6 summarizes related
works. Finally, conclusions and future works are outlined in Sect. 7.

2 Motivations and Problem Statement

Due to costly equipments and massively produced data, DNA sequencing is gen-
erally outsourced to third-party facilities. Therefore, one part of the experiments
is conducted by the sequencing facility requiring dedicated computing infrastruc-
tures, and a second part is conducted by the scientists themselves to analyze
and interpret the results based on traditional computing resources. Figure 1
illustrates a concrete example of two workflows enacted by different workflow
systems, namely Galaxy [2] and Taverna [20].

The first workflow (WF1), in blue in Fig. 1, is implemented in Galaxy and
addresses common DNA data pre-processing. Such workflow takes as input two
DNA sequences from two biological samples s1 and s2, represented in green. For
each sample, the sequence data is stored in forward1 (.R1) and reverse (.R2) files.
1 DNA sequencers can decode genomic sequences in both forward and reverse directions

which improves the accuracy of alignment to reference genomes.
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Fig. 1. A multi-site genomics workflow, involving Galaxy and Taverna workflow envi-
ronments. (Color figure online)

The first sample has been split by the sequencer in two parts, (.a) and (.b). The
very first processing step consists in aligning (Alignment2) short sequence reads
onto a reference human genome (GRCh37). Then the two parts a and b are merged3

into a single file. Then the aligned reads are sorted4 prior to genetic variant iden-
tification5 (Variant Calling). This primary analysis workflow finally produces a
VCF6 file which lists all known genetics variations compared to the GCRh37 refer-
ence genome.

The second workflow (WF2) is implemented with Taverna, and highly
depends on scientific questions. It is generally conducted by life scientists possibly
from different research labs and with less computational needs. Such workflow
proceeds as follows. It first queries a database of known effects to associate a pre-
dicted effect7 (Variant effect prediction). Then all these predictions are fil-
tered to select only those applying to the exon parts of genes (Exon filtering).
The results obtained by the executions of such workflows allow the scientists to
have answers for questions such as Q1: “From a set of gene mutations, which
are common variants, and which are rare variants?”, Q2: “Which alignment
algorithm was used when predicting these effects?”, or Q3: “A new version of
a reference genome is available, which genome was used when predicting these
effects?”. While Q1 can be answered based on provenance tracking from WF1,

2 BWA-mem: http://bio-bwa.sourceforge.net.
3 PICARD: https://broadinstitute.github.io/picard/.
4 SAMtools sort: http://www.htslib.org.
5 SAMtools mpileup.
6 Variant Call Format.
7 SnpEff tool: http://snpeff.sourceforge.net.

http://bio-bwa.sourceforge.net
https://broadinstitute.github.io/picard/
http://www.htslib.org
http://snpeff.sourceforge.net
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Q2 and Q3 need for an overall tracking of provenance at the scale of both WF1
(Galaxy) and WF2 (Taverna) workflows.

While the two workflow environments used in the above experiments (Tav-
erna and Galaxy) track provenance information conforming to the same W3C
standardized PROV vocabulary, there are unfortunately impediments that hin-
der their exploitation. (i) The heterogeneity of the provenance languages, despite
the fact that they extend the same vocabulary PROV, does not allow the user
to issue queries that combine traces recorded by different workflow systems.
(ii) Heterogeneity aside, the provenance traces of workflow runs tend to be large,
and thus cannot be utilized as they are to document the results of the experi-
ment execution. We show how the above issues can be addressed by, (i) applying
graph saturation techniques and PROV inferences to overcome vocabulary het-
erogeneity, and (ii) summarizing harmonized provenance graphs for life-science
experiment reporting purposes.

3 Harmonizing Multiple PROV Graphs

Faced with the heterogeneity in the provenance vocabularies, we can use classical
data integration approaches such as peer-to-peer data integration or mediator-
based data integration [11]. Both options are expensive since they require the
specification of schema mappings that often require heavy human inputs. In
this paper, we explore a third and cheaper approach that exploits the fact that
many of the provenance vocabularies used by workflow systems extend the W3C
PROV-O ontology. This means that such vocabularies already come with implicit
mappings between the concepts and relationships they used and those of the
W3C PROV-O. Of course, not all the concepts and relationships used by individ-
ual mappings will be catered for in PROV. Still this solution remains attractive
because it does not require any human inputs, since the constraints (mappings)
are readily available. We show in this section how the different provenance traces
can be harmonized by capitalizing on such constraints.

3.1 Tuple-Generating Dependencies

Central to our approach to harmonizing provenance traces is the saturation oper-
ation. Given a possibly disconnected provenance RDF graph G, the saturation
process generates a saturated graph G∞ obtained by repeatedly applying some
rules to G until no new triple can be inferred. We distinguish between two kinds of
rules. OWL entailment rules includes, among other things, rules for deriving
new RDF statements through the transitivity of class and property relationships.
Prov constraints [8], these are of interest to us as they encode inferences and
constraints that need to be satisfied by provenance traces, and can as a such be
used for deriving new RDF provenance triples.

In this section, we examine such constraints by identifying those that are
of interest when harmonizing the provenance traces of workflow executions, and
show (when deemed useful) how they can be translated into SPARQL queries for
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saturation purposes. It is worth noting that the W3C Provenance constraint doc-
ument presents the inferences and constraints assuming a relational-like model
with possibly relations of arity greater than 2. We adapt these rules to the con-
text of RDF where properties (relations) are binary. For space limitations, we
do not show all the inferences rules that can be implemented in SPARQL, we
focus instead on representative ones. We identify three categories of rules with
respect to expressiveness (i) rules that contain only universal variables, (ii) rules
that contain existential variables, (iii) rules making use of n-array relations (with
n � 3). The latter is interesting, since RDF reification is needed to represent
such relations. For exemplary rule, we present the rules using tuple-generating
dependencies TGDs [1], and then show how we encode it in SPARQL. A TGD
is a first order logic formula ∀x̄y φ(x̄, ȳ) → ∃z̄ ψ(ȳ, z̄), where φ(x̄, ȳ) and ψ(ȳ, z̄)
are conjunctions of atomic formulas.

Transitivity of alternateOf. Alternate-Of is a binary relation that associates two
entities e1 and e2 to specify that the two entities present aspects of the same
thing. The following rule states that such a relation is transitive, and it can be
encoded using a SPARQL construct query, in a straightforward manner.

alternateOf(e1, e2), alternateOf(e2, e3) → alternateOf(e1, e3).

Inference of Usage and Generation from Derivation. The following rule states
that if an entity e2 was derived from an entity e1, then there exists an activity
a, such that a used e1 and generated e2.

wasDerivedFrom(e2, e1) → ∃ a used(a, e1), wasGeneratedFrom(e2, a).

Notice that unlike the previous rule, the head of the above rule contains an
existential variable, namely the activity a. To encode such a rule in SPARQL,
we make use of blank nodes8 for existential variables as illustrated below.

CONSTRUCT {
?e_2 prov:wasGeneratedBy _:blank_node .
_:blank_node prov:used ?e_1

} WHERE { ?e_2 prov:wasDerivedFrom ?e_1 }

Using the Qualification Patterns. In the previous rule, derivation, usage and
generation are represented using binary relationships, which do not pose any
problem to be encoded in RDF. Note, however, that PROV-DM allows such
relationships to be augmented with optional attributes. For example, usage can
be associated with a timestamp specifying the time at which the activity used
the entity. The presence of extra optional attributes increases the arity of the
relations that can no longer be represented using an RDF property. As a solution,
the PROV-O opts for qualification patterns9 introduced in [12].

The following rule shows how the inference of usage and generation from
derivation can be expressed when such relationships are qualified. It can also be
encoded using a SPARQL Construct query with blank nodes.
8 https://www.w3.org/TR/rdf11-concepts/#dfn-blank-node.
9 https://www.w3.org/TR/prov-o/.

https://www.w3.org/TR/rdf11-concepts/#dfn-blank-node
https://www.w3.org/TR/prov-o/
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qualifiedDerivation(e2, d), provEntity(d, e1)
→ ∃ a, u, g qualifiedUsage(a, u),

provEntity(u, e1), qualifiedGeneration(e2, g), provActivity(g, a).

Figure 2 presents inferred statements in dashed arrows resulting from the
application of this rule.

Fig. 2. Inferred qualified usage and generation relationships.

3.2 Equality-Generating Dependencies

As well as the tuple-generating dependencies, we need to consider equality-
generating dependencies (EGDs), which are induced by uniqueness constraints.
An EGD is a first order formula: ∀x̄φ(x̄) → (x1 = x2), where φ(x̄) is a conjunc-
tion of atomic formulas, and x1 and x2 are among the variables in x̄. We give
below an example of an EGD, that is implied by the uniqueness of the generation
that associates a given activity a with a given entity e.

wasGeneratedBy(gen1, e, a, attrs1), wasGeneratedBy(gen2, e, a, attrs2)
→ (gen1 = gen2)

Having defined an example EGD, we need to specify what it means to apply
it (or chase it [13]) when we are dealing with RDF data. The application of an
EGD has three possible outcomes. To illustrate them, we will work on the above
example EGD. Typically, the generations gen1 and gen2 will be represented by
two RDF resources. We distinguish the following cases:

(i) gen1 is a non blank RDF resource and gen2 is a blank node. In
this case, we add to gen1 the properties that are associated with the blank node
gen2, and remove gen2. (ii) gen1 and gen2 are two blank nodes. In this case,
we create a single blank node gen to which we associate the properties obtained
by unionizing the properties of gen1 and gen2, and we remove the two initial
blank nodes. (iii) gen1 and gen2 are non blank nodes that are different.
In this case, the application of the EGD (as well as the whole saturation) fails.
In general, we would not have this case, if the initial workflows runs that we use
as input are valid (i.e., they respect the constraints defined in the W3C Prov
Constraint recommendation [8]).
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Algorithm 1. EGD pseudo-code for merging blank nodes produced by
PROV inference rules with existential variables.

Input : G′ : the provenance graph resulting from the application of TGD on G
Output: G′′: the provenance graph with substituted blank nodes, when possible.

1 begin
2 G′′ ← G′

3 substitutions ← new List < Pair < Node,Node >> ()
4 repeat
5 S ← findSubstitutions(G′)
6 foreach (s ∈ S) do
7 source ← s[0]
8 target ← s[1]

9 foreach (in ∈ G′.listStatements(∗, ∗, source)) do
10 G′′ ← G′′.add(in.getSubject(), in.getPredicate(), target)

11 G′′ ← G′′.del(in)

12 foreach (out ∈ G′.listStatements(source, ∗, ∗)) do
13 G′′ ← G′′.add(target, out.getPredicate(), out.getObject())

14 G′′ ← G′′.del(out)

15 until (S.size() = 0)

To select the candidate substitutions (line 5 of Algorithm 1), we express the
graph patterns illustrated in the previous cases 1 and 2 as a SPARQL query.
This query retrieves candidate substitutions as blank nodes coupled to their
substitute, i.e., another blank node or a URI.

For each of the found substitution (line 6), we merge the incoming and out-
going relations between the source node and the target node. This operation
is done in two steps. First, we navigate through the incoming relations of the
source node (line 9), we copy them as incoming relations of the target node (line
10), and finally remove them from the source node (line 11). Second, we repeat
this operation for the outgoing relations (lines 12 to 14). We repeat this process
until we can’t find any candidate substitutions.

3.3 Full Provenance Harmonization Process

The full provenance harmonization workflow is sketched in Fig. 3.

➊ Multi-provenance Linking. This process starts by first linking the traces
of the different workflow runs. Typically, the outputs produced by a run of a
given workflow are used to feed the execution of a run of another workflow as
depicted in Fig. 1.

The main idea consists in providing an owl:sameAs property between the
PROV entities associated with the same physical files. The production of owl:
sameAs can be automated as follows: (i) generate a fingerprint of the files (SHA-
512 is one of the recommended hashing functions), (ii) produce the PROV anno-
tation associated the fingerprint to the PROV entities, (iii) generate, through a
SPARQL CONSTRUCT query, the owl:sameAs relationships when fingerprints
are matched. When applied to our motivating example (Fig. 1), the PROV entity
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Fig. 3. From multiple PROV traces to linked experiment summaries.

annotating the V CFFile produced by the Galaxy workflow becomes equivalent
to the one as input of Taverna workflow. A PROV example associating a file
name and its fingerprint is reported below:

<http://fr.symetric#c583bef6-de69-4caa-bc3a-00000000>
a prov:Entity ;
rdfs:label "my-variants.vcf"^^xsd:String ;
crypto:sha512 "1d305986330304378f82b938d776ea0be48eda8210f7af6c
152e8562cf6393b2f5edd452c22ef6fe8c729cb01eb3687ac35f1c5e57ddefc4
6276e9c60409276a"^^xsd:String .

The following SPARQL Construct query can be used to produce owl:sameAs
relationships:

CONSTRUCT { ?x owl:sameAs ?y }
WHERE {

?x a prov:Entity .
?x crypto:sha512 ?x_sha512 .
?y a prov:Entity .
?y crypto:sha512 ?y_sha512 .
FILTER( ?x_sha512 = ?y_sha512 ) }

➋ Multi-provenance Reasoning. Once the traces of the workflow runs have
been linked, we saturate the graph obtained using OWL entailment rules. This
operation can be performed using an existing OWL reasoner10 (e.g., [7]). We
then start by repeatedly applying the TGDs and EGDs derived from the W3C
PROV constraint document, as illustrated in Sects. 3.1 and 3.2. The harmo-
nization process terminates when we can no longer apply any existing TGD or
EGD. This harmonization process raises the question as to whether such process
will terminate. The answer is affirmative. Indeed, it has been shown in the W3C
PROV Constraint document that the constraints are weakly acyclic, which guar-
antees the termination of the chasing process in polynomial time (see Fagin
et al. [13] for more details).

10 Apache Jena - Reasoners and rule engines: Jena inference support. The Apache
Software Foundation (2013)
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➌ Harmonized Provenance Summarization. The previously described rea-
soning step may lead to intractable provenance graphs from a human perspective,
both in terms of size and lack of domain-specificity. We propose in this last step
to make sense of the harmonized provenance through domain-specific provenance
summaries. This application is described in the following section.

3.4 Application of Provenance Harmonization: Domain-Specific
Experiment Reports

In this section we propose to exploit harmonized provenance graphs by trans-
forming them into Linked Experiment Reports. These reports are no longer
machine-only-oriented and benefit from a humanly tractable size, and domain-
specific concepts.

Domain-Specific Vocabularies. Workflow annotations. P-Plan11 is an ontol-
ogy aimed at representing the plans followed during a computational experiment.
Plans can be atomic or composite and are a made by a sequence of processing
Steps. Each Step represents an executable activity, and involves input and output
Variables. P-Plan fits well in the context of multi-site workflows since it allows
to work at the scale of a site-specific workflow as well as at the scale of the global
workflow.

Domain-Specific Concepts and Relations. To capture knowledge associated to
the data processing steps, we rely on EDAM12 which is actively developed in the
context of the Bio.Tools bioinformatics registry. However these annotations on
processing tools do not capture the scientific context in which a workflow takes
place. SIO13, the Semantic science Integrated Ontology, has been proposed as
a comprehensive and consistent knowledge representation framework to model
and exchange physical, informational and processual entities. Since SIO has been
initially focusing on Life Sciences, and is reused in several Linked Data reposi-
tories, it provides a way to link the data routinely produced by PROV-enabled
workflow environment to major linked open data repositories, such as Bio2RDF.

NanoPublications14 are minimal sets of information to publish data as citable
artifacts while taking into account the attribution and authorship. NanoPublica-
tions provide named graphs mechanisms to link Assertion, Provenance, and Pub-
lishing statements. In the remainder of this section, we show how fine-grained and
machine-oriented provenance graphs can be summarized into NanoPublications.

Linked Experiment Reports. Based on harmonized multi-provenance
graphs, we show how to produce NanoPublications as exchangeable and citeable
scientific experiment reports. Figure 4 drafts how data artifacts and scientific

11 http://purl.org/net/p-plan.
12 http://edamontology.org.
13 http://sio.semanticscience.org.
14 http://nanopub.org.

http://purl.org/net/p-plan
http://edamontology.org
http://sio.semanticscience.org
http://nanopub.org
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Fig. 4. Graphical and RDF representation of an experiment report, providing con-
text and linking the most relevant multi-site workflow artifacts to domain specific
statements.

context can be related to each other into a NanoPublication, for the motivating
scenario introduced in Sect. 2. For the sake of simplicity we omitted the defin-
ition of namespaces, and we used the labels of SIO predicates instead of their
identifiers.

To produce this NanoPublication, we identify a data lineage path in mul-
tiple PROV graphs, beforehand harmonized (as proposed in Sect. 3). Since we
identified the prov:wasInfluencedBy as the most commonly inferred lineage rela-
tionship, we search for all connected data entities through this relationship.
Then, when connected data entities are identified, we extract the relevant ones
so that they can be later on incorporated and annotated through new state-
ments in the NanoPublication. The following SPARQL query illustrates how
:assertion2 can be assembled from a matched path in harmonized provenance
graphs. The key point consists in relying on SPARQL property path expres-
sions (prov:wasInfluencedBy)+ to identify all paths connecting data artifacts
composed by one or more occurrences of the prov:wasInfluencedBy predicate.
Such SPARQL queries could be programmatically generated based on P-Plan
templates as it has been proposed in our previous work [15].

CONSTRUCT {
GRAPH :assertion {

?ref_genome a sio:Genome .
?sample a sio:Sample ;

sio:is-variant-of ?ref_genome ;
sio:has-phenotype ?out .

?out rdfs:label ?out_label .
?out sio:is-supported-by ?ref_genome . }

} WHERE {
?sample rdfs:label ?sample_label.
FILTER (contains(lcase(str(?sample_label)), lcase("fastq"))) .
?ref_genome rdfs:label ?ref_genome_label.
FILTER (contains(lcase(str(?ref_genome_label)), lcase("GRCh"))) .



SHARP: Harmonizing and Bridging Cross-Workflow Provenance 229

?out ( prov:wasInfluencedBy )+ ?sample
?out tavernaprov:content ?out_label .
FILTER (contains(lcase(str(?out_label)), lcase("exons"))) . }

4 Implementation

Although Taverna allows to export PROV traces, this is not yet the case for
the Galaxy workbench15. We thus developed an open-source provenance capture
tool16 for Galaxy. Users provide the URL of their Galaxy workflow portal, and
their private API key. Then, the tool communicates with the Galaxy REST API
to produce PROV RDF triples. We implemented the full PROV harmonization
process (Fig. 3) in the sharp-prov-toolbox17. This open-source tool has been
implemented in Java and is supported by Jena18 for RDF data management and
reasoning. PROV Constraints19 inference rules have been implemented in the
Jena syntax20. HTML and JavaScript code templates have been used to generate
harmonized provenance visualization. Figure 5 shows the resulting data lineage
graph associated with the two workflow traces of our motivating use case (Fig. 1).
While the left part of the graphs represents the Galaxy workflow invocation, the
right part represents the Taverna one.

Fig. 5. prov:wasInfluencedBy properties between Galaxy and Taverna.

15 https://usegalaxy.org.
16 galaxy-PROV: https://github.com/albangaignard/galaxy-PROV.
17 sharp-prov-toolbox: https://github.com/albangaignard/sharp-prov-toolbox.
18 Jena: https://jena.apache.org.
19 https://www.w3.org/TR/prov-constraints/.
20 https://github.com/albangaignard/sharp-prov-toolbox/blob/master/

SharpProvToolbox/src/main/resources/provRules all.jena.

https://usegalaxy.org
https://github.com/albangaignard/galaxy-PROV
https://github.com/albangaignard/sharp-prov-toolbox
https://jena.apache.org
https://www.w3.org/TR/prov-constraints/
https://github.com/albangaignard/sharp-prov-toolbox/blob/master/SharpProvToolbox/src/main/resources/provRules_all.jena
https://github.com/albangaignard/sharp-prov-toolbox/blob/master/SharpProvToolbox/src/main/resources/provRules_all.jena
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5 Experimental Results and Discussion

As a first evaluation, we ran two experiments. The first one evaluates the harmo-
nization process at large scale. In a second experiment, we evaluated the ability
of the system to answer the domain-specific questions of our motivating scenario.

5.1 Harmonization of Heterogeneous PROV Traces at Large Scale

In this experiment, we used provenance documents from ProvStore21. We
selected the 369 public documents of 2016. These documents have different sizes
from 1 to 58572 triples and use different PROV concepts and relations. We ran
the provenance harmonization process as described in this paper on a classical
desktop computer (4-cores CPU, 16 GB of memory). From the initial 217165
PROV triples, it took 38 min to infer 1291549 triples. Each provenance docu-
ment has been uploaded as a named graph to a Jena Fuseki endpoint. The two
histograms of Fig. 6 show the number of named graphs in which PROV predi-
cates are present. We filtered the predicates to show only predicates using the
PROV prefix. Figure 6 shows that we have been able to harmonize (right his-
togram, in orange) the provenance documents since we increase the number of
named graphs in which PROV predicates are inferred. Specifically, we have been
able to infer new influence relations in 318 provenance documents.

Fig. 6. Distribution of asserted (blue) and inferred (orange) PROV predicates in the
public ProvStore documents for year 2016, before and after the proposed harmonization
process. (Color figure online)

5.2 Usage of Semi-automatically Produced NanoPublications

We run the multi-site experiment of Sect. 2 using Galaxy and Taverna workflow
management systems. The Galaxy workflow has been designed in the context of
the SyMeTRIC systems medicine project, and was run on the production Galaxy
21 https://provenance.ecs.soton.ac.uk/store/.

https://provenance.ecs.soton.ac.uk/store/
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instance22 of the BiRD bioinformatics infrastructure. The Taverna workflow was
run on a desktop computer. Provenance graphs were produced by the Taverna
built-in PROV feature, and by a Galaxy dedicated provenance capture tool23,
based on the Galaxy API, the later transforms a user history of actions into
PROV RDF triples.

Table 1 presents a sorted count of the top-ten predicates in (i) the Galaxy and
Taverna provenance traces without harmonization, (ii) these provenance traces
after the first iteration of the harmonization process:

Table 1. Most prominent predicates when considering the initial two PROV graphs
and their harmonization (PROV++)

Galaxy PROV Taverna PROV Harmonized PROV++

predicates counts predicates counts predicates counts

prov:wasDerivedFrom 118 rdf:type 54 owl:differentFrom 3617

rdf:type 76 rdfs:label 13 rdf:type 958

rdfs:label 62 prov:atTime 8 prov:wasInfluencedBy 515

prov:used 61 wfprov:descByParameter 6 prov:influenced 291

prov:wasAttributedTo 34 rdfs:comment 6 rdfs:seeAlso 268

prov:wasGeneratedBy 33 prov:hadRole 6 rdfs:subClassOf 223

prov:endedAtTime 26 prov:activity 5 owl:disjointWith 218

prov:startedAtTime 26 purl:hasPart 4 rdfs:range 208

prov:wasAssociatedWith 26 prov:agent 4 rdfs:domain 199

prov:generatedAtTime 1 prov:endedAtTime 4 prov:wasGeneratedBy 172

all 463 all 177 all 8654

We executed the summarization query proposed in Sect. 3.4 on the har-
monized provenance graph. The resulting NanoPublication (assertion named
graph) represents the input DNA sequences aligned to the GRCh37 human ref-
erence genome through an sio:is-variant-of predicate. It also links the annotated
variants (Taverna WF output) with the preprossessed DNA sequences (Galaxy
WF inputs). Related to the Q3 life-science question highlighted in Sect. 2, this
NanoPublication can be queried to retrieve for instance the reference genome
used to select and annotate the resulting genetic variants.

6 Related Works

Data integration [11] and summarization [3] have been largely studied in different
research domains. Our objective is not to invent yet another technique for inte-
grating and/or summarizing data. Instead, we show how provenance constraint
rules, domain annotations, and Semantic Web techniques can be combined to
harmonize and summarize provenance data into linked experiment reports.
22 https://galaxy-bird.univ-nantes.fr/galaxy/.
23 https://github.com/albangaignard/sharp-prov-toolbox.

https://galaxy-bird.univ-nantes.fr/galaxy/
https://github.com/albangaignard/sharp-prov-toolbox
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Several proposals tackle scientific reproducibility24. For example, Reprozip [9]
captures operating system events that are then utilized to generate a workflow
illustrating the events that happened and their sequences. While valuable, such
proposals neither address the harmonization of multi-systems and heterogeneous
provenance traces nor machine- and human-tractable experiment reports, as
proposed in SHARP.

Datanode ontology [10] proposes to harmonize data by describing rela-
tionships between data artifacts. Datanode allows to present in a simple way
dataflows that focus on the fundamental relationships that exist between origi-
nal, intermediary, and final datasets. Contrary to Datanode, SHARP uses exist-
ing PROV vocabularies and constraints to harmonize provenance traces, thereby
reducing harmonization efforts.

LabelFlow [5] proposes a semi-automated approach for labeling data artifacts
generated from workflow runs. Compared to LabelFlow, SHARP uses existing
PROV ontology and Semantic Web technology to harmonize dataflows. More-
over, LabelFlow is confined to single workflows, whereas SHARP targets a col-
lection of workflow runs that are produced by different workflow systems.

In previous work [15], we proposed PoeM to produce linked in silico exper-
iment reports based on workflow runs. As SHARP, PoeM leverages Seman-
tic Web technologies and reference vocabularies (PROV-O, P-Plan) to generate
provenance mining rules and finally assemble linked scientific experiment reports
(Micropublications, Experimental Factor Ontology). SHARP goes steps forward
by proposing the harmonization of multi-systems provenance traces.

7 Conclusions

In this paper, we presented SHARP, a Linked Data approach for harmonizing
cross-workflow provenance. The resulting harmonized provenance graph can be
exploited to run cross-workflow queries and to produce provenance summaries,
targeting human-oriented interpretation and sharing. Our ongoing work includes
deploying SHARP to be used by scientists to process their provenance traces
or those associated with provenance repositories, such as ProvStore. For now,
we work on multi-site provenance graphs with centralized inferences. Another
exciting research direction would be to consider low-cost highly decentralized
infrastructure for publishing NanoPublication as proposed in [19].
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Abstract. Scholia is a tool to handle scientific bibliographic information
through Wikidata. The Scholia Web service creates on-the-fly scholarly
profiles for researchers, organizations, journals, publishers, individual
scholarly works, and for research topics. To collect the data, it queries the
SPARQL-based Wikidata Query Service. Among several display formats
available in Scholia are lists of publications for individual researchers and
organizations, plots of publications per year, employment timelines, as
well as co-author and topic networks and citation graphs. The Python
package implementing the Web service is also able to format Wikidata
bibliographic entries for use in LaTeX/BIBTeX. Apart from detailing
Scholia, we describe how Wikidata has been used for bibliographic infor-
mation and we also provide some scientometric statistics on this infor-
mation.

1 Introduction

Wikipedia contains significant amounts of data relevant for scientometrics, and
it has formed the basis for several scientometric studies [4,14,15,17,18,20,21,
28,29,34,39]. Such studies can use the structured references found in Wikipedia
articles or use the intrawiki hyperlinks, e.g., to compare citations from Wikipedia
to scholarly journals with Thomson Reuters journal citation statistics as in [20]
or to rank universities as in [39].

While many Wikipedia pages have numerous references to scientific articles,
the current Wikipedias have very few entries about specific scientific articles. This
is most evident when browsing the Academic journal articles category on the
English Wikipedia.1 Among the few items in that category are famed papers such
as the 1948 physics paper The Origin of Chemical Elements [2] – described in
the English Wikipedia article Alpher–Bethe–Gamow paper2 – as well as the 1953
article Molecular Structure of Nucleic Acids: A Structure for Deoxyribose Nucleic

1 https://en.wikipedia.org/wiki/Category:Academic journal articles.
2 https://en.wikipedia.org/wiki/Alpher%E2%80%93Bethe%E2%80%93Gamow paper.

c© The Author(s) 2017
E. Blomqvist et al. (Eds.): ESWC 2017 Satellite Events, LNCS 10577, pp. 237–259, 2017.
https://doi.org/10.1007/978-3-319-70407-4_36

https://en.wikipedia.org/wiki/Category:Academic_journal_articles
https://en.wikipedia.org/wiki/Alpher%E2%80%93Bethe%E2%80%93Gamow_paper
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Acid [37] on eight Wikipedias. Another scientific article is Hillary Putnam’s Is
Semantics Possible? [31]3 from 1970 on the Estonian Wikipedia.

References in Wikipedia are often formatted in templates, and it takes some
effort to extract and match information in the template fields. For instance, in
a study of journals cited on Wikipedia, a database was built containing journal
name variations to match the many different variations that Wikipedia editors
used when citing scientific articles [20]. The use of standard identifiers — such
as the Digital Object Identifier (DOI) — in citations on Wikipedia can help to
some extent to uniquely identify works and journals.

Several other wikis have been set up to describe scientific articles, such as
WikiPapers, AcaWiki, Wikilit [25] and Brede Wiki [22].4 They are all examples of
MediaWiki-based wikis that primarily describe scientific articles. Three of them
use the Semantic MediaWiki extension [16], while the fourth uses MediaWiki’s
template functionality5 to structure bibliographic information.

Since the launch of Wikidata6 [36], the Wikimedia family includes a platform
to better handle structured data such as bibliographic data and to enforce input
validation to a greater degree than Wikipedia. Wikidata data can be reified to
triples [5,9], and RDF/graph-oriented databases, including SPARQL databases,
can represent Wikidata data [10]. The Wikidata Query Service (WDQS)7 is an
extended SPARQL endpoint that exposes the Wikidata data. Apart from offering
a SPARQL endpoint, it also features an editor and a variety of frontend result
display options. It may render the SPARQL query result as, e.g., bubble charts,
line charts, graphs, timelines, list of images, points on a geographical map, or
just provide the result as a table. These results can also be embedded on other
Web pages via an HTML iframe element. We note that Wikidata is open data
published under the Public Domain Dedication and Waiver (CC0),8 and that it
is available not only through the SPARQL endpoint, but also as Linked Data
Fragments9 [35] and—like any other project of the Wikimedia family—through
an API and dump files.10

In the following sections, we describe how Wikidata has been used for biblio-
graphic information, some statistics on it and present Scholia, our website built
to expose such information. We furthermore show how Scholia can be used for
bibliography generation and discuss limitations and advantages with Wikidata
and Scholia.

3 https://et.wikipedia.org/wiki/Is Semantics Possible%3F.
4 http://wikipapers.referata.com/, https://acawiki.org/, http://wikilit.referata.com/

and http://neuro.compute.dtu.dk/wiki/.
5 https://www.mediawiki.org/wiki/Help:Templates.
6 https://www.wikidata.org.
7 https://query.wikidata.org.
8 https://creativecommons.org/publicdomain/zero/1.0/deed.en.
9 https://query.wikidata.org/bigdata/ldf.

10 The API is at https://www.wikidata.org/w/api.php, and the dump files are available
at https://www.wikidata.org/w/api.php.

https://et.wikipedia.org/wiki/Is_Semantics_Possible%3F
http://wikipapers.referata.com/
https://acawiki.org/
http://wikilit.referata.com/
http://neuro.compute.dtu.dk/wiki/
https://www.mediawiki.org/wiki/Help:Templates
https://www.wikidata.org
https://query.wikidata.org
https://creativecommons.org/publicdomain/zero/1.0/deed.en
https://query.wikidata.org/bigdata/ldf
https://www.wikidata.org/w/api.php
https://www.wikidata.org/w/api.php
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Table 1. Summary of Wikidata as a digital library. This table is directly inspired by
[11, Table 1]. Note that the size has grown considerably in August 2017. The value of
2.3 million is per 2 August 2017. A week later the number of scientific articles had
passed 3 million.

Dimension Description

Domain Broad coverage

Size >2, 300, 000 scientific articles

Style of Metadata Export via, e.g., Lars Willighagen’s citation.jsa

Persistent Inbound Links? Yes, with the Q identifiers

Persistent Outbound Links Yes, with identifiers like DOI, PMID, PMCID, arXiv

Full Text? Via identifiers like DOI or PMCID; dedicated property
for ‘full text URL’

Access Free access
ahttps://github.com/larsgw/citation.js

2 Bibliographic Information on Wikidata

Wikidata editors have begun to systematically add scientific bibliographic data
to Wikidata across a broad range of scientific domains — see Table 1 for a sum-
mary of Wikidata as a digital library. Individual researchers and scientific arti-
cles not described by their own Wikipedia article in any language are routinely
added to Wikidata, and we have so far experienced very few deletions of such
data in reference to a notability criterion. The current interest in expanding bib-
liographic information on Wikidata has been boosted by the WikiCite project,
which aims at collecting bibliographic information in Wikidata and held its first
workshop in 2016 [33].

The bibliographic information collected on Wikidata is about books, arti-
cles (including preprints), authors, organizations, journals, publishers and more.
These items (corresponding to subject in Semantic Web parlance) can be inter-
linked through Wikidata properties (corresponding to the predicate), such as
author (P50),11 published in (P1433), publisher (P123), series (P179), main
theme (P921), educated at (P69), employer (P108), part of (P361), sponsor
(P859, can be used for funding), cites (P2860) and several other properties.12

Numerous properties exist on Wikidata for deep linking to external resources,
e.g., for DOI, PMID, PMCID, arXiv, ORCID, Google Scholar, VIAF, Crossref
funder ID, ZooBank and Twitter. With these many identifiers, Wikidata can act
as a hub for scientometrics studies between resources. If no dedicated Wikidata
property exists for a resource, one of the URL properties can work as a substi-
tute for creating a deep link to a resource. For instance, P1325 (external data

11 The URI for Wikidata property P50 is http://www.wikidata.org/prop/direct/P50
or with the conventional prefix wdt:P50. Similarly for any other Wikidata property.

12 A Wikidata table lists properties that are commonly used in bibliographic contexts:
https://www.wikidata.org/wiki/Template:Bibliographical properties.

https://github.com/larsgw/citation.js
http://www.wikidata.org/prop/direct/P50
https://www.wikidata.org/wiki/Template:Bibliographical_properties
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Table 2. Statistics on bibliographic information in Wikidata on 2 August 2017.

Count Description

2,380,009 Scientific articles

93,518 Scientific articles linked to one or more author items

5,562 Scientific articles linked to one or more author items and no author name
string (indicating that the author linking may be complete)

3,379,786 Citations, i.e., number of uses of the P2860 property

16,327 Distinct authors (author items) having written a scientific article

13,332 Distinct authors having written a scientific article with author gender
indicated

available at) can point to raw or supplementary data associated with a paper.
We have used this scheme for scientific articles associated with datasets stored in
OpenfMRI [27], an online database with raw brain measurements, mostly from
functional magnetic resonance imaging studies. Using WDQS, we query the set
of OpenfMRI-linked items using the following query:

?item wdt:P1325 ?resource .

filter strstarts(str(? resource),

"https :// openfmri.org/dataset/")

A similar scheme is used for a few of the scientific articles associated with data
in the neuroinformatics databases Neurosynth [38] and NeuroVault [6].

When bibliographic items exist in Wikidata, they can be used as references
to support claims (corresponding to triplets with extra qualifiers) in other items
of Wikidata, e.g., a biological claim can be linked to the Wikidata item for a
scientific journal.

By using these properties systematically according to an emerging data
model,13 editors have extended the bibliographic information in Wikidata. Par-
ticularly instrumental in this process was a set of tools built by Magnus Manske,
QuickStatements14 and Source MetaData,15 including the latter’s associated
Resolve authors tool16 as well as the WikidataIntegrator17 associated with the
Gene Wiki project [30] and the fatameh tool18 based on it. Information can be
extracted from, e.g., PubMed, PubMed Central and arXiv and added to Wiki-
data.

13 https://www.wikidata.org/wiki/Wikidata:WikiProject Source MetaData/
Bibliographic metadata for scholarly articles in Wikidata.

14 https://tools.wmflabs.org/wikidata-todo/quick statements.php.
15 https://tools.wmflabs.org/sourcemd/.
16 https://tools.wmflabs.org/sourcemd/new resolve authors.php.
17 https://github.com/SuLab/WikidataIntegrator/.
18 https://tools.wmflabs.org/fatameh/ with documentation available at https://www.

wikidata.org/wiki/Wikidata:WikiProject Source MetaData/fatameh.

https://www.wikidata.org/wiki/Wikidata:WikiProject_Source_MetaData/Bibliographic_metadata_for_scholarly_articles_in_Wikidata
https://www.wikidata.org/wiki/Wikidata:WikiProject_Source_MetaData/Bibliographic_metadata_for_scholarly_articles_in_Wikidata
https://tools.wmflabs.org/wikidata-todo/quick_statements.php
https://tools.wmflabs.org/sourcemd/
https://tools.wmflabs.org/sourcemd/new_resolve_authors.php
https://github.com/SuLab/WikidataIntegrator/
https://tools.wmflabs.org/fatameh/
https://www.wikidata.org/wiki/Wikidata:WikiProject_Source_MetaData/fatameh
https://www.wikidata.org/wiki/Wikidata:WikiProject_Source_MetaData/fatameh
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How complete is Wikidata in relation to scientific bibliographic information?
Journals and universities are well represented. For instance, 31,902 Wikidata
items are linked with their identifier for the Collections of the National Library
of Medicine (P1055). This number can be obtained with the following WDQS
SPARQL query:

SELECT (COUNT (?item) AS ?count) WHERE {

?item wdt:P1055 ?nlm .

}

Far less covered are individual articles, individual researchers, university depart-
ments and citations between scientific articles. Most of the scientific articles in
Wikidata are claimed to be an instance of (P31) the Wikidata item scientific
article (Q13442814). With a WDQS query, we can count the number of Wikidata
items linked this way to scientific article:

SELECT (COUNT (?work) AS ?count) WHERE {

?work wdt:P31 wd:Q13442814 .

}

As of 2 August 2017, the query returned the result 2,380,009, see also Tables 1
and 2 (the number of scientific articles has grown considerable since the end
of July 2017). In comparison, arXiv states having 1,289,564 e-prints and ACM
Digital Library states having 24,668 proceedings.19 In 2014, a capture/recapture
method estimated the number of scholarly English-language documents on the
public web to be “at least 114 million” [13], while researchers found 87,542,370
DOIs in the Crossref database as of 21 March 2017 [32], thus Wikidata currently
records only a minor part of all scientific articles. There were 16,327 authors
associated with Wikidata items linked through the author property (P50) to
items that are instance of scientific article:

SELECT (COUNT(DISTINCT ?author) AS ?count) WHERE {

?work wdt:P50 ?author .

?work wdt:P31 wd:Q13442814 .

}

The number of citations as counted by triples using the P2860 (cites) property
stood at 3,379,786:

SELECT (COUNT (? citedwork) AS ?count) WHERE {

?work wdt:P2860 ?citedwork .

}

The completeness can be fairly uneven. Articles from Public Library of Sci-
ence (PLOS) journals are much better represented than articles from the jour-
nals of IEEE. On 9 August 2017, we counted 160,676 works published in PLOS
journals with this WDQS query,

19 As of 2 August 2017 according to https://arxiv.org/ and https://dl.acm.org/
contents guide.cfm.

https://arxiv.org/
https://dl.acm.org/contents_guide.cfm
https://dl.acm.org/contents_guide.cfm
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SELECT (COUNT (?work) AS ?count) WHERE {

?work wdt:P1433 ?venue .

?venue wdt:P123 wd:Q233358 .

}

while the equivalent for IEEE (Q131566) only returns 4,595. Note that 160,676
PLOS articles are far more than the 4,553 PLOS articles reported back in 2014
as cited from the 25 largest Wikipedias [17], thus Wikidata has a much better
coverage here than Wikipedia.

Table 3. h-indices for three researchers whose publications are well-covered in
Wikidata. For Web of Science, we searched its core collection with “Nielsen FÅ”,
“Willighagen E” and “Jensen LJ”.

Service Finn Årup Nielsen Egon Willighagen Lars Juhl Jensen

Google Scholar 28 24 72

ResearchGate 28 23 –

Scopus 22 22 60

Web of Science 18 20 57

Wikidata 9 12 21

Given that Wikidata only has around 3.4 million P2860-citations, it is no
surprise that the current number of citations is considerable less than the citation
counts one finds in other web services, — even for authors with a large part
of their published scientific articles listed in Wikidata. Table 3 shows h-index
statistics for three such authors. The Wikidata count has been established by
WDQS queries similar to the following:

SELECT ?work (COUNT (? citing_work) AS ?count) WHERE {

?work wdt:P50 wd:Q20980928 .

?citing_work wdt:P2860 ?work .

}

GROUP BY ?work

ORDER BY DESC(?count)

Even for these well-covered researchers, the h-index based on P2860-citations in
Wikidata is around two to three times lower than the h-indices obtained with
other services.

The sponsor property (P859) has been used extensively for research funded by
the National Institute for Occupational Safety and Health (NIOSH), with 52,852
works linking to the organization, 18,135 of which are instance of scientific
articles, but apart from NIOSH, the use of the property has been very limited
for scientific articles.20

20 National Institute for Occupational Safety and Health has a Wikimedian-in-
Residence program, through which James Hare has added many of the NIOSH works.
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3 Scholia

Fig. 1. Overview screenshot of part of
the Scholia Web page for an author:
https://tools.wmflabs.org/scholia/au
thor/Q20980928. Fig. 2 zooms in on
one panel.

Scholia provides both a Python pack-
age and a Web service for presenting
and interacting with scientific information
from Wikidata. The code is available via
https://github.com/fnielsen/scholia, and a
first release has been archived in Zenodo
[23].

As a Web service, its canonical site runs
from the Wikimedia Foundation-provided
service Wikimedia Toolforge (formerly
called Wikimedia Tool Labs) at https://
tools.wmflabs.org/scholia/, but the Scholia
package may be downloaded and run from
a local server as well. Scholia uses the Flask
Python Web framework [7].

The current Web service relies almost
entirely on Wikidata for its presented data.
The frontend consists mostly of HTML
iframe elements for embedding the on-
the-fly-generated WDQS results and uses
many of the different output formats from
this service: bubble charts, bar charts, line
charts, graphs and image lists.

Initially, we used the table output from
WDQS to render tables in Scholia, but as
links in WDQS tables link back to Wiki-
data items — and not Scholia items — we
have switched to using the DataTables21

Javascript library.
Through a JavaScript-based query to

the MediaWiki API, an excerpt from the
English Wikipedia is shown on the top
of each Scholia page if the corresponding
Wikidata item is associated with an article
in the English Wikipedia. The label for the
item is fetched via Wikidata’s MediaWiki
API. While some other information can
be fetched this way, Scholia’s many aggre-
gation queries are better handled through
SPARQL.

Scholia uses the Wikidata item iden-
tifier as its identifier rather than author

21 https://datatables.net/.

https://tools.wmflabs.org/scholia/author/Q20980928
https://tools.wmflabs.org/scholia/author/Q20980928
https://github.com/fnielsen/scholia
https://tools.wmflabs.org/scholia/
https://tools.wmflabs.org/scholia/
https://datatables.net/
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Table 4. Aspects in Scholia: Each Wikidata item can be viewed in one or more aspects.
Each aspect displays multiple “panels”, which may be, e.g., a table of publications or
a bar chart of citations per year.

Aspect Example Example panels

Author Scientists List of publications, publications per year,
co-authors, topics, timelines, map, citations,
academic tree

Work Papers, books Recent citations, citations in the work,
statements supported in Wikidata

Organization Universities Affiliated authors, co-author graph, recent
publications, page production,
co-author-normalized citations per year

Venue Journals, proceedings Recent publications, topics in the publications,
author images, prolific authors, most cited
works, most cited authors, most cited venues

Series Proceedings series Items (venues) in the series, published works
from venues in the series

Publishers Commercial publisher Journals and other publications published,
associated editors, most cited papers, number
of citations as a function of number of
published works

Sponsor Foundations List of publications funded, sponsored authors,
co-sponsors

Topic Keywords Recent publication on the topic, co-occurring
topics

Disease Mental disorders Genetically associated diseases, publications
per year

Protein Receptor proteins Cofunctional proteins, publications per year

Pathway Receptor pathways Participants, recently published works,
publications per year

Chemical Acids Identifiers, related compounds, physchem
properties, recently published works on the
chemical, publications per year

name, journal titles, etc. A search field on the front page provides a Scholia
user with the ability to search for a name to retrieve the relevant Wikidata
identifier. To display items, Scholia sets up a number of what we call “aspects”.
The currently implemented aspects (see Table 4) are author, work, organization,
venue, series, publisher, sponsor, award, topic, disease, protein, chemical and
(biological) pathway.

The present selection was motivated by the possibilities inherent in
the Wikidata items and properties. We plan to extend this to further
aspects. A URL scheme distinguishes the different aspects, so the URL path
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/scholia/author/Q6365492 will show the author aspect of the statistician Kanti
V. Mardia, while /scholia/topic/Q6365492 will show the topic aspect of the per-
son, i.e., articles about Mardia.

Likewise, universities can be viewed, for instance, as organizations or as spon-
sors. Indeed, any Wikidata item can be viewed in any Scholia aspect, but Scholia
can show no data if the user selects a “wrong” aspect, i.e. one for which no rel-
evant data is available in Wikidata.

For each aspect, we make multiple WDQS queries based on the Wikidata
item for which the results in the panels are displayed. Plots are embedded with
HTML iframes. For the author aspect, Scholia queries WDQS for the list of
publications, showing the result in a table, displaying a bar chart of the number
of publications per year, number of pages per year, venue statistics, co-author
graph, topics of the published works (based on the “main theme” property),
associated images, education and employment history as timelines, academic
tree, map with locations associated with the author, and citation statistics – see
Fig. 1 for an example of part of an author aspect page. The citation statistics
displays the most cited work, citations by year and citing authors. For the aca-
demic tree, we make use of Blazegraph’s graph analytics RDF GAS API22 that
is available in WDQS.

The embedded WDQS results link back to WDQS, where a user can mod-
ify the query. The interactive editor of WDQS allows users not familiar with
SPARQL to make simple modifications without directly editing the SPARQL
code.

Related to their work on quantifying conceptual novelty in the biomedical
literature [19], Shubhanshu Mishra and Vetle Torvik have set up a website pro-
filing authors in PubMed datasets: LEGOLAS.23 Among other information, the
website shows the number of articles per year, the number of citations per year,
the number of self-citations per year, unique collaborations per year and NIH
grants per year as bar charts that are color-coded according to, e.g., author role
(first, solo, middle or last author). Scholia uses WDQS for LEGOLAS-like plots.
Figure 2 displays one such example for the number of published items as a func-
tion of year of publication on an author aspect page, where the components of
the bars are color-coded according to author role.

For the organization aspect, Scholia uses the employer and affiliated Wiki-
data properties to identify associated authors, and combines this with the author
query for works. Scholia formulates SPARQL queries with property paths to
identify suborganizations of the queried organization, such that authors affiliated
with a suborganization are associated with the queried organization. Figure 3
shows a corresponding bar chart, again inspired by the LEGOLAS style. Here,
the Cognitive Systems section at the Technical University of Denmark is dis-
played with the organization aspect. It combines work and author data. The
bar chart uses the P1104 (number of pages) Wikidata property together with a
normalization based on the number of authors on each of the work items. The

22 https://wiki.blazegraph.com/wiki/index.php/RDF GAS API.
23 http://abel.lis.illinois.edu/legolas/.

https://wiki.blazegraph.com/wiki/index.php/RDF_GAS_API
http://abel.lis.illinois.edu/legolas/
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Fig. 2. Screenshot of Scholia Web page with the number of papers published per year
for Finn Årup Nielsen: https://tools.wmflabs.org/scholia/author/Q20980928. Inspired
by LEGOLAS. Colors indicate author role: first, middle, last or solo author. (Color
figure online)

Fig. 3. Scholia screenshot with page production for a research section (Cognitive Sys-
tems at the Technical University of Denmark), where the number of pages per paper
has been normalized by the number of authors. The bars are color-coded according to
author. The plot is heavily biased, as only a very limited subset of papers from the
section is available in Wikidata, and the property for the number of pages is set for
only a subset of these papers. From https://tools.wmflabs.org/scholia/organization/
Q24283660. (Color figure online)

https://tools.wmflabs.org/scholia/author/Q20980928
https://tools.wmflabs.org/scholia/organization/Q24283660
https://tools.wmflabs.org/scholia/organization/Q24283660


Scholia, Scientometrics and Wikidata 247

bars are color-coded according to individual authors associated with the organi-
zation. In this case, the plot is heavily biased, as only a very limited subset of
publications from the organization is currently present in Wikidata, and even the
available publications may not have the P1104 property set. Other panels shown
in the organization aspect are a co-author graph, a list of recent publications
formatted in a table, a bubble chart with most cited papers with affiliated first
author and a bar chart with co-author-normalized citations per year. This last
panel counts the number of citations to each work and divides it by the number
of authors on the cited work, then groups the publications according to year and
color-codes the bars according to author.

Fig. 4. Screenshot from Scholia’s publisher aspect with number of publications versus
number of citations for works published by BioMed Central. The upper right point
with many citations and many published works is the journal Genome Biology. From
https://tools.wmflabs.org/scholia/publisher/Q463494.

For the publisher aspect, Scholia queries all items where the P123 property
(publisher) has been set. With these items at hand, Scholia can create lists
of venues (journals or proceedings) ordered according to the number of works
(papers) published in each of them, as well as lists of works ordered according
to citations. Figure 4 shows an example of a panel on the publisher aspect page
with a scatter plot detailing journals from BioMed Central. The position of each
journal in the plot reveals impact factor-like information.

https://tools.wmflabs.org/scholia/publisher/Q463494
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Listing 1. SPARQL query on the work aspect page for claims supported by a work,
— in this case Q22253877 [1].

SELECT ?item ?itemLabel ?property ?propertyLabel

?value ?valueLabel

WITH {

SELECT distinct ?item ?property ?value

WHERE {

?item ?p ?statement .

?property wikibase:claim ?p .

?statement ?a ?value .

?item ?b ?value .

?statement prov:wasDerivedFrom/

<http :// www.wikidata.org/prop/reference/P248 >

wd:Q22253877 .

}

} AS %result

WHERE {

INCLUDE %result

SERVICE wikibase:label {

bd:serviceParam wikibase:language

"en,da,de,es,fr,it,jp,nl,no,ru,sv ,zh" . }

}

ORDER BY DESC(? itemLabel)

For the work aspect, Scholia lists citations and produces a partial citation
graph. Figure 5 shows a screenshot of the citation graph panel from the work
aspect for a specific article [3]. For this aspect, we also formulate a special query
to return a table with a list of Wikidata items where the given work is used
as a source for claims. An example query for a specific work is shown with
Listing 1. From the query results, it can be seen, for instance, that the article
A novel family of mammalian taste receptors [1] supports a claim about Taste
2 receptor member 16 (Q7669366) being present in the cell component (P681)
integral component of membrane (Q14327652). For the topic aspect, Scholia uses
a property path SPARQL query to identify subtopics.

For a given item where the aspect is not known in advance, Scholia tries to
guess the relevant aspect by looking at the instance of property. The Scholia
Web service uses that guess for redirecting, so for instance, /scholia/Q8219 will
redirect to /scholia/author/Q8219, the author aspect for the psychologist Uta
Frith. This is achieved by first making a server site query to establish that Uta
Frith is a human and then using that information to choose the author aspect
as the most relevant aspect to show information about Uta Frith.

We have implemented a few aspects that are able to display information
from two or more specified Wikidata items. For instance, /scholia/organiza-
tions/Q1269766,Q193196 displays information from University College London
and Technical University of Denmark. One panel lists coauthorships between



Scholia, Scientometrics and Wikidata 249

Fig. 5. Screenshot of part of a Scholia Web page at https://tools.wmflabs.org/scholia/
work/Q21143764 with the partial citation graph panel of the work aspect for Johan
Bollen’s article from 2009 [3].

authors affiliated with the two organizations. Another panel shows a “Works per
year” plot for the specified organizations, see Fig. 6. Likewise, an address such
as /scholia/authors/Q20980928,Q24290415,Q24390693,Q26720269 displays pan-
els for 4 different authors. With the graph queries in BlazeGraph, Scholia shows
co-author paths between multiple authors in a graph plot. Figure 7 shows the
co-author path between Paul Erdős and Natalie Portman, which can give an
estimate of Portman’s Erdős-number (i.e., the number of coauthorships between
a given author and Erdős).

A few redirects for external identifiers are also implemented. For instance,
with Uta Frith’s Twitter name ‘utafrith’, /scholia/twitter/utafrith will redirect
to /scholia/Q8219, which in turn will redirect to /scholia/author/Q8219. Scholia
implements similar functionality for DOI, ORCID, GitHub user identifier as well
as for the InChIKey [8] and CAS chemical identifiers.

For the index page for the award aspect, we have an aggregated plot for all
science awards with respect to gender, see Fig. 8. The plot gives an overview of
awards predominantly given to men (awards close to the x-axis) or predominantly
given to women (awards close to the y-axis).

https://tools.wmflabs.org/scholia/work/Q21143764
https://tools.wmflabs.org/scholia/work/Q21143764
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Fig. 6. Screenshot of panel with “Works per year” on Scholia aspect for multiple orga-
nizations, here the two European universities University College London and the Tech-
nical University of Denmark.

Fig. 7. A co-author path between Paul Erdős and Natalie Portman (Natalie Hershlag)
on the page for multiple authors https://tools.wmflabs.org/scholia/authors/Q37876,
Q173746.

https://tools.wmflabs.org/scholia/authors/Q37876,Q173746
https://tools.wmflabs.org/scholia/authors/Q37876,Q173746


Scholia, Scientometrics and Wikidata 251

Fig. 8. Aggregation on science awards with respect to gender from the award aspect
index page at https://tools.wmflabs.org/scholia/award/ with number of male recipients
on the x-axis and number of female recipients on the y-axis.

4 Using Wikidata as a Bibliographic Resource

As a command-line tool, Scholia provides a prototype tool that uses Wikidata
and its bibliographic data in a LATEX and BibTEX environment. The current
implementation looks up citations in the LATEX-generated .aux file and queries
Wikidata’s MediaWiki API to get cited Wikidata items. The retrieved items are
formatted and written to a .bib that bibtex can use to format the bibliographic
items for inclusion in the LATEX document. The workflow for a LATEX document
with the filename example.tex is

latex example

python -m scholia.tex write -bib -from -aux example.aux

bibtex example

latex example

latex example

https://tools.wmflabs.org/scholia/award/
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Here, the example document could read
\documentclass{article}

\usepackage[utf8]{ inputenc}

\begin{document}

\cite{Q18507561}

\bibliographystyle{plain}

\bibliography{example}

\end{document}

In this case, the \cite command cites Q18507561 (Wikidata: a free collab-
orative knowledgebase [36]). A DOI can also be used in the \cite command:
instead of writing \cite{Q18507561}, one may write \cite{10.1145/2629489}
to get the same citation. Scholia matches on the “10.” DOI prefix and makes a
SPARQL query to get the relevant Wikidata item.

The scheme presented above can take advantage of the many available style
files of BibTEX to format the bibliographic items in the various ways requested
by publishers. We have used Scholia for reference management in this paper.
This means that all cited papers in this paper are entered in Wikidata.

There are various issues with the translation. Though planned to support
UTF-8 encoding at least since 2003 [26], as of 2017, BibTEX does not support
UTF-8 completely. The problem results in wrong sorting of the bibliographic
items as well as wrong extraction of the surname, e.g., “Finn Årup Nielsen” gets
extracted as “Årup Nielsen, Finn” instead of “Nielsen, Finn Årup” and sorted
among the last items in the bibliography rather than under “N”. A workaround
could convert UTF-8 encoded characters to LATEX escapes. A small translation
table can handle accented characters, but miss, e.g., non-ASCII non-accented
characters like ø, æ, å, ð and Ð. The combination of Biblatex/Biber can handle
UTF-8, but required style files might not be available. The current Scholia imple-
mentation has a very small translation table to handle a couple of non-ASCII
UTF-8 characters that occur in names.

5 Discussion

WDQS and Scholia can provide many different scientometrics views of the data
available in Wikidata. The bibliographic data in Wikidata are still quite limited,
but the number of scientometrically relevant items will likely continue to grow
considerably in the coming months and years.

The continued growth of science data on Wikidata can have negative impact
on Scholia, making the on-the-fly queries too resource demanding. In the current
version, there are already a few queries that run into WDQS’s time out, e.g.,
it happens for the view of co-author-normalized citations per year for Harvard
University. If this becomes a general problem, we will need to redefine the queries.
Indeed, the WDQS time out will be a general problem if we want to perform
large-scale scientometrics studies. An alternative to using live queries would be
to use dumps, which are available in several formats on a weekly basis, with
daily increments in between.24 The problem is not a limitation of SPARQL,
24 https://www.wikidata.org/wiki/Wikidata:Database download.

https://www.wikidata.org/wiki/Wikidata:Database_download
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but a limitation set by the server resources. Some queries may be optimized,
especially around the item labeling.

Working with Scholia has made us aware of several issues. Some of these
are minor limitations in the Wikidata and WDQS systems. The Wikidata label
length is limited to 250 characters, whereas the ‘monolingual text’ datatype used
for the ‘title’ property (P1476) is limited to 400 characters. There are scholarly
articles with titles longer than those limits.

Wikidata fields cannot directly handle subscripts and superscripts, which
commonly appear in titles of articles about chemical compounds, elementary
particles or mathematical formulas. Other formatting in titles cannot directly
be handled in Wikidata’s title property,25 and recording a date such as “Summer
2011” is difficult.

Title and names of items can change. Authors can change name, e.g. due to
marriage, and journals can change titles, e.g. due to a change of scope or transfer
of ownership. For instance, the Journal of the Association for Information Sci-
ence and Technology has changed name several times over the years.26 Wikidata
can handle multiple titles in a single Wikidata item and with qualifiers describe
the dates of changes in title. For scientometrics, this ability is an advantage in
principle, but multiple titles can make it cumbersome to handle when Wikidata
is used as a bibliographic resource in document preparation, particularly for
articles published near the time when the journal changed its name. One way to
alleviate this problem would be to split the journal’s Wikidata item into several,
but this is not current practice.

In Wikidata, papers are usually not described to be affiliated with organi-
zations. Scholia’s ability to make statistics on scientific articles published by an
organization is facilitated by the fact that items about scientific articles can
link to items about authors, which can link to items about organizations. It
is possible to link scientific articles to organization directly by using Wikidata
qualifiers in connection with the author property. However, this scheme is cur-
rently in limited use. This scarcity of direct affiliation annotation on Wikidata
items about articles means that scientometrics on the organizational level are
unlikely to be precise at present. In the current version, Scholia even ignores
any temporal qualifier for the affiliation and employer property, meaning that
a researcher moving between several organization gets his/her articles counted
under multiple organizations.

25 By way of an example, consider the article “A library of 7TM receptor C-terminal
tails. Interactions with the proposed post-endocytic sorting proteins ERM-binding
phosphoprotein 50 (EBP50), N-ethylmaleimide-sensitive factor (NSF), sorting nexin
1 (SNX1), and G protein-coupled receptor-associated sorting protein (GASP)”,
another article with the title “Cerebral 5-HT2A receptor binding is increased in
patients with Tourette’s syndrome”, where “2A” is subscripted, and “User’s Guide
to the amsrefs Package”, where the “amsrefs” is set in monospaced font.

26 http://onlinelibrary.wiley.com/journal/10.1002/(ISSN)2330-1643/issues records
these former titles: Journal of the American Society for Information Science and
Technology, Journal of the American Society for Information Science, and American
Documentation.

http://onlinelibrary.wiley.com/journal/10.1002/(ISSN)2330-1643/issues


254 F.Å. Nielsen et al.

Data modeling on Wikidata gives rise to reflections on what precisely a “pub-
lisher” and a “work” is. A user can set the publisher Wikidata property of a
work to a corporate group, a subsidiary or possibly an imprint. For instance,
how should we handle Springer Nature, BioMed Central and Humana Press?

Functional Requirements for Bibliographic Records (FRBR) [12] suggests a
scheme for works, expressions, manifestations and “items”. In Wikipedia, most
items are described on the work level as opposed to the manifestation level (e.g.,
book edition), while citations should usually go to the manifestation level. How
should one deal with scientific articles that have slightly different “manifesta-
tions”, such as preprint, electronic journal edition, paper edition and postprint,
or editorials that were co-published in multiple journals with identical texts? An
electronic and a paper edition may differ in their dates of publication, but oth-
erwise have the same bibliographic data, while a preprint and its journal edition
usually have different identifiers and may also differ in content. From a sciento-
metrics point of view, these difference in manifestation may not matter in some
cases, but could be the focus of others. Splitting a scientific article as a work
(in the FRBR sense) over multiple Wikidata items seems only to complicate
matters.

The initial idea for Scholia was to create a researcher profile based on Wiki-
data data with list of publications, picture and CV-like information. The inspi-
ration came from a blog post by Lambert Heller: What will the scholarly profile
page of the future look like? Provision of metadata is enabling experimentation.27

In this blog post, he discussed the different features of several scholarly Web
services: ORCID, ResearchGate, Mendeley, Pure, VIVO, Google Scholar and
ImpactStory. In Table 5, we have set up a table listing Heller’s features for the
Wikidata–Scholia combination. Wikidata–Scholia performs well in most aspects,
but in the current version, Scholia has no backend for storing user data, and user
features such as forum, Q&A and followers are not available.

Beyond the features listed by Heller, which features set Wikidata–Scholia
apart from other scholarly Web services? The collaborative nature of Wikidata
means that Wikidata users can create items for authors that do not have an
account on Wikidata. In most other systems, the researcher as a user of the
system has control over his/her scholarly profile and other researchers/users
cannot make amendment or corrections. Likewise, when one user changes an
existing item, this change will be reflected in subsequent live queries of that
item, and it may still be in future dumps if not reverted or otherwise modified
before the dump creation.

With WDQS queries, Scholia can combine data from different types of items
in Wikidata in a way that is not usually possible with other scholarly profile
Web services. For instance, Scholia generates lists of publications for an orga-
nization by combining items for works and authors and can show co-author
graphs restricted by affiliation. Similarly, the co-author graph can be restricted
to authors publishing works annotated with a specific main theme. Authors

27 http://blogs.lse.ac.uk/impactofsocialsciences/2015/07/16/scholarly-profile-of-
the-future/.

http://blogs.lse.ac.uk/impactofsocialsciences/2015/07/16/scholarly-profile-of-the-future/
http://blogs.lse.ac.uk/impactofsocialsciences/2015/07/16/scholarly-profile-of-the-future/
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Table 5. Overview of Wikidata and Scholia features in terms of a scholarly profile.
Directly inspired by a blog post by Lambert Heller (see text).

Feature Description

Business model Y Community donations and funding from

foundations to Wikimedia Foundation and

affiliated chapters

Portrait picture Y The P18 property can record Wikimedia

Commons images related to a researcher

Alternative names Y Aliases for all items, not just researchers

IDs/profiles in other systems Y Numerous links to external identifiers:

ORCID, Scopus, Google Scholar, etc.

Papers and similar Y Papers and books are individual Wikidata

items

Uncommon research products Y For instance, software can be associated

with a developer

Grants, third party funding (N) Currently no property for grant holders

and probably no individual grants in

Wikidata. The sponsor property can be

used to indicate the funding of a paper

Current institution Y Affiliation and employer can be recorded

in Wikidata

Former employers, education Y Education, academic degree can be

specified, and former employers can be set

by way of qualifiers

Self-assigned keywords (Y) The main theme of a work can be

specified, interests or field of work can be

set for a person. The values must be items

in Wikidata. Users can create items

Concepts from controlled vocabulary Y See above

Social graph of followers/friends N There are no user accounts on the current

version of Scholia

Social graph of co-authors Y

Citation/attention metadata from

platform itself

Y Citations between scientific articles are

recorded with a property that can be used

to count citations. Citation/reference

between Wikidata items

Citation/attention metadata from other

source

(N) Deep links to other citation resources like

Google Scholar and Scopus

Comprehensive search to match/include

papers

(N) Several tools like Magnus Manske’s Source

MetaData that look up bibliographic

metadata based on DOI, PMID or PMCID

Forums, Q&A etc N

Deposit own papers (Y) Appropriately licensed papers can be

uploaded to Wikimedia Commons or

Wikisource

Research administration tools N

Reuse of data from outside of the service Y API, WDQS, XML dump, third-party

services
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are typically annotated with gender in Wikidata, so Scholia can show gender
color-coding of co-author graphs. On the topic aspect page, the Scholia panel
that shows the most cited works that are cited from works around the topic
can point to an important paper for a topic – even if the paper has not been
annotated with the topic – by combining the citations data and topic annota-
tion. References for claims are an important part of Wikidata and also singles
Wikidata out among other scholarly profile Web service, and it acts as an extra
scientometrics dimension. The current version of Scholia has only a few panels
where the query uses references, e.g., the “Supports the following statement(s)”
on the work aspect page, but it is possible to extend the use of this scientometrics
dimension.
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Abstract. The RDF Stream Processing (RSP) is gaining momen-
tum. The RDF stream data model is progressively adopted and many
SPARQL extensions for continuous querying are converging to a unified
RSP query language. However, the RSP community still has to investi-
gate when transforming data streams in RDF streams pays off. In this
paper, we report on several experiments on a revolutionized version of our
Streaming Linked Data framework (namely, SLD Revolution). SLD Rev-
olution (i) operates on time-stamped generic data items (events, tuples,
trees and graphs), and (ii) it applies a lazy-transformation approach, i.e.
it processes data according to their nature as long as possible. SLD Rev-
olution results to be a cheaper (it uses less memory and has a smaller
CPU load), faster (it reaches higher maximum input throughput), yet
more accurate (it provides a smaller error rate in the results) solution
than its ancestor SLD.

1 Introduction

RDF Stream Processing (RSP) is gaining momentum. The RSP W3C community
group1 has just reached 100 members. It is actively working on a report that
will present the RDF Stream data model, the possible RDF Stream serializations
and the syntax and semantics of the RSP-QL query language.

We started using RSP in 2011, when we won the Semantic Web Challenge
with Bottari [1]. A key ingredient of our solution was the Streaming Linked
Data framework [2] (SLD). SLD is a middleware that extends RSP engines with
adapters, decorators and publishers. All these components observe and push
RDF streams to a central RDF stream bus. The adapters are able to ingest
any kind of external data, transforming them into RDF streams modeled as
time-stamped RDF Graphs and push them to the bus. A network of C-SPARQL
queries [3] analyzes the RDF streams in the bus, elaborate them, and push
the results to other internal streams. Decorators can semantically enrich RDF
streams using user defined functions (e.g., in Bottari to add the opinion that a
social media user expresses about a given named entity in a micro-post). Pub-
lishers push data to the bus encoded in the Streaming Linked Data format [4].

1 https://www.w3.org/community/rsp/.

c© Springer International Publishing AG 2017
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SLD it is currently a key component of Fluxedo2, i.e. a commercial solution
for monitoring topics on social media. A typical deployment of SLD in Fluxedo
processes in real-time thousands of micro-posts per minute on a 50 e /month
machine in the cloud (8 GB of RAM and 4 cores), providing semantic analysis
and sophisticated visualizations.

In five years of SLD usage, we learned that using RDF streams is valuable
when (i) data are naturally represented as graphs, i.e. micro-posts in the larger
social graph, and when (ii) the availability of popular vocabularies makes easy
writing adapters that semantically annotate the incoming data, e.g. we wrote
adapters that annotated streams from the major social networks using SIOC [5].

However, we have also found out several weaknesses of the approach:

– RDF streams cannot be found in the wild, yet. JSON is largely used in prac-
tice (e.g., Twitter Streaming APIs3 and W3C activity stream 2.0 working
draft4).

– The results of C-SPARQL queries are often relational and forcing them into an
RDF streams is not natural, i.e., a user would naturally use the REGISTER
QUERY ... AS SELECT ... form instead of REGISTER STREAM ... AS
CONSTRUCT ... one. It takes three triples to state how many times a hashtag
appears in the micro-posts observed in 1 min, while the tuple 〈timestamp,
hashtag, count〉 is more succinct.

– It is harder to express some computation using C-SPARQL over RDF streams
and graphs than writing a path expression over JSON; or writing an SQL
query over relations; or writing an EPL statement over events.

– SLD builds on the C-SPARQL engine and, thus, shares with it some short-
comings, i.e. it gives incorrect answers when it is overloaded engine [6,7].

In this paper, we challenge the hypothesis that RDF streams should play such
a central role in SLD. We investigate if (i) using time-stamped generic data items
(instead of focusing only time-stamped RDF graphs) and (ii) processing them
according to their event-, tuple-, tree- and graph-based nature, offer the opportu-
nity to engineer a cheaper (uses less memory and CPU), faster (it reaches higher
maximum input throughput) yet more accurate (i.t. with a smaller error in the
results) version of SLD that we called SLD Revolution. We bring experimental
evidence that supports the design decision of revolutionizing SLD in those two
directions. Using our experience on social media monitoring, we design a set of
experiments to evaluate our hypothesis: we chose the expected maximum rate
of micro-posts per minute and the machine to deal with the worst-case scenario;
by reducing the available memory and processor time requirement we push the
overload status to an higher input rate.

The remainder of the paper is organized as follows. Section 2 introduces the
state-of-the-art in stream processing with a focus on RSP. Section 3 presents SLD
Revolution and its new processing model. Sections 4 and 5, respectively, describe
2 http://www.fluxedo.com/.
3 https://dev.twitter.com/streaming/overview.
4 http://www.w3.org/TR/activitystreams-core/.

http://www.fluxedo.com/
https://dev.twitter.com/streaming/overview
http://www.w3.org/TR/activitystreams-core/
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the settings and the results of the experiments we run. Finally, in Sect. 6, we
conclude and present our future work.

2 State of the Art

Data model. RSP extends the RDF data model and the SPARQL query model
in order to take into account the streaming nature of the data.

A relational data stream [9] S is defined as an unbounded sequence of
time-stamped data items (di, ti): S = (d1, t1), (d2, t2), . . . , (dn, tn), . . . , where
di is a relation and ti ∈ N the associated time instant. Different approaches
constrain ti so that it holds either ti ≤ ti+1, i.e. stream items are in a non-
decreasing time order, or ti < ti+1, i.e. stream items are in strictly increasing
time order.

An RDF Stream is defined in the same way, but di is either an RDF
statement (as done in most of the RSP approaches [3,10–12]) or an RDF graph
(as done in SLD [2] and proposed by the RSP W3C community). An RDF
statement is a triple (s, p, o) ∈ (I ∪ B) × (I) × (I ∪ B ∪ L), where I is the set of
IRIs, B is the set of blank nodes and L is the set of literals. An RDF graph is a
set of RDF statements.

Processing Model. Also the processing model of RSP [3,10,11] inherits
from the work done in the database community. In particular, it is inspired by
the CQL stream processing model (proposed by the DB group of the Stanford
University [8]) which defines three classes of operators (Fig. 1.a):

– stream-to-relation operators are able to transform streams in relations.
Since a stream is a potentially infinite bag of time-stamped data items, those
operators extract finite bags of data enabling query answering. One of the
most studied operator of this class is the sliding window that chunks the
incoming streams into portions of length ω and slides of a length β

– relation-to-relation operators transform relations in other relations. Rela-
tional algebraic expressions are a well-known cases of this class of operators.

– relation-to-stream operators are optional and allow to output the results
as a part of a stream. Alternatively, a time-varying relation is provided.

Figure 1.b presents the CQL model adapted to the RSP case. The stream and
the relation concepts are mapped to RDF streams and to set of mappings (using

)b()a(

Fig. 1. The CQL model, cf. [8], and its adaptation for RDF stream processing
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the SPARQL algebra terminology), respectively. To highlight the similarity of
the RSP operators [12] to the CQL ones, similar names are used: S2R, R2R
and R2S to indicate the operators respectively analogous to stream-to-relation,
relation-to-relation and relation-to-stream operators.

RSP Middlewares. In order to ease the task of deploying the RSP Engine
in real-world applications, three middleware were designed: the Linked Stream
Middleware [13], a semantically enabled service architecture for mashups over
streaming and stored data [14] and our SLD [2].

The three approaches fulfill similar requirements for the end user. They offer
extensible means for real-time data collection, for publishing and querying col-
lected information as Linked Data, and for visualizing data and query results.
They differ in the approach. Our SLD and the Linked Stream Middleware take
both a data driven approach, but they address in a different way the non-
functional requirements; while SLD is an in-memory solution for stream process-
ing of RDF streams with limited support for static information, the Linked
Stream Middleware is a cloud-based infrastructure to integrate time-dependent
data with other Linked Data sources. The middleware described in [14], instead,
takes a service oriented approach, thus it also includes service discovery and
service composition among its features.

Fig. 2. The architecture of the streaming linked data framework [2].

Figure 2 illustrates the architecture of SLD that offers: (i) a set of adapters
that transforms heterogeneous data streams in RDF streams attaching to each
received element a time-stamp that identifies the ingestion time (e.g., a stream
of micro-posts in JSON as an RDF stream using the SIOC vocabulary [5] or
a stream of weather sensor observations in XML using the Semantic Sensor
Network vocabulary [15]); (ii) a publish/subscribe bus to internally manage RDF
streams, (iii) some facilities to record and replay RDF streams; (iv) a set of
user defined components to decorate an RDF stream (e.g., adding sentiment
annotations to micro-posts); (v) a wrapper for the C-SPARQL Engine [3] that
allows to create networks of C-SPARQL queries, and (vi) a linked data server
to publish results following the Streaming Linked Data Format [4].

3 SLD Revolution and Its Processing Model

SLD Revolution adopts generic programming [16] where continuous processing
operators are expressed in terms of types to-be-specified-later. This idea - which
was pioneered in [17] - can be adapted to stream processing by choosing to
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model the element di in the stream S as time-stamped generic data items that
are instantiated when needed for specific types provided as parameters.

Figure 3 illustrates the SLD Revolution processing model. The stream and
the relation concepts of CQL are mapped to generic data streams S〈T 〉 and
to instantaneous generic data items I〈T 〉.

Generic
streams

<T >

Generic
instantaneous

<T >

Fig. 3. The processing model of the SLD revolution framework.

In line with CQL and RSP-QL, SLD Revolution proposes three classes of
operators:

– The stream-to-instantaneous S2I 〈T 〉 operators transform the infinite
generic data stream S〈T 〉 in to a finite bag of instantaneous generic
data items I〈T 〉.

– The instantaneous-to-instantaneous I2I 〈T , T ′〉 operators transform
instantaneous generic data items I〈T 〉 into other instantaneous
generic data items I〈T ′〉, where T and T ′ can be of the same type or
of different types. For instance, a C-SPARQL query of the type REGISTER
QUERY ... AS SELECT ... takes in input time-stamped RDF graphs and
generates as output time-stamped relations.

– The instantaneous-to-stream I2S 〈T 〉 operators transform instanta-
neous generic data items I〈T 〉 into a generic data stream S〈T 〉.

Generic Stream Bus 

Recorder Re-player Processor Decorator 

Receiver Translator Stream Stream 

H
TT

P

H
TT

P

     Source                                                        Streaming Linked Data Revolution Server                                                          Sink 

Fig. 4. The architecture of the SLD revolution framework. In gray the components
that were redesign to adopt the generic programming approach.

SLD Revolution generalizes SLD architecture (cf. Fig. 4 with Fig. 2). The
Generic Stream Bus replace of the RDF stream bus. The receivers replace the
adapters. As the adapters they allow to ingest external data streams, but they
no longer transform the received events in time-stamped RDF graphs. Data
items remain in their original form, only the ingestion time is added, postponing
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the transformation to the moment when it is required (we name this approach
lazy transformation). The processors substitute the C-SPARQL-based analyz-
ers. The C-SPARQL engine remains as one of the possible processors, but SLD
Revolution can be extended with any continuous processing engine. The cur-
rent implementation includes the Complex Event Processor Esper, the SPARQL
Engine Jena-ARQ that operates on time-stamped RDF graphs one at a time,
and a custom JSON path expression evaluation engine built on gson (https://
github.com/google/gson). Translators generalize publishers, which are specific
for the Streaming Linked Data format [4], allowing SLD Revolution to output
in alternative formats.

4 Experimental Settings

In this Section, we present the experimental settings of this work. As domain we
chose Social Network analysis as done by the Linked Data Benchmark Council
(LDBC) in the SNBench5. We first explain the type of data we used for our
experiments. Then, we explain how the data were sent to SLD and SLD Revolu-
tion. We describe the two continuous processing pipelines that we registered in
SLD and in SLD Revolution. Finally, we state which key performance indicators
(KPIs) we measure and how.

Input Data. SLD and SLD Revolution receive information in the same way,
they both connect to a web socket server and handle JSON-LD files.

1 {"@context": { ... }, "@type": "Collection", "totalItems": 1,
2 "prov:wasAssociatedWith": "sr:Twitter",
3 "items":[{
4 "@type":"Post",
5 "published":"2016 -04 -26 T15 :40:03.054+02:00",
6 "actor":{"@type":"Account", "@id":"user:1", "sioc:name":"

@streamreasoning"},
7 "object":{
8 "@type":"Content", "@id":"post:2", "alias":"http :// .../2",
9 "prov:wasAssociatedWith":"sr:Twitter",

10 "sioc:content":"You ARE the #socialmedia!",
11 "dct:language":"en",
12 "tag":[{ "@type":"Tag", "@id":"tag:3", "displayName":"socialmedia"}]}
13 }]}

Listing 1. JSON representation of a Twitter micro-post. Due to the lack of space
we omitted the context declaration that contains the namespace.

In Listing 1, we propose a JSON-LD serialization of the Activity Stream rep-
resentation of a tweet as it was injected during the experiments in both systems.
The JSON-LD representation of an Activity Stream is a Collection (specified by
@type property) composed by one or more social media items. The Collection
is described with two properties, i.e., totalItems and prov:wasAssociatedWith,
which tell respectively the number of items and the provenance of the items.
The collection in the example contains a Post created on 2016-04-26 (published
property) by an actor (Line 6) that produce the object (Lines 7-13). The Actor

5 http://www.ldbcouncil.org/benchmarks/snb.

https://github.com/google/gson
https://github.com/google/gson
http://www.ldbcouncil.org/benchmarks/snb
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has a unique identifier @id, a displayName, a sioc:name and a alias. The Object
has a sioc:content, a dct:language, zero or more tags, and optionally a url and a
to to represent, respectively, links to web pages and mentions of other actors.

1 <post:2> a sma:Tweet ;
2 dcterms:created "2016 -04 -26 T15 :40:03.054+02:00"^^xsd:dateTime ;
3 dcterms:language "en"^^xsd:string ;
4 sioc:content "You ARE the #socialmedia!"^^xsd:string ;
5 sioc:has_container "Twitter"^^xsd:string ;
6 sioc:has_creator <user:1> ;
7 sioc:id "2"^^xsd:string ;
8 sioc:link "http :// .../status/2"^^xsd:string ;
9 sioc:topic <tag:3> .

10 <tag:3> a sioct:Tag ;
11 rdfs:label "socialmedia"^^xsd:string .
12 <user:1> a sioc:UserAccount ;
13 sioc:account_of "StreamReasoning"^^xsd:string ;
14 sioc:creator_of <post:2> ;
15 sioc:id "1"^^xsd:string ;
16 sioc:name "@streamreasoning"^^xsd:string .

Listing 2. RDF N3 representation of a Twitter micro-post

Listing 2 shows the RDF produced by the SLD adapter in transforming the
JSON-LD in Listing 1. The translation operation exploits well known vocabu-
laries, in particular sioc to represent the online community information, prov to
track the provenance of an item and dcterms to represents information about
the object.

Sending data. A test consists of sending a constant amount of synthetic
data using the JSON-LD serialization presented in Listing 1. The data is sent
in chunks three times per minute (i.e. at the 10th, the 30th and the 50th seconds
of the minute). Each chunk contains the same amount of posts. We tested the
configuration for different rates: 1500 posts per minute (i.e., three chunks of 500
posts), 3000 posts per minute, 6000 posts per minute, 9000 posts per minute,
12000 posts per minute and 18000 posts per minute.

The rates and and the input methodology were chosen based on our experi-
ences on social monitoring (see Sect. 1). They test a normal situation for SLD
(1500 and 3000 posts per minutes) as well as situations that we know to overload
SLD (more than 6000 posts per minute).

Pipelines. We tested SLD and SLD revolution with different pipelines:

– the area chart pipeline computes the number of tweets observed over time.
It uses a 15 min long window that slides every minute. The results can be
continuously computed (i) using a generic sliding window operator, which
works looking only to the time-stamps of the data items in the generic stream,
and (ii) accessing with a path expression the totalItems property in the JSON-
LD file, i.e., the number of items in the collection.

– the bar chart pipeline counts how often hashtags appear in the tweets received
in the last 15 min. As the area chart pipeline, the window slides every minute.
In this second pipeline, RDF streams are adequate and it is convenient to
write a C-SPARQL query that counts the number of times each hashtag
appears.
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The two pipelines are coded in SLD and SLD Revolution in two different
ways. SLD performs the transformations of JSON-LD in RDF by default, on
all the input data, independently from the task to perform. SLD Revolution
keeps the data in its original format as much as possible, i.e., it performs lazy
transformations.

Fig. 5. SLD pipeline

SLD Pipelines. Figure 5 presents the two pipelines in SLD. The input data
are translated in RDF as soon as they enter the pipelines. The computations
for the area chart and for the bar chart (see the part marked with A and B )
are composed by the same type of components and share the new RDF stream
translated by the Adapter.

The pipeline A uses two C-SPARQL queries. The first (see Listing 3) applies
a tumbling window of 1 min6 and counts the tweets.

The second aggregates the results from the first query using a 15 min time
window that slides every minute (see Listing 4).

1 REGISTER STREAM presocialstr AS
2 CONSTRUCT { ?id sma:twitterCount ?twitterC }
3 FROM STREAM <http :// .../socialstr > [RANGE 1m STEP 1m]
4 WHERE { SELECT (uuid() AS ?id) ?twitterC
5 WHERE { SELECT (COUNT (DISTINCT ?mp) AS ?twitterC)
6 WHERE { ?mp a sma:Tweet } } }

Listing 3. C-SPARQL pre-query for the area chart that applies a tumbling window
of 1min and counts the tweets.

1 REGISTER STREAM ac AS
2 CONSTRUCT { ?uid sma:twitterCount ?totTwitter ; sma:created_during ?

unixTimeFrame }
3 FROM STREAM <http :// .../presocialstr > [RANGE 15m STEP 1m]
4 WHERE {
5 SELECT (uuid() AS ?uid) ?unixTimeFrame (SUM(? twitter) AS ?totTwitter)
6 WHERE { ?id sma:twitterCount ?twitter ; sma:created_during ?timeFrame .
7 ?timeFrame a sma:15 mTimeFrame ; sma:inUnixTime ?unixTimeFrame

}
8 GROUP BY ?unixTimeFrame }

Listing 4. C-SPARQL query for the area chart that aggregates the results from
the query in Listing 3 using a 15min time window that slides every minute.

6 A tumbling window is a sliding window that slides for its length.
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It is worth to note that the first query is an important optimization in terms
of memory consumption. It avoids the engine to keep 15 min of tweets to only
count them. In SLD we often use this design pattern, we call this first query a
pre-query.

Pipeline B also exploits this design; it applies a pre-query to reduce the
amount of data and then a query to produce the final result.

It is also worth to note that all the C-SPARQL queries use the form REG-
ISTER STREAM ... AS CONSTRUCT ..., because RDF streams are the only
means of communication between SLD components.

The last components of both pipelines are publishers that make the results
available to external process outside SLD. In this case, the publisher writes JSON
files on disk.

Fig. 6. SLD revolution pipeline

SLD Revolution Pipelines. Figure 6 presents the pipelines in SLD Revo-
lution. As for SLD, the pipeline A is for the area chart, while B is for the bar
chart. The first component is no longer an adapter. The data directly enter SLD
revolution in JSON-LD format. The first query is a generic 1 min long tumbling
window implemented with the EPL statement in Listing 5. FORCE UPDATE and
START EAGER tells the stream processing engine, respectively, to emit also empty
reports and to start processing the window as soon as the query is registered
(i.e., without waiting for the first time-stamped data item to arrive). It is worth
to note that this query exploits the event-based nature of the generic stream
it is observing; it does not inspect the payload of the events, it only uses their
time-stamps.

select * from GenericEvent.win:time_batch (1\,min , "FORCE_UPDATE ,
START_EAGER")

Listing 5. The generic window query in common to both the pipelines in SLD
Revolution

The FORCE UPDATE flow control keyword instructs the view to post an
empty result set to listeners if there is no data to post for an interval. When
using this keyword the irstream keyword should be used in the select clause to
ensure the remove stream is also output. Note that FORCE UPDATE is for
use with listeners to the same statement and not for use with named windows.
Consider output rate limiting instead.
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The START EAGER flow control keyword instructs the view to post empty
result sets even before the first event arrives, starting a time interval at statement
creation time. As when using FORCE UPDATE, the view also posts an empty
result set to listeners if there is no data to post for an interval, however it starts
doing so at time of statement creation rather then at the time of arrival of the
first event.

As explained in Sect. 3, processors are the central components of SLD Revo-
lution. They can listen to one or more generic streams, compute different opera-
tions and push out a generic streams. The type of the input and output streams
can be different. The two pipelines uses different processors (e.g. RDF translator,
windower and SPARQL).

SLD Revolution maintains the data format as long as possible in order to
reduce the overhead of the translations. It can exploit the tree-based nature of
JSON-LD. In pipeline A, it exploits a path expression data to extract totalItems,
i.e., the number of items in each collection, from the time-stamped JSON-LD
items in the generic stream it listens to. It outputs a tuple 〈timeframe,count〉 that
is aggregated every minute over a window of 15 min using an EPL statement.

The Pipeline B of SLD Revolution translate JSON-LD in RDF in order to
extract information about the hashtags. As for the pipeline B of SLD, we use
a pre-query design pattern to reduce the amount of data. A SPARQL proces-
sor applies the SELECT query in Listing 6 to every data-item in the generic
stream it listens to and pushes out a stream of tuples 〈hashtagLabel,count〉. The
relational stream is then aggregated with an esper processor with a 15 min time
window that slides every 1 min (see Listing 7).

1 SELECT ?htlabel (COUNT(DISTINCT (? mpTweet)) AS ?htTweetCount)
2 WHERE { ?mpTweet a sma:Tweet ; sioc:topic ?tweetTopic .
3 ?tweetTopic a sioctypes:Tag ; rdfs:label ?htlabel }
4 GROUP BY ?htlabel
5 ORDER BY desc(? htTweetCount)

Listing 6. SPARQL pre-query for the bar chart

select htlabel , sum(count) as sumHt from HTCountEvent.win:time (15\,min)
group by htlabel output snapshot every 1\,min

Listing 7. EPL query for the bar chart

KPIs. As key performance indicators (KPIs), we measure the resources con-
sumption of the two systems and the correctness of the results. For the resource
consumption we measure every 10 seconds: (i) the CPU load of the system thread
in percent, (ii) the memory consumption of the thread in megabytes and (iii) the
memory consumption of the Java Virtual Machine (JVM). For the correctness,
we compared the computed results with the expected results. Being the input a
constant flows of tweets that only differ for the ID, the area chart is expected
to be flat and the bar chart is expected to count exactly the same number of
hashtags every minute.
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Fig. 7. An overview of the experimental results; larger bubbles means greater % errors.

5 Evaluation Results

Figure 7 offers an overview of the results of the experiments. The full results are
reported at the end of this section in Fig. 10. On the X axis we plot the median
of the CPU load in percent, while on the Y axis we plot the memory allocated
by the engine thread. The size of the bubble maps the median of the error of the
area chart. Bubbles in the lower left corner correspond to the experiment where
we sent 1500 tweets per minute.

Increasing the throughput results in more memory consumption and CPU
load for both systems. However, not SLD Revolution consumes less memory than
SLD and occupies less CPU. Moreover, SLD Revolution presents a linear incre-
ment for both these KPIs, while the resource usage for SLD grows exponentially
with the throughput. Also the error in the results increases with the throughput:
SLD already shows an error greater than 3% in the bar chart at 3000 tweets per
minutes and in the area chart at 9000 tweets per minute; SLD Revolution is
faster - i.e. it reaches higher maximum input throughput - and more accurate –
i.e. it reaches 3% error level only for 18000 tweets per minutes, providing more
precise results than SLD.

Figure 8 presents the recorded time-series for CPU load and memory usage in
both systems. The memory usage graphs contains two different time series. The
blue one represents the memory usage of the system thread, while the orange
one shows the total memory usage for the JVM.

The memory usage of the system thread accounts for all the components and
data in the pipeline. Notably, when the system under testing is not overloaded,
the memory usage is constant over time, while when the system is overloaded
it grows until the system crashes. The total memory usage of the JVM shows,
instead, the typical pattern of the garbage collector that lets the JVM memory
grow before freeing it. Also in this case, when the system it is overloaded, the
garbage collector fails to free the memory.

During the experiments the median of the memory used by SLD spans from
115 MB, when loaded with at 1500 posts/min, to 1.6 GB, when loaded with
18000 posts/min. For SLD Revolution, instead, it spans from 44 MB to 511.5 MB
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Fig. 8. Memory and CPU usage over time

in the same load conditions. The experimental results clearly shows that SLD
Revolution consumes (in average) three times less memory than its ancestor.

The same considerations can be proposed for the CPU load. The median of
the CPU load spans from 2% to 10% for SLD Revolution, while it spans from
10% to 39.5% for SLD. SLD Revolution consumes in average 4 time less CPU
time than SLD. Moreover, offers higher level of stability for both the parameters
in all the experiments. The memory usage and the CPU loads clearly explode
at higher input rate and allow the machine to produce results for a higher load
in input.

The correctness results are summarized in Fig. 9. As explained in Sect. 4, the
percentage of errors is computed by comparing the results for each time interval
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Fig. 9. Area chart and bar chart errors distributions

with the expected ones. The X axis of each plot shows the percentage of error;
it ranges from 0% to 100%. The Y axis is the percentage of results with that
error; it also ranges from 0% to 100%. A bar as tall as the Y axis in the left side
of the graph means that all results where correct. The smaller that bar is and
the greater the number of bars to the right is, the more errors were observed.

In general, the results shows that SLD Revolution is more accurate (the
result error is smaller) than SLD. For the area chart the distribution shows that
SLD Revolution percentage of error is very low when the input throughput is
between 1500 posts/min and 9000 posts/min. When it is higher (i.e., 12000 and
18000 posts/min) also SLD Revolution starts suffering and percentage of errors
starts growing. For SLD, errors are present even at lower input rate, the graph
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13

Fig. 10. The experimental results.

shows that the error distribution starts moving to the right at 6000 posts/min.
Similar consideration can be proposed for the bar chart error distribution. The
degradation of performance of SLD starts a very low rate, a substantial presence
of errors around 7% can be seen with 6000 posts/min in input.

Figures 8 and 9 show the deep correlation between resources usage and errors.
Clearly, a growing input throughput drives the systems to be less reliable. For
both the versions of the SLD framework (SLD Revolution and SLD) the cor-
rectness of the results decreases as soon as the machine is overloaded and the
resources usage starts rising out of control.

6 Conclusions and Future Works

In our future work, we intend: (i) to empirically demonstrate the value of
using SLD Revolution for all our deployments of Fluxedo, and (ii) to investigate
if SLD Revolution can be the target platform for a new generation of Ontol-
ogy Based Data Integration [18] system for Stream Reasoning [19]. This system
could have the potential to tame the velocity and variety dimension of Big Data
simultaneously.

As for the former, we first intend to stress test SLD Revolution using work-
loads that resemble reality. Then, we aim at putting it at work in parallel to
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SLD in real-world deployments. Once we will have collected enough evidence
that SLD Revolution is always cheaper faster yet more accurate than SLD, we
will start using it for all our deployments.

As for the latter, we aim at further investigating the generic processing model
presented in Sect. 3. We are defining an algebra able to capture the semantics of
complex stream processing applications that need to integrate a variety of data
sources. The current sketch of this algebra uses S2I and I2S operators from CQL
[8] but keeping them generic w.r.t. the payloads. It uses SPARQL 1.1 algebra as
I2I operators that take in input graph-based payloads and generate in output
either graph-based or tuple-based payloads. The relational algebra will cover the
I2I transformations of tuple-based payloads. We are studying the application of
R2RML [20] for formulating mappings that works as I2I operators. Indeed,
R2RML allows to write mapping from relational data to RDF; more generally,
I2I operators takes in input tuple-based payloads and output graph-based ones.
We still need to choose an algebra for transforming tree-based payloads.

In our opinion, the grand challenge is how to fit all those formal elements
in a coherent framework that allows a system to automatically decide which is
the latest moment for transforming data (i.e., introducing the concept of lazy
transformation) and to perform optimization such as introducing the pre-query
that we put in all the pipelines illustrated in Sect. 4.

When the work on this formally defined generic stream processing model will
be completed, we will be able to start investigating how to extend mapping lan-
guages like R2RML7 and, potentially, also ontological languages in order to make
them time-aware [21] while keeping the whole computational problem tractable.
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Workshop co-located with ESWC 2017 for their valuable comments. They allowed
us to refine this version of [22] for the ESWC 2017 workshops post-proceedings.
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Abstract. This paper investigates a method based on Conditional Ran-
dom Fields (CRFs) to incorporate sentence structure (syntax and seman-
tics) and context information to identify sentiments of sentences. It also
demonstrates the usefulness of the Rhetorical Structure Theory (RST)
taking into consideration the discourse role of text segments. Thus, this
paper’s aim is to reconsider the effectiveness of CRF and RST meth-
ods in incorporating the contextual information into Sentiment Analysis
systems. Both methods are evaluated on two, different in size and genre
of information sources, the Movie Review Dataset and the Finegrained
Sentiment Dataset (FSD). Finally, we discuss the lessons learned from
these experimental settings w.r.t. addressing the following key research
questions such as whether there is an appropriate type of social media
repository to incorporate contextual information, whether extending the
pool of the selected features could improve context incorporation into SA
systems and which is the best performing feature combination to achieve
such improved performance.

Keywords: HCI · Sentiment analysis · Context · RST · Context-aware
sentiment analysis systems · Movie reviews dataset · FSD collection

1 Introduction

Incorporating context information to improve Sentiment Analysis (SA) is an
emerging research area due to the clear benefits of context-aware applications,
including: the detection of important events in news [14], consumers’ opinions
on products [18], extraction of the sentiment orientation (i.e. positive or nega-
tive) of opinionated text [25], etc. Recently, it has been shown that it can yield
competitive advantages for businesses [3], as extracting sentiment at the fine-
grained level [2,8,9,11,26–28] (e.g. at the sentence- or phrase-level) has received
increasing attention due to its challenging nature [24]. It can be thus inferred
c© Springer International Publishing AG 2017
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that, the performance of context-aware SA systems strongly depends on a num-
ber of predefined parameters during the experimental setting [10,24]. Particular
interest revolves round the SA when it is performed in the domain of movies and
general product reviews [25].

Previous studies have proposed various approaches to increase the robustness
of context-aware SA systems: Understanding the sentiment of sentences allows us
to summarize online opinions which could make informed decisions. Automated
sentiment incorporation has seen great research efforts for many years and has
achieved some promising results [24]. On one hand, different machine learning
techniques, exploit patterns in vector representations of text and lexicon-based
methods [31] account for semantic orientation in individual words, while on
the other hand, some researchers have proposed rule-based (and unsupervised)
methods to improve SA. Still, even though the current insight is that all of the
state-of-the-art algorithms perform well on individual sentences without con-
sidering any context information, their accuracy is dramatically lower on the
document level, due to the fact that they fail to consider context.

Hence, recent studies on context-aware SA have started to consider methods
that provide more control, e.g. [5] uses CRFs to tackle opinion source identifica-
tion as a sequential tagging task, whereas [15] identifies the target of the opinion
with CRF to further incorporate the context information into SA systems. In
addition to this research direction, discourse analysis has also been employed to
adjust prior polarity of terms. Further improvements were reported when a more
sophisticated weighting approach based on RST [20] was introduced.

Therefore, it is time to reconsider the effectiveness of these methods for incor-
porating context information into SA. The contribution of this paper is to present
an approach of combining CRF and RST methods with SA to effectively analyze
context. Particularly, compared to existing algorithms of sentiment analysis both
on sentence and document levels, our proposed approach attempts to improve
SA by taking full advantage of the sentence structure, by using context informa-
tion to capture the relationship among sentences and to improve document-level
SA, by taking into consideration the Internet language word set and emoticons
and finally by extending the pool of the contextual features used with semantic,
syntactic, structural and context-aware RST features. So far, a wide range of fea-
tures has been independently tested by a large number of research teams, mostly
in constrained settings. Table 1 summarizes the main characteristics of some of
the studies performed in this area. There is no clear picture of the impact of
every feature set and there is little evidence regarding how some features behave
with information sources different in size and genre. Thus, there is a need of
systematic studies that compare the most meaningful features under uniform
conditions.

The structure of the paper is as follows: in Sect. 2 we present related work
along with our incorporation method; the experimental settings and the evalu-
ation are described in Sect. 3 in detail. Finally, we report on lessons learned in
Sect. 4 and propose directions for future research in Sect. 5.
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2 Background and Resources

2.1 Relation to Prior Work

An important research direction in context-aware SA is improving the robustness
of SA systems after incorporating context. The state-of-the-art in automated SA
has been reviewed extensively [1,24]. Existing methods rely on sentiment lexi-
cons, which are enumerative lists of sentiment terms that indicate the sentiment
changes. Popular examples include General Inquirer [30], Subjectivity Lexicon
and Subjectivity Sense Annotations and SentiWordNet. Additionally, domain
knowledge plays a key role, since a sentiment term’s linguistic context often
impacts its sentiment charge. Early work on SA used syntactic relations to iden-
tify new sentiment terms, which can be considered as an early form of context
exploitation [12]. Sentiment is often expressed in a subtle manner, which makes
it difficult to identify when processing sentences or paragraphs in isolation. Thus,
context remains an essential ingredient to further improve SA.

On the whole, research in SA can be organized into two broad methods:
Machine Learning and Lexicon-Based. With Machine learning approaches, an
algorithm is trained with sentiment labeled data and the learnt model is used
to classify new documents. This method requires the initial labeled data, which
is typically generated through labor-intensive human annotation. As far as the
Lexicon-based method concerns, the former involves the extraction and aggrega-
tion of terms’ sentiment scores offered by a lexicon (i.e. prior polarities) to make
sentiment prediction. Nevertheless, it is observed that the main strength of the
lexicon-based approaches is at the same time also their weakness. Considering
that the lexicons are predefined, they are unable to adapt to novel or domain
specific forms of expressions. In addition, lexicon-based approaches do not natu-
rally produce the level of confidence during the analysis, which is automatically
provided by machine-learning approaches.

Table 1. Main characteristics of some publicly available datasets. The table reports
the type of data, the level of analysis, the size of the collection, the type of classification
(task) and the features considered. The feature sets are labeled as follows: vocabulary:
unigrams and bigrams (voc), Part-Of-Speech (pos), sentiment words (sw), syntactic
patterns (sp), position (p) and discourse (d).

Work Type of data Level of analysis Size Task Features used

Pang et al. [25] Movie reviews Docs. 1400 pos/neg voc, pos, p

Turney [33] Reviews Docs. 410 pos/neg sp

Pang and Lee [23] Movie reviews Docs. 2000 pos/neg voc, p

Beineke et al. [4] Movie reviews Sents. 2500 Summarization voc, l

Wiebe and Riloff [34] Press articles Sents. 9289 subj/obj pos, sp

Taboada et al. [31] Reviews Docs. 400 pos/neg pos, sw, d

Heerschop et al. [13] Movie reviews Docs. 1000 pos/neg sw, d

Katz et al. [17] Hotel reviews Docs. 30.000 pos/neg voc, pos, sp, p

Katz et al. [17] Movie reviews Docs. 2000 pos/neg voc, pos, sp, p
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2.2 Incorporation Method

Understanding the sentiment of sentences allows us to summarize opinions which
could help people make informed decisions. All of the state-of-the-art algorithms
perform well on individual sentences without considering any context informa-
tion, but their accuracy is dramatically lower on the document level because they
fail to consider context. There are many difficulties due to the special character-
istics and diversity in sentence structure in the way people express their opinions
(e.g. opinions expressed indirectly through comparison etc.). In addition, com-
plicated sentence structure and emoticons make sentiment analysis even more
challenging.

In this work, we do not only consider syntax that may influence the senti-
ment, including newly emerged Internet language, emoticons, positive and nega-
tive words and negation words, but also incorporate information about sentence
structure, like conjunction words and comparisons, the position of positive and
negative words and the context-aware RST features. Therefore, we employ a
CRF [19] model to capture syntactic, semantic and contextual features of sen-
tences and the RST to unfold the rhetorical relations for SA.

Conditional Random Fields(CRF) method :
CRF is well known for sequence labeling tasks [19]. CRFs are a class of dis-
criminative undirected probabilistic graphical model generally applied in pat-
tern recognition and machine learning, where they are specifically designed to
optimize structure prediction. A “generic” classifier predicts a label for a sin-
gle sample without regarding to “neighboring/connected” samples, however a
(linear-chain) CRF can take context into account.

Hence, in the case we want to capture the context information (e.g. neigh-
boring sentences or sentences connected by transition words), the procedure of
sentiment identification becomes a kind of sequence labeling. Particularly, CRFs
provide a probabilistic framework for calculating the probability of Y globally
conditioned on X, where X is a random variable/vector over sequence data to be
labeled, and Y is a random variable/vector over corresponding label sequences.
X and Y could have a natural and/or complicated graph structure.

So far, the CRF model, in its simplest form, has been widely used in the text
labeling domain [22]. CRF examples given in seminal works such as [19] and
[22] assumed linear chain structure as well. A further observation reveals that
there is a one-to-one correspondence between states and labels. Figure 1a gives
a simple visualization of how a CRF model looks like.

Rhetorical Structure method in SA :
Within a natural language text, rhetorical relations that hold between parts of
the text, unfold and are typically used to distinguish important text segments
from less important ones in terms of their contribution to a text’s overall sen-
timent. Within a discourse structure, the former is an important part of what
makes a text coherent. Thus, the analysis of the discourse structure is divided
into two tasks: discourse segmentation and discourse parsing. Discourse segmen-
tation is the task of taking a sequence of word and punctuation tokens as input



CRF to RST: Incorporating Context Information in Sentiment Analysis 287

and identifying boundaries where new discourse units begin. Discourse parsing
is the task of taking a sequence of discourse units and identifying relationships,
such as causality, contrast and specification between them. In our case, the set
of these relationships form a tree. The leaves of the Discourse Tree (DT) rep-
resentation correspond to contiguous atomic text spans, also called Elementary
Discourse Units (EDUs). The adjacent EDUs are connected by a rhetorical rela-
tion (e.g. elaboration), and the resulting larger text spans are recursively also
subject to this relation linking. A span linked by a rhetorical relation can be
either a nucleus or a satellite depending on how central the message is to the
author.

Previous studies on discourse analysis have been quite successful in identi-
fying what machine learning approaches and what features are more useful for
automatic discourse segmentation and parsing [29]. However, one of the reported
downsides of SA guided w.r.t. RST is the high processing time required for ana-
lyzing discourse in natural language text [13]. This problem seems to obstruct
the applicability of such methods in large-scale scenarios.

2.3 Datasets

We evaluate our incorporation method on two types of datasets1 from different
domains and different length: on the Movie Reviews Dataset [23] and on the
FSD collection [32].
Movie Review Dataset: From our point of view, it seems adequate to use the
Movie Review Dataset provided by Pang and Lee that is freely available2. The
fact that many articles in SA discuss this dataset and have used it to vali-
date their own methods and approaches makes it an ideal candidate from the
benchmarking angle. Aligned with this approach, a recent work [7] presents
the DRANZIERA evaluation protocol composed of a multi-domain dataset and
guidelines, which allows both to evaluate opinion mining systems in different
contexts and to compare them to each other and to a number of baselines.
Finegrained Sentiment Dataset (FSD) collection: This dataset contains 294
product reviews from various online sources. The reviews are approximately
balanced with respect to domain (covering books, DVDs, electronics, music and
videogames) and overall review sentiment (positive, negative and neutral). The
main statistics of the collections are reported in Table 2.

We did some preprocessing tasks on the original data, including tokeniza-
tion and sentence splitting, part-of-speech (POS) tagging, lemmatization, NER,
parsing, and coreference resolution based on the Stanford CoreNLP annotation
pipeline framework [21]. A representative example of a sentence after the pre-
processing is presented in ConNLL format in Fig. 1b.

1 For our experimental setting, we randomly split each collection into a training and
a test set of 75% and 25% respectively.

2 http://www.cs.cornell.edu/people/pabo/movie-review-data.

http://www.cs.cornell.edu/people/pabo/movie-review-data
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Table 2. Test collections for experimentation in two-class categorization analysis
problem. The table also includes the number of unigrams and bigrams after
preprocessing.

Datasets Subj./Pos. sent Obj./Neg. sent Unigrams Bigrams

Movie reviews [23] 5000 5000 4948 9103

FSD [32] 923 1320 1275 1996

Fig. 1. (a) Graphical representation of a linear-chain of a simple CRF model [19]. (b)
Part of the movies review dataset sentence “the movie begins in the past where a young
boy named sam attempts to save celebi from a hunter.” in the CoNLL format.

3 Experiments

In this section, we describe our proposed method to explore the optimum size
and type of the data used for context incorporation, the nature of the training
data, the ideal candidates, if possible, for the selection of sentence features and
the best performing features to incorporate new context information using the
feature set we created, presented in Table 3.

3.1 Classification Problem and Experimental Settings

Considering that different subjectivity may generate different or even reversed
sentiments for sentences, we set our experimental procedure as follows: we
assume that the input is a set of m document: {d1, d2, ..., dm} along with
the specified subject: {sub1, sub2, ...subm}. Each di contains ni sentences Si:
{si1 , si2 , ..., sini

}. The output for all documents is that for the jth sentence in the
ith document sij , it will assign a sentiment oij ∈ {P : positive,N : negative}
and a sentiment oij ∈ {S : subjective,O : objective} respectively.
Conditional Random Fields (CRF) provides a probabilistic framework for cal-
culating the probability of label sequences Y globally conditioned on sequences
data X to be labeled.
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Parameters Θ = λk, μl are estimated by maximizing the conditional log-
likelihood function L(Θ) of the training data [19].

P (Y |X) =
1

ZX
exp(

∑

i,k

λkfk(yi−1, yi,X) +
∑

i,l

μlgl(yi,X))

where ZX is the normalization constant.
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−
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.

So far, a wide variety of features has been widely extracted from sentences for
sentiment analysis and can be leveraged through CRF model. In this work, we
use the features listed in Table 3. Particularly, we have used the CRF++ 0.583,
which is an open source tool for implementing the machine learning framework
to build our linear CRF chain, with a one-to-one correspondence between states
and labels. Our aim is to capture the context information (e.g. neighboring
sentences or sentences connected by transition words) among sentences in a
document. The procedure of sentiment incorporation therefore becomes a kind
of sequence labeling. The goal of the model is to give a label to each sentence
corresponding to the sentence sequence.

As far as the RST method concerns, it has been introduced successfully at
the review level [13] and sub-sentence level [36] and has shown its capability of
using discourse relations in the text to compute sentiment values. Specifically,
our approach uses a parser that implements the Rhetorical Structure Theory
(RST) [20] to find discourse elements in the text. Particularly, we convert the
produced XML files into CoNLL-like format using the Stanford CoreNLP anno-
tation pipeline framework [21]. After we complete the preprocessing of our data,
we segment it into EDUs and finally we use a tool for parsing of discourse
(DPLP) [16], to create the RST trees for the individual sentences based on the
suggested given feature set. Finally, with the use of the RST parser, we further
generate the bracketing file for each document, which we use for evaluation.
The nature of the training data: It is also important to note that the evaluated
datasets vary in the length of the analyzed text and also that the categorization
problem in the FSD collection is unbalanced. This diversity enables us to evaluate
the robustness of our proposed approach in different experimental settings. With
this in mind, we test asymmetric misclassification costs so that positive sentences
classified as negative will be penalized more strongly.
Adaptation schemes: We experiment with the linear classifiers of the Lib-
linear Library, which supports classification by means of Support Vector
Machines(SVMs) and Logistic Regression (LR). We extensively test these clas-
sifiers against the training collection to select the best classifier. We optimize
the classifiers using 5-fold cross-validation against the training data. For each
collection, we further validate with the test set, the classifier that performed the
best at training time (in terms of F1). By that, we reduce the variance of the

3 https://taku910.github.io/crfpp/.

https://taku910.github.io/crfpp/
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Table 3. Features used for this sequence labeling problem.

Set Features

vocabulary Unigrams and Bigrams (binary)

num pos words A positive word list of 1948 words [35]

num neg words A negative word list of 4550 words [35]

exist pos emotic A positive emoticon list of 52 emoticons. For example “=)”
represents smiling

exist neg emotic A negative emoticon list of 35 emoticons. For example “v v”
represents sadness

exist comp sent Existence of comparative adjectives, adverbs, superlative adjectives
and adverbs or phrases (“compare to”, “in contrast”, etc.)

conjunction words Subordinating, coordinating, and correlative conjunctions words

sent post Sentence position. if the sentence is within first 20% of the
sentences, it’s a beginning sentence; an end sentence if within the
last 20%, and middle for all others.

post pos words Position of positive words occurring. 0: no positive words occur; 1:
only exist in the first part of a sentence; 2: only exist in the second
part; -1: exist in both parts (mixed)

post neg words Position of negative words

post negation words Position of negation words

comp sub Comparison subject: If the subjectivity is the same as the input
subjectivity.

cos sim neigh sent cosine similarity score to neighboring sentences (previous sentence
and next sentence)a

LSI sim neigh sent LSI similarity score to neighboring sentences (previous sentence
and next sentence)b

context-aware RST binary feature for each type of RST relationships. Every sentence
has only one of these features set to 1

aWe use cosine similarity to capture the word-level similarity.
bWe use the dimension reduction method of Latent Semantic Indexing [6] to measure the
semantic similarity.

performance results and make the comparison less dependent on the specific test
set. We repeat this process ten times and we average the performance over these
ten folds. Finally, we measure the statistical significance with a paired, two-sided
micro sign test. Instead of using the paired F1 values, we compare the two sys-
tems based on all their binary decisions and we apply the Binomial distribution
to compute the p-values under the null hypothesis of equal performance.

4 Results

Table 4 gives the classification results across settings. We present our results as
average value of F1 score for both positive, negative, subjective and objective
categories to quantify classification quality. We also report precision (Pr) and
recall (R) for completeness. Moreover, we discuss our research questions. We
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Table 4. 2-class categorization problem for the Movie Review (MR) [23] and the
Finegrained Sentiment (FSD) [32] datasets in terms of precision, recall and F1. For
every vocabulary representation (i.e. unigrams, or unigrams and bigrams), the best
performance for each metric is bolded.

Features (MR) Subjective Objective Microavg

Prec. Rec. F1 Prec. Rec. F1 F1

Unigrams 0.8939 0.8910 0.8924 0.8916 0.8944 0.8930 0.8927

Length 0.8614 0.8940 0.8774 0.8901 0.8565 0.8730 0.8752

Positional - - - - - - -

Sentiment-carrying words 0.8926 0.8995 0.8960 0.8989 0.8920 0.8954 0.8958

RST 0.8934 0.8910 0.8922 0.8915 0.8939 0.8927 0.8924

All 0.8876 0.9005 0.8940 0.8993 0.8862 0.8927 0.8934

Uni+Bigrams 0.9043 0.8942 0.8992 0.8956 0.9055 0.9005 0.8999

Length 0.8829 0.8811 0.8820 0.8816 0.8834 0.8825 0.8822

Positional - - - - - - -

Sentiment-carrying words 0.9016 0.8964 0.899 0.8973 0.9024 0.8998 0.8994

RST 0.9054 0.8888 0.8970 0.8910 0.9073 0.8991 0.8980

All 0.8999 0.9026 0.9012 0.9025 0.8999 0.9012 0.9012

Features (FSD) Positive Negative Microavg

Prec. Rec. F1 Prec. Rec. F1 F1

Unigrams 0.6596 0.6175 0.6379 0.7302 0.7647 0.7471 0.7021

Length 0.6451 0.5195 0.5755 0.6897 0.7889 0.7360 0.6745

Positional 0.6720 0.6217 0.6459 0.7352 0.7758 0.7550 0.7104

Sentiment-carrying words 0.6936 0.6117 0.6825 0.7630 0.7808 0.7718 0.7345

RST 0.6690 0.6074 0.6367 0.7285 0.7780 0.7524 0.7055

All 0.6245 0.7348 0.6752 0.7747 0.6737 0.7207 0.6996

Uni+Bigrams 0.6801 0.5872 0.6302 0.7231 0.7960 0.7578 0.7073

Length 0.6618 0.4590 0.5421 0.6742 0.8268 0.7427 0.6705

Positional 0.6958 0.5855 0.6359 0.7260 0.8109 0.7661 0.7152

Sentiment-carrying words 0.7149 0.6578 0.6852 0.7614 0.8063 0.7832 0.7432

RST 0.6878 0.5734 0.6254 0.7194 0.8078 0.7610 0.7082

All 0.6297 0.7385 0.6798 0.7786 0.6793 0.7256 0.7045

consider the unigrams and the unigrams combined with bigrams as baselines,
and we further incorporate the feature set presented in Table 3 into our baseline
classifiers.

4.1 Is This Type of Social Media in Terms of Size and Source
of Repository Appropriate to Incorporate Context?

According to our results, features such as word/sentence length, sentiment car-
rying words and word/sentence position could be indicative of subjectivity of
objectivity respectively. We observe that such features affect the performance
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analysis of both type repositories and combined with our proposed approach, we
can correctly infer the context.

4.2 Is It Important to Extend the Pool of the Selected Features
to Incorporate Context into SA Systems?

Overall, classifying sentences based on unigrams-bigrams is an effective and safe
choice. Length features do not contribute to discriminate between objective
and subjective sentences. Positional features seem to work particular well for
discovering subjective content. Even thought we do not have positional fea-
tures in the MR collection, we suspect that their ability to classify objective sen-
tences seems to be limited4 Additionally, incorporating Context-aware RST
features did not work well as expected. Apparently, the presence of particular
rhetorical relations per sentence does not convey much more robust classifiers
than those constructed from unigrams and bigrams. Finally, when combining all
features into a single classifier we obtained a good classifier in terms of recall
of subjective sentences but recall of objective sentences tended to fall. This
led to classification performance that was sometimes worse than the baseline’s
performance.

In a similar way, we report the classification performance on the FSD collec-
tion respectively. One main observation is that the presence of the length, posi-
tional and context-aware RST features do not convey much more information
to the overall classification performance in terms of polarity, while appeared to
have much more power in indicating subjective sentences. Finally, the combina-
tion of all features worked well, but was inferior to sentiment word features.

4.3 Which Is the Best Performing Feature Combination to Identify
and Incorporate Context Information?

The best performing combination was the one that included the sentiment-
word features. It was the only feature set able to statistically improve the
baselines in all situations across different test sets. Combining unigrams or
bigrams with sentiment-word features is a way to account for both general pur-
pose opinion expressions and domain-specific opinion expressions. This led to
robust subjectivity classifiers. In a same manner, as far as the FSD classification
performance’s results, one of the best performing combinations is once again the
one that includes the sentiment-carrying words features.

5 Conclusions and Future Work

We have thoroughly studied the usefulness of the CRF model and the RST
discourse theory to incorporate sentence structure and context information into

4 This could be explained by the fact that we tend to use subjective sentences in
specific parts of the document e.g. in the beginning or at the end of the document.
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context-aware Sentiment Analysis systems, in two information sources which are
different in size and genre. First, we have shown how to improve SA by taking
full advantage of the sentences structure, using context information to capture
the relationship among sentences and to improve document-level SA. The reason
of this success lies in extending the pool of the contextual features used with
semantic, syntactic and context-aware RST features rather than repeating the
already existing approaches.

Our experimental results show that to classify the FSD collection, the com-
bination of sentiment-carrying words combined with unigrams/bigrams provides
also quite accurate results. Moreover, it is indeed only when we combine context-
aware RST features with unigrams/bigrams, we can obtain clear polarity classi-
fication performance improvements at the sentence level. The most valuable fea-
tures of the polarity classifiers essentially capture the way in which polar terms
are used in a sentence. With this in mind, one possible way of further exploit-
ing would be the sentence’s discourse units and their rhetorical roles within the
sentence (inter-sentence analysis).

For future work, we plan to develop additional features for our methods
according to the type of the data examined, to consider additional evaluation
measures and finally to compare our proposed context incorporation method
with deep neural network approaches.
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Abstract. Intelligent Autonomous Robots deployed in human environ-
ments must have understanding of the wide range of possible seman-
tic identities associated with the spaces they inhabit – kitchens, living
rooms, bathrooms, offices, garages, etc. We believe robots should learn
this information through their own exploration and situated perception
in order to uncover and exploit structure in their environments – struc-
ture that may not be apparent to human engineers, or that may emerge
over time during a deployment. In this work, we combine semantic web-
mining and situated robot perception to develop a system capable of
assigning semantic categories to regions of space. This is accomplished by
looking at web-mined relationships between room categories and objects
identified by a Convolutional Neural Network trained on 1000 categories.
Evaluated on real-world data, we show that our system exhibits several
conceptual and technical advantages over similar systems, and uncov-
ers semantic structure in the environment overlooked by ground-truth
annotators.

Keywords: Robotics · Artificial intelligence · Semantic web-mining ·
Deep vision · Service robots · Machine learning · Space classification ·
Semantic mapping · Imagenet · Convolutional Neural Networks

1 Introduction

Many tasks in Human-Robot Interaction (HRI) scenarios require autonomous
mobile service robots to relate to objects and places (or rooms) in their envi-
ronment at a semantic level. This capability is essential for interpreting task
instructions such as “Get me a mug from the kitchen” and for generating refer-
ring expressions in real-world scenes such as “I found a red and a blue mug in
the kitchen, which one should I get?” However, in dynamic, open-world envi-
ronments such as human environments, it is simply impossible to pre-program
c© Springer International Publishing AG 2017
E. Blomqvist et al. (Eds.): ESWC 2017 Satellite Events, LNCS 10577, pp. 299–313, 2017.
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robots with the required knowledge about task-related objects and places in
advance. Hence, they need to be equipped with learning capabilities that allow
them to acquire knowledge of previously unknown objects and places online. In
previous work, we demonstrated how knowledge about perceived objects can be
acquired by mining textual resources [9] and image databases on the Semantic
Web [10]. In this work, we focus on knowledge about places and investigate ways
of acquiring it using web mining and situated robot perception. In particular,
we aim to learn the semantic categories of places observed by an autonomous
mobile robot in real-world office environments.1

When mobile service robots are deployed in human-inhabited locations such
as offices, homes, industrial workplaces and similar locations, we wish them to
be equipped with ways of learning and the ability to extend their own knowledge
on-line using information about the environment they gather through situated
experiences. This too is a difficult task, and is much more than just a matter of
data collection. Some form of semantic information is desirable too. We expect
that structured and semi-structured Web knowledge sources such as DBPedia
and WordNet [2] to answer some of these questions. By linking robot knowledge
to entries in semantic ontologies, we can begin to exploit rich knowledge-bases
to facilitate better robot understanding of the world (Fig. 1).

Fig. 1. A mobile robot learning about objects in a kitchen setting.

One data source of interest to us is ImageNet, which is a large data-
base of categorised images organised using the WordNet lexical ontology.
1 A version of this paper first appeared in the 1st International Workshop on Applica-

tion of Semantic Web technologies in Robotics (AnSWeR 2017). After winning the
best paper prize, the authors were invited to submit a special extended version to be
included in the proceedings of the 14th Extended Semantic Web Conference 2017.
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The ImageNet Large Scale Visual Recognition Challenge (ILSVRC) [3] has in
recent years produced machine learning tools trained on ImageNet for object
detection and image classification. Of particular interest to us are deep learning
based approaches using Convolutional Neural Networks, trained on potentially
thousands of object categories [4]. This approach raises the question of how well
such predictors perform when queried with the challenging image data endemic
to mobile robot platforms, as opposed to the cleaner, and higher-resolution, data
they are typically trained and evaluated on. This domain adaptation problem
is a major difficulty in using these state-of-the-art vision techniques on robots.
Using vision techniques with (ever-growing) training sets the size of ImageNet,
will allow us to extend a robot’s knowledge base far beyond what it can be
manually equipped with in advance of a deployment.

In this paper we document our work using the technologies mentioned so far
towards enabling a mobile robot to learn the semantic categories associated with
different regions of space in its environment. To do this, we employ large-scale
object recognition systems to generate semantic label hypotheses for objects
detected by robots in real-world environments. These hypotheses are linked to
structured, semantic knowledge bases such as DBPedia and WordNet, allowing us
to link a robot’s situated experiences with higher-level knowledge. We then use
these object hypotheses to perform text-mining of the semantic web to produce
further hypotheses over the semantic category of particular regions of space.

To summarise, this paper makes the following contributions:

– an unsupervised approach for learning semantic categories of indoor spaces
using deep vision and semantic web mining;

– an evaluation of our approach on real-world robot perception data; and
– a proof-of-concept demonstration of how knowledge about semantic categories

can be transferred to novel environments.

2 Previous Work

Space categorisation for mobile robots is an extensive, well-studied topic, and
one which it would be impossible to provide an in-depth review of in the space
available. For this, we would reccomend the work of [16], which provides a thor-
ough survey of the wider field of robot semantic mapping to-date. The majority
of work in the area of space categorisation utilises semantic cues to identify and
label regions of space such as offices, hallways, kitchens, bathrooms, laboratories,
and the partitions between them. One of the most commonly used semantic cues
is the presence of objects, and as this is also the semantic cue we use, we will
focus on this area of the work.

The work of [13] realises a Bayesian approach to room categorisation, and
builds a hierarchical representation of space. This hierarchy is encoded by the
authors, who admit that their own views and experiences in regards to the
composition of these concepts could bias the system. In further work, the same
authors [14] provide a more object-focused approach to space classification, how-
ever this again required the development and evaluation of a knowledge base
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linking objects to room types. The work of Pronobis and Jensfelt [15] is signif-
icant in this area in that it integrates heterogeneous semantic cues, such as the
shape, size and appearance of rooms, with object observations. However, their
system was only capable of recognising 6 object types and 11 room categories,
which again required the gathering and annotation of much training data, and
it is unclear how well this generalises to new environments and how much re-
training would be required. Similar systems [17] exhibit the same pitfalls. The
work of Hanheide [18] on the Dora platform realises a robot system capable of
exploiting knowledge about the co-occurence of objects and rooms. This is facili-
tated by linkage to the Open Mind Indoor Common Sense database, and is used
for space categorisation and to speed up object search by exploiting semantic
relations between objects and rooms.

We argue that our approach exhibits several technical and conceptual advan-
tages over other pieces of work in this area:

– The categorisation module requires no robot perceptual data collection or
training, and works fully on-line.

– The system is domain agnostic, not fitted to particular types of environments,
room structures or organisations.

– We use existing, mature, tried-and-tested semantic ontologies, and as such
there is no knowledge-engineering required by the system designer to use this
information.

– The use of large-scale object recognition tools mean we are not limited to a
small number of objects, and the use of text-mining means we are not limited
to a small number of room categories.

– The relations between objects and room categories are derived statistically
from text mining, rather than being encoded by the developer or given by an
ontology (Fig. 2).

These key points lead to a novel way of solving the problem of space classi-
fication on mobile robots.

Fig. 2. Overview.
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3 Approach Overview

We use a robot platform (a modified Scitos A5) to observe the world at various
waypoints specified in its environment. The robot is provided with a SLAM
map of its environment, and a set of waypoints within this map. At each of
these places the robot perceives its surroundings by rotating its camera (an
ASUS Xtion RGB-D camera mounted on the head), taking a sequence of views
at different angles from its starting orientation, such that it eventually rotates
360◦. The different views taken by the robot are aligned and integrated into
a consistent environment model in which object candidates are identified and
clustered into groups according to their proximity. For each object candidate,
we predict its class by using its visual appearance as an input to classifiers
trained on a large-scale object database, namely ImageNet. Based on the set
of labelled (or classified) object candidates which are in the same group, we
perform a web-based text-mining step to classify the region of space constrained
by a bounding polygon of the group of objects. Semantic labels like “kitchen”
or “office” or “garage” etc. can then be attached to these polygons and fed back
into the robot’s internal representation of the world.

In the following, we describe the individual components in more detail.

4 Object Category Recognition

Our aim is to identify the semantic labels most strongly associated with a par-
ticular point in a robot’s environment by looking at the kinds of objects that are
visible from that point. As such, it is crucial for a robot to be able to recognise
the objects that inhabit its environment. It is typical in robotics that object
recognition is facilitated by a training step prior to deployment [15,18] (though
unsupervised approaches do exist [1]) whereby selected objects from the robot’s
environment are learned and later re-recognised and used for space categorisa-
tion. The advantage of this is that the robot learns to recognise objects using
models trained using its own sensors and situated conditions, however it also
means that we must anticipate which objects a robot is likely to encounter so as
to determine which ones to learn and which to ignore. This process can also be
very time-consuming and error-prone.

Previous work [10] has used Convolutional Neural Networks (CNNs) trained
on large image databases such as ImageNet, which provide databases of several
million images, for object recognition on a mobile robot. Results can vary, and
this is because the images used to train ImageNet-sourced CNNs possess very
different characteristics to those images observed by robots – robot data is often
noisy, grainy and typically low-resolution, and is exasperated by the difficulties
robots have in getting close to objects, especially small ones. One cause of this
is what is known as the domain adaptation problem, where the features learning
mechanisms discover from their high-resolution training data do not robustly
and reliably map on to lower-resolution, noise-prone spaces. This is an active,
ongoing area of research in the computer vision community, the solution to which
holds the key to generic, off-the-shelf object recognition for mobile robots.
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We evaluated a set of state-of-the-art CNNs trained on ImageNet on a sample
(1000 object images) from one of our robot datasets. We measure our accuracy
using a WUP similarity score [5], which calculates the semantic relatedness of
the ground-truth concept types against the concept predicted by the CNN by
considering their depth of their lowest common super-concept in the WordNet
ontology. A WUP score of 1.0 means two concepts are identical. The concepts
Dog and cat, for instance, have a WUP relatedness score of 0.86. To compare,
we also built a wrapper for the Google Web Vision API, that mapped its out-
put to the WordNet ontology. We evaluated against Google Web Vision, the
GoogleNet CNN, and the AlexNet and ResNet-152 CNNs. Our results were
0.392, 0.594, 0.590 and 0.681 respectively, given as average WUP score over a
randomly sampled 1000 images from our labelled robot dataset. As such, we
chose the ResNet152 model to work with [20].

This result raises interesting questions regarding the use of such techniques
to mobile robot platforms, where typical object observations will be subject to
sensor noise and the dynamics of the real world. Our own robots are fitted with
head-mounted cameras, meaning that the ability of the robot to move close
to an object in order to obtain a more detailed image is limited, and as such
larger objects are more reliably segmented and identified. Despite this, there
are clear differences between the performance of various CNNs – all of which
are trained on the same ILSVRC15 dataset, and all of which are evaluated
against the same robot dataset. The ImageNet data is largely collated from
contributed images taken on high-resolution digital cameras, so typically features
very clear images. The key challenge for these vision systems is to robustly learn
features from the high-resolution data that map well on to the lower-resolution,
noise-prone data from robot sensors. An example of this disparity is shown in
Fig. 3. That improvements can be found by modifying the architecture of the

Fig. 3. Left: Examples of “Mug” found in ImageNet training data set. Right: Examples
of “Mug” observed in the real-world by a mobile robot, annotated by a human.
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networks presents much room for future work, and hand-in-hand with improving
the quality of mobile robot sensors suggests exciting new capabilities for robot
object recognition and understanding in the near future.

4.1 Scene Segmentation

In order to identify objects we must first have an idea about where they are
in the environment, this is the task of object proposal generation. To generate
these hypotheses we make use of our own implementation of the RGB-D depth
segmentation algorithm of [19]. This is a patch-based approach, which clusters
locally co-planar surfaces in RGB-D point clouds. These initial surfaces are geo-
metrically modeled into planes and non-uniform rational B-splines using a best
fit approach. The adjacency relation between those models yield a graph and
by applying a graph-cut algorithm we refine the segmentation further. Given an
observation of a scene from the robot – as a RGB-D point cloud – this algorithm
returns a set of segmented candidate objects from the scene as smaller, seg-
mented RGB-D point clouds. From there, we perform basic filtering for instance
to filter out objects that are too small, too large or too dark, as these charac-
teristics are likely to be representative of errors or noise. For instance, since we
are mainly interested in human-manipulable objects, if the robot segments out
a large portion of a wall or a desk, or floor, we would rather ignore this. These
step filters are hand-tuned based on the results of previous robot deployments,
and are typically very sensitive to environmental changes and sensor noise. This
filtering process improves the results of object proposal generation greatly, but
it is still unreliable and so noise, badly segmented objects and other errors may
still slip through. However, after this process we can then extract 2D bounding-
boxes around the objects detected in a scene to be passed directly to the object
recognition system. Noise or badly segmented objects will result in erroneous
detections.

5 Text Mining

At the end of the object recognition step of the pipeline, the robot is equipped
with knowledge about the objects observed at the scene. This knowledge comes
in the form of a set of labels each indicating an object, and additional information
regarding their size, distance, etc. In order to improve the performance of tasks
such as room detection, the knowledge about the objects must be enriched, in
particular by exploiting their mutual relationships. This is the core goal of the
module described in this section, that is, to provide new knowledge starting from
a set of objects, rather than each of them individually.

There has been recent work towards developing a Semantic Web-Mining com-
ponent for mobile robot systems [9,10] which we make use of. The system com-
putes the aggregate of the relatedness of a candidate unknown object to each of
the scene objects contained in the query, returning a ranked list of object label
candidates based on relatedness. With this approach, the system is capable of
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improving the accuracy of the identification of unknown objects found at the
scene.

We re-work the same approach to instead return ranked relatedness distrib-
utions over room categories given a set of observed objects. Given a set of room
categories (Kitchen, Office, Eating Area, Garage, Bathroom), the system pro-
vides a distribution over these categories for input sets of objects. We then use
this ranking to select the most suitable room for the set of objects found at the
scene.

5.1 Room Detection Web Service

We implemented the module as a RESTful Web service, so that is can be queried
by multiple robots independently. The structure of a request to the system
describes the objects that were observed in a scene, encoded as a JSON struc-
ture. Each entry in this structure describes an set of objects that were observed
at the scene, along with additional information about their position. An example
query is shown in Fig. 4, and the results of the query are shown in Fig. 4.

Fig. 4. An example data fragment taken from a series of observations from the robot.
This structure is used to query the room detection Web service.

Upon receiving a query, the service computes the semantic relatedness
between each object included in the co-occurrence structure and a fixed list of
candidate rooms. We discuss the details of the semantic relatedness in Sect. 5.2.
Using relatedness to score the likely categories of a room follows from the intu-
ition that objects and rooms tend to be semantically related when a prototyp-
ical relation locatedAt holds between them. This principle, called distributional
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Table 1. Table showing the results of the query from Fig. 4, with the top result iden-
tifying this cluster of objects as most likely belonging to a Kitchen.

Label Relatedness

Kitchen 0.71

Bathroom 0.64

Dining Room 0.56

Bedroom 0.49

Office 0.35

Garage 0.21

relational hypothesis has been used to build knowledge bases of prototypical
knowledge in [6].

Formally, given n observed objects in the query q1, ..., qn, and m rooms in the
universe under consideration r1, ..., rm ∈ O, each ri is given a score that indicates
its likelihood of being the correct room by aggregating its relatedness across all
observed objects. The aggregation function can be as simple as the arithmetic
mean of the relatedness scores, or a more complex function. For instance, if the
aggregation function is the product, the likelihood of a room ri is given by:

likelihood(oi) =
n∏

j=1

relatedness(ri, qj)

We experimented with the product as aggregating function. This way of
aggregating similarity scores gives higher weight to highly related pairs, as
opposed to the arithmetic mean, where each query object contributes equally
to the final score. The idea behind this choice is that if an object is highly
related to the target room it should be regarded as more informative.

5.2 Semantic Relatedness

The module described in this section is based on the computation of the semantic
relatedness between each object included in the co-occurrence structure and
every room in a fixed set of candidate rooms.

This pairwise semantic relatedness is computed by leveraging the vectorial
representation of the DBpedia concepts provided by the NASARI resource [7].
In NASARI each concept contained in the multilingual resource BabelNet [11] is
represented as a vector in a high-dimensional geometric space. The vector com-
ponents are computed with the word2vec [12] tool, based on the co-occurrence
of the mentions of each concept, in this case using Wikipedia as source corpus.

Since the vectors are based on distributional semantic knowledge (based on
the distributional hypothesis: words that occurr together often are likely seman-
tically related.), vectors that represent related entities end up close in the vector
space. We are able to measure such relatedness by computing the inverse of the
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cosine distance between two vectors. For instance, the NASARI vectors for Fork
and Kitchen have relatedness 0.69 (on a continuous scale from 0 to 1), while
Fork and Bathroom are 0.52 related. Similarly, Towel and Kitchen have related-
ness 0.58, less than the 0.65 of Towel and Bathroom. From this simple example,
we can clearly state that, according to the vector-based model, forks belong to
the kitchen and towels to the bathroom.

6 Experiments and Results

We employ two datasets of observations taken by our robot during two long-
term (3 months) deployments in two separate office environments a year apart.
The first dataset was labelled by a human to produce 3800 views of various
objects, with the data collection methodology following the approach of Ambruş
et al. [8]. The robot is provided with a map, and a set of waypoints in the map
that it visits several times per day, performing full 360◦ RGB-D scans of the
environment at those points. The second dataset is as-yet unlabelled (Fig. 5).

Fig. 5. Experimental Setup. Left: A robot makes 360◦ scans (S1–S3) at several pre-
defined waypoints (WP1–WP3) in its environment whereby it observes several objects
(�,�). Middle: Objects (�,�) are clustered into regions (C1–C3) and classified.
Right: Nearby clusters are merged (C4).

We perform two main experiments – first, we demonstrate the results of our
approach on the first, human-labelled dataset gathered from site 1 (dataset G).
Since this is hand-labelled it gives us access to a representation of the objects
encountered by the robot under ideal conditions – assuming no segmentation
errors, and perfect object recognition. First, we sample the objects observed at
each waypoint over the period of the deployment by selecting the top-n occurring
objects, here using n == 30. From here we perform Euclidean Clustering to
group objects together, producing clusters of those objects that appear within
0.5 m of one-another.

Each of these clusters is then incrementally sent to our text-mining module.
In return, we receive a distribution over room categories at those points in space.
After all clusters have been processed we perform a round of merging, coalesc-
ing any clusters that possess centroids within a 1.5 m of one-another, and which
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share the same top-ranked category. From here, we can use these new clusters to
calculate bounding polygons to produce larger, categorised spatial regions. For
a more intuitive representation, we found it helpful to include an inflation para-
meter for this – because we would like to categorise the area around an object
or set of objects, which we expect is better served by a geometrical bounding
area around objects rather than treating them as points. We apply a bounding
area of 1.5 m around objects (Fig. 6).

Fig. 6. Experimental Setup at G. Left: A robot makes 360◦ scans at several predefined
waypoints in its environment. Right: robot plans views to investigate parts of the
mapped environment.

In our second experiment, we perform the exact procedure as described above
on data gathered from site 2 (dataset T ), however the input to the system takes
the form of dynamically segmented objects using the segmentation procedure
described previously, and using object hypotheses from the ImageNet-based
CNN approach. Since this dataset is significantly larger, we sampled from it
an equal number of observations per waypoint (4), providing us with roughly
2800 individual RGB-D clouds of scenes of the environment. Segmenting these
resulted in 85, 000 segments, however we applied a standard filtering by ignoring
any segments that were more than 2 m away from the robot base, which filtered
the set of segments down to roughly 24, 000 (Fig. 7).

To evaluate our results, we provided each of the clusters of objects to five
human annotators, and asked them to identify the room categories they believed
to be most closely related to the set of objects. This was done without visual
information on the appearance of the objects or the environment in which they
were found, in the first experiment at site 1 we achieved an agreement between
the annotators and the system of 74%. In the second experiment at site 2, we
achieved an agreement of 80% between annotators and our system. In a second
round of evaluation, a different set of seven annotators were provided images
observed by the robot at each waypoint, and asked to identify the likely room
categories displayed in the images from the same set of candidate rooms provided
to the robot. We apply these ground-truth labels to the areas of space around
each waypoint. This allows us to compare these ground-truth category labels
with the labels suggested by our system. The results are shown in Table 1. On the
map, dark blue polygons represent regions learned by our system, red squares
indicate the waypoints where the robot took observations, and light coloured
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(a) Site 1, G dataset (b) Site 2, T dataset

Fig. 7. Space categorisation results from both sites, showing learned and categorised
regions and ground-truth annotations. A zoomed view is recommended. (Color figure
online)

circles indicate the ground-truth label of the space around each waypoint –
human annotators agreed on labels for these areas, so there is no variance.

7 Discussion

In our results from site 1, the system categorised three region types – kitchen,
office and eating area. Our ground-truth labellers, given the same list of candi-
date rooms as the robot, only labelled kitchen and office areas. All of the office
and kitchen areas learned by the system fall into the corresponding areas labelled
by the human annotators, and represent a sub-section of that space. These were
labelled by detecting objects such as filing cabinets, computer equipment, print-
ers, telephones and whiteboards, which all ultimately most strongly correlated
with the office room category. But where do the eating areas come from? These
areas were labelled by detecting objects such as water bottles, coffee cups and
mugs on the desks and cabinets of workers in the deployment environment. These
objects were typically surrounded by office equipment. While comparing these
region labels to our ground-truth data would suggest the answer is wrong, we
believe that this captures a more finely-grained semantic structure in the envi-
ronment that does in fact make sense. While the regions themselves may not, to a
human, meet the requirements for a dining area, the objects encompassed within
them are far more closely linked in the data with eating areas and kitchens than
they are with computer equipment and stationary, and so the system annotates
these regions differently.

At site 2 we see that the robot did not learn these characteristic eating area
regions. While inspection of the data shows that many desks do exhibit the same
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structure of having mugs, cups and bottles on them in certain areas, the object
recognition system used in the second set of experiments failed to correctly
identify them. These objects are typically small, and difficult for a mobile robot
to get close to. The results for the second dataset are also more noisy – there are
misclassified regions. These were caused primarily by object recognition errors,
themselves compounded by segmentation errors and sensor noise. To filter these
out, we included a filter on system that ignored any classification result that came
back with a confidence below 0.1 – ignoring those objects completely filtered out
around 18, 000 segments.

There are many different possible representations for the data our system gen-
erates. We opted for a clustering and bounding-polygon based approach in order
to most clearly visualise our results, but other approaches could be used such
as flood-fill algorithms, heat-maps or potential fields. Choice of representation
should be informed by the task that is intended to make use of the information.

Our system is ultimately limited by its reliance on objects to generate
hypotheses for space classification. This means that our approach is unable to
categorise areas of space such as corridoors or hallways. However it is intended
to work as a component of object-search systems, so this is not necessary at this
stage. To illustrate this, we built a query interface for the system which takes
an arbitrary object label and suggests an area of space where the object can be
found, ranking results using the semantic relations of the object with the cate-
gories learned at each region. This allows a robot to generate priors over possible
locations of objects it has never seen before, and we view as the first step towards
unknown object search, and is one of our avenues for future work. In this task, a
lifelong-learning robot will be asked to locate specific items in its environment,
and may be asked to locate objects it may have not seen before. A knowledge
of the semantics of objects and locations present in the environment is therefore
crucial in order to formulate a sensible search plan, and a self-extending vision
system is needed to acquire training data (from web-based sources) and re-train
any on-board object recognisers to identify the new object. This is a challenging,
integrated problem of which the systems presented in this work are a component.

8 Conclusion

In this work we presented a robot system capable of categorising regions of space
in real-world, noisy human-inhabited environments. The system used concepts
in a lexical ontology to represent object labels, and harnessed this representation
to mine relations between observed objects and room categories from corpora of
text. Transferring these relations back to the real-world, we used them to anno-
tate the robot’s world with polygons indicating specific semantic categories. We
found that the system was largely able to discover and categorise regions similar
in area to human annotators, but was also able to discover some structure over-
looked by those annotators. Our future work in this area will aim to extend the
system with the ability to learn visual features from non-object environmental
structure – such as particular types of walls, windows, tiles, ceilings etc. – and use
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the system presented here as a labelling signal to associate those visual features
with room categories. In such a way we hope to classify areas in greater detail
and to extend our system to work in situations where objects are not present.
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Abstract. Smart Contracts have emerged as a novel way to auto-
mate the execution of contracts in a decentralised and secure environ-
ment, minimising the risk of breach or non-compliance. However, recent
research points out that the same measures that secure Smart Contracts
against disruption with the purpose of breach makes altering the terms,
rights and conditions of contracts difficult. The same research proposes a
set of standards inspired in paper-contract law that Smart Contract plat-
forms should implement to enable Smart Contract Undo and Alteration.
This paper is about preliminary work on describing terms, rights, and
conditions of Smart Contracts as RDF documents linked to them, lever-
ing Semantic Web tools enabling: (i) Definition and checking of complex
rights and conditions (ii) Separation of the terms of the contract from its
execution logic. (iii) Querying and Updating via SPARQL (iv) Alteration
of terms that were not initially considered as modifiable.

Keywords: Smart Contracts · Semantic Web · Smart contract update

1 Introduction

Distributed Ledger Technologies (DLTs) have emerged as a novel way to imple-
ment decentralised, disintermediated and tamper-free transactions of value.
After their success as a mean to implement digital currencies [9] that do not
require a bank or intermediate to secure transactions made with them, efforts
were focused to generalise such an approach to the state transitions of pro-
grams written in Turing-Complete languages. Such generalisation would enable
the secure, decentralised and disintermediated execution of arbitrarily complex
interactions between agents. Following the analogy of a contract between agents,
programs executed in such an environment are known as Smart Contracts.
Researchers have already started to study the applicability of Smart Contracts
for online identity and reputation [10], define interactions between IoT devices [4]
and re-imagining several types of financial services and contracts [6].

A recent work by Marino and Juels [7] highlights an important shortcoming
of Smart Contracts when used to replace paper-based contracts deposited with
a legal intermediary: the improved security and tamper-free properties obstruct
the application of desirable undoes and alterations in response to unforeseen or
c© Springer International Publishing AG 2017
E. Blomqvist et al. (Eds.): ESWC 2017 Satellite Events, LNCS 10577, pp. 317–326, 2017.
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changing circumstances, raising the following issue: How to undo or alter terms
of Smart Contracts? In the same paper, they propose a set of standards to
bring existing tools for paper-based contracts to the Smart Contract realm, and
show how to implement them as part of their code for the particular case of the
Ethereum platform [1] and its Solidity language [2].

We argue that metadata about the terms, rights and conditions (that we
abbreviate as TRiCs) of Smart Contracts should be separated from their logic
in the same way runtime parameters are separated from the logic of traditional
programs. We propose to encode TRiCs as RDF documents linked to Smart Con-
tracts that we call TRiC descriptors. Such a decoupling and the use of RDF and
related Semantic Web technologies enables the following desirable properties:

– Improve readability by avoiding boilerplate code
– Reduce the number of re-factorisation and re-deployment cycles. Re-

deployment can be expensive in some Smart Contract platforms (e.g.,
Ethereum)

– Reasoning capabilities that enable the definition and checking of complex
rights and conditions

– Query and Update of TRiCs via SPARQL, opening the door to mashing and
integration with other contracts, their TRiCs, and the Web of Data

In this paper we describe preliminary work towards the definition and imple-
mentation of TRiC descriptors. Section 2 provides a brief overview of Smart
Contracts and the definitions we will be using throughout the paper. Section 3
gives an overview of the requirements defined by [7] for undoing and altering
Smart Contracts, and describes our running example. Section 4 details the TRiC
descriptor proposed approach. Finally, Sect. 5 concludes the paper and provides
an overview of the research questions stemming from the future realisation of
our approach.

2 Smart Contracts Preliminaries

The first definition of Smart Contract was given by Nick Szabo in [8].

Definition 1 (Smart Contract (from [8])). Smart contracts are a com-
bination of protocols, users interfaces, and promises expressed via
those interfaces, to formalize and secure relationships over public net-
works.

Smart Contracts enable better ways to formalize digital relationships than paper-
based contracts, reducing costs imposed by either principals or third parties.
The advent of Distributed Ledger Technologies made possible the development
of platforms to code and execute decentralised applications, i.e., parties wanting
to execute a program do not need to trust each other or an external partner
to execute it. Smart Contracts are a natural use case for these platforms, and
many of them were designed with them in mind. We adopt the definition of
Smart Contract given in the White Paper of the Ethereum platform [1].
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Definition 2 (Smart Contract (from [1])). A Smart Contract is a computer
program code that is capable of facilitating, executing, and enforcing the negotia-
tion or performance of an agreement (i.e. contract) using blockchain (Distributed
Ledger) technology.

We will also adopt the programming language of Ethereum, Solidity [2], for
our code examples. Further required definitions are below.

Definition 3 (Smart Contract Platform). A Smart Contract Platform (In
short, Platform) is the infrastructure and machinery required to store and execute
Smart Contracts.

We abstract from the particular implementation of the platform, but we assume
it implements the following affordances: (i) Has in place a system for agents to
get pseudonyms and send messages under these pseudonyms to trigger, halt or
alter contracts. Note that we allow an agent to have as many pseudonyms as
it wants (ii) Each pseudonym has an account that holds cryptocurrency that
may be transferred to contracts to trigger their functions (iii) A function (or a
Smart Contract) that allows several pseudonyms to agree in a certain action,
e.g., invoke a function of a Smart Contract with the approval of all of them.
Every time we say that pseudonyms or agents agree, we assume they did it
through this function.

Definition 4 (Signatories). Given a Smart Contract, we call signatories to
the set of pseudonyms that have the right to alter it.

Definition 5 (Variable terms). Given a Smart Contract, we call its variable
terms to the subset of its variables agreed by all signatories that can be altered.

Definition 6 (Functional terms). Given a Smart Contract, we call its func-
tional terms to the subset of its functions agreed by all signatories that can be
altered1.

Example 1.1 shows a simplified Smart Contract for a Crowdraise2. We will
use it as a running example for the remainder of the paper. The example defines
a funding goal and two beneficiaries. The contribute function increments the
amount raised in one unit every time is called. The payable keyword enables the
handling by the platform of the transfer of msg.value (i.e., the amount specified
by the caller) units of cryptocurrency from the account of the caller of the
function to the Smart Contract. Once the contract is deployed in the platform,
agents wanting to collaborate can transfer funds to the contract by calling the
contribute function. The withdrawal function checks that the funding goal has
been achieved and that the caller is the first beneficiary, before sending half of
the raised funds to each beneficiary3. We assume that both beneficiaries are also
signatories of the Smart Contract.
1 Functional and variable terms are referred in [7] as Variable-Captured and Function-
Captured terms but not defined.

2 Loosely based on the example in https://www.ethereum.org/crowdsale.
3 For the sake of brevity, we omit the definition of the FundTransfer function.

https://www.ethereum.org/crowdsale
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Example 1.1. Simplified Smart Contract for Crowdraising

contract Crowdraise {
uint amountRaised ;
u int fundingGoal = 500 ;
address [ ] bene f s = { bene f i c i a r y1 , b e n e f i c i a r y 2 }

function con t r ibu t e ( ) payable
{

amountRaised = amountRaised + msg . va lue ; }

function withdrawal ( )
{

i f ( amountRaised >= fundingGoal &&
msg . sender == ben e f i c i a r y 1 ) {

FundTransfer ( b ene f i c i a r y1 , amountRaised /2 ) ;
FundTransfer ( b ene f i c i a r y2 , amountRaised /2 ) ;

} }
}

Note that a simplistic way4 to see a Smart Contract like our example is
as a cryptographic safe box that contains value and only unlocks it if certain
conditions are met. Note also that the Smart Contract executes a specific piece
of code (one of its functions) whenever a message or transaction invokes it.

After a Smart Contract is deployed, it might be necessary to alter or undo
some terms. Smart Contracts in platforms like Ethereum cannot be modified
after being deployed, and redeployment of contracts may incur in high cryptocur-
rency fees. Based on our running example, we aim at providing a solution for the
following alterations: (1) Modify the fundingGoal variable term (2) Temporar-
ily stop receiving contributions or disabling the contribute function. (3) Change
who has the right to call the withdrawal function (4) Change how the funds are
transferred (e.g. 1/4th for one beneficiary and 3/4th for the other), i.e., modify
the withdrawal functional term.

3 Undo and Alteration of Smart Contracts

The work in [7] classifies undo and alteration of Smart Contracts according to
the agent that solicits it. By Right means that one or more signatories have the
right to undo or alter the Smart Contract unilaterally. By Agreement means that
all signatories agree on undo or altering the contract. By Court means that a
court mandated the undo or alteration. The implementation of all types can be
summarized as the execution of the following steps:

4 Though used in the live version of Ethereum’s white paper https://github.com/
ethereum/wiki/wiki/White-Paper#ethereum.

https://github.com/ethereum/wiki/wiki/White-Paper#ethereum
https://github.com/ethereum/wiki/wiki/White-Paper#ethereum
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1. Check the rights of the soliciting signatory, court or that the agreement is
valid.

2. Check that further termination or alteration conditions beyond pseudonym
rights are met

3. Halt the execution of the Smart Contract
4. If altering the Smart Contract, delete/add/edit terms
5. Compensate partial performance of all terms of the Smart Contract if undo-

ing, if altering, compensate deleted/added/edited terms
6. If altering, start execution of modified Smart Contract

In this paper we focus on steps 1, 2 and 4, mapping to the following research
questions: How to model and check arbitrarily complex rights and termination
conditions? and How to delete/add/edit terms while avoiding re-deployment. In
[7], these are implemented into the code of the Smart Contract using Solid-
ity constructs available at their time. Based on their work, we rewrote them
currently available Solidity constructs. Example 1.2 shows the final result.

To implement rights checking, we use a special function called modifier5, that
can be used to check conditions before executing other functions. In our example,
we use the rightscheck modifier to check if beneficiary1 is the pseudonym call-
ing the function, stopping the execution otherwise. To modify the fundingGoal
variable, we use the setFundingGoal function (a simple setter method), together
with the rightscheck modifier. For disabling/enabling the contribute function, we
use a combination of a halt boolean variable that is switched through the fliphalt
function, and the haltcheck modifier, that simply aborts execution if halt is set
to true. Note that with this pattern, the deletion of a function term is imple-
mented as “disabling forever”. Finally, for altering the withdrawal, we declare
the address of a so-called satellite contract that can be set like any other vari-
able term, the withdrawal function in the master contract is simply a wrapper
to the function in the satellite contract. Note that the Satellite contract pattern
naturally induces a link between both Smart Contracts.

We note several drawbacks of this approach: (i) It requires prognostication
of which terms will be altered to place the appropriate modifier calls or setter
methods. What if we need to add a new beneficiary? Or disable the withdrawal
function following a court mandate? If the setter method was omitted before
deploying, refactorization and redeployment is the only solution. (ii) It increases
the number of lines of code not related to the logic of the contract. This becomes
more evident if the contract requires complex rules, in our running example, what
happens if each function needs to be called by a different beneficiary? What if
there are other raising campaigns running in parallel and the right to withdraw
funds from this campaign depends on the results of the others? (iii) It is not
straight forward to alter the rights and conditions themselves. In our example,
what happens if after a certain time both beneficiaries agree that both need to
approve withdrawal of funds?

We argue that terms, rights and conditions in Smart Contracts are similar to
runtime parameters in traditional programming. As such, we propose to separate
5 https://solidity.readthedocs.io/en/develop/contracts.html#function-modifiers.

https://solidity.readthedocs.io/en/develop/contracts.html#function-modifiers


322 L.-D. Ibáñez and E. Simperl



TRiC: Terms, RIghts and Conditions Semantic Descriptors 323

them from their logic, in a similar way to configuration files. We propose to
use RDF to encode these configuration files, in order to leverage the power of
Semantic Web tools like inferencing and linking to external sources for enabling
complex rights and conditions.

4 TRiC Descriptors

In this section, we describe our approach of Terms, RIghts and Conditions
(TRiC) descriptors. A TRiC descriptor is an RDF document that encodes that
describes the terms, rights and conditions of a Smart Contract. We assume that
the platform is extended with the following capabilities: (i) A domain name
and an URI minting machine under bespoke domain name. Each pseudonym
and each Smart Contract in the platform have an IRI under the platform’s
domain name. We also assign an IRI to each variable and each function of
each deployed Smart Contract (ii) Storage of RDF-Documents in a Distributed
Ledger. Updates in these documents are treated as transactions in a Distributed
Ledger, therefore, guaranteeing that they are tamper-free. (iii) A Graph Store
to load RDF-Documents and execute SPARQL queries

Definition 7 (TRiC descriptor). Given a Smart Contract S, its TRiC
descriptor is an RDF document that contains data about its signatories, func-
tional and variable terms, and rights and conditions

A minimal TRiC descriptor contains one RDF triple stating a single signa-
tory. A TRiC descriptor can be arbitrarily large, depending on the complexity
of the rights and conditions that it encodes. The only modification that our
approach requires to the Smart Contract code in Example 1.1 is the addition
of a link to a TRiC descriptor. This should be done in a way that guarantees
it can be changed afterwards, for example, with a special variable that has a
default setter that can be triggered upon agreement of all signatories. Compare
this with the amount of code that had to be introduced in Example 1.2.

It is out of the scope of this paper to discuss the most appropriate vocabular-
ies to describe Smart Contracts and model rights. For the latter, we expect that
work on general ontology-based access control like [3] could be adapted for this
purpose. For the former, [5] presents MiniBlockVoc, a minimal vocabulary for
Distributed Ledgers, including a Smart Contract class and property for declar-
ing signatories. Following the requirements of our running example, we extend
MiniBlockVoc with the following properties:

– A class Term and a property hasTerm with domain Smart Contract and
range Term

– A Class variableTerm, having the property value, that represents the value of
a variable term

– A Class functional term, having the properties enabled, with range
xsd:boolean, representing if the function is enabled or not; authorizedCaller
with range Member, representing Members with the right to call the function;
and replacedBy, with range functionalTerm that represents when a functional
term has been replaced by other term
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Figure 1 shows a diagram of our extension to MiniBlockVoc.

Fig. 1. Extension of the MiniBlockVoc vocabulary [5] for including terms and autho-
rized callers

Example 1.2 shows the TRiC descriptor corresponding to our running exam-
ple. Lines 4–5 state that beneficiary1 and beneficiary2 (here shortened to b1 and
b2) are the signatories of the contract linked to this descriptor. Lines 7–9 state
that fundingGoal is a variable term and sets its value (600) different from dec-
laration. Lines 11–13 declare contribute as a function, the active property set
to false indicates that it has been disabled. Lines 15–18 state that withdrawal
is an active function and that its authorized caller is the agent identified with
the pseudonym b1 of this platform. Finally, line 20 states that the withdrawal
function has been replaced by the new-withdrawal function on the alt-contract
contract.

Example 1.2. TRiC descriptor corresponding to our running example
1 PREFIX pla t : <http :// platform−domain . org/>
2 PREFIX mbv : <https :// github . com/ ld ibanyez /miniblockvoc /MinimalBlockChain . owl>
3
4 p la t : Crowdraise mbv : s i gnato ry plat form/pseudonym/b1
5 p la t : Crowdraise mbv : s i gnato ry plat form/pseudonym/b2
6
7 p la t : Crowdraise mbv : hasTerm pla t : fundingGoal
8 p la t : fundingGoal rd f : type mbv : variableTerm
9 p la t : fundingGoal mbv : value 600

10
11 p la t : Crowdraise mbv : func t i on p la t : cont r ibute
12 p la t : Crowdraise / cont r ibute rd f : type mbv : functionalTerm
13 p la t : Crowdraise / cont r ibute mbv : enabled ’ False ’ ˆ xsd : boolean
14
15 p la t : Crowdraise mbv : funct i on p la t : withdrawal
16 p la t : withdrawal rd f : type funct i on
17 p la t : withdrawal mbv : act ive ’ True ’ ˆ xsd : boolean
18 p la t : withdrawal mbv : au tho r i z edCa l l e r p la t : pseudo/b1
19
20 p la t : Crowdraise /withdrawal mbv : replacedBy
21 p la t : a l t−cont rac t /new−withdrawal
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When a function of the Smart Contract is invoked, the platform executes the
following algorithm:

1. Dereference the descriptor and load it into its Graph Store.
2. Ask if the function is active or not. If so, continue, else, return.
3. Ask if the caller of the function has the right to do so according to the

descriptor. If so, continue, else, return.
4. Override the values of all variables with new values according to the

descriptor.
5. Ask if the function has been replaced by another one. If so, delegate the call

to it. If not, execute the function as described in the contract.

To modify any term, right or condition, signatories agree6 on a SPARQL
Update query to be applied to the TRiC descriptor. In our running example,
if signatories want to re-enable the contribute function, they agree in executing
the SPARQL Update shown in Listing 1.3.

Example 1.3. SPARQL Update over TRiC descriptor

PREFIX p la t : <http :// platform−domain . org/>

PREFIX mbv : <https :// github . com/ ld ibanyez /miniblockvoc /MinimalBlockChain . owl>

DELETE { p la t : Crowdraise / cont r ibut e mbv : enabled ” f a l s e ”ˆxsd : boolean }
INSERT { p la t : Crowdraise / cont r ibut e mbv : enabled ” true ”ˆxsd : boolean }
WHERE

{ p la t : Crowdraise / cont r ibut e mbv : enabled ” f a l s e ”ˆxsd : boolean }

5 Conclusion and Outlook

In this paper we presented preliminary work on TRiC descriptors, RDF doc-
uments describing Terms, RIghts and Conditions linked to Smart Contracts.
TRiC descriptors enable a subset of the conditions proposed by Marino and
Juels [7] for undo and alteration of Smart Contracts. The advantages of using
TRiC descriptors over expressing TRiCs into Smart Contracts are numerous: (i)
Separates the definition of rights and conditions from the Smart Contract logic,
improving readability. (ii) Enables the querying, inference and update of terms,
rights and conditions (via SPARQL) (iii) Allows the alteration of terms that
were not identified as modifiable at deployment time

Our next steps are to develop an ontology for expressing the alteration
requirements that could be shared among several Smart Contract platforms,
and to implement TRiC descriptors into an existing Smart Contract platform to
test their feasibility and performance. We believe that in this endeavour there
are several challenges that need to be tackled:

– How to integrate a Graph Store into a Smart Contract Platform? Is it rele-
vant for the TRiC descriptor context to execute SPARQL queries in a Smart
Contract Platform as if they were code? If so, how to do it?

6 Except if the alteration is by court.
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– How to efficiently store TRiC descriptors? Note that our approach implies
replacing re-factorisation and re-deployment with data updates, therefore,
optimisation of said updates in a Distributed Ledger Environments environ-
ment is crucial

– How to check the validity of alterations made via TRiC descriptors from an
execution and legal point of view? The question becomes more challenging in
the presence of dependencies to other contracts.

– In our current definition, one TRiC descriptor is associated with one Smart
Contract, is it possible to improve the approach to enable the re-use of descrip-
tors (or parts of them) across several contracts?
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Abstract. We present our work-in-progress on handling temporal RDF
graph data using the Ethereum distributed ledger. The motivation for
this work are scenarios where multiple distributed consumers of streamed
data may need or wish to verify that data has not been tampered with
since it was generated – for example, if the data describes something
which can be or has been sold, such as domestically-generated electricity.
We describe a system in which temporal annotations, and information
suitable to validate a given dataset, are stored on a distributed ledger,
alongside the results of fixed SPARQL queries executed at the time of
data storage. The model adopted implements a graph-based form of tem-
poral RDF, in which time intervals are represented by named graphs
corresponding to ledger entries. We conclude by discussing evaluation,
what remains to be implemented, and future directions.

1 Introduction

This paper presents ongoing work in the use of distributed ledgers to provide
validation for temporal graph-based data collected from sensor hardware. In par-
ticular, we use smart contracts executing on the Ethereum [16] distributed ledger
to implement a named-graph-based temporal model for RDF data streams.

There are a number of motivating scenarios in which this can prove useful. [5]
outlines criteria for the meaningful use of blockchain technologies. Among these
are the requirements that data must be interacted with by multiple parties, who
do not necessarily trust each other. We have identified two such scenarios among
our current projects, relating to the collection of environmental data.

The GreenDATA project [11] focuses on gathering energy generation data
from domestic generation systems. We collect this data from volunteers among
colleagues, students, and other interested parties across the UK and elsewhere
in order to make these datasets available to our students of sustainable energy
modules, both to provide access to real system properties and also to encourage
the development of data handling and analysis skills. One of the potential uses of
distributed ledgers for renewable energy is to enable a disintermediated market:
domestic producers could potentially sell surplus energy directly to domestic
c© Springer International Publishing AG 2017
E. Blomqvist et al. (Eds.): ESWC 2017 Satellite Events, LNCS 10577, pp. 327–332, 2017.
https://doi.org/10.1007/978-3-319-70407-4_41
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consumers using cryptocurrency transactions on a blockchain. In such a scenario,
with money changing hands, there would of course be a need for verification
of data on behalf of both parties to a transaction. We therefore seek to allow
students to model this scenario using a private distributed ledger in order to
provide them with a way to explore how it might work.

The second scenario we are considering involves the collection of sensor data
from moving vehicles, with limited network connectivity and computational
power. Real-world situations where this might occur with a need for verifica-
tion of data include the transport of environmentally-sensitive materials, such
as food or medicines, disaster relief, or in long-distance motor racing, both of
which can have financial or health consequences in the case of invalid data. We
are planning to carry out a number of experiments in this setting over the next
year, as two of the authors take part in the Mongol Rally [2] using a car equipped
with a wide range of sensors and communication equipment to travel from Milton
Keynes in the UK through Mongolia to Ulan Ude in Russia. The data gathered,
with sub-second resolution on some sensors, and data gathered continuously
while driving, will be streamed as RDF, network permitting, for on-the-fly and
later analysis, including event detection. We intend to take this opportunity to
experiment with the use of Ethereum light clients in a resource-limited setting
and incorporating spatial data in our blockchain data handling.

2 Temporal Graphs and RDF Streams

The Resource Description Framework (RDF) [14] is a flexible semantic model for
representing data, in the form of triples – “subject predicate object” sentences,
with terms in each position represented by a (generally dereferencable) URL
or, in the “object” position, a literal data value. One of the aims of RDF is to
permit the easy linking and integration of data by means of URL matching and
inference, for which use it has been highly successful [1]. The usual language for
querying RDF data is SPARQL [13], although other approaches, such as Linked
Data Fragments [12], are also used.

The typical use of RDF has been for the publication of datasets which are
relatively static, with variability in the range of SPARQL queries used to extract
information from them, severally or in combination. The “facts” represented by
RDF triples are, in some sense, timeless, with issues about their lifespan or
validity left outside the RDF model. In recent years, there has been increasing
interest in the use of RDF to represent streams of temporally-annotated data,
permitting explicit timestamps or time intervals to be associated with (sets of)
RDF triples. This temporal aspect is essential for streaming data, as often the
facts represented by the triples will only have limited temporal validity. It has
been argued [15] that the approach to querying streams is the inverse to the
usual querying model: highly volatile data with a small number of relatively
static queries to extract information from them.
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3 Distributed Ledgers and Smart Contracts

The Ethereum blockchain platform is a distributed ledger designed not just for
cryptocurrency use but also as a decentraised computing platform. A blockchain
is a data structure, duplicated on every node of a blockchain network, consisting
of blocks, which are collections of transactions – records of transfers of cryp-
tocurrency – between accounts. The creation of blocks – mining – is carried out
by nodes, which compete for the opportunity to mine the next block at any
given time. The choice as to which node may mine a block is made by consen-
sus by some particular protocol, meaning that anyone seeking to insert a block
containing an incorrect or fraudulent transaction must control or convince more
than 50% of the nodes on the whole blockchain network to agree, and anyone
seeking to alter an established transaction record must convince more than 50%
of the nodes to roll back all transactions which have been recorded since the
target record. In this way, in a large enough and diverse enough network, trans-
actions on a blockchain can be trusted and effectively immutable. By encoding
non-financial information in the transaction record, blockchains can be used to
record trustworthy permanent records of other forms of data.

Ethereum specialises the blockchain concept further, by adding account types
and addressing for smart contracts. A smart contract is a compiled unit of exe-
cutable code which is stored on Ethereum and can be executed on all nodes via
transactions involving the relevant account. As the compiled code is stored on
the blockchain, it is possible to be assured that a particular contract has not
been tampered with since it was compiled and deployed. In this way, Ethereum
is intended to serve as a decentralised distributed computing platform.

Smart contracts have state, which can be updated by a contract when it is
executed. The blockchain maintains a record of all previous states of a contract –
inevitably, as to overwrite previous state would involve overwriting records ear-
lier in the blockchain. Smart contracts can thus be used to implement a form of
dynamic data storage with history in the Ethereum environment.

4 Use Cases in Detail

4.1 GreenDATA

The GreenDATA project [11] aims to collect data from domestic energy gener-
ation, from solar, wind and geothermal sources, with the purposes of making it
available for students of sustainable energy, so that they might be able to study
the behaviour of real systems in practice, in different locations and of differ-
ent generation modalities. Contributors to GreenData have energy generating
installations across the UK, and beyond, with participants in Austria and Crete.

Data is collected using either contributors’ own hardware, or, more usually,
using an OpenEnergyMonitor emonPi [8], a Raspberry Pi [9] based device which
can be clamped to the appropriate cables of, for example, a solar photovoltaic
system, and which then analyses the performance and behaviour of the system.
The collected data can be stored locally to the emonPi, or, as in the GreenData
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installations, transmitted over a domestic WiFi connection or a GSM signal
to a remote data store. Types of data collected include grid supply voltage,
power imported or exported, indoor and outdoor temperature, among others.
The temporal resolution of the data is 10 s and data collection is continuous,
24 h a day. The timestamp of each data point is taken from GPS.

A modification to the emonPi software means that data is lifted to RDF
on each device, before being sent to an RDF store hosted centrally, via an
Ethereum light client [4] installed on the emonPi. The motivation behind hav-
ing a blockchain infrastructure to verify the gathered data is twofold. Firstly,
to serve as an experiment in the validation of data using blockchains in gen-
eral, and secondly, to allow students to explore the potential role of blockchains
in simulated disintermediated energy markets, in which consumer-producers of
energy can trade energy surpluses directly with each other.

4.2 MK2MG – Milton Keynes to Mongolia

From mid-2017, two of the authors will be taking part in the Mongol Rally [2],
driving an old car from Milton Keynes in the UK to a point near the border
between Mongolia and Russia. The primary purpose of taking part is to raise
money for charity, but we intend to use their journey to carry out a number of
experiments using sensors attached to the car and both participants. Data relat-
ing to speed, location, temperature, humidity, heart rate and physical activity
will be collected at a sub-second resolution, and both stored as RDF locally
in on-car hardware and transmitted to a central server via a GSM connection.
Event detection will be applied to the data in both locations. We aim to run
an Ethereum light client on the in-car hardware in order to handle blockchain
communications. In particular, we are interested in the results of streaming large
quantities of data with blockchain-based recording in a scenario with connectiv-
ity and computational power limited by space, energy and cost.

The applications of the lessons we hope to learn from this exercise are in
situations where there is a need for validated and trustworthy data in low power,
intermittently connected settings, such as medication transport or disaster relief.

5 Temporal Graphs on the Ethereum Distributed Ledger

The Ethereum blockchain is not suited to storing large amounts of data – the
speed of execution is unlikely to be fast enough to support high volume data
streams. However, in order to achieve the goal of validation of data integrity, it
is not necessary to store the data itself on the blockchain; all we need is to store
sufficient metadata to allow anyone who does possess a chunk of the data to verify
that its contents are intact. We need, therefore, a canonical representation of the
data which can be hashed reproducibly to provide a verification – for example,
the RDF serialisation of the source – and a reliable form of “punctuation” in the
data stream, to identify complete chunks of data to be used for the hash.

The form of punctuation used depends on the temporal model used in the
data. Multiple approaches have been taken to the representation of temporal
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RDF streams. Broadly, they vary as to whether temporal information is associ-
ated with each triple individually (“triple-based”) or with RDF graphs, where
the triples in an individual graph share the same temporal information. In the
latter approach, a graph usually corresponds to a time interval. In the former,
the temporal information attached to a triple may either be an interval or a
timestamp representing an instant. [3,6,7,10] The difference between interval
and timestamp is not deeply relevant; with an interval representation, one can
always simulate a timestamp by setting the start and end points of the interval
to be identical, with no loss of information. For the purposes of this work, given
the requirement to group sections of the data stream in order to implement what
is needed for verification, it seems most appropriate to use the graph approach.

We therefore ensure that the data streams generated from sensors are seg-
mented, at source, into named graphs corresponding to time intervals, with the
length of intervals to be determined also at the source, and indicated within the
data itself. Variable rather than static intervals provide more flexibility.

Smart contracts running on (a private instance of) the Ethereum blockchain
have been written to receive the data, with each remote client provided with the
address of the relevant contract(s). Each time data is sent, the contract identifies
graphs specified by the source, and calculates a verification hash, extracting the
start and end times of the interval covered by each graph. Four items – graph
URI, hash, start and end time – are stored in the state of a new smart contract,
the address of which is stored in a “master” contract and which, along with the
original data, is forwarded onto a traditional RDF store.

At the same time, clients performing event detection construct an RDF repre-
sentation of each event detected, and send it to a separate smart contract, along
with the names and hashes of the relevant temporal graphs. The duplication of
hashes provides a separate source of validity information for each graph.

In order to support the verification of data in standard SPARQL querying
scenarios, a custom SPARQL endpoint, running off-blockchain, is being written
to respond to federated SPARQL requests using the SERVICE keyword. Any
triple patterns passed to this endpoint specified to be in a temporal graph known
to be hashed on the blockchain are queried from the full dataset, and each
relevant graph is hashed, and compared to the entries stored in the blockchain
both from the streaming data contracts, and any relevant contracts from event
detection. The custom endpoint returns a triple stating whether verification
succeeded, allowing at least a base level of verification within SPARQL.

6 Conclusion and Future Plans

As stated at the outset, this paper presents a work-in-progress in the use of
distributed ledger technology to provide a layer of verifiability to temporal RDF
graphs containing streaming data. What we have achieved so far indicates that
the approach proposed is practical to implement and flexible enough to cover
the use cases proposed without limiting scope for further extension.

In practice, there are a number of parameters in this approach with which
we can experiment to test their effects on performance, reliability and suitability
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for the goals. These include, among others, the sizes of data batching, the use
of on-chain vs. off-chain hashing and any compression approaches we can use
with the data streams. Data we collect about the behaviour of, in particular, the
MK2MG interactions with the blockchain will inform how best to handle limited
connectivity and computational power systems.

In future work, we would like to explore the performance and execution cost
implications of implementing at least some aspects of SPARQL directly inside
smart contracts, to evaluate the possibility of having some limited temporal
reasoning performed within a trusted context on the distributed ledger. We also
intend to explore the use of distributed file systems to store the full data. It
would be interesting, too, to explore how doing so might enable more Linked
Data application scenarios to be implemented in a fully distributed, decentralised
setting, with less reliance on external datastores as we do now, and following
more closely the distributed ledger philosophy.
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Abstract. The Linked (Open) Data cloud has been growing at a rapid
rate in recent years. However, the large variance of quality in its datasets
is a key obstacle that hinders their use, so quality assessment has become
an important aspect. Data profiling is one of the widely used techniques
for data quality assessment in domains such as relational data; neverthe-
less, it is not so widely used in Linked Data. We argue that one reason for
this is the lack of Linked Data profiling tools that are configurable in a
declarative manner, and that produce comprehensive profiling informa-
tion with the level of detail required by quality assessment techniques.
To this end, this demo paper presents the Loupe API, a RESTful web
service that profiles Linked Data based on user requirements and pro-
duces comprehensive profiling information on explicit RDF general data,
class, property and vocabulary usage, and implicit data patterns such as
cardinalities, instance ratios, value distributions, and multilingualism.
Profiling results can be used to assess quality either by manual inspec-
tion, or automatically using data validation languages such as SHACL,
ShEX, or SPIN.

Keywords: Linked Data · Quality · Data profiling · Services

1 Introduction

The Linked (Open) Data cloud has been growing at a rapid rate in recent years.
Some portions of it come from crowd-sourced knowledge bases such as Wikipedia,
while others come from government administrations, research publishers, and
other organizations. These datasets have different levels of quality [1] such that
for most practical use cases, they need to be assessed to get an indication of
their quality.

Juran and Godfrey describe quality using multiple views [2]. On the one hand,
quality can be seen as “fit for intended use in operations, decision-making, and

N. Mihindukulasooriya—This research is partially supported by the 4V (TIN2013-
46238-C4-2-R) and MobileAge (H2020/693319) projects and the FPI grant (BES-
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planning”, i.e., relevance, recency, completeness, and precision. On the other
hand, quality is also viewed as “freedom from deficiencies”, i.e., correctness and
consistency. In either case, quality assessment is needed before using the data for
a given task to ensure that the data has an adequate quality level. Further, the
results of the assessment can be used to assist the process of improving quality
by cleaning and repairing deficiencies in the data. The objective of the work
presented in this paper is to provide a data profiling service with fine-grained
information that can be used as input for many quality assessment tasks related
to both these views of data quality.

Detailed data analysis is one common preliminary task in quality assessment,
and data profiling is one of the most widely-used techniques for such analysis
[3]. Data profiling is defined as the process of examining data to collect statistics
and provide relevant metadata about the data [4]. Even though data profiling is
widely used in quality assessment in domains such as relational data, we see a
lack of usage of data profiling in Linked Data.

In this paper, we describe a Linked Data profiling service, the Loupe API,
which provides access to the Loupe tool via a RESTful interface. The Loupe API
may be configured to specify the source data as well as the profiling activities
it should perform. As a consequence it can be used for different purposes. In
recent years, Loupe has been used to assess the quality of datasets in several
projects such as DBpedia [5] and 3Cixty [6]. A RESTful interface facilitates the
integration of the Loupe profiling services to other systems. The Loupe API has
been integrated with one of our ongoing projects, MappingPedia1, a collaborative
environment for R2RML mappings, in order to gather statistics and do quality
assessment since R2RML mappings are themselves RDF/Linked Data datasets.

2 Loupe API

The Loupe API2 is a configurable Linked Data profiling service. The three main
phases in Linked Data profiling are (1) specification of input, (2) execution of
data profiling, and (3) representation of profiling results. Figure 1a shows an
example input of a Loupe API profile request. Users can specify their require-
ments (i.e., which profiling tasks to execute) and other configuration details such
as how to access the data source (and which data to profile), or whether to persist
the profiling results in the Loupe public repository (i.e., they will be available
via search). The profiling tasks are grouped into four categories:

– summary - provides generic statistics on an RDF data source related to its
size and the type of content it has, for example, typed entity count or distinct
IRI object count.

– vocabUsage - provides information on the implicit schema of the data by
analyzing how vocabulary terms such as classes and properties are used, their
domains and ranges, cardinalities, uniqueness, among others.

1 http://demo.mappingpedia.linkeddata.es/.
2 http://api.loupe.linkeddata.es/.

http://demo.mappingpedia.linkeddata.es/
http://api.loupe.linkeddata.es/
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– languagePartitions - provides information on multilingual content by ana-
lyzing the frequency of each language in language tagged strings.

– valueDistributions - provides information on the value distribution of a
given property.

The results of profiling are represented in RDF using the Loupe ontology3.
The main elements of the profiling results are illustrated in Fig. 1b; the complete
results in RDF are available4; we also provide a set of cURL examples5 for
invoking the service.

(a) Input Configuration (b) Output Elements

Fig. 1. A summary of Loupe API input and output

These profiling results can be used for validating the quality of a dataset
either by manual inspection or by specifying the validation rules in a language
such as SHACL6, ShEx7, or SPIN8. Data profiling facilitates the manual inspec-
tion by providing a high-level summary so that an evaluator can adapt techniques
such as exploratory testing [6] to identify strange occurrences in data.

Nevertheless, automatic validation is needed when a large amount of data is
present and it is feasible in most situations. For example, data model constraints
such as uniqueness of values, expected cardinalities, domains and ranges, incon-
sistent use of duplicate properties [5] can be easily validated by expressing those
in a constraint language and automatically using profiling information.

Further, profiling results enable the analysis of a dataset over a period of time
by periodically profiling data and performing the analysis on multiple profiling
results. For instance, expected deletions of data or undesired changes can be
detected by analysing the changes in the dataset profiles.
3 http://ont-loupe.linkeddata.es/def/core#.
4 https://git.io/vy1tO.
5 https://github.com/nandana/loupe-api/wiki/examples.
6 https://www.w3.org/TR/shacl/.
7 https://shexspec.github.io/spec/.
8 http://spinrdf.org/.

http://ont-loupe.linkeddata.es/def/core#
https://git.io/vy1tO
https://github.com/nandana/loupe-api/wiki/examples
https://www.w3.org/TR/shacl/
https://shexspec.github.io/spec/
http://spinrdf.org/
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The Loupe API is implemented as a RESTful service and currently three
operations are available as illustrated in Fig. 2.

Fig. 2. Loupe API Documentation

3 Related Work

Zaveri et al. [1] present a comprehensive review of data quality assessment tech-
niques and tools in the literature, and propose a conceptual framework with
quality metrics grouped in four dimensions: accessibility, intrinsic, contextual,
and representational; in particular, it mentions the use of profiling by the Pro-
LOD tool for Semantic Accuracy. The ProLOD tool [7] has a pre-processing
clustering and labeling phase and a real-time profiling phase that gathers sta-
tistics on a specific cluster in order to detect misused properties and discordant
values.

Tools that provide statistics on the Linked Open Data Cloud include Aether
[8] that provides extended VOID statistical descriptions of RDF content and
interlinking, and ExpLOD [9] and ABSTAT [10] that provide summaries of RDF
usage and interlinking.

Differently from the other tools mentioned, the Loupe API is available as
a RESTful web service where users can configure and generate Linked Data
profiles in RDF using the Loupe ontology. Further, Loupe provides summarized
information not only on explicit vocabulary, class and property usage as the other
tools but it also facilitates the analysis of implicit data patterns by providing
a finer grained set of metrics compared to existing tools, such as instance ratio
(ratio of instances of a given class to all entities) and property cardinalities. Low
granularity metrics and other capabilities of Loupe have been applied to the
analysis of redundant information, consistency with respect to the axioms in the
ontology, syntactic validity and detection of outliers.
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4 Conclusion and Future Work

This paper presents the Loupe API, a configurable RESTful service for profiling
Linked Data, where results can be used for quality assessment purposes. The
paper illustrated its use, and motivated it with a discussion on how it can be
integrated to the quality assessment process.

Nevertheless, there are several challenges in profiling large datasets using a
service compared to a standalone tool. Thus, Loupe API is mostly suitable for
profiling small datasets. Large datasets (e.g., DBPedia) could take a long time to
profile and the requests might timeout. In the future, we plan to provide support
for asynchronous executions for such cases.

Another challenge is to detect the capabilities and limitations of the SPARQL
endpoint and to adapt to those capabilities. Loupe API uses SPARQL 1.1 fea-
tures and some metrics are omitted if an endpoint only supports SPARQL 1.0.

In the future, we also plan to extend the profiling service to other Linked
Data sources such as RDF dumps, SPARQL construct queries, and LDF end-
points. Further, we plan to allow users to specify their quality requirements in
a declarative manner using formal languages such as SHACL, ShEX, SPIN or
using an editor with common validation rules. This will allow the Loupe API to
generate quality assessment reports based on those requirements.
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Abstract. In the process of ontology construction, we often need to
find relations between entities described by the Resource Description
Framework (RDF). Predicting relations between RDF entities is impor-
tant for developing large-scale ontologies. The goal of our research is to
predict a relation (predicate) of two given entities (subject and object).
TransE and TransR have been proposed as the methods for such a pre-
diction. We propose a method for predicting a predicate from a subject
and an object by using a Deep Neural Network (DNN), and developed
RDFDNN. Experimental results showed that predictions by RDFDNN
are more accurate than those by TransE and TransR.

1 Introduction

Ontology learning is one of the important topics for developing the Semantic
Web. In general, there are many entity pairs where the relations between them
are unknown [7,16]. If we can predict such relations accurately, we can augment
a given ontology. Since many Semantic Web data (such as Google’s Knowledge
Graph) are already available, techniques for predicting relations between entities
are important for developing large-scale ontologies.

The goal of our research is to predict relations between two given entities in
Resource Description Framework (RDF) accurately. RDF is the framework for
representing Web resources, and each triple in RDF is composed of three entities
(subject, predicate, and object). Subject and object are entities, and predicate
is the relation between the entities. Suppose (Tokyo, is-capital-of, Japan) is an
example of such a triple. We would like to predict “is-capital-of” when “Tokyo”
and “Japan” are given. For this purpose, we propose a method for predicting a
predicate from a subject and an object by using a Deep Neural Network (DNN),
and developed RDFDNN.

Freebase and Wordnet are used as the datasets of our experiments. The
following experiments are performed: (1) comparison with previous methods

c© Springer International Publishing AG 2017
E. Blomqvist et al. (Eds.): ESWC 2017 Satellite Events, LNCS 10577, pp. 343–354, 2017.
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(Sect. 5), (2) failure analysis (Sect. 6), (3) embedding dimension and predic-
tion accuracy (Sect. 7), and (4) embedding dimension and computational time
(Sect. 8). As the results of our experiments, RDFDNN is more accurate than
TransE [1] and TransR [10] for predicting a predicate from a given subject and
object. We also propose a method for finding appropriate embedding dimensions
in RDFDNN.

2 RDFDNN

RDFDNN predicts the relation between two entities represented as a RDF triple.
When h and t of a RDF triple (h, l, t) are given as inputs, RDFDNN will output l.

Fig. 1. The structure of RDFDNN

The structure of RDFDNN is shown in Fig. 1. Circles are nodes, rectangles
are layers of DNN, and red arrows are the transformation of weight matrices. Its
inputs are one-hot codes of h and t, and its output is the probability distribution
of the one-hot codes of l. One-hot code is a sequence of bits for representing
entities. For example, the following vector of length n (whose i-th bit is 1 and
others are 0) is the representation of i-th entity among n entities.

(
0 0 . . . 0 1 0 . . . 0

)
(1)

entity voc and relation voc are the numbers of entities and relations, respec-
tively. entity dim and relation dim are the dimensions of weight matrices.
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Embedding is the transformation from RDF entities to their vector represen-
tations. The length of the transformed vector is called embedding dimension.

There are five weight matrices in RDFDNN: entity embedding, tanh1,
concat, tanh2, and softmax. tanh1 and tanh2 are the weight matrices for
activation by tanh function, and softmax is the weight matrix for activation
by softmax function. Concat is the composition of the embeddings of h and
t. We employ simple concatenation of two embedding vectors for the concat.
entity embedding is the weight matrix for transforming an entity to its embed-
ding. L2 regularization is used for the weight matrices of entity embedding,
tanh1, tanh2, and softmax in order to suppress overfitting.

Since the output of RDFDNN is the probability distribution of one-hot rep-
resentation of relation l, the following cross entropy is used as the objective
function for training RDFDNN:

E = −
∑

(h,t,l)∈S

∑

k∈relation voc

lklogP (h, t)k, (2)

where S is the set of triples in training data, P (h, t) the output of RDFDNN
when h and t are given as its inputs, k is the integer index that satisfies 0 ≤
k < relation voc. As the optimizer of the above objective function, Adam [8] is
used.

3 Previous Methods for Predicting Relations

3.1 TransE

TransE [1] embeds both entities and relations in the same vector space. Based
on vector operations of entities and relations, TransE predicts t from given h
and l, and predicts l from h and t. It generates the vector space that satisfies
the following equation:

d(h + l, t) = 0, (3)

where d is the function of Euclidean distance between two given vectors.
TransE obtains a vector representation of entities and relations by minimizing

the following objective function L by Gradient descent

L =
∑

(h,l,t)∈S

∑

(h′,l,t′)∈S′
max(γ + d(h + l, t) − d(h′ + l, t′), 0), (4)

where γ is the margin for training, S is the set of triples in the dataset, S′ is the
set of wrong triples, E is the set of entities, and S′

(h,l,t) is defined as follows:

S′
(h,l,t) = {(h′, l, t)|h′ ∈ E} ∩ {(h, l, t′)|t′ ∈ E}. (5)



346 T. Murata et al.

3.2 TransR

TransR [10] is the extension of TransE, and it has the ability to learn 1-to-N
relations, which is not possible for TransE. 1-to-N relation means that there are
more than one ts for a given pair of h and l, such as (John, likes, pizza) and
(John, likes, hamburger). In the case of TransE, learning 1-to-N relations is not
possible because there is only one vector that satisfies d(h + l, t) = 0. In the
above example, both pizza and hamburger are represented as the same vector,
which is the problem of TransE.

In the case of TransR, h and t are mapped by means of the transformation
matrix Ml which is unique to l and then vector operation is performed in order
to avoid the above problem. TransR generates a vector space that satisfies the
following equation:

d(hMl + l, tMl) = 0, (6)

where Ml is the transformation matrix corresponding to relation l. TransR
accepts vector representations of the entities obtained by TransE as its initial
values, and it minimizes the following objective function L by Gradient descent
in order to obtain vectors and matrices corresponding each relation:

L =
∑

(h,l,t)∈S

∑

(h′,l,t′)∈S′
max(γ + d(hl + l, tl) − d(h′Ml + l, t′Ml), 0), (7)

where hl = hMl and tl = tMl.

4 Evaluation

4.1 Dataset

In our experiments, we have used the FB15k and WN18, which are the samples
of the following two datasets. Details of FB15k and WN18 are shown in Table 1.
The datasets are the same as the ones used in the experiments of previous
research [1,10]. Original datasets of FB15k and WN18 are as follows:

Freebase [2]
a large collaborative online knowledge base

Wordnet [11]
a large lexical database of English

4.2 Criteria for Evaluation

We have implemented RDFDNN using keras and TensorFlow. Keras (https://
keras.io) is a Python-based library executable on TensorFlow and Theano. Train-
ing of DNN by keras is done using CuDNN library on GPU. We use Python,
keras and TensorFlow for the implementation. The CPU used in our experiments
is Intel Xeon CPU E5-2609, and GPU is GeForce GTX 1080.

https://keras.io
https://keras.io
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Table 1. Details of FB15k and WN18

FB15k WN18

Original data Freebase Wordnet

Number of entities (entity voc) 14,951 40,943

Number of relations (relation voc) 1,345 18

Number of triples for training 483,142 141,442

Number of triples for testing 59,071 5,000

We evaluated the results by top-k accuracy. After 10 times of training, h and
t of a triple in the test data are given to RDFDNN as input, and its output l is
evaluated by top-k accuracy, whose value is one if the correct answer is included
in top-k plausible outputs, and is zero otherwise. This evaluation is done using
all test data and results are averaged.

For the comparison of accuracy with previous methods, we set the parameters
as (entity dim, relation dim) = (30, 30) for FB15k and WN18. For failure analy-
sis, we set the parameter as (entity dim, relation dim) = (30, 30) for FB15k. For
the experiments of embedding dimension and accuracy, parameters entity dim
and relation dim are set as each of 2, 4, 6, 8, 10 for FB15k. For the experiments
of relations between embedded dimension and computational time, entity dim
is set to 60, 120, 180, and 240, and relation dim is set to 20, 40, 60, and 80 for
FB15k.

4.3 Setting for Comparison

We have compared RDFDNN with TransE and TransR implemented by previous
approach [10]. For TransE, the learning rate is set to 0.01, γ is set to 1, and
embedding dimensions are set to 50 for FB15k, and 100 for WN18, respectively.
For TransR, the learning rate is set to 0.001, γ is set to 1, and embedding
dimensions are set to 50 for FB15k, and 100 for WN18, respectively.

When h and t are given, TransE computes d(t−h, l) for all possible relations
and selects the relation l of its minimum value as its prediction. This is because
the vector space satisfying d(t − h, l) = 0 is generated in TransE, so the relation
l that takes the minimum value of d(t − h, l) for given h and t is expected to
constitute a valid triple (h, l, t) rather than other relations.

When h and t are given, TransR computes d(tMl − hMl, l) for all possible
relations and select the relation l of its minimum value as its prediction. This is
because the vector space satisfying d(tMl − hMl, l) = 0 is generated in TransR,
so the relation l that takes the minimum value of d(tMl − hMl, l) for given h
and t is expected to constitute valid triple (h, l, t) rather than other relations.

5 Comparison with Previous Methods

For the dataset FB15k, we set parameters as (entity dim, relation dim) =
(30, 30) and compare the accuracy of RDFDNN with previous methods. For
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the dataset WN18, we set parameters as (entity dim, relation dim) = (30, 30)
and compare the accuracy of RDFDNN with previous methods.

Fig. 2. Top-k accuracy (FB15k) Fig. 3. Top-k accuracy (WN18)

Figures 2 and 3 are the results of comparison with the FB15k and WN18
datasets, respectively. The X-axis is k, and the Y-axis is top-k accuracy. For
RDFDNN, we set parameters as (entity dim, relation dim) = (30, 30) because
its accuracy is the best when these values are used. As shown in both figures,
RDFDNN is more accurate than TransE and TransR in both datasets. The
results with FB15k dataset are a clear victory for RDFDNN. In the following
discussion, we will discuss the results with FB15k data. The reason for the clear
victory is that the number of relations in FB15k (1,345) is much higher than that
in WN18 (18). Prediction of relations is harder when the number of relations is
much higher.

6 Failure Analysis

Failure analysis is done in the experiments with FB15k when parameters are set
as (entity dim, relation dim) = (30, 30). RDFDNN’s failed predictions can be
classified to the following four categories:

– A: deceived by majority cases
– B: too abstract/too concrete
– C: structurally similar
– D: complete failure

For this failure analysis, parameters are set as (entity dim, relation dim) =
(30, 30) and 100 triples of RDFDNN failures are randomly sampled. Then the
triples are manually evaluated and classified into the above four categories in
order to obtain the results in Table 2.

As shown in Table 2, the most frequent failure is type A. As an example of
type A, RDFDNN’s prediction of relation between “Leslie Dilley” and “Raiders
of the Lost Ark” is “performer”, while its correct answer is “art director”. This
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Table 2. Types and the number of failed predictions

Type Number of failures

A 49

B 14

C 5

D 32

is because the relation “performer” is the most frequent one for the relation
between people and movies. The second most frequent failure is type D, com-
plete failure. One of the examples is the prediction of the relation between “Iron
Man” and “Stan Lee”. The correct answer should be “creator”, but the predic-
tion by RDFDNN was “cause of death”. The third most frequent failure is type
B, too abstract or too concrete compared with correct answers. As an exam-
ple of this type, RDFDNN predicts the relation between “Park Chu-yong” and
“South Korea” as “citizenship”, while its correct answer is “Olympic representa-
tive”. The least frequent failure is type C, but this failure means that RDFDNN
recognizes structural similarity between relations. As an example of this type,
RDFDNN predicts the relation between “Washington Wizards” and “Michael
Jordan” as “belonging states”, while its correct answer is “team member”.

7 Embedding Dimension and Prediction Accuracy

For the dataset FB15k, we set parameters entity dim and relation dim as each
of 2, 4, 6, 8, 10, and observed the top-k accuracy of RDFDNN.

Fig. 4. top-k accuracy of RDFDNN
(FB15k) (relation dim = 2)

Fig. 5. top-k accuracy of RDFDNN
(FB15k) (relation dim = 4)

Figures 4, 5, 6, 7, and 8 are the results when entity dim and relation dim
are set to each of 2, 4, 6, 8, 10, respectively. The X-axis is k, and the Y-
axis is top-k accuracy. Results of the same relation dim with five different
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Fig. 6. top-k accuracy of RDFDNN
(FB15k) (relation dim = 6)

Fig. 7. top-k accuracy of RDFDNN
(FB15k) (relation dim = 8)

Fig. 8. top-k accuracy of RDFDNN (FB15k) (relation dim = 10)

values of entity dim are drawn in each figure. The best accuracy is obtained
in Fig. 8 when parameters are set as (entity dim, relation dim) = (10, 10),
and its top-10 accuracy is 0.963. The best result in Sect. 5 is top-10 accuracy
= 0.979 when parameters are set as (entity dim, relation dim) = (30, 30),
which is comparable to the above result. Except Fig. 4 (relation dim = 2),
the results are the best when relation dim = entity dim among all parameter
settings. When relation dim > entity dim, the dimension of the weight matrix
of entity embedding is too small, and when relation dim < entity dim, the
dimension of the weight matrix of entity embedding is too big, which causes
overfitting. Figure 4 (relation dim = 2), the dimensions of weight matrices of
activation 2 and softmax are too small so overfitting is avoided. Therefore, more
embedding dimensions of weight matrices of entity embedding and entity dim
are more accurate.

Figure 9 aggregates all the results of Figs. 4, 5, 6, 7, and 8. The X-axis is k,
and the Y-axis is top-k accuracy. Results with the same relation dim are drawn
with the same color, so five curves are drawn in each color. The difference of
top-k accuracy with different entity dim is 0.1 at most, which are quite small
compared with the difference with different relation dim values. In Fig. 9, curves
of the same color (results with the same relation dim value) are almost the same.
relation dim is more important for the accuracy of RDFDNN than entity dim.
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Fig. 9. top-k accuracy of RDFDNN (FB15k)

8 Embedding Dimension and Computational Time

For the dataset FB15k, we set entity dim to 60, 120, 180, and 240, and
relation dim as 20, 40, 60, 80, and observed the computational time of
RDFDNN.

Fig. 10. Computational time of RDFDNN for different embedding dimensions

Figure 10 shows the computational times of RDFDNN for different embed-
ding dimensions. The X-axis is entity dim, and the Y-axis is the computational
time (seconds). As shown in the figure, the value of relation dim is not relevant
to the computational time of RDFDNN. Only the value of entity dim is relevant
to the computational time. As shown in Table 1, entity voc >> relation voc is
true in our experiments, which is the reason that entity dim is relevant to the
computational time of RDFDNN.
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9 Discussion

As shown in Sect. 5, RDFDNN is more accurate than previous methods for the
prediction of relations between two given entities. The difference of accuracy
with FB15k is bigger than that with WN18, so we can conclude that prediction
is harder when there are more possible relations.

The accuracy of RDFDNN is fairly good even when the embedding dimen-
sion is only one-fifth of the embedding dimension used in previous methods.
In the case of TransR, the embedding dimension is set to 50 and its top-
k accuracy is 0.808. On the other hand, top-k accuracy of RDFDNN is 0.963
even when (entity dim, relation dim) = (10, 10). This means that the accuracy
of RDFDNN is better than TransR even when its embedding dimension is only
one-fifth of that of TransR.

As shown in Sect. 6, RDFDNN is more accurate when relation dim is bigger,
while the value of entity dim is irrelevant to its accuracy. If entity dim is bigger
than relation dim, accuracy is not good because of overfitting. If entity dim is
smaller than relation dim, accuracy is not good because the dimension of the
DNN weight matrix is not enough. Therefore, the values of relation dim and
entity dim should be the same as initial setting.

As shown in Sect. 7, computational time of RDFDNN depends on entity dim,
not relation dim, which is contrastive to the result in Sect. 6 that the accu-
racy depends on relation dim. Therefore, if we keep entity dim small and
make relation dim bigger, better accuracy with less computational time will
be achieved. However, in this case, entity dim is smaller compared with
relation dim, which causes less accuracy because the dimension of DNN weight
matrix is not enough.

To summarize, RDFDNN achieves high accuracy with less embedding dimen-
sion with the following procedure. The reason for setting parameters as halves
of previous values is that the range of possible embedding dimensions is fairly
wide, so repeated bipartitioning will be desirable for finding better parameters
with less trials.

1. Set the parameters entity dim and relation dim as those of previous methods
as initial setting.

2. Set them as halves of previous values, keeping entity dim = relation dim.
3. Fix relation dim and set entity dim as the half of previous value.

10 Conclusion

In this paper, we propose RDFDNN for predicting relations of RDF from two
given entities. RDFDNN is more accurate compared with previous methods
(TransE and TransR). The following are the characteristics of RDFDNN.

– Bigger relation dim for better accuracy
– Smaller entity dim for less computational time
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– Even when RDFDNN failed, more than half of its failed prediction are valid
in some sense

In addition to TransE and TransR, there are some other related approaches
[5,14,15]. The weaknesses of RDFDNN are as follows: (1) prediction of t from
given h and l is not easy for RDFDNN, while it is possible for TransE and
TransR. This is because RDFDNN cannot obtain embedded representation of
relations, and (2) RDFDNN always predicts relations even when two given enti-
ties are completely irrelevant. These are left for our future work.
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Abstract. Music consumption habits as well as the Music market have
changed dramatically due to the increasing popularity of digital audio
and streaming services. Today, users are closer than ever to a vast num-
ber of songs, albums, artists and bands. However, the challenge remains
in how to make sense of all the data available in the Music domain, and
how current state of the art in Natural Language Processing and seman-
tic technologies can contribute in Music Information Retrieval areas such
as music recommendation, artist similarity or automatic playlist gen-
eration. In this paper, we present and evaluate a distributional sense-
based embeddings model in the music domain, which can be easily used
for these tasks, as well as a device for improving artist or album clus-
tering. The model is trained on a disambiguated corpus linked to the
MusicBrainz musical Knowledge Base, and following current knowledge-
based approaches to sense-level embeddings, entity-related vectors are
provided à la WordNet, concatenating the id of the entity and its men-
tion. The model is evaluated both intrinsically and extrinsically in a
supervised entity typing task, and released for the use and scrutiny of
the community.

1 Introduction

One of the earliest avenues for improvement identified in the otherwise powerful
word embeddings [1,2] is that they tend to “conflate” (or agglutinate) in one
vector the semantic representation of several meanings of a word or phrase [3]. In
the last years, however, we have witnessed two parallel directions for alleviating
this weakness. On one hand, what we could call unsupervised approaches, which
usually cluster contexts in which a word appears and then obtain a representation
of each cluster [4–6]. On the other hand, the so-called knowledge-based approaches
exploit predefined semantic representations encoded in lexicons or Knowledge
Bases (KBs) such as WordNet [7] or BabelNet [8]. Prominent examples include,
inter alia, [9–13]. While these approaches have shown competitive results in
some of the classic tasks in Natural Language Processing (NLP) like semantic
similarity, whether these models would be truly helpful in restricted domains
of knowledge remains an open question. In fact, they are inherently flawed by
c© Springer International Publishing AG 2017
E. Blomqvist et al. (Eds.): ESWC 2017 Satellite Events, LNCS 10577, pp. 355–366, 2017.
https://doi.org/10.1007/978-3-319-70407-4_44
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the natural incapability of current KBs and semantic lexicons to capture all the
knowledge existing out there. While this is a problem theoretically addressed
by the Open Information Extraction (OIE) paradigm [14–16], the truth is that
current OIE systems are still too noisy and error-prone, and even approaches
that have attempted to integrate them have had to deal with issues related with
sparsity, redundancy and the lack of ontologization [17]. Another direction for
improving sense-level vector representations in specific domains of knowledge
is the construction and annotation of large domain corpora, and transfer the
knowledge acquired from previously published (and highly successful) vector
space modeling algorithms to a target domain. This is precisely the direction we
adopt in this work.

In this paper, we present ELMDist1 a sense-level embeddings model in the
music domain, trained on a music-specific corpus of artist biographies, where
musical entities have been automatically annotated with high precision against
the musical KB MusicBrainz (MB) [18]. We evaluate this model in a twofold
strategy. First, a qualitative evaluation of nearest neighbours to assess artist
similarity. And second, a quantitative evaluation, in which we devise an entity
typing strategy so that, for a given vector, we predict the probability of it being
any of four of the most common entities in the music domain, namely artist,
album, song and record label. Our results show a surprisingly good preci-
sion, especially considering the small size of the corpus, while coverage could
be assumed to increase as additional corpora are incorporated to the model.
We make available for the community a set of disambiguated pretrained vec-
tors, as well as dumps of matrices trained to learn (artist, album and record
label)-wise transformations.

2 Method

In this section, we first flesh out the different resources our approach consists of.
First, we briefly summarize the approach followed to construct an automatic and
fully disambiguated corpus in the music domain (Sect. 2.1). Second, we describe
the linear transformation approach followed for assigning a music-specific type
to any vector (Sect. 2.2). Finally, we provide evaluation results in Sect. 3.

2.1 Entity Linking in the Music Domain

While there is not a substantial work in applying current state of the art NLP sys-
tems in the music domain, this scenario seems to be gradually shifting, especially
since exploitation of text mining techniques has proven to be useful for Music
Information Retrieval (MIR) tasks such as artist similarity [19] or music recom-
mendation [20,21]. One of the greatest challenges posed by the music domain
for text understanding lies on the fact that musical entities show high variabil-
ity, arguably higher than the regular entities with which evaluation is usually

1 Available at https://bitbucket.org/luisespinosa/elmdist/.

https://bitbucket.org/luisespinosa/elmdist/
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concerned in Entity Recognition tasks, like Person, Location or Organization.
Notable examples attempting Entity Linking (EL) (the task to assign to an
entity mention its corresponding entry or uri in a predefined inventory) include
the detection of music-related entities (e.g. songs or bands) on informal text [22]
or applying Hidden Markov Models for discovering musical entities in Chinese
corpora [23].

In this work, we use as training data an extended version of the ELMD corpus
[24], which stems from the collection of biographies acquired from Last.fm2. The
original ELMD corpus contains annotations mapped between inner last.fm links
and their corresponding DBpedia URI thanks to the voting algorithm described
in [24]. However, the whole motivation for this work is to model musical entities
against a music-specific KB so that the coverage of entities is higher. Hence,
we leverage ELMD23, an extension of the original annotated corpus, and take
advantage of the fact that a large portion of last.fm annotations have a direct
mapping to MB via its API. Furthermore, existing annotations in every docu-
ment are propagated, assuming they appear in a one-sense-per-discourse fashion.
For example, if the text span The Beatles is marked as an annotation in the first
sentence of a document, and it appears again in the second sentence, but there is
no annotation associated, an annotation is added. Finally, we look for mentions
of the entity that constitutes the main theme of the biography, and annotate
all its mentions within the biography, assuming unambiguity. The number of
annotations and distinct entities are reported in Table 1. Note that MB has a
coverage of 93.6% over all the annotations, and 91.1% over all distinct entities.

Table 1. Statistics of the ELMD2 corpus from which the ELMDist vector space model
is derived. Annotations refers to all distinct mentions or apparitions of an entity of
its corresponding type, whereas the Entities column refers to the number of distinct
entities of each type.

Annotations Entities

All 144,593 63,902

Artist 112,524 39,131

Album 18,701 15,064

Song 9,203 7,832

Label 4,165 1,875

2.2 Training a Sense-Level Embeddings Model

Taking advantage of the mapping existing in ELMD between last.fm links and
MB ids (mbids), we follow [25,26] and, for each entity mention in the ELMD
corpus, we concatenate its mention with its corresponding mbid, so that this

2 http://last.fm.
3 Described in http://mtg.upf.edu/download/datasets/elmd.

http://last.fm
http://mtg.upf.edu/download/datasets/elmd
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“sense” (in an analogy with WordNet) is assigned one single vector. For instance,
given the input sentence:

The Tools of the Trade was never distributed outside the US, and yet again
Nocturnal Breed would have to look for other business interests.

the resulting disambiguated concepts would result in (note that we also
include the type of each entity)4

the tools of the trade album mbid:fb410e8f was never distributed
outside the US, and yet again nocturnal breed artist mbid:f267a
071bb23 would have to look for other business interests.

We use the gensim5 implementation of word2vec [27], and train a CBOW
model of 300 dimensional vectors, filtering out tokens with a frequency less than
3, with a context window of 5 tokens, and hierarchical softmax (usually a better
performing algorithm for infrequent words). Due to the nature of the corpus, we
consider each disambiguated entity mention as a single token, and hence assign
it a unique vector.

3 Model Evaluation

In this section, we provide the reader with the result of two experiments where
we assess the fitness of the model, first, for artist similarity, and second, for
named entity typing.

3.1 Entity Similarity

Artist similarity is an important task in MIR. Knowing, for instance, similar
artists to the band ZZ Top (e.g. bands belonging to the jazz-rock genre), allows
for a better music recommendation and playlist suggestion, and ultimately leads
to a better user experience. While artist similarity has been approached looking
at score, acoustic or even cultural features [28], text-based approaches have also
played an important role in this task. For instance, by computing co-occurrences
of artist names [29], leveraging search engines result counts [30] or introducing
further linguistic analysis in the form of ngram, part of speech and TFIDF
information [31].

4 For readability purposes, we have shortened the mbid of the annotated entities.
5 https://radimrehurek.com/gensim/models/word2vec.html.

https://radimrehurek.com/gensim/models/word2vec.html
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Manual Evaluation. In the first experiment, we asked 2 human judges to
assess whether, given an input artist, the disambiguated nearest neighbours in
the vector space were similar6. We randomly sampled 10 instances of each type.
Note that judging whether two songs are similar is much easier than judging
whether two record labels are similar, and for the latter, we suggested that the
judges looked at whether these record labels had a preference for a certain music
genre, or if they were based (or originated) in the same geographical location.
Then, for each test instance, we retrieved the top 3 entities returned by cosine
distance. This results in 40 evaluation instances for each of the considered music
types.

Results, shown in Table 2, show that the model clusters together not only
vectors of the same type, but also sharing some kind of relationship, as assessed
by the judges. Still, the outcome of this experiment is affected by subjectivity.
For instance, given one of the randomly sampled instances for evaluation was the
record label Universal Records, and evaluators were given as nearest neigh-
bors other record labels which shared some features (e.g. also based in Paris or
London), but which had little relationship from the musical standpoint. We show
the behaviour of the model in Table 3, where the difference between the quality
of artist and record label vectors can be clearly seen, as opposed to the quality
of songs and albums. We plan to further investigate this notorious discrepancy.

Table 2. Average precision for the entity similarity task

artist album r.label

48% 20% 44%

We found surprisingly high results in the record label entity, despite the
subjective nature of this classification, where almost half of the nearest neigh-
bours were similar record labels to the input entity. However, we did encounter
(also surprsingly) poor results in the song entity, where only 2 out of every 10
cases were deemed similar by the judges. There was an average observed agree-
ment of 80% between both judges. Finally, in all cases the nearest neighbours to
the validation album vectors we used were songs, and since we asked our judges
to only consider similarity for entities of the same type (i.e., for albums, only
albums), results for this entity type are not reported.

Automatic Evaluation. The literature in distributional semantics has in gen-
eral explored whether co-hyponymy, the property of sharing the same hypernym,
can be considered as a measure or indicator of similarity. Since the ELMDist vec-
tors include type information, we conduct a similar experiment as the manual

6 Since this judgement is, in the end, a subjective decision, we did not ask them to
look at data such as listening habits.
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Table 3. Examples of well known input entities for each type (in italics), showcasing
the type of nearest neighbours that ELMDist provides.

artist album

Nirvana Heaven and Hell (Black Sabbath)

Metallica Shaman (Brazilian Progressive Rock Band)

Kinks The Boys Next Door (Nick Cave Album)

Tiga changing

NOFX shortening

Megadeth shortened

song record label

Stand By Me (Ben E. King) London Records

Gimme Little Sign (Brenton Wood) Atlantic Records

doble Epic Records

petite Merge Records

zur Elektra Records

rad Universal Records

evaluation described in Sect. 3.1. In this case, for all vectors of any of the avail-
able types, we collect their five closest vectors by cosine score and assess their
similarity. Without human intervention, we follow a coarse-grained classification
in which we consider similar two vectors sharing the same type. We report two
types of precision-wise evaluation: first, considering all neighbouring vectors as
candidates (all vecs.), and second, considering only the disambiguated vectors
(disambig.) as candidates (Table 4). In both cases, it is interesting to note the
better performance of this approach for the artist and record label types.
This is likely due to the fact that, in the former case, there are many more artist
entities and therefore there is extensive corpus-based evidence in the form of
word context to generate reliable representations. In the latter case, however,
the better performance seems to be due to the less variability in how record
labels are referred to in last.fm biographies, with less linguistic variability and
therefore better vectors with substantially less data. Further discussion about
the case of the record label type is provided in Sect. 3.2.

3.2 Named Entity Typing

Hypernymy is an important semantic relation that has to be accounted for in
automatic text understanding. For instance, knowing that Tom Cruise is an
actor can help a question answering system answer the question “which actors
are involved in Scientology?” [32]. Similarly, in the music domain it is important
to detect mentions of music entities such as bands or albums. This can be useful
for automatically inserting new entries in existing KBs, or for improving any of
the MIR tasks we have mentioned earlier.
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Table 4. Automatic evaluation of the similarity experiment considering co-hyponymy
as criterion.

all vecs. disambig.

artist 0.53 0.96

album 0.19 0.41

song 0.13 0.38

label 0.31 0.62

We thus proceed to evaluate our model in the task of automatic entity typing
(restricting the number of available types to artist, album, song and record
label). The task consists in, given a text-level (non-disambiguated) input entity,
predict its most likely musical type. To this end, we follow [33], who showed that
semantically related pairs of linguistic items (x, y) could be modeled in terms of a
linear transformation between them, having both items existing in two different
analogous spaces. The original work by [33] used this intuition for modeling a
transformation between English and Spanish (i.e., for word-level machine trans-
lation). This has been further explored for constructing semantic hierarchies in
Chinese [34], Twitter language normalization [35], or for collocation discovery
[36].

We follow this line of research, and construct an entity matrix E = [x 1 . . .xn]
and a music type matrix T = [y1 . . .yn], where E is our newly trained model,
and T is the pretrained word2vec vectors on the Google News corpus7. These
matrices are constructed as follows. We randomly sample musical entities from
our musical model, and depending on their type (field category in the annotated
corpus), we assign them a set of prototypical words for each type8. For instance, if
we found the album Nevermind (by Nirvana), we would train with pairs such as
(Neverminde,albumt), (Neverminde, releaset), or (Neverminde, compact disct),
where e, t ∈ E, T . As for the (exclusive) train-test split, we used at most 2k
training pairs for each music type (although in the case of song these were 687
due to lack of enough song entities in the corpus), and evaluated on 500 entities,
although again, the test size for the song type was smaller (229).

Then, under the intuition that there exists a linear function that approaches
an unseen entity in our music model E to its most likely music type in the Google
News corpus T , i.e., λ(E) ≈ T , we train a linear regression model such that it
minimizes

min
λ

|E|∑

i=1

‖λ(e i) − t i‖2 (1)

7 https://code.google.com/archive/p/word2vec/.
8 These were collected manually by inspecting nearest neighbours to the different types

considered in the Google News model.

https://code.google.com/archive/p/word2vec/
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We train four regression models, one for each of the music types considered.
Then, evaluation consists of, given an input entity’s text string, applying each of
the four models and assess which of them approaches the associated entity’s type
vector the closest, and then assessing correctness. Then, for each test sample,
the result is the ranked position among four possible candidates in which the
correct type was placed. For example, for the input string s = ‘let it be’9 (type
song), we rank the closest vectors in T of λ(s) by cosine distance, and set the
position of the correct type to 1. If in this specific case, the song function yields
the second most similar vector to ‘let it be’, the result is [0, 1, 0, 0].

We evaluate the result in terms of Mean Reciprocal Rank (see [37] for a
description of this and other Information Retrieval metrics in a Natural Language
Processing setting), a metric which takes into account the position of the first
valid candidate in a ranked list of options. Formally,

MRR =
1

|Q|
|Q|∑

i=1

1
ranki

where Q is a sample of experiment runs and ranki refers to the rank position of
the first relevant outcome for the ith run.

Our results, provided in Table 5, computed over a sample of 100 entities
per type, suggest that this is a promising approach, especially compared with
approaches for similar tasks (hypernym discovery), which used much more train-
ing data coming from a wide range of resources such as Wikidata and the web
[38]. Particularly encouraging are the results in the record labels entity type,
although the fact that most record labels have words like ‘label’ or ‘records’ (e.g.
Epitaph Records) most likely is being helpful to the model.

Table 5. Mean Reciprocal Rank for the entity typing task

artist album song r.label

0.59 0.52 0.54 0.64

Visualizing typed vectors. The ELMDist embeddings are trained over a
music-specific corpus, and clustered by type. While theoretically the type simi-
larity should already provide some kind of semantic compactness or community
to embeddings of the same type, this might not be necessarily true due to the
different contexts in which each musical entity may occur. In a purely qualitative
way we intend to explore whether the typing function described above affects
equally all musical types. In the visualization provided in Fig. 1, we plot in red a
sample of the original ELMDist vectors of the same type, and in green the same
vectors (with labels for some of them for illustrative purposes) after combining
them with the regression model. It can be clearly seen that artist and album
9 For multiword entities, we average the corresponding vectors of each token.
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vectors are scattered over the original space, which indicates that there is little
corpus-based evidence for all artist names, for example, to be represented sim-
ilarly. However, after training our typing function, artist names tend to cluster
together, and while the semantics of these clusters remains to be explored in
future work, it points towards an interesting “entity clustering” problem that
can be approached similarly as in our proposed method. This phenomenon also
applies to album names, although in this case there is clearly only one commu-
nity. On the opposite side, songs and record labels seem to not benefit as much
from the typing procedure, which may be due to the fact that their shared con-
texts are much more similar than in the other two entities. Another reason for
the lackluster clustering in these two types is the much lower number of training
pairs (due simply to ELMD2 having less entities of these types).

Fig. 1. Artist (top left), album (top right), song (bottom left) and record label (bottom
right) embeddings before typing (red) and afterwards (green). (Color figure online)

4 Conclusion and Future Work

In this paper, we have described and evaluated a novel vector space model at
the sense level in the music domain. It comes from running the word2vec algo-
rithm over an automatically disambiguated collection of music texts collected
from last.fm, where music entities are automatically annotated leveraging the
degree of agreement between three well-known Entity Linking and Word Sense
Disambiguation systems. The model is evaluated qualitatively, in terms of artist
similarity, and quantitatively, in terms of its usefulness for musical entity typing.

We believe our results show a promising avenue of work, improving Music
Information Retrieval with textual information. For future work, we would like
to incorporate larger corpora, probably coming from heterogeneous resources,
and exploit current neural architectures both for entity disambiguation and for
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typing. In addition, a mixed model that combines musical information (e.g. in
the form of audio descriptors) as well as semantic information coming from text
corpora, seems to be a promising and unexplored direction. Finally, it would
be interesting to learn different embeddings for each musical entity type and
evaluate these entity-specific models as compared with models containing all
entities.
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Abstract. War history of the Second World War (WW2), humankind’s
largest disaster, is of great interest to both laymen and researchers. Most
of us have ancestors and relatives who participated in the war, and in
the worst case got killed. Researchers are eager to find out what actu-
ally happened then, and even more importantly why, so that future wars
could perhaps be prevented. The darkest data of war history are casu-
alty records—from such data we could perhaps learn most about the war.
This paper presents a model and system for representing death records
as linked data, so that (1) citizens could find out more easily what hap-
pened to their relatives during WW2 and (2) digital humanities (DH)
researchers could (re)use the data easily for research.

1 Introduction

Lots of information about the WW2 is available on the web1. However, this
information is typically meant for human consumption only. The underlying data
is not available in machine-readable, i.e., “semantic” form for Digital Humanities
research and use [3,5] and for end-user applications to utilize. By making war
data more accessible our understanding of the reality of the war improves, which
not only advances understanding of the past but also hopefully promotes peace
in the future [6].

For the case of the First World War, the situation has started to change, with
several projects publishing linked data on the web, such as Europeana Collec-
tions 1914–19182, 1914–1918 Online3, WW1 Discovery4, Out of the Trenches5,
CENDARI6, Muninn7, and WW1LOD [12]. A few works have used the linked

1 http://ww2db.com, http://www.world-war-2.info, differentWikipedias, etc
2 http://www.europeana-collections-1914-1918.eu
3 http://www.1914-1918-online.net
4 http://ww1.discovery.ac.uk
5 http://www.canadiana.ca/en/pcdhn-lod/
6 http://www.cendari.eu/research/first-world-war-studies/
7 http://blog.muninn-project.org

c© Springer International Publishing AG 2017
E. Blomqvist et al. (Eds.): ESWC 2017 Satellite Events, LNCS 10577, pp. 369–383, 2017.
https://doi.org/10.1007/978-3-319-70407-4_45

http://ww2db.com
http://www.world-war-2.info
http://www.europeana-collections-1914-1918.eu
http://www.1914-1918-online.net
http://ww1.discovery.ac.uk
http://www.canadiana.ca/en/pcdhn-lod/
http://www.cendari.eu/research/first-world-war-studies/
http://blog.muninn-project.org
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data approach to WW2 data as well, such as [1,2], the Open Memory Project8,
and WarSampo [6].

This paper discusses the publication and use of casualty (death) records as
linked data, as one part of the larger WarSampo system. Here, a dataset of
some 95,000 deaths in military action in the Finnish army is concerned. We
first present the data, its modeling, the Linked Open Data (LOD) service, and
interlinking the data with other WarSampo datasets. After this, two use case
applications are presented: (1) analyzing the data for digital humanities research
and (2) reassembling the biographical war history of individual soldiers and
military units. The latter use case serves, e.g., laymen in trying to figure out what
happened to their relatives in WW2. The WarSampo system9 was published on
Nov 27, 2015 and has had tens of thousands of end users indicating a large public
interest in such applications.

2 Dataset, Data Model, and Data Service

Information about all known Finnish casualties of WW2 has been gathered in
a relational database at the National Archives. This database contains 94,696
records of people that fought on the Finnish side, and died in 1939–1945 in the
Winter War, the Continuation War, or in the Lapland War, or died of injuries
obtained in those wars.

For use in the WarSampo project, the casualty database was first converted
to CSV format, which was then converted to RDF format. Because the objective
was to develop interactive applications directly on top of the large RDF dataset,
it was important to keep the amount of RDF triples as low as possible without
losing information and still linking the death records to ontological concepts.
Thus, a simple data model was created for representing the data as linked data.

The data model is based on the CIDOC Conceptual Reference Model (CRM)
vocabulary, which is designed for information exchange and integration of various
cultural heritage information [4]. Each death record is represented as an instance
of the Document class (crm:E31 Document) of CIDOC CRM.

A metadata schema was created that defines the properties used to describe
each casualty with the information from the original database. The schema con-
sists of OWL properties which have crm:E31 Document as the domain. A list
of the properties and their rdfs:range constraints are shown in Table 1. The
namespace prefixes used in this paper are:

: http://ldf.fi/schema/narc-menehtyneet1939-45/
crm: http://www.cidoc-crm.org/cidoc-crm/
skos: http://www.w3.org/2004/02/skos/core#
wat: http://ldf.fi/warsa/actors/actor types/
wrank: http://ldf.fi/warsa/actors/ranks/

8 http://www.bygle.net/wp-content/uploads/2015/04/Open-Memory-Project 3-1.
pdf

9 Including a semantic portal in use at http://sotasampo.fi and the underlying LOD
SPARQL service at http://www.ldf.fi/dataset/warsa/

http://www.bygle.net/wp-content/uploads/2015/04/Open-Memory-Project_3-1.pdf
http://www.bygle.net/wp-content/uploads/2015/04/Open-Memory-Project_3-1.pdf
http://sotasampo.fi
http://www.ldf.fi/dataset/warsa/
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Table 1. Casualty metadata schema of all properties used for describing the death
records.

Property description Property name Range

mother tongue :aeidinkieli :Aeidinkieli

occupation :ammatti xsd:string

principal abode :asuinkunta

first names :etunimet xsd:string

date of becoming wounded :haavoittumisaika xsd:date

municipality of becoming wounded :haavoittumiskunta

place of becoming wounded :haavoittumispaikka xsd:string

burial place :hautapaikka xsd:string

burial graveyard :hautausmaa :Hautausmaa

military unit :joukko osasto xsd:string

military unit code :joukko osastokoodi xsd:string

known military unit :osasto wat:MilitaryUnit

citizenship :kansalaisuus :Kansalaisuus

nationality at time of death :kansallisuus :Kansallisuus

date of becoming missing :katoamisaika xsd:date

municipality of becoming missing :katoamiskunta

place of becoming missing :katoamispaikka xsd:string

place of domicile :kotikunta

date of death :kuolinaika xsd:date

municipality of death :kuolinkunta

place of death :kuolinpaikka xsd:string

number of children :lasten lukumaeaerae xsd:integer

perishing class :menehtymisluokka :Menehtymisluokka

marital status :siviilisaeaety :Siviilisaeaety

military rank :sotilasarvo wrank:Rank

last name :sukunimi xsd:string

gender :sukupuoli :Sukupuoli

municipality of birth :synnyinkunta

date of birth :syntymaeaika xsd:date

full name skos:prefLabel rdfs:Literal

WarSampo person instance crm:P70 documents crm:E21 Person
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The default namespace corresponds to the casualty schema namespace. RDF
Schema (RDFS), Web Ontology Language (OWL) and XML Schema namespaces
are omitted.

In Table 1 there are a total of 31 properties that are used for describing the
casualties. The properties are used only when there is a value for the property.
Municipalities are currently linked to three distinct datasets, which is why their
range is not defined. The place properties, which give a more specific place for
the described events, are literals representing the place names of the original
data. Original text representations of military units are also preserved and a
new property :osasto is added for linking to WarSampo military units.

The Simple Knowledge Organization System (SKOS)10 was used to define
vocabularies to present the information found in the original database in RDF.
The created SKOS vocabularies for describing the death records in the casualty
dataset are listed in Table 2.

Table 2. SKOS vocabularies for describing the death records.

Vocabulary Number of concepts

citizenships 10

genders 3

graveyards 802

marital statuses 5

mother tongues 11

municipalities 632

nationalities 11

perishing classes 7

A graveyard vocabulary was created to describe graveyards around Finland,
and is also linked to ontologies of Finnish municipalities. These municipalities
include current municipalities as well as historical municipalities, as some grave-
yards are located outside current Finnish borders, and often only the historical
municipality of the graveyard is known.

The dataset is published on the Linked Data Finland (LDF) [8] platform,
where it is openly available11 for use via a SPARQL endpoint, with the Cre-
ative Commons Attribution 4.0 license12. The SPARQL endpoint13 serves all
WarSampo data, and has distinct graphs for each separate dataset and a default
graph which contains all data. A Fuseki14 SPARQL Server is used for storing
and serving the linked data. The used URIs are dereferenceable and provide
information about resources for both human and machine users.
10 https://www.w3.org/2009/08/skos-reference/skos.html
11 http://www.ldf.fi/dataset/narc-menehtyneet1939-45
12 https://creativecommons.org/licenses/by/4.0/
13 http://ldf.fi/warsa/sparql
14 http://jena.apache.org/documentation/serving data/

https://www.w3.org/2009/08/skos-reference/skos.html
http://www.ldf.fi/dataset/narc-menehtyneet1939-45
https://creativecommons.org/licenses/by/4.0/
http://ldf.fi/warsa/sparql
http://jena.apache.org/documentation/serving_data/
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3 Interlinking with WarSampo Datasets

The RDF dataset has been enriched by linking it to other parts of WarSampo like
military ranks, military units, information about people found in other sources,
and municipalities of wartime Finland.

A figure displaying the external linking of the death records is shown in Fig. 1.
Each casualty is linked to other related WarSampo datasets and to a common
WarSampo military rank ontology. The annotated military rank represents the
rank of a person at the time of death.

Fig. 1. External links from the death records, which are instances of crm:E31 Document.
The properties are explained in Table 1. All WarSampo classes are aligned with the
CIDOC CRM framework using rdfs:subClassOf relations.

Each death record is linked to a person instance (crm:E21 Person) of the
WarSampo persons dataset via crm:P70 documents. So in our model, the death
records are documents about the actual person. New information about people
from other sources is not added directly to the casualty dataset, but to the
WarSampo persons dataset, in order to maintain the integrity of the casualty
dataset as a whole.

There are 3 municipality datasets, which include a dataset of contempo-
rary Finnish municipalities, part of the Finnish Geographic Names Registry15,

15 http://www.ldf.fi/dataset/pnr

http://www.ldf.fi/dataset/pnr
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and two datasets that complement each other and consist of historical Finnish
municipalities. These are the historical wartime municipalities registry [7] of
WarSampo, and a municipality ontology based on the casualty dataset. The
place properties are currently not linked to places available [7] in the Karelian
map names in Finland and Russia, and the Finnish Geographic Names Registry.
This is because finding the places to link automatically would result in a low
precision due to the abundance of distinct places with identical names.

The death records are programmatically linked with people found in other
WarSampo sources, which are gathered in the WarSampo persons dataset. The
linking is implemented using the automatic annotation service ARPA [11], and
a fuzzy logic algorithm to calculate a score for the similarity of two people based
on each person’s name, birth date, death date, and military rank. Source code
for all automatic linking is available on GitHub16.

For each death record, the annotation service first generates a set of can-
didates with similar names. The candidates are then scored and if the score is
above a given threshold, the persons are expected to be the same and are linked.
Similarity score is given for string similarity for first names and last name, if
they are similar enough, to allow somewhat differing spellings of names. A score
is given for matches in military rank, birth date and death date, and subtracted
in case they are not matching. In scoring, any of the values are allowed to be
missing. In case of multiple matches for a death record, only the best match is
used.

A crm:P70 documents relation is then added to the death record that will
be linked, that points to the matching person. After this new person instances
are created to WarSampo persons dataset for each death record that were not
linked to an existing person.

We were able to automatically link 118 death records to people gathered
from other data sources in the WarSampo persons dataset. The amount is quite
low because the person information from other sources currently contains mostly
information about high ranking officers and people who survived the war. The
found person links have been manually validated and the discovered links seem
to be depicting the same people. Manual validation was also done to person pairs
that were close to the score threshold but not linked, and these seem to either not
depict the same persons or not have enough information to make an assumption
either way. However, as the scoring is manually adjusted to work well for the
current persons dataset, when new people from new sources are added to the
persons dataset, the scoring may need readjusting.

Military units of casualties are also programmatically linked to military
units described in the WarSampo army units dataset, which contains military
unit information found in other sources. The linking is implemented using the
ARPA service and is based on unit abbreviations found in the casualty dataset,
which are matched against manually annotated unit abbreviations in the army
units dataset. As the exact abbreviation formats vary somewhat in different
sources, multiple different abbreviation formats are generated from the original

16 https://github.com/SemanticComputing/Casualty-linking

https://github.com/SemanticComputing/Casualty-linking
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one for use in the automatic linking. Some 66,700 death records were linked to
WarSampo military units, so this accounts for 70% of all the casualties. Cur-
rently, military unit information in WarSampo is limited to units of the Winter
War. Therefore not all casualties are linked to the military units of WarSampo.

Municipalities in the data are linked automatically based on the labels of
the municipalities. As shown in Table 1, there are six properties that relate to
municipalities for each death record. The automatic linking leads to 98% of all
death records having at least one link to the known wartime municipalities,
which is the primary municipality dataset of WarSampo.

4 Use Case 1: Studying Death Records

This use case studies how the data could be used for prosopographical digital
humanities research. We present the casualties perspective of the WarSampo por-
tal, which is a tool for interactively analyzing the data in order to find patterns
in groups of individuals.

The dataset graph consists of almost 2.4 million RDF triples. Presenting the
data in an online service for users to search and browse is not straightforward
due to the large size of the dataset. Furthermore, there are lots of links to related
data in other WarSampo datasets (people, places, military units, etc.).

Faceted search provides effective support for interactive information-seeking
in information systems [13]. A faceted search application was developed for
searching and browsing the dataset. The application17 is part of the WarSampo
portal, and provides the casualties perspective as one of the portal’s different
perspectives. Faceted search is based on displaying categories for each facet, from
which the user can select one, which then narrow down the result set to include
only the results that match the user selections.

Figure 2 shows a screenshot of the faceted search application in the casualties
perspective. The data is laid out in a table-like view. Facets are presented on
the left of the interface with string search support. The number of hits on each
facet is calculated dynamically and shown to the user, and selections leading to
an empty result set are hidden.

In Fig. 2, seven facets and the results are shown, where the user has selected
“widow” in the marital status facet, focusing the search down to 278 killed
widows that are presented in the table with links to further information.

The faceted search is used not only for searching but also as a flexible tool
for researching the underlying data. In Fig. 2, the hit counts immediately show
distributions of the killed widows along the facet categories. For example, the
facet “Number of children” shows that one of the deceased had 10 children and
most often (in 88 cases) widows had one child. If we next select the category
“one child” on its facet, we can see that two of the deceased are women and 86
are men in the gender facet.

17 http://www.sotasampo.fi/casualties/

http://www.sotasampo.fi/casualties/
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Fig. 2. The faceted search interface of death records with one selected facet. The left
side contains the facets, displaying available categories and the amount of death records
for each casualty. Death records matching the current facet selections are shown as a
table.

The application is developed in JavaScript as a Rich Internet Application
(RIA) on the client side, using the open SPARQL endpoint to fetch data accord-
ing to user selections. The application is open source18, and is based on our
SPARQL Faceter tool [9], which is also open source19. When the user’s selec-
tions of the facets change, an asynchronous SPARQL query is sent from the
user’s web browser to the SPARQL endpoint. The SPARQL endpoint returns
results of the query to the user’s browser, which does additional processing of the
data before displaying the new results to the user. The system works well even
with the large casualty dataset, because pagination is used to limit the amount
of results that are queried and displayed at a time.

The faceted search application uses the AngularJS framework, and is based
on two distinct components that together provide the needed functionalities: the
main faceted search component, that handles the user interface, and a SPARQL
service that maps results to JavaScript objects.

The application builds a single SPARQL query that retrieves the facet cate-
gories and the amount of results for each of them. Another query is built for the
results display.

The shown facets are configured in the application and they directly use
the properties of each death record instance. The categories shown in facets are
values of properties of the death records, which may be resources selected from
the corresponding ontologies, such as places, or plain literals.

18 https://github.com/SemanticComputing/WarSampo-death-records
19 https://github.com/SemanticComputing/angular-semantic-faceted-search

https://github.com/SemanticComputing/WarSampo-death-records
https://github.com/SemanticComputing/angular-semantic-faceted-search
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The interface contains 12 facets, of which nine are basic facets that display
the values of a property as categories. In addition to the basic facets, there are
three facets with different functionalities. The text search facet is used for find-
ing people directly by name: the user just enters a person’s name or a part of it
into the search box. The date of death facet has a date range selector to filter
the results. The military rank facet is a hierarchical facet, making use of the
hierarchical nature of the military ranks. The used military rank ontology con-
tains two hierarchies, one based on the actual rank, and one for grouping ranks
to, e.g., generals, officers, and enlisted ranks. Of these, the rank group hierar-
chy is used in the facet. Selecting a category upper in the hierarchy also shows
results for all the categories that are below it in the hierarchy. The hierarchy is
flattened to show only two distinct levels. The level of the current selection, or
initially the top level, is shown on an upper level and the values that are lower
in the hierarchy are displayed on a lower level below the corresponding upper
level categories.

Most of the facets are disabled by default, and the user has to click a plus
sign on the facet to activate it. Activating facets makes the interface respond
more slowly to user selections, as data for each activated facet has to be queried
from the SPARQL endpoint based on user selections to show the facet categories.
Normally when a user searches or browses the dataset, the facet categories and
the results display are updated within a few seconds after the user has made a
selection from one of the facets. With selections that have a large result set, and
if additionally many facets are enabled, the user may have to wait more than
ten seconds.

Another perspective of the WarSampo portal that makes use of the casu-
alty data is the event perspective. The perspective displays wartime events on
a timeline and map, as seen in Fig. 3. The casualty data is visualized by a heat
map layer on the map, showing an overview of where casualties occurred during
different time frames, and also which events happened nearby. The application
also displays statistics regarding the casualties during the selected time frame:
the total amount of casualties, and the amount per perishing class. People men-
tioned in the event descriptions are linked to the WarSampo persons dataset,
and through this link to the casualties dataset for people that have died in
the wars. The application provides hyperlinks to the linked entities shown in
their corresponding perspectives. These other perspectives include applications
for exploring places, photographs, military units, and magazine articles of the
WarSampo system.

5 Use Case 2: Reassembling Soldier Biographies
and Military Unit Histories

This use case studies how we can reassemble soldier biographies and military
unit histories based on the information content available in the casualties dataset
and linked information in other WarSampo datasets. This use case serves citi-
zens and researchers who are interested in finding information about a person’s
involvement in the war.
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Fig. 3. The WarSampo event perspective with casualties of an 8 day time period visu-
alized as a heat map on top of Google Maps, and casualty statistics in the bottom right
corner.

Linking the death records to information about the same people in other
sources, events, military units, war diaries, photographs and wartime places pro-
vides new information about their activities, involvements in war events, where-
abouts and movements during the war. By linking all these pieces of information
together, we are able to construct partial biographies of individual soldiers, and
the movements and actions of their military units. This allows an individual who
is interested in investigating the biography of a relative who took part in the war
to look at where the person probably fought, with whom, and when, and in what
events his military unit participated. Also, the interlinked dataset, together with
applications to effectively use it, provides digital humanities researchers with new
perspectives to study the casualties, that would not be possible with a non-linked
dataset.

Figure 4 shows a histogram of the amount of casualties per day of a single
military unit, the Second Battalion of the 38th Infantry Regiment, and all of its
subunits, which consist of 4 companies. The battalion existed during the Winter
War, which was fought from 30 November 1939 to 13 March 1940. The time span
in the figure covers the time from first casualty to the last, with the exception of
one death that occurred much later in 1940, supposedly due to injuries obtained
in the war.

Demonstrating the value of linking additional data to the death records,
we have information of 19 events that are linked to the military unit and its
subdivisions. They seem to explain quite well the casualties during the Winter
War, as high peaks in casualties mostly occur when the unit is engaged in an
assault. However, the second highest peak occurs during a long defensive battle
just before the end of the Winter War.

Events of the whole 38th Infantry Regiment during the Winter War are quite
well covered in WarSampo. The regiment’s second battalion and its subdivisions
are known to have participated in the following events:
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Fig. 4. A histogram visualization which shows casualties of the the Second Battalion
of the 38th Infantry Regiment during the Winter War.

1. Defensive battle at Lavajärvi, 1939-12-06 – 1939-12-08
2. Battle at Lavajärvi, 1939-12-07 – 1939-12-08
3. Stalling battle at Lavajärvi-Lemetti, 1939-12-08 – 1939-12-10
4. Assault on Karjamökki, 1939-12-14 – 1939-12-14
5. Defense of Syskyjärvi sector, 1939-12-15 – 1939-12-28
6. Assault on Ruhtinaanmäki, 1939-12-29 – 1940-01-03
7. Assault on western Lemetti, 1940-01-06 – 1940-01-07
8. Assault battles at Repomäki, 1940-01-08 – 1940-01-12
9. Assault on Ruunaviita, 1940-01-13 – 1940-01-15

10. Battle at Koivuselkä, 1940-01-17 – 1940-02-06
11. Assault on Kehnovaara, 1940-01-18 – 1940-01-18
12. Assault on hill 63 and its defense, 1940-01-21 – 1940-01-24
13. Occupation of Pukitsanmäki and its defense, 1940-01-23 – 1940-01-26
14. Assault on Pujaski-Borisoff, 1940-01-25 – 1940-01-25
15. Destruction of Soviet elite ski unit at south of western Lemetti, 1940-02-06

– 1940-02-06
16. Capturing an encirclement northeast of Nietjärvi and destruction of a Soviet

elite ski battalion, 1940-02-07 – 1940-02-09
17. Capturing 3 encirclements at Konnunkylä (Pujaski, Ahola and between rail-

road and road), 1940-02-18 – 1940-02-19
18. Capturing an encirclement south of point 26 (about 200 m east of

Koivusilta), 1940-02-21 – 1940-02-21
19. Defensive battle south of Nietjärvi, 1940-02-24 – 1940-03-11

The histogram is created by reading data directly from the WarSampo
SPARQL endpoint and visualizing it with YASGUI20 online SPARQL tool. The
SPARQL query for retrieving the casualties for this military unit and its subdi-
visions is the following:

PREFIX atypes: <http://ldf.fi/warsa/actors/actor_types/>
PREFIX crm: <http://www.cidoc-crm.org/cidoc-crm/>
PREFIX casualties: <http://ldf.fi/schema/narc-menehtyneet1939-45/>

20 http://yasgui.org

http://yasgui.org
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PREFIX xsd: <http://www.w3.org/2001/XMLSchema#>

SELECT ?date (count(?cas) as ?casualties)
WHERE {

{ SELECT ?subunit
WHERE {

VALUES ?unit { <http://ldf.fi/warsa/actors/actor_972> } .
?unit (^crm:P144_joined_with/crm:P143_joined)+ ?subunit .
?subunit a atypes:MilitaryUnit .

}
} UNION {

VALUES ?subunit { <http://ldf.fi/warsa/actors/actor_972> } .
}
?cas casualties:osasto ?subunit .
?cas casualties:kuolinaika ?date .
FILTER(?date < "1940-06-01"^^xsd:date)

} GROUP BY ?date ORDER BY ?date

All of the information about the Second Battalion of the 38th Infantry Regi-
ment in WarSampo are available through the units perspective of WarSampo21.
The units perspective visualizes the troop actions both on a map and a timeline,
and shows the casualties of the unit as a heat map in the same fashion as in the
event perspective. A screenshot of the perspective is shown in Fig. 5.

For even deeper understanding of the history, links to digitized images of
the war diaries of the army units are provided, containing rich primary source
descriptions of the events. By following the municipality links to the places
perspective of WarSampo one can, e.g., study what kind of war events took
place in the person’s birth place, see photographs taken at specific locations the
troops were located in, or read magazine articles depicting wartime events that
took place in some specific place.

Fig. 5. WarSampo military units perspective displaying information about the Second
Battalion of the 38th Infantry Regiment.

Figure 6 depicts an integrated view of information related to a casualty in
the person perspective of the WarSampo portal. On the left side is a search
interface for finding people by name, and on the right is information about the
currently selected person. Basic information about a person (e.g., name, birth
21 http://www.sotasampo.fi/en/units/?uri=http://ldf.fi/warsa/actors/actor 972

http://www.sotasampo.fi/en/units/?uri=http://ldf.fi/warsa/actors/actor_972
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and death dates and places, occupation, marital status, military rank with pro-
motion dates if available) is displayed on the top. After that, thumbnails of the
linked photographs involving the person are shown. By clicking the thumbnails
the user can explore the higher resolution versions of the photographs and their
captions. Below the photographs are war time events of the person, his military
units, military ranks, municipalities where he is known to have been and a link
to a Wikipedia page about this person.

For some people, there is also a biography text from the National Biogra-
phy of Finland shown on the page, and possibly further information like linked
magazine articles.

In order to get further context for the person examined, the user can browse
the army units the person belonged to during the war, and places related to his
life events (e.g., birth and death municipalities on historical and contemporary
maps). This way the user is able to track the person’s participation in the war by
investigating the movements of his army units and the durations of the battles
the units fought.

Fig. 6. A screenshot of the person perspective of the WarSampo portal depicting linked
information related to a casualty.

6 Discussion

War history data is usually scattered in many isolated silos and may exist
in totally different formats, e.g., books, paper archives, and databases. In this
paper we have examined the benefits and challenges of linking casualty records
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of war to multiple related datasets, and publishing them as linked data for DH
research and applications to use. Two use cases were studied related to support-
ing DH research and services for the public.

In the future, linking with other WarSampo data will be developed further
as new datasets are added to the system. We plan to develop tools for statistical
analysis of the data, and collaborate with humanities researchers in studying
how linked data and our tooling can help to solve their research problems. A
hierarchical occupation ontology is planned to be used and linked to the death
records to provide insight into the social status of each casualty. Whether we
could take advantage of existing occupation taxonomies, such as the Histori-
cal International Standard Classification of Occupations (HISCO) [10], will be
explored.

It would be beneficial for research purposes to develop the casualties per-
spective to allow exporting the data based on facet selections, for use with other
applications and visualization tools.
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J., Mäkelä, E.: WarSampo data service and semantic portal for publishing linked
open data about the second world war history. In: Sack, H., Blomqvist, E., d’Aquin,
M., Ghidini, C., Ponzetto, S.P., Lange, C. (eds.) ESWC 2016. LNCS, vol. 9678,
pp. 758–773. Springer, Cham (2016). doi:10.1007/978-3-319-34129-3 46

7. Hyvönen, E., Ikkala, E., Tuominen, J.: Linked data brokering service for historical
places and maps. In: Adamou, A., Daga, E., Isaksen, L. (eds.) Proceedings of the
1st Workshop on Humanities in the Semantic Web (WHiSe). CEUR Workshop
Proceedings, No. 1608, Aachen, pp. 39–52 (2016). http://ceur-ws.org/Vol-1608/#
paper-06

http://dx.doi.org/10.1007/11574620_12
http://programminghistorian.org
http://programminghistorian.org
http://dx.doi.org/10.1007/978-3-319-34129-3_46
http://ceur-ws.org/Vol-1608/#paper-06
http://ceur-ws.org/Vol-1608/#paper-06


Linked Death 383

8. Hyvönen, E., Tuominen, J., Alonen, M., Mäkelä, E.: Linked data Finland: a 7-
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