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Abstract. This paper presents an objective comparison between two
approaches for anomaly detection in surveillance scenarios. Gaussian
mixture models (GMM) are used in both cases: globally, with a unique
model that covers the whole scene; and locally, with one model per spatial
location. The two approaches follow a “bottom-up” approach that avoids
any object tracking and motion features extracted with a robust optical
flow method. Furthermore, we evaluate the contribution of each feature
through a statistical tool called Correlation Feature Selection in order to
assure the best performance. Evaluation is done in UCSD dataset, con-
cluding that the global model offers better results, outperforming similar
anomaly detection approaches.
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1 Introduction

Computer vision techniques have received much attention in the last years,
mainly because they can solve tasks such as detection and recognition of inter-
esting objects and events that could be useful for solving a varied set of issues.
For instance, anomaly detection in automated surveillance [1-4,6,7].

In this context the main problem is that the definition of anomaly is not
universal. Thus, anomalies are sometimes defined as events that differ from those
considered normal [1]; other works [4] define them as unusual, uncommon or
irregular events. On the other hand, authors of [2] make the definition based
on the low frequency of appearance that anomalous events have compared to
dominant ones.

The way to face the detection of anomalies has changed over the years. Former
works needed to track the objects on scene to be able to extract high-level infor-
mation such as trajectories to detect anomalous motion or speed patterns (“top-
down” approach) [5]. These systems work well except in crowded scenes, where
occlusions and clutter are produced. In these cases, it is convenient to extract
low-level features, useful to extract information at a higher level (“bottom-
up” approach) [2-4,6]. Generally, “Bottom-up” approaches have similar feature
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extraction processes. This is, they divide the sequences into spatio-temporal vol-
umes (cuboids) from which low-level features are extracted so local events can be
captured. Some popular features are gradients [2,3] or flow-based features [4,7].

We can highlight some literature methods. For instance, the one proposed by
Roshtkhari and Levine [2], in which the nominal events are learned using low-
level features from spatio-temporal compositions. It works without supervision,
assuming that anomalous events do not occur frequently and updating the model
in an online manner. On the other hand, they use multi-scale densely sampled
cuboids, increasing the complexity of the system, which significantly bounds its
applicability.

Alternatively, Cong et al. [4] proposed the use of a sparse representation
model. They build a basis of representative samples of the training set. Later, the
reconstruction cost of test samples is computed and used to select the anomalous
ones. Its main disadvantage is that it requires an accurate method for selecting
the representative samples through elaborated optimization algorithms.

Another remarkable work has been proposed by Zhang et al. [17]. They use
optical flow and spatio-temporal gradients to detect anomalies under a scheme
based on Support Vector Data Description (SVDD).

Tziakos et al. [9] used GMMs as binary classifiers applied on local detec-
tors. Ryan et al. [7] proposed a method that builds a Gaussian mixture model
with descriptors formed exclusively by optical flow features. Later, authors of
[8] improved the method by incorporating more robust descriptors and combin-
ing the GMM with a Markov random field. The main drawback is its elevated
computational cost.

A different approach was proposed by Mahadevan et al. [1] and later improved
by Li et al. [16], in which mixture of dynamic textures are employed to char-
acterize the appearance and dynamics of the scene. Afterwards, anomalies are
detected as outliers. Although interesting, it is a significantly complex method
with high computational demand. Besides, it has been outperformed by other
methods.

In this work we build two normality models based on Gaussian Mixtures
(global and local) and compare their performance, concluding that with the
global approach we obtain the best anomaly detection rates. The features used
are based on optical flow, obtained with a robust method. Furthermore, the
descriptors are constructed with the best combination of features thanks to the
use of a statistical tool called Correlation Feature Selection (CFS), ensuring the
best performance. Thus, our approach is simple but more accurate and compu-
tationally cheaper than previous similar works, making it suitable for multiple
scenarios.

2 Proposed Method

This section describes the different stages of our system, from the calculation of
optical flow fields and division in spatio-temporal volumes to the extraction of
features and construction of the Gaussian mixture models. Figure 1 shows the
main stages of the system, in which we can find both training and test phases.
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Fig. 1. Our anomaly detection system

2.1 Robust Optical Flow

The first stage corresponds to the extraction of features, which are based on
optical flow. These give accurate motion information at pixel level, essential for
the detection of anomalies. In this regard we can highlight the methods based
on the Horn-Schunck (HS) formulation, which offers reasonable results.

Nevertheless, many recent methods based on other assumptions have better
precision calculating the field. Still, authors of [10] showed that the original
HS assumptions are competitive by incorporating extra stages to the process.
These are: decomposition in structure and texture of the scene, the use of a
specific derivative mask instead of image differences, multi-resolution pyramids,
the use of weighted median filters after the warping steps to remove outliers
and a graduated non-convexity (GNC) approach for the use of different penalty
functions. In our contribution we have introduced two modifications. The first
one is the elimination of the structure and decomposition stage, since its use does
not add clear improvements in the accuracy of the field but it needs remarkable
processing time. The second one is the application of only one iteration after the
computation of the optical flow for each level of the pyramid, instead of using
the three of the original method.

The stages that most improve the accuracy of the final flow field are the
GNC approach and the application of the median filter. By using the first, we
gain accuracy in the flow by combining the effect of a simple function (convex)
and a more robust penalty function (non-convex). The second is useful to remove
outliers in the estimation of the flow. To validate our method for the extraction of
the optical flow field, we have tested it in the Middlebury dataset [13], confirming
that it renders more accurate than original HS. In Fig. 2 we can see the benefits
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Fig. 2. Representation of optical flow fields obtained with Horn-Schunck and the pro-
posed method. Intensity shows the magnitude of the flow vectors. Color represents the
orientation. (Color figure online)

of using the proposed method. For instance, along the surface of the objects, the
optical flow vectors are homogeneous and free of outliers (intensity values are
normalized using the maximum magnitude value).

Once the optical flow fields are obtained, they are organized in spatio-
temporal volumes (cuboids) of a specific size. These cuboids are the units from
which the features are extracted and used to train the normality model. In the
training phase, these cuboids are taken with no overlapping in the temporal
dimension, while in the test phase new cuboids are constructed every time a
new frame enters the system.

2.2 Feature Extraction

We have selected a set of significant optical flow features used in the literature.
The idea is to combine them to create different descriptors and select those with
the best capacity to detect anomalies. The set includes magnitude of optical flow
and uniformity (also called texture) of optical flow, both proposed in [7] and the
histogram of optical flow, in a similar manner to [4,8,14].

The magnitude of optical flow (F1) is calculated by making the summation
of optical flow vectors components u; and v; over the total number of pixels N of
the current cuboid. The second feature (F2) describes the uniformity (texture)
of the optical flow vectors respect to pixels located at a distance (offset) of &
pixels. The third (F3) corresponds to the unweighted histogram of optical flow
orientations, represented with n bins (each bin counts the orientations up to
(2i + 1)7/n degrees, where i is the index of the current bin).

Note that in the case of using the global GMM, the central position of the
cuboid (z, y) is introduced into the descriptor, allowing to locate where the events
are produced and increasing the model discriminative capabilities.

N N
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N
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2.3 Gaussian Mixture Models: Local and Global Approaches

A GMM is a parametric model composed by K multivariate Gaussian distribu-
tions, each of them with a weight 7, a covariance matrix Xy and a vector ug
with the means of each descriptor D of size n. The likelihood of a sample given
the parameters is calculated as described in (4), which is the weighted summa-
tion of the likelihood of the sample over all the distributions of the GMM (5). For
detecting anomalies, we use two approaches to create the normality model. The
first one uses a unique GMM distributed over the entire scene, similar to that
proposed in [7,8,18]. The second approach sets one GMM per spatial location.
Thus, only spatio-temporal volumes (cuboids) entering that specific location as
time passes are used to build the local models (Tziakos et al. [9] use local GMM
and Kratz and Nishino [3] use just one distribution per location).

Models are constructed using the EM algorithm and K-means+-+ [15] is
applied for initial clustering. In the test phase, the samples are marked as anom-
alies if their likelihoods over the GMM exceed the threshold that indicates the
boundary of normality. In the case of the global GMM, only a unique threshold
is necessary, while one threshold per model is required for the implementation
of the local GMM approach. Note that to avoid extra processing time we use
diagonal covariance matrices instead of full matrices, since they provide good
results and avoid extra processing time.

K
p(D|O) = ZﬂkP(DWm k) (4)
k=1
POl 5) = G expl -5 (D= S D =) ()

3 Results and Discussion

As in most of the related works, we have used the UCSD dataset [1] for evalua-
tion. This dataset contains two different sets of sequences (Figs. 3 and 4) taken
in a public walkway. The first set of sequences (ped1) has some perspective dis-
tortion. We have used frame-level and pixel-level criterion for the evaluation of
the system. In order to perform the correlation feature selection technique and
the determination of the best parameters such as the best cuboid size or the

Fig. 3. Detections on pedl dataset
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Fig. 4. Detections on ped2 dataset

appropriate number of components of the mixture, we use the global GMM app-
roach. Right after, evaluation with local GMMs is accomplished with the best
cuboid size.

3.1 Correlation Feature Selection

In order to make an objective selection of the most effective descriptor, we have
performed a statistical evaluation of the possible combinations of the proposed
features following the correlation feature selection (CFS) measure [12]. It works
under this idea: Good feature subsets contain features highly correlated with the
classification, yet uncorrelated to each other. With CFS it is possible to calculate
the contribution that each subset of features has on the final classification by
finding a score called merit. To do so, the average feature-feature and the average
feature-classification correlations are computed under the global GMM approach.

Either detections or ground truths, signals are composed by 1 s where a frame
is anomalous and —1s otherwise. For the first correlation, the detection signals
under each feature are used, while for the second one, the detection signal for
one feature and the ground-truth signal are used (detection signals are extracted
at the point of equal error rate). The correlations are calculated by superposing
the two signals and summing the element-wise product. Feature selection has
been applied on pedl dataset with an increasing number of components (from
10 to 80 in intervals of 10) and averaging the correlation values. The cuboid size
is fixed to 9 x 9 x 7 pixels, similarly to other methods in the literature [1,7]. We
have chosen offsets (4) of 1, 3 and 5 pixels for the textures of optical flow (F2).

Results demonstrate that the incorporation of the optical flow histogram
(with any number of bins) not only do not improve the detection rate but in many
cases it significantly diminishes the performance. Therefore, the final descriptor
D used to train the models is composed by features F1 and F2, using the three
offsets ¢ proposed for F2.

D: (xvvaxawya¢(1)a¢(3)7¢(5)) (6)

3.2 Global and Local GMM: Comparison

Global GMM: Varying a global threshold over the normality likelihood, true
and false positive rates (TPR and FPR) are calculated and the corresponding
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receiver operating curve (ROC) is constructed. The area under the curve (AUC)
and equal error rates (EER) are extracted and used for comparing of results.
On the other hand, pixel-level criterion is stricter, since at least 40% of the true
anomalous area [1] must be covered by the area detected as anomaly. Thus, it is
possible to discard detections that would be tagged as true detections with the
first criterion. This occurs when the frame contains an anomaly but the detected
cuboids do not coincide with the real anomalous area.

On both sets of sequences, the selected cuboid size is of 9 x 9 x 7 pixels. Val-
ues of AUC and EER at frame level are calculated with a number of GMM
components within the range from 10 to 500 on pedl and up to 300 on ped2,
whose event variability is lower. Additionally, to test the impact of perspec-
tive correction, results for pedl are also obtained after applying the technique
described in [11].

Including perspective correction, the average gain in terms of AUC is 3.7%
on pedl, reaching a maximum of 0.8977 with 370 GMM components. On ped2,
the maximum AUC is 0.9629 with 90 components. As expected, the best number
of GMM components is directly related to the variability of normality behaviors
in the scene: pedl shows much more variability than ped2. Therefore, depending
on the potential diversity of events in the scene under analysis, the range of
GMM components to be used (or explored) can be estimated.

Besides, it is important to remark that our proposal shows significant robust-
ness to the number of components used: for 92% of the tests modifying the num-
ber of components in pedl, the AUC deviates less than 1.5% from the maximum
value; for ped2, 87% of the tests deviates less than 3.5% from the maximum AUC.
Indeed, the maximum deviation from the maximum AUC value considering the
whole range is 3.17% and 4.07% for pedl and ped2 respectively.

Local GMM: One of the main advantages of the Global GMM approach, is
that the probability distribution of the GMM adapts to the events that occur
on the scene, in such a way that those areas with heterogeneous activities (dif-
ferent motion magnitudes, orientations and uniformities) will concentrate more
Gaussian components, reserving less components for other areas. With the local
GMM approach, the number of Gaussian components per location has to be
fixed a priori. This is a problem, since it is very difficult to foresee the events
that occur in each area, and consequently try to infer an appropriate number
of components for the local models. In this regard, we propose a method that
estimate this number of GMM components so we can obtain the maximum per-
formance, in a similar way to the proposed by Tziakos et al. [9]. The idea is to
infer how well estimated is a model based on the likelihood obtained after intro-
ducing the same training samples to the GMM distributions. Thus, a model is
considered to be worse trained if its normality likelihood is low. To avoid the
effect of outliers, we take the average likelihood of the training samples corre-
sponding to their models. In Figs.5 and 6 we can see how the value of Area
Under the Curve (AUC) changes when using different Gaussian components.
Using this information, we select the number of components depending on the
moment in which the value of AUC is stabilized.
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Fig. 6. Normality likelihood of the training set vs area under the curve obtained in the
test phase (ped2)

To validate this idea, we have computed the ROC curves of those locations
that in the test phase contain anomalies, extracting the value of area under
the curve (AUC). Then, the values of AUC with different number of Gaussian
components is related with the average likelihood obtained with the training
samples, as shown in Figs.5 and 6 (from 1 to 10 components on pedl and ped2
datasets). As we can see, a better trained model (higher normality likelihood
on the training set), has correlation with a better detection rate (higher AUC
values). Thus, we select the number of components that maximize the average
likelihood of the training samples to build the final ROC curve at frame level so
we can compare the performance against global GMM approach (see Fig. 7).

The performance of the global GMM is much better in terms of AUC and
EER than the local GMM approach. This is caused by the independence that
local models have between each other, so when an event that covers more than
one location appears, it is difficult to detect anomalies. This do not occurs when
using the global model, that manages global events but at the same time their
locality thanks to the addition of the cuboid position into the descriptor.
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Fig. 8. ROC for pedl and ped2 at frame level.

Figure 8 portrays how the system performs in the sequences of pedl and
ped2 datasets (with the global GMM approach from now on). Compared to
other methods in the literature, we can conclude that our method is very com-
petitive. For instance, on pedl dataset, we obtain a similar performance to that
of Nallaivarothayan et al. [8], Roshtkhari et al. [2] and Cong et al. [4] and notably
better than the results obtained by Mahadevan et al. [1] and Zhang et al. [17].
Additionally, we have to highlight that we outperform the method proposed by
Ryan et al. [7], where the same descriptors are used but a different optical flow
method and the normalization of perspective proposed in [11] are employed, con-
firming their effectiveness. This is also visible on ped2, in which no perspective
normalization is needed and the difference in performance respect to [7] is caused
by the different optical flow algorithm used.

Our system is also quite competent for anomaly localization, as we can see in
Fig.9 (pedl dataset). The performance of our system is similar to the proposed
by Zhang et al. and Li et al. [16], being the last method the updated version of
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Table 1. Performance comparison at frame and pixel level on UCSD dataset.

EER (%) frame level
Method pedl |ped2

EER (%) pixel level

Mahadevan et al. [1] |25.00]25.00 Method pedl
- Mahadevan et al. [1]|55.00
Roshtkhari et al. [2]  |15.00{13.00 -
Li et al. [16] 35.00
Cong et al. [4] 19.00{21.70 -
Roshtkhari et al. [2][27.00
Zhang et al. [17] 22.00(16.78
Cong et al. [4]  [54.00
Ryan et al. [7] 23.10(12.70 Zhang ot al. [17] [35.60
Nallaivarothayan et al. [8]|14.90| 4.89 gOurs : 39'00
Ours 16.38] 9.34

Mahadevan et al., which together with Cong et al. have worse results than ours.
Exact EER values for both pedl and ped2 at frame level and pedl at pixel level
are given in detail in Table 1.

Note that we have used the original ground truth as proposed in [1], in
which not all the sequences of pedl dataset are labeled. The full ground truth
was released later. This is important because some authors compare the results
obtained with the two ground truths indistinctly, making the comparisons futile.

4 Conclusions and Future Work

The main contributions of this paper are: the construction and comparison of
two GMM approaches (local and global) for the detection of anomalies; the use
of a robust optical flow method for the construction of the descriptors and the
application of a statistical tool based on correlation (CFS) for the selection of the
most discriminative features. The global GMM approach is finally used, since is
the most effective for the task of anomaly detection in surveillance scenarios. In
fact, we obtain better results than similar approaches in the literature at frame
and pixel level.
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In the future, we intend to make the system to work in real time so it can be

utilized in public surveillance scenarios. To do so, the idea is to parallelize the
processes of training and test for speeding up the detection stage.
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