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Abstract. Virtual Power Plants (VPP) are one of the main compo-
nents of future smart electrical grids, connecting and integrating several
types of energy sources, loads and storage devices. A typical VPP is a
large industrial plant with high (partially shiftable) electric and thermal
loads, renewable energy generators and electric and thermal storages.
Optimizing the use and the cost of energy could lead to a significant
economic impact. This work proposes a VPP Energy Management Sys-
tem (EMS), based on a two-step optimization model that decides the
minimum-cost energy balance at each point in time considering the fol-
lowing data: electrical load, photovoltaic production, electricity costs,
upper and lower limits for generating units and storage units. The first
(day-ahead) step models the prediction uncertainty using a robust app-
roach defining scenarios to optimize the load demand shift and to esti-
mate the cost. The second step is an online optimization algorithm,
implemented within a simulator, that uses the optimal shifts produced
by the previous step to minimize, for each timestamp, the real cost while
fully covering the optimally shifted energy demand. The system is imple-
mented and tested using real data and we provide analysis of results and
comparison between real and estimated optimal costs.

Keywords: Virtual Power Plants - Robust optimization - Forecast
uncertainty

1 Introduction

The progressive shift towards decentralized generation in power distribution net-
works has made the problem of optimal Distributed Energy Resources (DER)
operation increasingly constrained, due to the integration of flexible (determin-
istic) energy systems combined with the strong penetration of (uncontrollable
and stochastic) Renewable Energy Sources (RES). This challenge can be met
by using the Virtual Power Plant (VPP) concept, which is based on the idea of
aggregating the capacity of many DER, (i.e. generation, storage, or demand) to
create a single operating profile to increase flexibility through the definition of
approaches to manage the uncertainty.
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We develop a two-step optimization model to be employed in the Energy
Management System (EMS) of a VPP. Our EMS decides the optimal planning
of power flows for each timestamp that minimizes the cost. The planning deci-
sion model is composed by two steps: the first (day-ahead) step is designed to
optimize the load demand shift and to estimate the cost, and models the pre-
diction uncertainty using a robust (scenario-based) approach. The second step
is an online greedy algorithm implemented within a simulator that uses the
optimized shifts from the previous step to minimize the operational real cost,
while fully covering the optimally shifted energy demand and avoiding the loss
of energy produced by RES generators. We propose the following main contribu-
tions: (1) a robust optimization approach for planning power flows to minimize
the VPP expected cost and to obtain optimized load shifts in presence of fore-
cast uncertainty; (2) the development of a real case study to test the model; (3)
an assessment of the quality of our solutions in terms of the Expected Value of
Perfect Information (EVPI), i.e. by comparing the actually obtained costs with
the optimal expected costs that would be possible assuming perfect information.

The rest of the paper is organized as follows. Section 2 discusses the main
approaches proposed in the literature for modeling VPP and for handling uncer-
tainties in energy management problems. Section 3 describes the proposed two-
step optimization model for the EMS of a VPP. Section 4 presents how we applied
our model to data in a real case study. Section 5 provides an analysis of results.
Concluding remarks are in Sect. 6.

2 Related Work

The potential applications of the VPP concept has been recognized in recent
literature. For example, [2] shows that the advance of DER in the commercial and
regulatory structure of electricity markets in course of liberalization has created
opportunities for decentralization of the role of traditional power utilities.
VPPs are one of the main components of intelligent electrical grids of the
future, connecting and integrating several types of power sources (both renew-
able and non-renewable), storage and energy loads to operate as a unique power
plant. The heart of a VPP is an EMS which coordinates the power flows com-
ing from the generators, controllable loads and storages. In [12] an EMS for
controlling a VPP is presented, with the objective to manage the power flows
for minimizing the electricity generation costs, and avoiding the loss of energy
produced by renewable energy sources. In general, the EMS can operate by min-
imizing the generation costs or by maximizing the profits. On the basis of actual
energy prices and availability of DER, the EMS decides: (1) how much energy
should be produced; (2) which generators should be used for the required energy;
(3) whether the surplus energy should be stored or sold to the energy market.
Moreover, DER aggregation can effectively couple traditional peak electri-
cal plants by supporting them with the flexible contribution of consumers to
the overall efficiency of the electric system. From this perspective, the EMS of
a VPP can develop Demand Side Management (DSM) mechanisms to modify
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temporal consumption patterns. DSM can provide a number of advantages to
the energy system and focuses on utilizing power saving mechanisms, electricity
tariffs, and government policies to decrease the demand peak and operational
costs instead of enlarging the generation capacity. As an example, [13] proposed
an Energy Management System for a renewable-based microgrid with online sig-
nals for consumers to promote behavior changes. The integration of renewable
sources must be adequately addressed so as to manage uncertainty and to avoid
affecting the operational reliability of a power system. Unit commitment (UC)
is a critical decision process, which can be formalized as the problem of deciding
the outputs of all the generators to minimize the system cost. The main prin-
ciple in operating an electrical system is to cover the demand for electricity at
all times and under different conditions depending on the season, weather and
time, and by minimizing the operating cost. The deterministic formulation of
this problem may not adequately account for the impact of uncertainty. For this
reason, different approaches are used to manage UC under uncertainty [10]: (1)
Stochastic UC, which is based on probabilistic scenarios. The basic idea is to find
optimal decisions taking into account a large number of scenarios, each repre-
senting a possible realization of the uncertain factors. Stochastic UC is generally
formulated as a two-stage problem [16] that determines the generation schedule
to minimize the expected cost over all of the scenarios, while respecting their
probabilities. The approach usually requires high computational cost for simula-
tions. (2) Robust UC formulations, which optimize assuming a well-defined range
for the uncertain quantities, instead of taking into account their probability dis-
tribution. The range of uncertainty is defined by the upper and lower bounds on
the net load at each time period [15]. (3) Hybrid models have been proposed in
recent years to combine the advantages and compensate the disadvantages [14].
The assessment of uncertainty in the modeling of distributed energy systems
has received considerable attention in recent works that apply machine learning
techniques for forecasting flexibility of VPP. Many studies have been done on
the residential sector using support vector regression and neural networks [6,9]
and some methods present promising results however it seems unlikely they may
be implemented in real life in particular in the industrial sector. We plan to
improve these methods in our model for future works.

We propose an EMS composed of a two-step optimization model for a VPP.
Our focus is on modeling renewable sources and load demand uncertainty in the
first (day-ahead) step, by proposing a robust optimization with DSM to support
DER aggregation by decreasing peak usage of traditional energy generators. The
second step is an on-line, greedy, algorithm that receives the optimized demand
shifts as input and manages power flows in the VPP and it is necessary to make
the whole approach applicable in practice, but should not be considered a major
contribution of this work.
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3 Model Description

3.1 Robust Approach to Model Uncertainty

We propose a two-step optimization model for the VPP EMS that produces
optimized demand shifts (Spoqq) by assuming as input the predictions for the
solar power (Pjpy) generation profile, for the demand load profile (P¢roqd),
and a fixed percentage of allowed demand shift. We use a robust approach to
model uncertainty, which stems from (1) prediction errors in the solar power
profile; (2) uncontrollable deviations from the planned demand shifts. For each
of these quantities, the range of uncertainty is specified via a lower and an upper
bound (for each timestamp), which can be obtained for example by estimating
confidence intervals. We use these bounds to define a limited number of scenarios
to calculate the optimized demand shifts that minimizes the expectation of the
daily operating costs.

Then we feed these optimized shifts as input to an online greedy heuristic,
implemented within a simulator, that calculates for each timestamp the optimal
flows for the diesel power (Pogp), the power exchanged with the storage system
(Pstorage) and the power exchanged with the external grid (Pgyiq) to supply the
optimally shifted load demand. Figure 1 shows the proposed EMS model.
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Fig. 1. The two steps of the optimization model for the EMS

In the first step, our objective function minimizes the VPP estimated cost
over all scenarios and the whole optimization period (one day):

min(z) = ﬁ D> et (1)
seSteT

The objective function will be described in more detail in Sect.3.8. Where ¢ is
a timestamp, s is a scenario, and ¢*(¢) is the (decision-dependent) cost for a
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scenario/timestamp pair. T is a set representing the whole horizon, and S is the
set of all considered scenarios. In detail, those are:

S={sTt st s 577} (2)

st is the scenario with the highest values of predicted Ppy (t) and Preqq(t) (i-e.
Ppy (t) + d0py(t) and Proqa(t) + dnoad(t), where dpy (t) and r,0q4(t) define the
considered range of uncertainty and are part of the problem input). The other
3 scenarios are easily deducible.

3.2 Modeling of Uncertainties

The diffusion of PV systems, as green and free sources of energy, implies their
consideration as basic component of recent VPP. As a side effect, it becomes nec-
essary to consider ways of addressing their uncertainty so as not to compromise
the reliability of the system. Also load demand, due to its significant volatil-
ity, should be considered as uncertain to avoid that the actual VPP behavior
deviates too much from the optimal one.

Formally, we assume that the error for our load demand forecast can be
considered an independent random variable: this is reasonable hypothesis, pro-
vided that our predictor is good enough. This allows to define our uncertainty
range based on confidence intervals. In particular, we assume that the errors
follow roughly a Normal distribution N(0,0?), and that the variance for each
timestamp is such that the 95% confidence interval corresponds to 20% of the
estimated load. Formally, we have that 1.960 = 0.2Pp.q(t); in practice, this
simply means that the d1,,q parameters used to obtain our four scenarios is
equal to 0.2Pp4(t) as in [8].

Methodologies for the estimation of hourly global solar radiation have been
proposed by many researchers and in this work, we consider as a prediction
the average hourly global solar radiation from [11] based on the period of
recorded data (summer) in [7]. We then assume that the prediction errors in each
timestamp can be modeled again as random variables. Specifically, we assume
normally distributed variables with a variance such that the 95% confidence
interval corresponds to £10% of the prediction value. In other words, our dpy
parameter for timestamp ¢ is equal to 0.1Ppy ().

The designs of the EMS with its objective function, the power balance con-
straints, and the dynamic model of the generation units are presented in the next
subsections. All problems are modeled via Mixed Integer Programming (MILP)
formulations. We first describe the (robust) step 1 and then (i.e. Sect.3.9) we
illustrate the online step of our EMS.

3.3 Modeling of Generator Units

We consider a Combined Heat and Power (CHP) dispatchable generator, with
an associated fuel cost. Our approach should decide the amount Pgyp(t) of
generated CHP power for each scenario (s € S) and for each timestamp (¢t € T).
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We assume bounds on P& p () given by the Electrical Capability based on real
generation data [3,7]. In our approach we treat CHP decisions in each timestamp
as independent, because we assume that each timestamp is long enough to decide
independently (from the previous timestamp) whether to switch on or off the
generator. Therefore, we can model the generated CHP power with:

Pip < Péyp(t) < Pogp YteT (3)

3.4 Modeling of Storage Systems

The development of battery systems has increased over the last few years to cover
the use of renewable energy sources when they are not available. Our model for
the battery system is based on the level of energy stored at each timestamp ¢ as
a function of the amount of power charged or discharged from the unit.

P§yorage(t) 1s the power exchanged between the storage system and the VPP.
We actually use two decision variables: Pg, () if the batteries inject power into
the VPP (with efficiency 74) and Pg, (t) for the batteries in charging mode
(with efficiency 7.). The initial battery states and the efficiency values are based
on real generation data [3,7]. We use a variable charge®(t) to define for each
timestamp the current state of the battery system:

charge®(t) = charge®(t — 1) — naPs,,, (t) + 1P, (t) VteT (4)

More accurate models for storage systems are present in recent literature. For
example, [4] optimizes battery operation by modeling battery stress factors and
analyzing battery degradation. However, in our work, it is sufficient to take into
account the status of the charge for each timpestamp since we assume that
each timestamp is long enough to avoid high stress and degradation level of the
batteries.

3.5 External Grid

The variable P2, (t) represents the current power exchanged with the grid for
each scenario and for each timestamp. Similarly, the total power is defined as the
sum of two additional variables, namely P, (t) if energy is bought from the
Electricity Market and P4, (t) if energy is sold to the Market. We assume
bounds given by the net capacity from literature [3] based on real data for the
maximum input/output net capacity.

P < Plpia,, () S PGS VteT (5)

Py < Périgo.,t) S PRS- WEET (6)

Gridoyt —
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3.6 Demand Side Management

The DSM of our VPP model aims to modify the temporal consumption pat-
terns, leaving the total amount of required daily energy constant. The degree
of modification is modeled by shifts that are optimized by the first step of our
EMS. The shifted load is given by:

pLoad(t) = SLoad(t) + PLoad(t) VteT (7)

where Spoq4(t) represents the amount of shifted demand, and Proqq(t) is the
originally planned load for timestamp ¢ (part of the model input). The amount
of shifted demand is bounded by two quantities ST“" (¢) and S792(t). By
properly adjusting the two bounds, we can ensure that the consumption can
reduce/increase in each time step by (e.g.) a maximum of 10% of the original
expected load.

We assume that the total energy consumption on the whole optimization
horizon is constant. More specifically, we assume that the consumption stays
unchanged also over multiple sub-periods of the horizon: this a possible way to
state that demand shifts can make only local alterations of the demand load.
Formally, let T}, be the set of timestamps for the n-th sub-period, then we can
formulate the constraint:

Z SLoad(t) =0 (8)
teT,
Deciding the value of the S7%% (t) variables is the main goal of our day-ahead
optimization step.

3.7 Power Balance

In general, ensuring power balance imposes that the total power generation must
equal the load demand, P} (%), in all timestamps and for all scenarios.

In this work, the load demand that must be satisfied is the optimally shifted
demand of (day-ahead) step of our model. At any point in time, the overall
shifted load is covered by an energy mix considering the generation from the
internal sources, the storage system, and power bought from the energy market.
Energy sold to the grid and routed to the battery system should be subtracted
from the power balance. Overall, we have:

P} oq(t) = Pépp(t) + Py (t) + Péria,, (t) = Périag,, (t) + Pgy,, (1) — Pgtom((t%
9

3.8 Objective Function

The objective of our EMS is to minimize the operational costs z of the VPP in
a time horizon (7). The objective function formulated as:

1 . .
z = E Z Z CGrids (t)PGridln (t) + CCHPPCHP(t) (10)
seESteT

+ carids (t)PgtOut (t) — CGrido (t)Péridom (t)
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where cgriq(t) is the hourly price of electricity on the Market and we assumed
the same price for cgrid,, carido, and cgrids- ccrp is the diesel price, assumed
to be constant for each timestamp.

3.9 Online Step

The online step of our model is designed to obtain the real optimal values for
the power flow variables, assuming that the shifts have been planned using the
first day-ahead step of the model. The on-line greedy algorithm is a restricted
version of our MILP model, obtained by: (1) Fixing all the Sroq4(t) to the value
assigned by the step 1; (2) Considering a single scenario, corresponding to the
actual realization of the uncertain quantities. (3) Each timestamp is optimized
one at time. The MILP model is:

PP < Popp(t) < POgS  VteT (11)

charge(t) = charge(t — 1) — nqPst,, (t) + nePst,, (t) VEET (12)

ngizh,, S PGTidIn (t) S Pgr‘%g17l vt € T (13)
Plaou < Perido. (t) < P&5G,,, VEET (14)

Proad(t) = Poup(t) + Pey (t) + Paridy,, (t) — Poridow, (t) + Psty, (t) — Psig., ()
(15)

2= caria; (t)Pariay, (t) + ccupPorp(t) + cariag () Psig,, () — cariag (£) Paride,; (t)

teT (16)

4 Case Study

The model is implemented and tested using real data and our case study is based
on a Public Dataset!. From this dataset we assume electric load demand and
photovoltaic production forecasts, upper and lower limits for generating units
and the initial status of storage units.

! www.enwl.co.uk/lvns.
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4.1 Dataset Description

The dataset presents 100 individual profiles of load demand with a time step
of 5min resolution from 00:00 to 23:00. We consider aggregated profiles with
timestamp of 1 h and we use them as forecasted load. We can see, after aggrega-
tion, that most of the electrical consumption occurs in certain parts of the day
by presenting consumption peaks, as expected. This lead to the need of demand
side mechanisms to reduce these peaks.

The photovoltaic production is based on the same dataset with profiles for
different size of PV units but for the same sun irradiance (i.e. the same shape but
different amplitude due to the different size of the PV panels used). We use also
in this case the PV production as forecasted production. Most of the aggregated
photovoltaic forecast production occurs around midday, with a consequent need
of balancing this source of energy to cover periods of high request of energy in
the VPP. In Fig. 2 we show forecasted values of load demand, optimized demand
shifts and PV production in the case with maximum allowed shifts of 10%.

— shifted Load
2000 Upper/Lower Bound
— Load

Electric energy (KWh)

Photovoltaic production (KWh)

Time (hours) Time (hours)

Fig. 2. Scenarios for load demand (left) and for PV production (right) with 10% of
allowed shift

The demand electricity hourly prices have been obtained based on data from
the italian national energy market management corporation? (GME) in €/MWh.
The diesel price is taken from the Italian Ministry of Economic Development?
and is assumed as a constant for all the time horizon (one day in our model) as
assumed in literature [1] and from [7].

4.2 Model Comparison

For performing the experiments, we need to obtain realizations for the uncer-
tainties related to both loads and PV generation. Since we have assumed nor-
mally distributed prediction errors, we do this by randomly sampling error values
according to the distribution parameters. Specifically, we consider a sample of
100 realizations (enough for the Central Limit Theorem [5] to ensure that sample
average values will follow approximately a Normal distribution).

2 http://www.mercatoelettrico.org/En/Default.aspx.
3 http://dgsaie.mise.gov.it/.


http://www.mercatoelettrico.org/En/Default.aspx
http://dgsaie.mise.gov.it/

26 A. De Filippo et al.

For each realization, we obtain a solution and a cost value by solving our
two-step approach (robust optimization + on-line algorithm) using Gurobi as a
MILP solver. We evaluate the quality of the approach by comparing the costs
with those that could be obtained assuming perfect information. This allows us
to estimate the Expected Value of Perfect Information (EVPI).

In particular, we consider two different models that make use of perfect infor-
mation: the first is named Day-ahead Oracle, and the second the Day-after Ora-
cle. The Day-ahead Oracle is identical to the robust model, except that only one
scenario is considered and this corresponds to an actual realization of the uncer-
tain variables. The cost obtained from this model represents the best achievable
result for the whole problem, assuming that no uncertainty is present.

The Day-after Oracle is designed to obtain the best possible values for the
power flow variables, assuming that the shifts have been planned using the robust
optimization approach. The oracle replaces the on-line greedy algorithm with a
restricted version of our MILP model, obtained by: (1) Fixing all the Sroqa(?)
to the value assigned by the robust approach; (2) Considering a single scenario,
corresponding to the actual realization of the uncertain quantities. The main
difference w.r.t. the greedy algorithm is that all timestamps are optimized simul-
taneously, rather than one at a time.

It is interesting to investigate the estimated costs of the robust optimization
step, and evaluate how accurately it predicts the actual costs from the on-line
approach, or the costs of the two oracles.

We refer to the day-ahead oracles as DA, to the day-after oracle as DF, and
to the two steps of our model as RS1 (Robust Step 1) and OS2 (Online Step 2).

5 Results and Discussions

The optimal costs from the on-line approach and the costs of the two oracles
are shown together in Table1 for comparison. The inspected variable is the
objective function i.e. total daily VPP cost. The comparison is shown also in
terms of percentage difference to show the differences among costs by inserting
uncertainty and perfect information of inputs. It is possible to notice that the
percentage difference between the DA and the DF is relatively small (from 3.79
to 6.99) by changing the percentage of allowed consumption shift. This allows to
deduce that the optimized shifts in the DA (i.e. by assuming that no uncertainty
is present) are similar to the optimized shifts after the introduction of input
uncertainty. By comparing the two oracle models with the online step of our
model, it can be observed that the optimal costs of OS2 significantly deviate from
the optimal oracle costs. From this results we can deduce that our OS2 reduces
the quality of the solution by 30% compared to DA (i.e. the best achievable
result for the problem, assuming that no uncertainty is present).

We investigated also the parameters of p and o over the 100 tested samples
and we obtained that for the two oracle models the standard deviations are in
the order of 1075 and in the OS2 the data are slightly more scattered (i.e. in
order of 10~!) but on average they all have a good stability.
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Table 1. Costs and % difference among the three costs with allowed shift of 10%

Shift % | cpa CDF cos2 CDA — CDF | CDA —COS2 |CDF — COS2
4 (K€) | u (KE) | p (KE) | diff (%) diff (%) diff (%)
5 347.56 | 371.86 |474.94 |6.99 36.65 27.72
10 344.21 366.38 471.28 6.44 36.92 28.63
15 341.43 |360.90 |468.41 5.70 37.19 29.79
20 339.03 |355.59 |466.10 |4.88 37.48 31.08
25 337.58 |350.38 |464.67 |3.79 37.65 32.62

To estimate how accurately the robust optimization step predicts the actual
costs from the on-line approach, we compare in Table2 the expected optimal
cost from RS1 (see Fig. 1) and the optimal real cost given by OS2. We compare
(over the 100 realizations) by changing the allowed percentage of shift from 2%
to 20%. In the OS2 costs we can see, as expected, an improvement trend by
augmenting the percentage of shift (i.e. by relaxing the constraint) and we do
not have a significant deviation from the optimal solution of RS1.

Table 2. Difference between expected and real costs of the two steps of our model

Shift % | RS1 (Expected cost (K€)) | OS2 (Optimal Real cost (K€)) | Difference %
2 471.36 477.19 1.24
5 439.56 474.94 8.05
8 410.82 472.70 11.51

10 401.94 471.28 14.68

12 416.19 470.02 12.93

15 426.34 468.41 9.87

18 420.23 466.24 10.95

20 416.18 466.10 11.99

We assume that every hour the EMS will compute the energy that will be
produced/sold /bought by each of the VPP components, as the result of the
optimization problem so, in addition to producing the minimum (optimal) daily
cost for VPP, our model also generates the optimal energy flows for each tim-
pestamp. In Fig. 3 we show the optimal flows produced by, respectively, the OS2
(left), the DA (center) and the DF (right) in the same realization (over the 100
possible ones) and always in the case of 10% of allowed shift. The following con-
siderations are deducible from the simulation results: in the DA we can see that,
by having perfect information, it is possible to acquire energy from the grid in
advance (i.e. when the cost is lower) for example in timestamp from 01:00 to
04:00 and to sell energy to the grid in period of highest price on the market
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Fig. 3. Optimal energy flows in the VPP for OS2 (left), DA (center) and DF (right)

in the same input realization

or when more energy is available from renewable sources; renewable resources
are always 100% exploited, because they are convenient in term of costs; around
midday the EMS buys (or sells less) energy from (to) the grid rather than using
the CHP because it is cheaper; CHP production is thus reduced (and absent in
oracle models) during off-peak hours and is fully restored during on-peak hours
to cover the load demand; the storage constraints are more strict (i.e. charge of
storage for each timpestamp) and for this reason the storage is less used also
during peak-periods. In the online step, the exchange of energy with the storage
system is never used because, due to the greedy heuristic and the assumption of
equal prices, is better to sell energy to the grid rather than to store it for future
hours.

6 Conclusion

This work proposes a VPP EMS, a two-step optimization model, that decides
the minimum cost energy balance at each point in time considering electrical
load, PV production, electricity costs, upper and lower limits for generating
units and storage units. The first step models the prediction uncertainty using a
robust approach defining scenarios to optimize the load demand shift and to esti-
mate the cost. The second step is an online optimization algorithm implemented
within a simulator that uses the optimal shifts produced by the previous step
to minimize, for each timestamp, the real cost while fully covering the optimally
shifted energy demand. A case study is used to illustrate that the first robust
step of our model produces good optimized shifts that do not significantly devi-
ate (in term of costs) from the model with no uncertainty. We compare results
conducted over 100 input realizations and we can observe that we have a loss of
result quality in the second step developed with a greedy heuristic. We plan to
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improve this second online step by developing a multi-stage step able to react
to unexpected event and by testing our model on real data of a large industrial
plant. We plan to apply machine learning techniques to perform the whole range
of predictions involved in the activities of a VPP in the industrial sector.
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