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Abstract. Business process modelling (BPM) notations, such as
BPMN, UML-Activity Diagram (UML-AD), EPC and CMMN describe
processes using a graphical representation of process-relevant entities and
their interplay. Despite the wide literature on the comparison between
different modelling languages, the BPM community still lacks an onto-
logical characterisation of process elements, among which process partici-
pants, that is, the main entities involved in a business process. Purpose of
this paper is to start filling this gap by providing an ontological analysis
of business processes from the standpoint of process participants. In par-
ticular, by discussing participants common to languages such as BPMN,
EPC, UML-AD, and CMMN we characterize them on the basis of their
ontological properties.

1 Introduction

Business process modelling (BPM) notations describe processes using a graphical
representation of process-relevant entities and their interplay. Examples include
well known imperative languages such as BPMN, UML-Activity Diagram (UML-
AD) and EPC together with declarative notations such as CMMN®. Despite the
wide literature on both the investigation of execution semantics and the compar-
ison between the graphical elements of different languages [9,11,13,22], the BPM
community still lacks an ontological characterisation of process elements. While
some efforts have been devoted to an ontological characterisation of specific
modelling languages (see e.g., [18] for an investigation of the ontological com-
mitments of activities and events in BPMN), this characterisation concerns only
the behavioural component and neglects important structural entities which can

! Traditional process modelling notations rely on an imperative paradigm which aims
at producing models that describe all allowed flows: every flow that is not specified
in the model is implicitly disallowed. Recent declarative process modelling notations
instead allow the production of more flexible models obtained by describing con-
straints on the allowed activity flows: all flows are allowed provided that they do not
violate the specified constraints.
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be modelled using the languages above, that is, process participants. As a result,
process participants, such as actors or (data) objects, are exposed to a dichotomy:
on the one hand they are among the main entities in a business process (dia-
gram) and a fundamental component of an informative process model; on the
other hand they are emblematically neglected when explaining or illustrating
the very notion of process. In fact, for instance, what is the identity of a data
object, i.e., whether different actors deal with the same or different data objects,
or what is the status of a data object throughout the process execution, remain
unclear.

The purpose of the paper is to provide an analysis of business processes from
the standpoint of process participants. We first provide an illustration of different
constructs used by imperative and declarative modelling notations (Sect. 2), and
identify the ones that refer to process participants (Sect. 3). Then, by discussing
the process participants common to the different notations, we dig into their
ontological properties (Sect.4). The analysis, and the subsequent characterisa-
tion of process participants within the different languages, provided in Sect. 5,
is a first step toward the illustration of how an ontological analysis enlarged to
process participants can support the interpretation of business process diagrams,
the comparison between modelling notations, and the illustration of the different
perspectives that BPM languages implicitly take on business processes.

2 Background

We briefly illustrate here the business process modelling languages taken into
account throughout the paper. In order to aim for a general analysis and avoid
possible biases due to the imperative/declarative nature of the modelling para-
digms, we have selected three among the most popular languages that follow the
imperative paradigm (BPMN, UML-AD, and EPC) and a notation that follows
the declarative approach (CMMN). To support our brief description we make
use of process diagrams illustrating a self explanatory scenario of a customer
buying a flight ticket from a travel agency. Besides illustrating the scenario, the
diagrams are “annotated” with speech balloons indicating the type of entity
denoted by the graphical constructs.

BPMN. The BPMN? (Business Processing Modeling Notation) is a standard
language, proposed by the Object Management Group (OMG) to design busi-
ness processes. BPMN defines a Business Process Diagram (BPD) which includes
a set of graphical elements divided in: (i) flow objects; (ii) data; (iii) connecting
objects; (iv) swimlanes and (v) artefacts. The flow objects define the behaviour
of a business process, as the one reported in Fig. 1. They are divided in events,
activities and gateways. Events represent something that “happens” during the
process and are divided in start, intermediate and end events. An activity is a
generic term of work to be performed. An activity can be atomic (task) or com-
pound (sub-process). A gateway determines the forking, merging and joining of

2 http://www.omg.org/spec/BPMN/2.0/.
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Fig. 1. A business process diagram in the BPMN language.
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Fig. 2. A business process diagram in the UML AD language.

paths. In BPMN 2.0 information is represented through data, which include: data
objects, data inputs, data output and data stores. The various flow objects are
linked to each other through connecting objects which are not further discussed
here. Swimlanes represent organisation units through pools and lanes, and they
are usually used to answer the “who” question. BPMN provides further elements,
called artefacts, to describe the context (or information) of the process. Artefacts
are divided into groups and text annotations. Groups are useful to graphically
cluster elements belonging to the same category; text annotations are used to
specify additional textual information that can be valuable to the user of the

diagram.

UML-ADs. UML Activity Diagrams® (ADs) are one of the diagram families of
the OMG standardised language UML. Purpose of the activity diagrams, such
as the one depicted in Fig. 2, is to describe the control and the data flow as a
sequence of activity nodes connected by activity edges.

In detail, two main types of activity nodes are responsible of describing the
control flow, i.e., the action nodes and the control nodes. While the former repre-
sent atomic steps within an activity, the latter allow for controlling the execution

flow by means of the typical AND,

OR and XOR logical operations. Two addi-

tional control flow nodes are used to depict the initial and final nodes. The

3 http://www.omg.org/spec/ UML/.
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Fig. 3. A business process diagram in the EPC language.

intuitive semantics of AD can be explained in terms of control flow tokens flow-
ing through the activity diagram, starting from the initial node and ending in
the final node.

As for the data flow description, object nodes and object flows are, instead,
the main ADs elements. Indeed, the object nodes represent objects at a given
point of the flow and, as such, they can also have an associated state. Object
flows are instead used for connecting the object nodes to the actions. In order
to also capture the object flow semantics, besides the control flow tokens, object
tokens are also introduced. They are similar to control flow tokens but also carry
a reference to an object.

Furthermore, ADs provide a mechanism for grouping together activity nodes
which have characteristics in common (activity partitions) mainly used as a
means for defining organisational units. Finally, the notation allows for specifying
activity pre- and post-conditions, for instance annotating activity edges with
guards.

EPCs. Event-driven process chains (EPCs) are a workflow modelling language
developed in the early 1990s as part of the Architecture of Integrated Information
Systems (ARIS) framework [19].

In detail, three types of nodes are responsible of describing the control flow:
the function nodes, the event nodes and the logical operators nodes* (see Fig. 3).
While function nodes represent atomic activities and can thus be considered the
active part of a control flow, event nodes represent the states in which the process
happens to be, and can therefore be considered the passive part of the control
flow. Functions and event alternate, capturing the intuition that states lead to
activities (in a sort of pre-condition fashion), and activities generate states (in a
sort of port-condition fashion). Finally, the XOR, AND and OR logical operators
allow for controlling the execution flow.

Functions within the control flow can be connected to objects belonging to
the other views of an ARIS model, namely the organisational, data, function

* The list of symbols of EPCs can vary, depending on the specific system implemen-
tation. The analysis and diagrams contained in this paper refer to the description
provided in [20].
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and product service views. While the number of objects differs from version to
version, the core elements usually comprise: (i) input and output data, material,
services or resource objects required or produced by a function; (ii) owners who
are responsible for a specific function; (iii) organisation units (e.g., a department)
responsible for a specific function; and (iv) supporting systems (e.g., a database)
upon which the function acts. Depending on the version of the language, goals,
denoted by house shaped pentagons, can be also connected to specific functions.

CMMN. The Case Management Model And Notation® (CMMN) language is a
OMG standard notation for the declarative representation of process models.
The main entity of CMMN is the case, which is described by a case diagram.

Differently from the previous languages, CMMN aims at capturing variable
and flexible cases, following a declarative approach (see Fig.4). Thus, rather
than describing all the allowed flows of a process from start to end, it models
cases as composed of process segments (stages) and tasks.

A case plan model, which is the component of CMMN devoted to the spec-
ification of the behaviour, contains: (possibly discretionary) tasks, stages, mile-
stones, event listeners, connectors, and sentries. A task is a unit of work. Stages
are plan fragments which can be composite or atomic. A milestone represents
an accomplishment which occurs during the process of a case. Events can be
related to: a case file (created, deleted, modified, and so on); tasks, stages and
milestones (started, cancelled, finished, and so on); event listeners (timer and
user event listener). Connectors are used to link different plan items. Finally
sentries represent the entry and exit criteria for path items and can be used to
direct the control flow using the AND and OR logical operators.

3 A Brief Comparison of Business Process Languages

We present here a short categorisation and comparative summary of the main ele-
ments of BPMN, UML-AD, EPC and CMMN. Modelling elements are grouped

5 http://www.omg.org/spec/ CMMN/1.1/.
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Table 1. A comparison among modelling languages
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into the three basic categories of process modelling languages, namely the behav-
ioural (BEV) category related to the control flow, the data (DT) category
related to the data flow, and the organisational (ORG) category related to the
“who question”. Being the behavioural section the most articulated, we further
describe it in terms of Functional (the executable pro-active actions), Event
(what happens), Flow (how elements are connected and routed), and State (of
the world) categories. The result of this grouping is summarised in Table 1.

First, we can observe that all the imperative languages, namely BPMN, EPC,
and UML-AD, provide distinctive elements to indicate the start and the end of
a process. CMMN, instead, is focused on the representation of flexible workflows
and therefore does not force a specific start and a specific end, but only exiting
conditions. Not surprisingly all four languages have graphical symbols for atomic
activities. Similarly, subprocesses and generic groups of activities are foreseen in
all languages but EPCs. Other common elements are routing nodes, connectors,
and data objects. Routing nodes route the control flow using the typical XOR,
OR and AND logical constructors. While CMMN does not have explicit graph-
ical symbols for gateways, its specification indicates how to use sentries and
connectors to represent them. Connectors are instead typically used to connect
the various graphical elements indicating the flow of the process. BPMN and
EPCs augment connectors with special symbols to denote connections differ-
ent from the control flow, namely, the connection between actors (data) and an
activity, or the messages exchanged between different activities. Also, the gran-
ularity and level of detail of data objects can vary, with EPCs particularly rich
in defining a taxonomy of data objects to be used while modelling. Alternative
(OR, XOR) routing nodes can incorporate guards, that is conditions that spec-
ify which branch to follow, in all the languages but EPCs (where this role can
be taken by states). “Actors” and organisational entities who “own” /“perform”
parts of a process are another rather common element, only absent in CMMN
case plan model.”

5 CMMN allows to associate organisational entities to cases during the run-time phase.
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4 Process Participants: An Ontological Analysis

Roughly speaking, the agreement across the literature [13] about what a busi-
ness process is boils down to this: given a goal, a process is a set of actions
that, together, contribute to achieving that goal. Although in the literature one
finds that the type and the token levels are often mixed,” the previous defin-
ition is about process types: the goal is a description of a desired state, e.g.,
that a certain product is assembled or an ordered item is shipped, whereas the
actions are event types like sending a message or identifying a customer. The
way actions contribute to the achievement of the goal is not commonly made
explicit in notations like those considered in the previous sections,® but there is
an implicit assumption that the process clarifies at least the sequence of actions
to be performed, or the possible alternative sequences. The interpretation of the
precedence relation in the sequence is however left open, and one can read it
in terms of temporal, causal or dependence constraints, perhaps depending on
context.

The above generality is common in application domains where large com-
munities have to agree on a common language that mediates among different
perspectives and interests. One consequence is that it is unclear what the iden-
tity and unity conditions for a process are, that is, when two process definitions
actually define the same process, or when an action should be seen as part of
a process. Although here we concentrate on process modelling, these problems
are pretty general and affect also process mining tasks: in absence of unity and
identity principles, it is hard to decide which actions should be registered in a
single process log.

The strategy we propose to ground the unity and identity of business
processes relies on their participants. The intuition is that if two processes have
different participants, they are different processes. Also, we assume that if two
actions have some participants in common, then—under suitable constraints—
they may belong to the same process.

Consider, for example, a process type pty composed of two different actions
act; and acty such that act; precedes acts. Let us say that acty is create form
and acts is send form. Even ignoring whether act; and acts belong to the same
process type, or whether there is a precedence constraint between them, we may
reconstruct this information by knowing that the two actions involve the same
form, and that no form can be sent before it was created. Generalising from the
example, the changes of (or in) a process participant may provide information
to identify processes, establish the correct relations between actions and decide
when different actions are part of the same process.

" “Token’ is hereby synonym of a process occurrence (an instance of a process type).
While a process token occurs at a specific time, a process type is an abstract entity
with no specific temporal location (see the distinction between Activity (type) and
ActivityOccurrence (token) in the Process Specification Language (PSL) [7]).

8 As a matter of fact, a language like BPMN does not force modellers to explicitly rep-
resent what changes in the (local) world are expected after an activity is performed.
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To investigate business processes from this viewpoint, we firstly need to clar-
ify what is an action and what are its participants. Recall that in the BPM
literature actions (at the token level) refer to intentional transformations from
some initial state (of the local world at stake) to some other state. Their partic-
ipants are the entities that take part in the transformations. In the terminology
of [2], action tokens are events,” while their participants are objects. As we shall
see, the very same action may involve several types of objects as participants:
physical objects (e.g., a knife used to cut a piece of bread); information objects
(e.g., personal data involved in submitting a request); agents and/or organisa-
tions playing certain roles (e.g., an administrative employee receiving a form).
Turning back to the four modelling languages described in Sects. 2 and 3, exam-
ples of participants are the entities denoted by means of the constructs classified
under the data (DT) and the organisational (ORG) categories in Table 1.

From a general perspective, participants can be physical or non-physical: both
exist in time, but only the former are located in the physical space. A person is
an example of physical participant, whereas an information object such as the
content of a person’s ID (not its physical support) is a non-physical participant.

Information objects (a.k.a. data objects) are rather common in business
processes and, as seen in the previous sections, modelling notations include dif-
ferent constructs for them. In applied ontology, only a few systems [1,12,14,21]
have attempted a formal treatment of information objects. These ontologies
agree in distinguishing between information objects and their physical carriers
like paper sheets or computer files; also, the same information object may be
encoded in multiple carriers while retaining its identity. For example, John’s
and Mary’s copies of the Divine Comedy are two different carriers of the same
information object. Generalising, we consider an information participant as a
non-physical participant that is somehow ‘manipulated’ during a process. Addi-
tionally, we consider information participants as dependent entities that, in order
to participate in a process, have to be encoded in at least one carrier. Note
also that all the actions performed within a particular process occurrences are
ultimately physical actions involving physical participants, so that information
objects are actually indirect participants, which participate to the process by
means of information-bearing objects containing their physical encodings.

Regarding physical participants, we may distinguish between material and
immaterial entities. Material participants do have some physical body (e.g., a
human body or a metallic frame), differently from immaterial objects like holes,
which in some cases may still be considered as participants (e.g., in a process
including a pin to be inserted in a hole). Holes belong to the broader class of
features, which are dependent entities like information objects.

Another crucial distinction in BPM is between agentive and non-agentive
participants. The former are indirectly represented in BPMN, whose pools and
lanes refer to participants that are committed to and are responsible for the
execution of the depicted process. Notoriously, the definition of agency is largely
debated in AI. For our purposes, we take the view that an agent is an entity with

? ‘Bvent’ is the most general term used in [2] for entities occurring in time.
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sensors, actuators and the capability to act on itself or on the environment [17].
Human beings and organisations, such as those denoted with ‘customer’ and
‘travel agency’ in Fig. 2, are clearly agents. In a manufacturing domain, a lathe
machine is an agent when, e.g., it has sensors by which it acquires data from
the objects to be manufactured and acts upon them by elaborating these data
through some software. So, in general, a cyber-physical system is an agent, while
a traditional mechanical late is not an agent.

A minimal UML taxonomy of process participants based on some of the
distinctions discussed so far is reported in Fig. 5. Notice that the agentive/non-
agentive dichotomy only applies to physical participants, since we assume that
non-physical lack the capability of interacting with the environment. Note also
that some of the distinctions discussed above are orthogonal to those shown
in the figure, so that they have not been reported explicitly. In particular, we
assume that all agentive participants are material, while non-agentive partici-
pants may be either material or immaterial. Moreover, all physical participants
may (or may not) be information-bearers.

Apart from the classification above, all participants can play roles. Non-
agentive participants may be distinguished according to whether they undergo
a change during an action. If so, they are called the patients of the action;
otherwise, they may play the role of instruments or resources.

From an ontological perspective, roles correspond to properties that objects
only contingently satisfy within the process context, like being used as a resource
during a drilling process. In this sense, one object can loose or acquire a role
while remaining the same entity. We assume that roles can be ascribed to any
type of participant represented in Fig. 5, including information objects.
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Finally, note that we rely on a general notion of participant covering any
object that takes part in a process. One may however restrict this notion only to
“relevant” objects. For instance, considering the flight purchase process of the
previous sections, one may not want to consider as participants the computers
that the customer and the travel agency use to perform their activities. In this
sense, the relevant participants of a process are those that are directly related to
the desired goal, which are typically common to multiple activities. This seems
indeed to be the idea behind the notion of business artifacts [3], which may be
intended as process participants that are passed by from an activity to another,
somehow keeping track of what happens as long as the process goes on. In this
spirit, the flight offer shown in Figs. 1 and 2 can be understood as a data object
that can undergo different states (e.g., requested, payed, rejected) depending on
how the process evolves.

5 Discussion

In this section, starting from the analysis of participants previously presented
and looking at the diagrams in Figs. 1, 2, 3 and 4, we provide some insights on
the modelling notations and the perspectives they take on the processes, focusing
on the data and organisational constructs of Table 1.

The participants relevant in the flight purchase example are the customer,
the travel agency and different information objects. The process thus includes
different types of participants, material and immaterial ones.

By looking at the diagrams, we observe that no actors appear in CMMN and
neither BPMN nor UML-AD specify whether ‘customer’ explicitly refers to a sin-
gle individual (e.g., John) or to an organisation. In both cases, this individual is
playing the role of a participant, who desires to book a flight ticket. This consid-
eration reveals, besides the fact that CMMN lacks graphical constructs for speci-
fying actors, the underspecification of both BPMN and UML-AD with respect to
our analysis, since pools and activity partitions can’t distinguish between differ-
ent types of participants, nor between the participants themselves and the roles
they play. Differently, the distinction between single actors and organisations
can be explicitly conveyed in EPC, although the difference between participants
and their roles is blurred.

In Figs.1, 2 and 3, Check travel agency website results in a Flight request
which is sent to the agency. On the basis of our analysis, such request is
an information-bearing object, since what the customer sends to the agency
is a (copy of a) physical object encoding an information object. The distinc-
tion between information objects and their physical support is not explicitly
addressed by the languages we considered. On the one hand, it seems clear that
when different agents share a data object, a certain file (support) is exchanged.
On the other hand, it is implicitly assumed that the file displays some informa-
tion.

According to the diagrams, when an instance of Make flight offer is accom-
plished, the new information object Flight offer is generated and sent to the
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customer. We may wonder whether the customer and the agency handle the
same flight offer. None of the graphical notations provide a means to address
this issue.

When the flight offer is received by the customer, she checks the offer and
decides either to reject, or to accept it and hence to proceed with the booking
of the flight. This means that the offer—under the control of the customer—
undergoes some update along with the execution of the tasks; e.g., it acquires
new properties, namely, that of having been accepted or rejected. As we can see
from the diagrams, indeed, the Reject offer and Book and pay flight tasks create
further information objects, which can be understood as updates of the offer. At
the same time, however, the flight offer handled by the agency remains “frozen”,
since it is updated with the customer’s information only when the customer
shares it with the agency. More precisely, during the time interval from the
Check flight order to either Reject offer or Book and pay flight, the customer’s
offer and the agency’s offer share some part in common but the former has
more information than the latter. Once either the event Booking and payment
received or Offer rejection received happens, the two information objects are
again the same.The agency indeed receives the customer’s order and updates its
information with the customer’s information.

Here we observe that BPMN (and in part UML-AD) offers the possibility to
model the status of the data objects, e.g., the Flight offer being paid or refused.
On the contrary, in EPC and CMMN this cannot be explicitly modelled, although
it can be inferred by looking at the changes of the world. From a more general
perspective, BPMN and EPC separate the data from the control flow (they have
explicit different graphical notations for the two flows). Differently, in UML-AD
and CMMN, data objects are represented in a unique flow with activities and
control flow elements, so that the process execution cannot proceed unless the
data object is processed/available. In this sense, data object participants play a
fundamental role within the overall process, and it becomes necessary to properly
identify which data objects the process manipulates.

To conclude, the analysis of participants needs to be extended to shed some
light on the ontological characterisation of activity sequences, as well as to iden-
tify the different modelling approaches in the languages at hand. Once we recog-
nise the changes that participants undergo in the context of a process, indeed, we
can better understand how activities are related (e.g., via precedence constraints)
in order for those changes to take place. This latter topic however deserves more
attention and is left for future work.

6 Related Work

A number of works in the literature focused on the analysis and comparison
of process languages and notations [11,22], as well as on the definition of a
shared reference metamodel [9,13] for process description at an informal level.
Several works at the intersection between knowledge engineering and business
process modelling (e.g., [10,23]) focus on formal techniques aimed at verifying
the consistency of process models, as well as their smooth execution.
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Focussing on ontology-based business process modelling, which is the context
of our paper, disparate ontologies have been proposed to semantically enrich
process models. Among these, some ontologies axiomatise the properties that
graphical elements satisfy according to modelling notations. In [16], for example,
the authors present an OWL-based representation of BPMN that is used for
reasoning on the consistency of the process models [5] and for the management
of exceptional flows [6]. In a more general setting, De Nicola and colleagues [4]
propose an upper-level ontology for business processes. In both these works,
however, the authors do not attempt a clarification of the modelling notations
on the basis of some reference ontology.Some initial works towards the analysis
of BPMN based on foundational ontologies are presented in [8,15,18]. These
however focus only on some modelling elements, i.e., activities and events, while
leaving aside the analysis of participants, which is the focus of the presented
work.

7 Conclusions and Future Work

In this work we focused on an ontology-based analysis of the properties char-
acterising the process participants common to the main process modelling lan-
guages and notations. In the future we plan to extend such a preliminary analysis
in order to deepen the investigation on the ontological commitments of process
participants by further inspecting the different perspectives that BPM languages
implicitly take on business processes, as well as providing modellers with guide-
lines to make an appropriate choice when selecting among different notations.
By observing Figs. 1, 2, 3 and 4 and Table 1, we can notice that differences
exist also on the behavioural component. As an example, a key difference among
the languages we considered concerns the representation of the (state of the)
world in response to a process execution. Figure 3 emphasises this as one of the
focuses of EPCs. UML-AD and CMMN lie in the middle by exploiting data
objects and sentries for describing how the world is changed because of the
process execution. For instance, in Fig.4 the Flight Offer is the postcondition
of the Make flight offer. BPMN, instead, only provides (optional) constructs for
representing the state of data objects. From an ontological perspective, we would
say that, differently from BPMN, EPC drives the modeller to explicitly represent
the world’s states affected by the designed process, while UML-AD and CMMN
guide the modeller to implicitly represent the world’s states through data objects
and sentries. A further example concerns the relation between activities, and
more in general the way the activities contribute to the achievement of the goal.
For instance, assume that in a slight variation of the example of Sect. 2, the travel
agency splits the activity Make flight offer in two subsequent steps Send flight
offer to customer and Archive offer which, for purely organisational reasons,
must be executed in this order. This would be a pure temporal relation between
the activities in this specific setting. Instead the activity of Paying for a flight
causes the Preparation of the ticket. Nonetheless these relations would be denoted
by means of the same connector symbol. From an ontological perspective, we
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would say that all the languages we considered here do not guide the modeller
to represent different types of precedence relations. Recognising the changes that
participants undergo in the context of a process, and connecting them to the way
activities are related, is another topic that deserves specific attention and is left
for future work.
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