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Preface

Time-delays inherently occur in physical, industrial and engineering systems as a
consequence of limitations in information processing time, data transmission
among various parts of the system, arising as feedback delays in the control loops,
etc. Time-delays have a considerable influence on the stability of the dynamical
systems leading to instability and even degradation in the performances of the
systems. So, in order to understand the behaviour of the systems properly, it is
important to include time-delays in the mathematical representation of the
dynamical systems that can lead to accurate stability analysis and consequently
proper controller designs. The mathematical representation of dynamical system
with time-delay information embedded in it leads to a model which is referred as
delay-differential equations (DDE) or functional differential equations (FDE). In
this thesis, we consider the problem of stability analysis and controller synthesis of
linear retarded time-delay systems. The motivation behind such study and inves-
tigation is the presence of time-delay in wide variety of engineering systems.

The book deals with the problem of stability analysis and controller synthesis of
linear and Fuzzy time-delay system. The first four chapters of the book discuss
stability and stabilization of linear time-delay system based on Lyapunov–
Krasovskii (LK) functional approach in a linear matrix inequality (LMI) frame-
work. The proposed and existing delay-dependent stability as well as robust
stability conditions brings out the fact that the conservatism in the analysis and
synthesis of such problems lies in the selection of appropriate LK functional
approach and subsequently use suitable tighter bounding inequality to yield a
quadratic stability condition that can be recast in the LMI framework. The condi-
tions are provided with emphasis on (i) achieving less conservative delay upper
bound estimate compared to the existing criteria and (ii) use of lesser free matrix
variables in LMIs such that derived conditions obtained are computationally effi-
cient when solved using LMI toolbox of MATLAB. Next, the problem of controller
synthesis using state-feedback control law for nominal and uncertain time-delay
systems is discussed in both LMI and nonlinear LMI (NLMI) frameworks.
As NLMI condition is not a convex problem, it is solved as a linear minimization
problem called cone complementarity algorithm, whereas LMI condition is solved
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along with multi-objective optimization algorithm, with the following objectives in
mind (i) to achieve less conservative delay upper bound and (ii) to design controller
that stabilizes the system with less control effort for a given delay value. In sequel,
an application to load-frequency control (LFC) problem for a two-area intercon-
nected power system with communication delay is presented here. Another variant
of controller synthesis problems for nominal as well as uncertain linear time-delay
system with actuator saturation is discussed here that highlights that improved
proposing a new delay-dependent local (regional) stabilization criterion leads to
improved estimation of delay range as well as gives enhanced domain of attraction
(DOA). The controller design takes into account the saturation function by its
equivalent linear approximations with two different design techniques, namely
(i) polytopic and (ii) sector nonlinearities. The last chapter of the book deals about
stability analysis and controller synthesis of Fuzzy T-S time-delay system in an
LMI framework. The advantage of using Fuzzy T-S modelling approach is that, for
any given nonlinear system if operating points are well defined or known by the
user, then the given nonlinear system can be universally approximated as a
piecewise linear model using Fuzzy T-S models. Once they are converted into
linearized models, then the existing analysis and control methods for linear
time-delay system can be readily used for solving the system.

This book is intended for the readers who are naive in the field of time-delay
control system as it provides extensive review of research in this area and also
discusses systematically the development of various integral inequalities and LK
functionals that lead to the improvement of delay bound results. This book can be
used as a text for teaching time-delay systems and control of postgraduate students in
control engineering as well as used by advanced researchers involved in analysis and
synthesis of such systems. The contents of the book have been used to teach Ph.D.
students of National Institute of Technology, Silchar, India, for the course fractional
order and time-delay systems and control. Furthermore, some MATLAB codes are
given at the Appendix for the beginners to acquaint them with the solution of LMI
conditions.

Silchar, India Rajeeb Dey
Kharagpur, India Goshaidas Ray, Professor (Rtd.)
Arad, Romania Valentina Emilia Balas, Professor
August 2017
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Chapter 1
Introduction

In many applications one assumes that the future state of the dynamical system
is determined solely by the present state of the system and is independent of the
past state information. However, it’s apparent that the above principle is only the
first approximation to the actual situations and that the more realistic realization
of the system dynamics would include some delayed state information. The theory
for such system has been extensively developed around 1960s [1, 2]. The class of
system which includes past states information along with present states is termed
as delay-differential equation (DDE) or more generic name is time-delay systems
(TDS) and it can be expressed as,

ẋ(t) = f (t, x(t), x(t − d))

where, x(t) ∈ Rn is the state variable vector and ‘d’ is the delay in the state of the
system. It is a well recognized fact that, time-delays are natural component of any
physical systems (e.g., chemical processes, process control, population dynamics and
aerospace engineering etc.). The presence of delay may be either beneficial or detri-
mental to the operation of dynamic systems. For an example, judicious introduction
of delay may stabilize a dynamical system or otherwise make it unstable, while on
the other hand a feedback control system is stable without delay may become unsta-
ble for some delays involved in the system. Through simulation of TDS we have
attempted to show the effect of time-delay into the system stability in the succeeding
section of this chapter.

The literature on stability and stabilization of TDS (or DDE) are exhaustive and
can be found in the monograph [1, 3, 4] and also in the survey papers [5, 6]. Broadly
there are three major approaches to carry out the stability analysis of TDS, they are
as follows:

• The frequency-domain approach, which includes the techniques like, frequency
sweeping test [3], D-decomposition and τ -decomposition methods, modified
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2 1 Introduction

Rouths-Hurwitz method [7, 8], Nyquist stability method [4]. In frequency-domain
technique one can compute exact values of the time-delay analytically or graphi-
cally but they can deal with only time-invariant delays.

• Another method to analyze the stability of time-delay systems is based on time-
domain approach, this approach includes generalization of Lyapunov’s second
method. Following Lyapunov’s second method, two main stability theorems have
beendeveloped; namely (i) Lyapunov-Krasovskii (LK) theoremand (ii) Lyapunov-
Razumikhin theorem. The early work on stability of DDE or time-delay system
(TDS) using Lyapunov’s second method can be found in [2]. Recent literature
on stability analysis of time-delay system are found to be based on Lyapunov-
Krasovskii theorem. The stabilization and destabilization effects of delays on
stability and control of TDS are important issues in the control literature. The
stabilization of TDS based on finite eigenvalues spectrum technique has received
a considerable attention and can be found in literature [9–11].

The stability analysis of time-delay systems by Lyapunov-Krasovskii theorem
involves finding the sufficient stability condition that guarantees the asymptotic sta-
bility of such systems. The sufficient conditions derived are broadly classified into
three types, depending upon the size and bound of the delay, they are

(i) Delay-independent stability (DIS) condition
(ii) Delay-dependent stability (DDS) condition
(iii) Delay-range-dependent stability (DRDS) condition

The stability conditions that are independent of the size of the time-delay are
called delay-independent conditions, and they guarantees the asymptotic stability
of the time-delay systems for any arbitrary large delay ‘d’. Such conditions are far
from practical realization owing to the fact that any physical systems (aerospace,
electrical, biological, process control etc.) can sustain stability for a certain finite
and small delay value, and hence they are treated as conservative framework of
stability analysis of TDS. The delay-independent stability (and/or robust stability)
and stabilization (and/or robust stabilization) of TDS can be found in [12–17], and
in the monographs [8, 18, 19] and references cited therein.

The stability criteria, which depend on the size of time-delay or in other words that
carries the information of the delay value in it, is called delay-dependent stability
condition. The development of this stability condition has received increasing atten-
tion in last few decades due to the fact that, almost all the physical systems exhibit
stability up to certain finite value of time-delay rather than delay being unbounded.
The delay-dependent stability (and/or robust stability) as well as stabilization (and/or
robust stabilization) conditions for time-delay system using Lyapunov-Razumikhin
theorem are derived in [20]. The use of Lyapunov-Razumikhin theorem for deriv-
ing the delay-dependent stability conditions yields conservative delay upper bound
results compared to Lyapunov-Krasovskii theorem [21] and references cited therein.

Remark 1.1 The content of the book deals on deriving delay-dependent as well as
delay-range-dependent stability sufficient conditions based on Lyapunov-Krasovskii
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theorem. In this context, a brief literature review of all the existing work on delay-
dependent stability analysis are discussed in the succeeding sections of this chapter,
so as to enable readers or researcher working in this field of research for easy under-
standing.Mathematical definitions and terminologies associatedwith the analysis are
presented in am attempt to ease the explanation presented in the following chapters.

1.1 Time-Delay Systems and Its Classification

The ordinary differential equations (ODE) is mostly used to describe the dynamics
of the system and its generic expression is given by,

ẋ(t) = f (t, x(t))

where, x(t) ∈ Rn is the state vector. The future evolution of the states are determined
from information of the states at current time for which an initial value of x(t) at
t = t0 is required.

But in practice there are many dynamical systems whose future value of states
x(t) depends on the current information of states as well as past instants of time and
such systems are called time-delay systems (TDS). To evaluate the state response of
such systems, the initial value of x(t) at t = t0 is not sufficient, rather information
of the initial function of x(t) over all the past instants of time is required (i.e.,
x(θ), t0 − d ≤ θ ≤ t0). The generic representation of the time-delay systems takes
the form of,

ẋ(t) = f (t, x(t), x(t − d), ẋ(t − d))

1.1.1 Retarded Time-Delay Systems (RTDS)

If the value of the highest derivatives at time ‘t’ depends only on the values of lower
derivatives at preceding times (t + θ ), −∞ < θ < 0, then it is called RTDS, the
general mathematical representation is expressed as,

ẋ(t) = f (t, x(t), x(t − d))

A practical example of time-delay system is provided below to illustrate how delay
arise in practice in a metal cutting process.

Regenerative chatter in a Machine Tool [3, 8, 22]: The metal cutting process of
typical machine tool like lathe machine is shown in Fig. 1.1. The cylindrical work-
piece rotates with an angular velocity of ‘ω rad/sec’ and the cutting tool translates
along the axis of the workpiece with constant linear velocity of ‘ω f

2 π
’, where f =
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Fig. 1.1 Model of regenerative chatter in a machine tool

constant feed rate in length/revolutions corresponding to normal width of the cut (this
parameter is pre-designated). The tool generates a surface as the material is removed
and any disturbance (or vibration) in the tool will be reflected on the surface.

In Fig. 1.1, one can observe that in addition to the constant (steady state) force ‘ f0’
(proportional to the constant feed rate,‘ f ’) to the tool piece some other disturbance
forces act at the interface of workpiece and the machine tool (due to chip breakage,
non-homogeneity of the workpiece material etc.), such forces lead to change in
relative displacement between machine tool and the workpiece that consequently
may lead to change in the cutting parameter (which may be mainly the width of
the chip or width of the cut, cutting stiffness etc.) and therefore affects the resulting
force applied to the cutting process. This interaction between machine tool and
the workpiece can be represented by a closed-loop system as shown in Fig. 1.2. If
the closed-loop system becomes unstable then it will lead to self-excited vibration
between the machine tool and the workpiece which is called chatter. This chatter
becomes regenerative as the surface generated in previous pass becomes the upper
surface of the chip on the subsequent pass which is indicated in Fig. 1.2 by the

Fig. 1.2 Block diagram of chatter loop
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secondary (or regenerative) loop. This phenomenon can lead to precision errors,
poor quality of surface finish in the work piece and possible damage to the machine
tool system.

Referring to Fig. 1.1 one can model the dynamics of the machine tool and the
cutting process at the interface of the machine tool and the workpiece as,

Mÿ(t) + Dẏ(t) + Km y(t) = u1(t)

ÿ(t) + D

M
ẏ(t) + Km

M
y(t) = f0

M
− 1

M
u(t) (1.1)

where,

u1(t) = −u(t) + f0, and
1

M
u(t) = −Kc

M
y(t) + Kc

M
y(t − T )

where the notations for the various symbols used in (1.1) are as follows,M, D and Km

indicates the inertial mass, damping and the stiffness characteristics of the machine
tool, ‘T ’ is the time-delay or called time for one revolution which is inverse of the
spindle speed ‘N ’ of the lathe to which workpiece is connected, ‘Kc’ is the stiffness
characteristic of the cutting process and is liable to change, ‘y(t)’ is the displacement
of the machine tool along the axis of the workpiece and ‘ẏ(t)’ is the velocity of the
tool piece.

The total thrust force applied for the cutting process is the algebraic sum of the
thrust force at the current time instant, thrust applied at all the previous pass (or
past time instant) and the constant force ‘ f0’. The delayed force term causes the
regenerative action in the system.

If we consider ‘y(t)’ and ‘ẏ(t)’ are the two states of the system, then defining the
state vector as

x(t) = [
y(t) ẏ(t)

]T
(1.2)

In view of (1.2), one can rewrite (1.1) in state space form as,

ẋ(t) = Ax(t) + Adx(t − T ) + B f0 (1.3)

where, A =
[

0 1
− Kc+Km

M − D
M

]
, Ad =

[
0 0
Kc
M 0

]
, B =

[
0
1
M

]

With f0 = 0 and denoting T = d in (1.3) one can get an autonomous time-delay
systems in state space form as,

ẋ(t) = Ax(t) + Adx(t − d) (1.4)

where, x(t) ∈ Rn is the state vector, A, Ad ∈ Rn×n are the constant systemmatrices
associated with instantaneous and delayed states respectively.
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1.1.2 Neutral Time-Delay Systems (NTDS)

If the value of the highest derivatives at time ‘t’ depends not only on the values
of lower derivatives but also on the highest derivatives at preceding times (t + θ ),
−∞ < θ < 0, then it is called NTDS whose general mathematically representation
is,

ẋ(t) = f (t, x(t), x(t − d), ẋ(t − d))

The state-space representation of such systems are expressed as,

ẋ(t) − Fẋ(t − d) = Ax(t) + Adx(t − d) (1.5)

Note: One can find substantial examples on time-delay systems (RTDS and
NTDS) in [2, 3, 5, 8, 19] and references therein.

Remark 1.2 The nature of time-delay in both the systems described in (1.4) and
(1.5) can be time-varying or time-invariant. In this thesis, stability and stabilization
of RTDS is considered. In all succeeding sections and chapters from now onwards
we refer RTDS as time-delay systems (TDS) only.

1.1.3 Stability Definition of Time-Delay Systems [3]

A time-delay systems is described as a functional differential equation of the form
[3, 5],

ẋ(t) = f (xt , t), t ∈ R+, (1.6)

where x(t) ∈ Rn is the state vector; xt = x(t + θ), −d ≤ θ ≤ 0 are the delayed
states, d > 0 being the time-delay; f (xt , t) : C × R → Rn , where C is the set of
continuous functions mapping from Rn in the time-interval t − d ≤ θ ≤ t to Rn .
Clearly, if the evolution of x(t) is sought at time instant t ≥ t0 then one must first
know the history i.e., xt for−d ≤ θ ≤ 0, which therefore defines the initial condition
and is denoted as xt0 ∈ C. Defining a state norm as ||xt ||c = max

t−d≤θ≤t ||x(θ)||, the
stability definitions for (1.6) in the sense of Lyapunov are as follows.

Definition 1.1 (i) The system (1.6) is stable if for scalar ε > 0 there exists a δ =
δ(t0, ε) > 0 such that ||xt0 ||c < δ implies ||xt ||c < ε for all t ≥ t0. (ii) It is uniformly
stable if for scalar ε > 0 there exists a δ = δ(ε) > 0 such that ||xt0 ||c < δ implies
||xt ||c < ε for all t ≥ t0. (iii) It is asymptotically stable if there exists a δ(t0) > 0
such that ||xt0 ||c < δ(t0) implies lim

t→∞ x(t) = 0. (iv) It is uniformly asymptotically

stable if for every ε > 0 there exists a δ > 0 and a T (ε) > 0 such that ||xt ||c < ε

for all t ≥ t0 + T (ε) whenever ||xt0 ||c < δ.
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Based on the above definitions, stability of (1.6) can be ascertained using (i)
Lyapunov-Krasovskii (LK) theorem and (ii) Lyapunov-Razumikihin theorem (both
of them provide only sufficient conditions for stability of TDS).

1.1.4 Characterization of Stability of Time-Delay Systems

Consider a time-delay systems (TDS) (1.4), taking its laplace transform with zero
initial condition gives,

(s In − A − Ade
−ds)X (s) = 0

�(s)X (s) = 0 (1.7)

The expression det (�(s)) = p(s, e−ds) is called the characteristic quasi-polynomial
and can be expressed as,

p(s, e−ds) = det (s In − A − Ade
−ds) = 0 (1.8)

and the relation det (�(s)) = 0 provides the poles of the system under consideration.
It must bementioned here that due to the presence of the exponential term in (1.8) it is
a transcendental equation, which possess an infinite number of roots in the complex
plane C, called the characteristic roots. One can find from (1.8) that the location of
roots in the complex s-plane depends upon the size of the delay ‘d’ and ‘Ad ’ matrix
in addition to ‘A’ matrix. The stability of the time-delay system depends upon the
size of the delays can be classified into two categories.

• Delay-independent stability, means that the system (1.4) is stable for any arbitrary
large delay.

• Delay-dependent stability, means that the system (1.4) is stable up to some finite
delay value.

In this section, we briefly present the qualitative test to characterize the above two
stability notions in terms of the eigenvalues of given ‘A’ and ‘Ad ’ matrices without
actually solving the characteristic quasi-polynomial. This qualitative test is based on
the pseudo-delay method presented in [3, 8].

The stability of time-delay systems can be characterized bilinear transformation
expressed below,

z = 1 − sT

1 + sT
, T > 0

thus a new polynomial can be formed substituting above transformation into
p(s, e−ds),
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c(T, s) = (1 + sT )q p(s,
1 − sT

1 + sT
)

where, q is the order of the multiplicity of the e−sd term and c(T, s) is a polynomial
in ‘s’ with the coefficients characterized by the pseudo-delay parameter ‘T ’ and this
polynomial turns out to be free from delay terms. Substituting z = e−ds in p(s, e−ds)

gives p(s, z) which is a bivariate polynomial.
As the parameter ‘T ’ is varied from 0 to∞ for the polynomial c(T, s) = p(s, 1−sT

1+sT )

the polynomial p(s, z) varies from p(s, 1) at T = 0 to p(s,−1) at T = ∞. Following
steps will explain the method for testing the stability of time-delay systems in (1.4)
qualitatively,

1. At T = 0, one can get the condition c(0, s) = p(s, 1) = det (s I−(A+Ad)). This
condition tell us about the eigenvalues of the matrix (A+ Ad). As, the necessary
condition for the stability of time-delay systems is that the matrix (A+ Ad) must
be Hurwitz at d = 0, so it is assumed to be stable.

2. When the parameter T is increased infinitely, then one can get a condition at
T = ∞ as, c(T, s) = p(s, 1−sT

1+sT ) = p(s,−1) = det (s I − (A − Ad)). At
this stage using Routh-Hurwitz criteria one can find the location of the roots of
p(s,−1) in the complex plane, which may have two possibilities. This approach
is the basis of stability analysis of (1.4) using (1.8) [3].

• If the roots of p(s,−1) do not lie in the open right half unit disk of the complex
plane, then it implies that the eigenvalues of (A− Ad) matrix is Hurwitz, thus
indicating that for all 0 ≤ T ≤ ∞ roots of c(T, s) lie on left half of s-plane
C− and no imaginary roots exists, hence the system in (1.4) is characterized
as delay-independently stable.

• If some of the roots of p(s,−1) are found to lie in the open right half unit
disk of the complex plane, then it implies that eigenvalues of (A− Ad) matrix
is unstable, thus indicating that for some finite value of Ti > 0, there exist
purely imaginary roots si = jωi for c(T, s) = p(s, 1−sT

1+sT ), the corresponding
delay value can be estimated using the bivariate polynomial [18].

zi = 1 − jωi Ti
1 + jωi Ti

= e− jθi

where, θi = ωi di , and one can get,

θi = 2 tan−1ωi Ti
ωi di = 2 tan−1ωi Ti

d1 = min

(
2

ωi
tan−1ωi Ti : ωi > 0

)

One can conclude from above that by examining the eigenvalues of (A+ Ad) and
(A − Ad) matrices the stability characterization of time-delay systems in (1.4) can
be qualitatively ensured,
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a. If (A+ Ad) and (A− Ad) are stable then the TDS is delay-independently stable.
b. If (A+ Ad) is stable and (A− Ad) is unstable then the TDS is delay-dependently

stable.

Wepresent fewnumerical examples to characterize their stability using the qualitative
test discussed above.

Numerical Example 1.1 [3]. Consider the system in (1.4) with the following con-
stant matrices

A =
[−2 0
0.5 −2

]
, Ad =

[
0 0.5
0 0

]

Form quasi-characteristic equation (1.8) we have,

p(s, e−ds) = det (s I − A − Ade
−sd) = 0

= s2 + 4s + 4 − 0.25e−sd = 0

and the corresponding characteristic equation c(T, s) = 0 can be written as,

c(T, s) = (p(s,
1 − sT

1 + sT
)) = s2 + 4s + 4 − 0.25(

1 − sT

1 + sT
) = 0

= s3T + (1 + 4T )s2 + (4 + 4.25T )s + 3.75 = 0 (1.9)

using the Routh-Hurwitz criteria the stability of c(T, s) = 0 is found to be stable for
all values of T (i.e., 0 ≤ T ≤ ∞). Subsequently both the polynomials p(s, 1) = 0
and p(s,−1) = 0 are found to be stable, which in turn implies that the eigenvalues
of (A + Ad) and (A − Ad) matrices are Hurwitz, thus it is characterized as delay-
independently stable system.

Numerical Example 1.2 [23]. Consider the system in (1.4) with the following con-
stant matrices

A =
[−2 0

0 −0.9

]
, Ad =

[−1 0
−1 −1

]

Form quasi-characteristic equation (1.8) we have,

p(s, e−ds) = det (s I − A − Ade
−sd) = 0

= s2 + 2.9s + 1.8 + 2.9e−sd + 2se−sd + e−2sd = 0

and the corresponding characteristic equation c(T, s) = 0 can bewritten, nowRouth-
Hurwitz criteria is used to find the stability of c(T, s) = 0 and it is found to be stable
for certain finite range of T (and not for 0 ≤ T ≤ ∞). Next stability of p(s, 1) = 0
and p(s,−1) = 0 are carried out using Routh criteria and whereas the polynomial
p(s, 1) is found to be stable and whereas the polynomial p(s,−1) = 0 is found to
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be unstable. This indicates existence of some finite value of Ti > 0 for which there
exist imaginary roots of c(T, s), the corresponding delay value for this finite value
of Ti can be computed as mentioned above. Thus, when (A + Ad) is Hurwitz but
(A − Ad) matrix is unstable then the system is characterized as delay-dependently
stable.

Remark 1.3 In general, it may be noted that the characteristic equation c(T, s) = 0
is a continuous function of the time-delay ‘d’ which in turn is a function of ‘T ’. It
follows that the system (1.4) can switch from stability to instability or vice-versa, only
when at least one characteristic root crosses to the imaginary axis as ‘T ’ changes.

1.2 Basic Stability Theorems

The stability analysis of time-delay system has been presented in this book using
Lyapunov’s method, this method requires the use of Lyapunov function (for non
delayed system) or Lyapunov-Krasovskii functional (for time-delay system). As the
definition of time-delay system (TDS) is already stated in Sect. 1.1.3, we proceed to
introduce two basic Lyapunov’s based stability theorems for TDS below.

1.2.1 Lyapunov-Razumikhin Theorem [3].

Theorem 1.1 The system (1.6) is uniformly stable if there exists a continuous dif-
ferentiable function V (x(t)), V (0) = 0, such that

u(||x(t)||) ≤ V (x(t)) ≤ v(||x(t)||) (1.10)
and

V̇ (x(t)) ≤ −w(||x(t)||) whenever V (x(t + θ)) ≤ V (x(t)), ∀θ ∈ [−d, 0], (1.11)

where u, v, w are continuous nondecreasing scalar functions with u(0) = v(0) =
w(0) = 0 and u(r) > 0, v(r) > 0, w(r) ≥ 0 for r>0. If w(r) > 0 for r>0 then it
is uniformly asymptotically stable. If, in addition, lim

r→∞ u(r)=∞, then it is globally

uniformly asymptotically stable.
Moreover, if there exists a continuous nondecreasing function p(r) > 0 for r > 0

then (1.11) may be replaced by

V̇ (x(t)) ≤ −w(||x(t)||) whenever V (x(t + θ)) ≤ p(V (x(t))), ∀θ ∈ [−d, 0]. (1.12)

Remark 1.4 The above theorem tries to ensure that V̄ (t) = max
t−d≤θ≤t V (x(θ)) does

not increase with time. Note that, if V̄ (t) �= V (x(t)) and V̇ (x(t)) ≥ 0, V̄ (t) does
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not increase. Clearly, V̄ (t) increases if and only if V̄ (t) = V (x(t)) and V̇ (x(t)) ≥ 0
which is denied if the condition (1.11)/(1.12) is satisfied.

1.2.2 Lyapunov-Krasovskii Theorem [3].

Theorem 1.2 The system (1.6) is uniformly stable if there exists a continuous dif-
ferentiable function V (xt ), V (0) = 0, such that

u(||x(t)||) ≤ V (xt ) ≤ v(||xt ||c), (1.13)

and
V̇ (xt ) ≤ −w(||x(t)||), (1.14)

where u, v, w are continuous nondecreasing scalar functions with u(0) = v(0) =
w(0) = 0 and u(r) > 0, v(r) > 0, w(r) ≥ 0 for r > 0. If w(r) > 0 for r > 0, then
it is uniformly asymptotically stable and if, in addition, lim

r→∞ u(r) = ∞, then it is

globally uniformly asymptotically stable.

1.3 Effect of Time-Delay in the System Dynamics: A
Simulation Study

In this section, it will be demonstrated through simulation studies, how the delayed
term in TDSmay drastically change the qualitative behavior of TDS [24]. The numer-
ical simulation of the TDS has been carried out using standard routine “dde23” of
MATLAB (or fourth order R-K routine may be used too).
Consider a linear scalar TDS,

ẋ(t) = λx(t) + μx(t − 1), t ≥ 0

x(t) = −t + 1, t ≤ 0 (1.15)

With the real constant coefficients λ and μ. It is known that for μ = 0, the above
equation becomes,

ẋ(t) = λx(t), t ≥ 0

x(0) = 1 (1.16)

the solution of (1.16) will vanish asymptotically for any negative λ, whereas it will
grow up for any positive λ. On the other hand, for μ �= 0 the delayed term μx(t − 1)
in (1.15) acts as forcing term and the abovementioned statement of the solutionmight
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Fig. 1.3 Case-I: Solution
does not vanish
asymptotically
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Fig. 1.4 Case-II: Stable
solution
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not hold. Three different nature of solution of the system with the initial function
given in (1.15) for different values of λ and μ are shown in Figs. 1.3, 1.4 and 1.5.

Case I: For the given values of λ = −3.5 and μ = 4, using the characterization
discussed above one can find that (λ+μ) is positive, thus the necessary condition of
stability of the TDS in (1.15) is violated hence the solution of the system is unstable,
which is shown in Fig. 1.3.

Case II: For the given values of λ = −5 and μ = 4, using the characterization
discussed above one can find that (λ + μ) is Hurwitz, while (λ − μ) is also Hurwitz
thus indicating that system (1.15) is delay-independently stable, the solution is shown
in Fig. 1.4. For this system it is observed that if the delay term is increased to a very
large value the system still remains stable.

Case III:For the values of λ = 0.5 andμ = −1, using the characterization discussed
above one can find that (λ+μ) isHurwitz, while (λ−μ) is notHurwitz thus indicating
that system (1.15) is delay-dependently stable, the solution is shown in Fig. 1.5. For
this system it is observed that increasing the delay after certain value makes the
system unstable.
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Fig. 1.5 Case-III:
Oscillatory response of the
system
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1.4 Linear Matrix Inequality (LMI) [25, 26]

The stability and stabilization criteria derived using Lyapunov’s second method as
well asmanyother problems in systems and control can be formulated as optimization
problems involving constraints that can be expressed in LMI frameworks. So, here
we proceed to introduce briefly about LMIs that are linear set of matrix variables.

If F0, F1, ....., Fn ∈ Rm×m are symmetric matrices, then the inequality of the
form,

F(x) = F0 +
n∑

i=1

xi Fi < 0 (1.17)

is called the linear matrix inequality (LMI) in the variable of x ∈ Rn and F : Rn →
Rm×m is an affine mapping function of the variable x , which means that the set,

S = {x : F(x) < 0} (1.18)

is convex. Now, if x1 and x2 ∈ S and β ∈ (0, 1), then

F(βx1 + (1 − β)x2) = βF(x1) + (1 − β)F(x2) < 0 (1.19)

The first equality follows from the fact that the function ‘F’ is assumed to be affine
and the last inequality is due to the assumption that β ≥ 0, (1 − β) ≥ 0 and
F(x) ≤ 0.

The basic LMI problem is whether or not there exist xn×1 such that the above
equation defined in (1.17) is satisfied. The representation of the LMI in (1.17) is
illustrated with an example. Let us consider an F(x) of the form,

F(x) =
[
x1 + x2 x2

x2 x3 + 2

]
< 0 (1.20)
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then this can be expanded in the form of (1.17) equivalently as,

F(x) =
[
0 0
0 2

]
+ x1

[
1 0
0 0

]
+ x2

[
1 1
1 0

]
+ x3

[
0 0
0 2

]
< 0 (1.21)

where, F0 =

[
0 0
0 2

]
, F1 =

[
1 0
0 0

]
, F2 =

[
1 1
1 0

]
, F3 =

[
0 0
0 2

]
.

Now using Sylvester’s criterion to test sign definiteness of a symmetric matrix, the
LMI (1.20) is equivalent to, (x1 + x2) < 0, (x3 + 2) < 0 and

det (F(x)) = (x1 + x2) × (x3 + 2) − (x2)(x2) = x1x3 + 2x1 + x2x3 − x22 < 0,

which is a nonlinear inequality in the variables ‘x’ expressed as LMI of the form
(1.17).

If there are multiple LMIs,

F (1)(x), ......, F (k)(x) < 0

then one can write equivalent to one single LMI using a block diagonal structure,

F(x) =

⎡

⎢⎢⎢
⎣

F1(x) 0 . . . 0
0 F2(x) . . . 0
...

...
. . .

...

0 0 . . . Fk(x)

⎤

⎥⎥⎥
⎦

< 0 (1.22)

In most of the control engineering problems the LMIs do not appear in the form
described in (1.17), i.e., the variables in this case are not from the set S but they are
matrix variables. The simple example of LMI in control engineering is the stability
analysis of input free dynamic system based on Lyapunov stability criterion and it is
described as,

AT P + PA < 0 (1.23)

which is anLMI inmatrix variable P . Thematrix P is symmetric but and A is a known
matrix. In this case the scalar entries of P can be treated as variables (analogously
components of xi in (1.17)) and thus the LMI in (1.23) can be recast into the form
(1.17) as illustrated below,

Let A =
[

1 2
−1 0

]
and P =

[
p11 p12
p12 p22

]
= PT ,

In view of (1.17) we can express (1.23) as,

F(P) = AT P + PA < 0 (1.24)
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The number of scalar or decision variables will depend upon the structure of the
matrix variable P , in our case as the structure is P = PT , so the number of variable
is n = n(n+1)

2 , thus the substituting the value of A and P matrices in (1.23) and then
expanding it, one can get the following form,

F0 + p11

[
2 2
2 0

]
+ p12

[−2 1
1 4

]
+ p22

[
0 −1

−1 0

]
(1.25)

where, F0 =
[
0 0
0 0

]
, thus (1.24) is expressed in the form of (1.17). The solution of

(1.24) LMI framework means finding the variables Pi, j = Pj,i i = 1, 2 and j = 1, 2
that satisfy the LMI or no solution exists.

One can now conclude from the foregoing discussion that, if the objective function
of an optimization problem is a convex function in the concerned variable (say ‘x’)
and the constraints are also expressed in LMI (of the same concerned variable x)
then the whole problem can be recast into convex optimization problem in an LMI
framework. The convex optimization problems are attractive mainly for two reasons:
(a) it has unique global minima if it exists and (b) computationally attractive, due to
the availability of efficient algorithms (or LMI solvers) for solving the LMI or set of
LMIs (e.g., LMI toolbox of MATLAB, LMI-tool, YALMIP etc.).

In fact problems associated with LMI can be classified into three categories:

1. Feasibility problem:
Finding if there exists a solution of an LMI (F(x) < 0).

2. Optimization problem:
Minimizing a convex objective f (x) subject to an LMI constraint (F(x) < 0).

3. Generalized eigenvalue problem:
Minimizing λ subject to G(x) − λF(x) < 0, F(x) > 0 and H(x) < 0.

Schur Complement:

Often, a class of nonlinear matrix inequalities are confronted in systems and control
theory, which can be reformulated as LMIs using Schur Complement formula [25].
It states that for matrices Z1 = ZT

1 , Z2 = ZT
2 and L ,

Z2 < 0 and Z1 − LZ−1
2 LT < 0

is equivalent to

[
Z1 L
LT Z2

]
< 0,

⎫
⎬

⎭
. (1.26)

Congruence Transformation:

Sign definiteness of a matrix is invariant under pre- and post-multiplication by a full
rank real matrix and its transpose respectively. For example, if V > 0 ∈ Rn×n and
a real full rank matrix � ∈ Rn×n , then following inequalities hold,

�V�T > 0
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This procedure is called congruence transformation. It finds application in removing
bilinear terms in matrix inequalities and such cases are often encountered while
designing state feedback controller in LMI framework.

1.4.1 The LMI Control Toolbox of MATLAB [27]

The LMI control toolbox provides an LMI Lab to specify and solve user defined
LMIs. In this thesis, this LMI Lab has been used for solving LMIs. Some commands
of this LMI Lab that are used to obtain the numerical results are presented in the
following.
SETLMIS : This initializes the LMI system description.
GETLMIS : It is used when all the LMIs are described and returns the internal
description of the defined LMI.
LMIVAR : It is used to declare the LMI variables.
LMITERM : The LMI terms are specified with this command.
FEASP : This is an LMI solver which is used to solve LMI feasibility problems.
MINCX : This LMI solver is used to solve an LMI optimization problem.
GEVP : It is used for solving generalized eigenvalue problem.
A graphical user interface LMIEDIT also exists to define LMIs.

The FMINSEARCH command of the Optimization Toolbox ofMATLAB [28] has
also been used to tune certain parameters that are associated with the derived LMI
criteria.

Remark 1.5 The MATLAB command for the stability & stabilization problems for-
mulated in an LMI frame work will be presented in the chapters to follow.

1.4.2 LMI Formulation of Some Standard Problems

Stability analysis and stabilization problems based on Lyapunov approach can be
formulated either in linear or nonlinear matrix inequality framework. Many of them
can be solved efficiently by formulating them in LMI framework and then solving
using available software packages. This section demonstrates the solution of some
control problems based on LMI framework.

The Lyapunov stability criterion (1.23) described below

PA + AT P < 0, (1.27)

is an LMI on the variable P .
To obtain the state feedback stabilization criterion of a system ẋ(t) = Ax(t)+ Bu(t)
with the state feedback control law u(t) = Kx(t), we replace A by [A + BK ] in
(1.27) to get
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PA + AT P + PBK + KT BT P < 0. (1.28)

One can see that (1.28) is not in LMI form due to the multiplication of the unknown
variables K and P . However, it can be equivalently converted to an LMI by using
the matrix property that, if X > 0 then Y T XY > 0 provided Y is an nonsingular
matrix. In view of this, pre- and post-multiplying (1.28) with P̂ = P−1 > 0 and then
defining a new variable as Y = K P̂ one may write,

AP̂ + P̂ AT + BY + Y T BT < 0. (1.29)

This is an LMI in the variables P̂ and Y . Now, one may solve the above (1.28)
as an LMI feasibility problem and a stabilizing gain matrix K may be obtained as
K = Y P̂−1 from any feasible solution of it.

Next, consider the inequality of the form mentioned below, such inequality can
be obtained while deriving robust stability criterion for systems with norm bounded
parametric uncertainties using Lyapunov’s second method

PA + AT P + PBK + KT BT P + εPDDT P + ε−1ET E < 0. (1.30)

which is a nonlinear matrix inequality not only due to multiplication of P and K but
also due to the co-existence of the search variables ‘ε’ and ‘ε−1’. To express this as
an LMI as above, first, we pre- and post-multiply it with P̂ = P−1 and then defining
a new variable as Y = K P̂ one obtains

AP̂ + P̂ AT + BY + Y T BT + εDDT + ε−1 P̂ ET E P̂ < 0. (1.31)

Finally, to express the above as an LMI one may employ the Schur complement
formula (1.26) on (1.31). Defining Z1 = AP̂ + P̂ AT + BY + Y T BT + εDDT ,
Z2 = −ε I , L = P̂ ET and then employing (1.26) one may equivalently write (1.31)
as [

AP̂ + P̂ AT + BY + Y T BT + εDDT P̂ET

∗ −ε I

]
< 0, (1.32)

where ‘∗’ represents transpose of corresponding upper diagonal terms. This is anLMI
and one may solve this along with P̂ > 0 as an LMI feasibility problem to obtain
P̂ , Y and ε. Then a stabilizing control gain may be computed using K = Y P̂−1.

Following the above techniques, other stability and stabilization criteria derived
so far may also be formulated as LMI problems.

1.5 Time-Domain Stability Conditions

This section briefly illustrates the mathematical formulation of the stability analysis
for the time-delay systems (1.4) using LK theorem in an LMI framework.
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1.5.1 Delay-Independent Stability Condition

Assumption 1.1 The necessary condition for obtaining delay-independent stability
condition is that the matrix A must be Hurwitz in (1.4).

Choosing Lyapunov-Krasovskii functional candidate for the system (1.4) as [3,
19],

V (t) = xT (t)Px(t) +
∫ t

t−d
xT (s)Rx(s)ds, P = PT > 0, R = RT > 0 (1.33)

Note: The system (1.4) with d = 0 the LK functional in (1.33) reduces to V (t) =
xT (t)Px(t) and is referred as Lyapunov function.

The functional (1.33) is chosen in such a way that it qualifies as Lyapunov-
Krasovskii functional and hence satisfies the condition (see condition (1.13)).

λmin(P) ‖ x(t) ‖2 ≤ V (xt ) ≤ λmax (P) ‖ x(t) ‖2 +d λmax (R) ‖ xt ‖2c (1.34)

Taking the time-derivative of (1.33) one can get,

V̇ (t) = 2xT (t)PAx(t)+2xT (t)PAdx(t −d)+ xT (t)Rx(t)− xT (t −d)Rx(t −d).

(1.35)
Now, to separate the cross product term of x(t) and x(t − d) in the second term of
(1.35), well-known bounding inequality of [29] stated below can be used,

ϒT
1 ϒ2 + ϒT

2 ϒ1 ≤ ϒT
1 W

−1ϒ1 + ϒT
2 Wϒ2, W = WT > 0, (1.36)

where ϒ1, ϒ2 are matrices or can be vectors and W is a symmetric positive definite
matrix of appropriate dimensions. Using (1.36) the cross-product term can be written
as,

2xT (t)PAdx(t − d) ≤ xT (t)PAd R
−1AT

d Px(t) + xT (t − d)Rx(t − d). (1.37)

Using (1.37) in (1.35) and then to satisfy V̇ (xt ) ≤ −w(||x(t)||) as per Lyapunov-
Krasovskii theorem one obtains the resulting stability criterion as

PA + AT P + R + PAd R
−1AT

d P < 0. (1.38)

Using Schur-complement (1.26), one can rewrite (1.38) into an equivalent LMI con-
dition as,

[
(1, 1) PAd

 −R

]
< 0 (1.39)

where, (1,1)=PA + AT P + R.
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It is observed that the LMI condition (1.39) does not contain any ‘d’ term in it
and hence it is referred delay-independent stability (DIS) condition.

1.5.2 Delay-Dependent Stability Condition

Assumption 1.2 The necessary condition for delay-dependent stability of time-
delay systems (1.4) is that, the matrix (A + Ad ) (when d = 0) must be Hurwitz.

In case of delay-dependent stability for the time-delay systems, the delay size
information is included in the stability criterion. The term x(t − d) in (1.4) is sub-
stituted by x(t − d) = x(t) − ∫ t

t−d ẋ(s)ds using Newton-Leibniz formula, which is
expressed as,

∫ t

t−d
ẋ(s)ds = x(t) − x(t − d)

Thus the time-delay systems (1.4) is transformed to following form,

ẋ(t) = (A + Ad)x(t) − Ad

∫ t

t−d
[Ax(s) + Adx(s − d)]ds (1.40)

Now, it must be noted here that, the transformed system (1.40) and the system (1.4)
are different hence the knowledge of the initial function for the system (1.40) is
required for t ∈ [−d, d] whereas for system (1.4) the initial function is to be known
over the time interval t ∈ [−d, 0]. The stability of (1.40) implies the stability of
(1.4) [18] and references cited therein.

The selection of the LK functional in this case (delay-dependent stability) is,

V (t) = xT (t)Px(t) + V2(t) + V3(t), P = PT > 0 (1.41)

where,

V2(t) =
∫ 0

−d

∫ t

t+θ

xT (s)Q1x(s)dsdθ

V3(t) =
∫ −d

−2d

∫ t

t+θ

xT (s)Q2x(s)dsdθ

where, Q1 = QT
1 > 0 and Q2 = QT

2 > 0. The choice of such double integral terms
in (1.41) is to take care of the integral terms arising out of the transformed system
while computing the derivative of the LK functional. Finding the time-derivative of
(1.41) one can obtain
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V̇ (t) = xT [(A + Ad)
T P + P(A + Ad) + d (Q1 + Q2)]x(t)

−2
∫ t

t−d
xT (t)PAd Ax(s)ds − 2

∫ t

t−d
xT (t)PAd Adx(s − d)ds

−
∫ t

t−d
xT (s)Q1x(s)ds −

∫ t

t−d
xT (s − d)Q2x(s − d)ds (1.42)

Now to approximate the cross term integrals in (1.42) one can use the lemma in
(1.36) and rewrite (1.42) as,

V̇ (t) ≤ xT [(A + Ad )T P + P(A + Ad ) + d(Q1 + Q2)]x(t)
+

∫ t

t−d
xT (t)PAd X

−1
1 ATd Px(t)ds +

∫ t

t−d
xT (s)AT X1Ax(s)ds

−
∫ t

t−d
xT (s)Q1x(s)ds −

∫ t

t−d
xT (s − d)ATd X2Ad x(s − d)ds

+
∫ t

t−d
xT (t)PAd X

−1
2 ATd Px(t)ds +

∫ t

t−d
xT (s − d)Q2x(s − d)ds (1.43)

Let, Q1 = AT X1A and Q2 = AT
d X2Ad , thus due to this assumption one can observe

that in (1.43) the terms arising out after the application of bounding inequality cancels
the last two integral terms in (1.42), thus one can write (1.43) as,

V̇ (t) ≤ xT [(A + Ad )
T P + P(A + Ad ) + d(Q1 + Q2)]x(t)

+
∫ t

t−d
xT (t)PAd X

−1
1 AT

d Px(t)ds +
∫ t

t−d
xT (t)PAd X

−1
2 AT

d Px(t)ds (1.44)

V̇ (t) ≤ xT [(A + Ad)
T P + P(A + Ad) + d(Q1 + Q2)]x(t)

+d(PAd X
−1
1 AT

d P) + d(PAd X
−1
2 AT

d P) (1.45)

Using Schur-complement (1.26), one can write (1.45) as,

V̇ (t) ≤ xT (t)

⎡

⎣
(1, 1) d P Ad d P Ad

 −X1 0
 0 −X2

⎤

⎦ x(t) (1.46)

where, (1, 1) = (A + Ad)P + P(A + Ad)
T + d (Q1 + Q2). To guarantee the

asymptotic stability of the system (1.4) or equivalently (1.40), it is required that
V̇ (t) < 0 which is satisfied if the following LMI is satisfied,

⎡

⎣
(1, 1) d P Ad d P Ad

 −Q1 0
 0 −Q2

⎤

⎦ < 0 (1.47)
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Note: The information of the delay size ‘d’ is present in LMI (1.47) and hence it
is called delay-dependent stability condition.

1.6 Review on Delay-Dependent Stability Condition of
Time-Delay Systems

This section gives a brief review of the existing literature on stability/robust stability
and stabilization/robust stabilization of TDS based on LK functional approach in an
LMI framework.

The initial work on delay-dependent stability involves transformation of the sys-
tem (1.4) using Newton-Leibniz formula (i.e.,(x(t −d)) = x(t)−∫ t

t−d ẋ(α)dα) into
an equivalent system, and then appropriate L-K functional and bounding lemma are
chosen to obtain the LMI conditions [30–34] and references cited therein. In [18]
and [35], it was reported that the use of such model transformation are not equivalent
to the original time-delay system and hence introduce some additional dynamics
(eigenvalues), which is the source for conservative results as these additional eigen-
values causes the roots of the original characteristic equation to cross the imaginary
axis at a much lower delay value resulting into lesser delay upper bound estimate.

In [36], it is reported that, the conservatism also stems from the use of bound-
ing techniques used to approximate the cross terms arising out of the L-K func-
tional derivatives while formulating quadratic stability conditions. To alleviate this
issue, Park’s bounding inequality was proposed in [36]. The bounding inequality
−2aT b ≤ aT Xa + bT X−1b in [37] and Park’s inequality in [36] are the special
cases of generalized bounding inequality proposed in [38]. The structure of bound-
ing inequality in [38] is suitable for control synthesis problems compared to the use
of Park’s bounding inequality. So, its usage in dealingwith stability and related issues
can be found in [39–42].

In [32, 35, 43], a new model transformation was proposed to reduce the conser-
vatism that arises due to earlier model transformations. This method transforms the
original time-delay systems into descriptor systems. The use of this method requires
more number of matrix variables [32, 44–49] and references cited therein.

The use of free weighting matrices along with Newton-Leibniz formula can elim-
inate the cross terms arising in the LK derivative for formulating delay-dependent
results, this technique has effectively reduced the conservatism in existing delay-
dependent stability criterion that estimates the delay upper bound [50–59], the
demerit of such method lies in an increase in more number of decision variables
thus increasing the computational complexity. On the other hand, they prove to be
useful in formulating LMI conditions which can support the case of fast time-varying
delays involved in the system.

Another important inequality (Jensen’s integral inequality) that has been intro-
duced in [3] for delay-dependent stability analysis and further this inequality has
been widely used in the literature [23, 60–64] and references cited therein pertain-
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ing to stability and stabilization of time-delay systems, with a view to reduce the
conservatism in the delay upper bound results. The use of Jensen’s integral inequal-
ity approximates the quadratic integral term without introducing any free weighting
matrices, consequently the condition derived is computationally efficient with the
appropriate choice of Lyapunov-Krasovskii functional.

The stability and robust stability conditions formulated using the above techniques
can be directly extended to solve state feedback stabilization problems in two simple
steps, (i) replace A matrix by (A + BK ) in the stability condition and (ii) perform
congruence transformation on the LMI condition obtained in (i) and subsequently
adopting change of matrix variables that allows one to compute the controller gain
K . It is apparent from the literature on state feedback stabilization that, two variants
of stabilizing condition can be obtained depending on the type of stability criteria
formulated (i) LMI framework and (ii) Nonlinear LMI framework. The stabilizing
conditions for nominal time-delay system based on state feedback control law have
been discussed in [21, 23, 40, 46, 65], whereas the state feedback stabilization for
an uncertain time-delay systems can be found in [13–15, 20, 23, 37, 38, 48, 55, 64,
66, 67].

Another variant of stabilization (and/or robust stabilization) problem that has been
studied as well as investigated in the thesis for time-delay systems is state feedback
stabilization alongwith disturbance rejection. This problem is simultaneously solved
for state feedback stabilization and H∞ norm minimization of the transfer function
between regulated output and the exogenous input (disturbance input) i.e., Twz , the
relevant works on this thesis are reported in [32, 35, 41, 68–71]. Application of
the above theories (H∞ control synthesis) to interconnected power systems with
time-delay can be found in very few literature like [70, 72–74].

Very recently another variant of delay-dependent stability condition has been
reported in literature that is referred as delay-range dependent stability (DRDS)
condition. In this method the delay is assumed to vary in intervals i.e., d1 ≤ d ≤ d2,
whereas in case of delay-dependent stability (DDS) the delay lower bound ‘d1’
is always restricted to 0. In this context one can say that, DRDS condition is a
generalization of DDS condition. DRDS conditions are addressed by many authors
and some mature methods have been widely used to deal with the stability and
synthesis problems in [34, 62, 63] and references cited therein. DRDS conditions
are of significance for stability analysis of many practical applications and one such
application is networked control systems.

Remark 1.6 The research on delay-dependent stability analysis of time-delay sys-
tems with time varying state delays have following objectives, (i) to propose stability
conditions that can yield less conservative delay upper bound estimate (ii) to derive
conditions with fewer decision variables by not sacrificing the conservativeness and
(iii) to propose a new Lyapunov-Krasovskii functional with the use tighter bounding
inequalities such that resulting LMI condition with a view to achieve objective in
(i). The extensive literature review suggests that, the attempt to narrow down the gap
between estimated & exact delay value is still continuing and thus this is still an open
field of research at a fundamental or applied level.
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1.7 Linear Systems with Actuator Saturation

In control systems and other physical systems the saturation phenomenon is unavoid-
able as all the actuators or sensors in the system have its own operating ranges. The
presence of actuator saturation nonlinearities could cause performance degradation,
instability for feedback control systemandmay also lead to generation of limit cycles.

The purpose of this section is to briefly present the mathematical framework for
stability analysis or controller synthesis of a linear system subjected to actuator
saturation using Lyapunov’s second method.

Consider the closed-loop linear system with actuator saturation,

ẋ(t) = Ax(t) + BSat (u(t)) (1.48)

where, the control law is u(t) = Kx(t), x(t) ∈ Rn is the state vector, u(t) ∈ Rm

is the control input vector, A ∈ Rn×n is the constant matrix, B ∈ Rn×m is the input
matrix and K ∈ Rm×n is the feedback gain matrix.

A symmetrical saturation function is defined as,

Sat (u(i)) =
⎧
⎨

⎩

u0(i), if u(i) > u0(i);
u(i), if − u0(i) ≤ u(i) ≤ u0(i);
−u0(i), if u(i) < −u0(i)

where u(i) is the i th row of u(t)m×1. The system (1.48) is locally linear, which means
that for some values of x(t) ∈ Rn the i th control input | u(i)(t) |= |ki x(t)| is linear,
after which it enters into the saturation region, this attribute can be defined by a linear
region as,

L(K , u0) = {
x(t) ∈ Rn : −u0(i) ≤ ki x(t) ≤ u0(i), i = 1, ...m

}
(1.49)

If the i th component of control input u(i) is in linear region (1.49) then,

ẋ(t) = (A + BK )x(t) (1.50)

For the system (1.48), if x(0) ∈ L(K , u0) then x(t)would not necessarily belong
to L(K , u0), ∀ t ≥ 0, even if (A+BK) is Hurwitz.

Now, to ensure that ∀ x(0) ∈ L(K , u0), x(t, x(0)) → 0 when t → ∞, it is
necessary to take into account the nonlinear behaviour of the closed-loop system
(1.48). Thus one can infer that the stability or stabilization problem of such system
is related to the initial conditions. Finding the set of initial condition i.e., the domain
of attraction is the main task for such system while ensuring the local stability.

A set E containing the origin in its interior is said to be region of asymptotic
stability (or the region of attraction) for system (1.48) if ∀ x(0) ∈ E such that the
corresponding state trajectory converges to origin, while the region of attraction can
be expressed mathematically as,



24 1 Introduction

Ra(0) = {
x(0) ∈ Rn, x(t, x(0)) → 0, t → ∞}

hence, E ⊂ Ra(0). Now two conditions of stability for such system can be defined
mathematically in terms of region of attraction of origin Ra(0) as,

• If Ra(0) represents the whole n-dimensional real space, then it is ensuring global
stability of (1.48)

• If Ra(0) is restricted within certain region in an n-dimensional real space with
origin in its interior, then it is ensuring local stability of (1.48).

For global stability or stabilization of the system (1.48), it is required that the pair
(A, B) must be stabilizable and also matrix ‘A’ must be Hurwitz. If the matrix ‘A’
is not Hurwitz (i.e., open-loop system is unstable) then it is not possible to find the
global stability of the system [32, 75] and references cited therein. In such a situation
local stability of (1.48) has to be ensured, which in turn requires to compute the set
of initial condition and is referred as an estimate of region of asymptotic stability.

The estimate of the region of asymptotic stability (or the domain of stability) is
usually found out by Lyapunov’s second method by establishing the set invariance
condition [76]. A set is said to be invariant if all the trajectories starting the set will
remain in it.

The connection between the set invariance condition, stability and estimate of
domain of attraction using Lyapunov’s secondmethod is briefly presented for solving
the stability and stabilization problems of (1.48).

Let us consider the Lyapunov function for the system (1.48) as,

V (x) = x(t)T Px(t), P = PT > 0 (1.51)

Taking the time-derivative of (1.51) one can obtain,

V̇ (x(t)) = 2x(t)T P[Ax(t) + BSat (Kx(t))] (1.52)

One can further write (1.52) as,

V̇ (x(t)) = [
xT (t) (Sat (Kx(t))T

] [
AT P + PA PB

 0

] [
x(t)

Sat (Kx(t))

]
(1.53)

For the stability of the system (1.48), we need to establish V̇ (x) < 0 and to satisfy
this the LMI given below must have feasible solution.

[
AT P + PA PB

 0

]
< 0 (1.54)

The matrix inequality in (1.54) is not solvable directly. Thus, we need to refor-
mulate the mathematical expression of the saturation function Sat (Kx(t)) in (1.48),
such that a tractable LMI condition can be obtained. This in turn, ultimately facilitates
the estimate of the region of asymptotic stability.
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Broadly two mathematical approximations of saturation function are available in
the literature.

(i) Polytopic representation: In this method, the saturation function in (1.48) is
placed in the convex hull of the group of linear feedbacks. The formation of the
convex hull out of two given vectors of same dimension can be done using the
lemma presented in [76].

Lemma 1.1 Let vectors u, v ∈ Rm, suppose that | vi |≤ u0(i), ∀i ∈ [1, m], then

Sat (u) ∈ co{Diu + D−
i v : i ∈ [1, 2m]}

where, D be the set of m × m diagonal matrices with 0 or 1 as diagonal entries,
i.e., D = {Di : i ∈ [1, 2m]} and D−

i = I − Di . For example, if m = 2, then

D =
{[

0 0
0 0

]
,

[
0 0
0 1

]
,

[
1 0
0 0

]
,

[
1 0
0 1

]}
.

One can place the saturation function Sat (Kx) into the convex hull of group of
linear feedbacks given an auxiliary feedback matrices, say H (the dimension of
K , H ∈ Rm×n) with | hi x |≤ u0(i), using above lemma,

Sat (Kx) ∈ co
{
Di K x + D−

i H x : i ∈ [1, 2m]} , ∀x ∈ Rn (1.55)

thus the closed loop system representation of (1.48) becomes,

Ax(t) + BSat (u(t)) ∈ co
{
Ax + B(Di K + D−

i H)x(t) | i = [1, ..2m]} (1.56)

that must satisfy | hi x |≤ u0(i), i = 1, ....m.

(ii) Sector nonlinearity representation: In this approximation method, the sat-
uration nonlinearity is equivalently replaced with a dead-zone nonlinearity
‘�(u(t))’ in combination with a linear element, and it is mathematically
expressed as,

Sat (u(t)) = u(t) − �(u(t)) (1.57)

Now one can express dead-zone nonlinearity equivalently in terms of saturation
function as,

�(u(t)) = u(t) − Sat (u(t))

The i th element of dead-zone nonlinearity function as,

�i (ki x(t)) = ki x(t) − Sat (ki x(t))



26 1 Introduction

=
⎧
⎨

⎩

ki x(t) − u0(i) > 0, if ki x(t) > u0(i);
ki x(t) − u(i) = 0, if − u0(i) ≤ ki x(t) ≤ u0(i);
ki x(t) + u0(i) < 0, if ki x(t) < −u0(i), f or i = 1, 2, ...m

As the saturation function is replaced by the dead-zone nonlinearity, one needs to
satisfy the modified sector condition as stated in the following lemma.

Lemma 1.2 [75] Consider a dead-zone nonlinear function �i (ki x(t)), with x ∈ S,
where S = {x ∈ R : |(ki − gi )x | ≤ u0(i)}, then the relation

�i (ki x(t))Di,i [ �(ki x(t)) − gi x(t)] ≤ 0 (1.58)

is valid for any scalar Di,i > 0. gi is the i th component of the auxiliary feedback
gain matrix.

The lemma (1.2) guarantees the constraint on the control as indicated below,

| ki x(t) − gi x(t) | ≤ u0(i) (1.59)

Note:Whereas the constraint of the control for polytopic representation of the satu-
ration function is given by | hi x |≤ u0(i).

Now, in view of (1.57) one can write the closed-loop system (1.48) as,

ẋ(t) = Acx(t) + Adx(t − d(t)) − Bψ(Kx(t)) (1.60)

where, Ac = (A + BK ).
After replacing the saturation function ‘Sat (u(t))’ with either dead-zone nonlin-

earity or polytopic representation, one has to establish the set invariance condition
for the transformed systems (1.56) or (1.60) which is briefly explained by following
general steps given below,

(a) Assume a Lyapunov function of the form V (x) = xT Px(t) with P = PT > 0
for the transformed systems (1.56) or (1.60),

(b) Construct a compact convex (ellipsoidal) set E(P, 1) defined as,

E(P, 1) = {
x ∈ Rn : xT Px ≤ 1

}
(1.61)

(c) If V̇ (x(t)) < 0 and the set E(P, 1) ⊂ L(H) which means that |hi x | ≤ u0(i)
(for polytopic representation), and |(ki − gi )x | ≤ u0(i) (for sector nonlinearities
representation), ∀x ∈ E(P, 1), i = 1, 2, ...m, then the set E(P, 1) is called
contractive invariant and inside the Ra(0).

(d) Next, certain measure of the estimate of domain of attraction is obtained using P
matrix (associated with the Lyapunov function). This measure is maximized (or
equivalently recast the maximization problem as minimization problem) subject
to (i) LMI conditions obtained from V̇ (t) < 0 and (ii) the set invariance condition
in (c), the corresponding gain matrix K can be evaluated from the solution of
the optimization problem.
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1.8 Outline of the Book

The outline of the remaining chapters of the book are presented here.
Chapter 2 deals with delay-dependent stability and robust stability analysis of

time-delay system. For assessing the stability of a time-delay systems with a sin-
gle and two additive time-varying delays in the state, new delay-dependent stability
conditions are derived using LK functional approach in an LMI framework. Fur-
thermore, the stability condition of single delay case is extended for robust stability
analysis of an uncertain time-delay systems. The stability conditions are derived by
exploring new LK functional terms followed by the use of improved and tighter
bounding inequalities for approximating the quadratic integral terms arising out of
the derivative of LK functional that finally results into convex combination of LMIs.
This in turn, yields new an improved stability condition compared to the existing
methods. Delay-range-dependent stability (DRDS) condition of time-delay systems
has been assessed utilizing delay partitioning and non-partitioning approaches. The
effectiveness of the derived LMI conditions are demonstrated through several numer-
ical examples and the results are compared with the existing methods.

Chapter 3 discusses about the delay-dependent state feedback stabilization and
robust stabilization in an LMI and NLMI frameworks. New and improved robust sta-
bilization condition for a time-delay system with norm bounded uncertainties in an
NLMI framework has been derived with a view to obtain an improved size of delay
bound. Subsequently, an LMI based improved state feedback stabilization method
is employed with lesser number of matrix variables and in sequel a multi-objective
optimization algorithm is adopted for tuning the controller gains in such a way that
the control effort required to stabilize the time-delay system is less. Furthermore,
simultaneous delay-dependent state feedback stabilization and disturbance rejection
problem has been considered by minimizing the H∞ performance index for load-
frequency control of a two-area interconnected power system model with constant
communication delays. The derived stabilization condition is delay-dependent in
terms of the feedback delay which makes it suitable for load-frequency control prob-
lem in presence of load-disturbances and also the formulation is different from other
results of LFC problems that are solved based on the delay-dependent H∞ control
design techniques.

Chapter 4 deals with the state feedback stabilization of nominal and uncertain
linear time-varying delay systems with actuator saturation. A new delay-dependent
local stabilizing condition for achieving asymptotic stability of an unstable open-loop
system has been derived using the two different representation of saturation function
(namely sector nonlinearities and polytopic approach) via convex combination of
LMIs. To the best of the author knowledge, it has not been investigated so far in
the literature. The proposed method in comparison to the recent existing results can
achieve improved delay upper bound value with marginally sacrificing the estimate
of domain of attraction (DOA) and on the other hand for a given delay value less
conservative estimate of domain of attraction has also been obtained. The stabilizing
results are further extended to derive robust stabilization condition for an uncertain

http://dx.doi.org/10.1007/978-3-319-70149-3_2
http://dx.doi.org/10.1007/978-3-319-70149-3_3
http://dx.doi.org/10.1007/978-3-319-70149-3_4


28 1 Introduction

time-delay system with sector nonlinearity approach only. The results are validated
by considering several numerical examples.

Chapter 5 presents the concept of extension of stability analysis of linear time-
delay system to Fuzzy T-S time-delay system.
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Chapter 2
Stability Analysis of Time-Delay Systems

This chapter deals with the stability analysis of linear time-delay systems without
and with parametric uncertainties. The stability analysis for both constant and time-
varying delay in the states is considered. The focus of this chapter is to review the
existing methods on delay-dependent stability analysis in an LMI framework based
on Lyapunov-Krasovskii approach and consequently the improved results on delay-
dependent stability analysis are presented. The results of the proposed techniques are
validated by considering numerical examples and compared with existing results.

2.1 Introduction

Time-delays are often observed in many areas of engineering systems such as
networked control systems, chemical processes, neural networks, milling process,
nuclear reactors and long transmission lines in power systems and their presence can
have effect on system stability and performance [1], so ignoring them can lead to
design flaws and incorrect stability analysis. In particular the effect of delays become
more pronounced in interconnected and distributed system where multiple sensors,
actuators and controller introduce multiple delays. Thus stability analysis becomes
the prime objective in a control system design. The stability analysis of time-delay
systems using Lyapunov’s second method are broadly classified into three major
categories

• Delay-independent stability analysis
• Delay-dependent stability analysis
• Delay-range-dependent stability analysis

Delay-independent stability analysis considers the size of the delay to be arbi-
trarily large (delay value→ ∞) and hence the obtained stability conditions are
independent of the delay value. Delay-independent stability results are, in general,
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more conservative for many important applications and especially for engineering
(or physical) systems [2]. So, in early 1990s increasing attention has been devoted
to delay-dependent stability analysis, which considers finite (bounded) delay value,
thus in this case derived stability conditions depends on the size of the delay. For both
the delay-independent and delay-dependent analysis the lower bound of the delay is
assumed to be zero, whereas for the first case the delay upper bound is unbounded
and for the second case, it is bounded to some finite value. Very recently [3–5],
another variant of delay-dependent stability analysis has been proposed where the
information of the delay ranges are available i.e., the lower bound of the delay is not
assumed to be explicitly zero but can possess some finite value and the delay upper
value is bounded as in the case of delay-dependent stability analysis, such stability
analysis is referred as delay-range-dependent stability analysis. In this chapter, we
discuss delay-dependent as well as delay-range-dependent stability analysis as they
are of physical significance.

The stability analysis has been carried out for (i) nominal time-delay systems
i.e., systems without parametric uncertainties and (ii) uncertain time-delay systems
i.e., systems possessing uncertainties in the system matrices, the stability analysis
of such time-delay systems is referred as robust stability analysis. The structure of
the uncertainty is assumed to be of norm-bounded type. The stability analysis of
time-delay systems can be carried out using either

• Lyapunov-Razumikhin theorem
• Lyapunov-Krasovskii (LK) theorem

All the recent literature on stability analysis of time-delay systems adopts latter
method as the former method yields conservative estimate of delay upper bound
compared to LK theorem [6–9] because of the following reasons:

1. The use of the condition V (t + θ, x(t + θ)) ≤ pV (t, x(t)),∀θ ∈ [−d, 0] in
Lyapunov-Razumikhin theorem.

2. More number of bounding inequalities are used while deriving delay-dependent
stability conditions, as in this case Lyapunov function is assumed to be very
simple one i.e., V (t) = xT (t)Px(t).

3. Lyapunov-Razumikhin theorem is incapable of handling slow time-varying
delay (i.e., bounded differentiable time-varying delay which implies delay-
derivative <1), it can treat fast time-varying delays (i.e., non-differentiable time-
varying delay that implies delay derivative ≥1) and constant delays.

In this thesis the attention is focused on the delay-dependent stability analysis of
time-delay systems using Lyapunov-Krasovskii theorem.

2.2 Description of Time-Delay Systems

In this section, description of time-delay systems for carrying out stability as well as
robust stability analysis is presented.
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2.2.1 Nominal Time-Delay System for Stability Analysis

1. System with single, constant delay

�1 : ẋ(t) = Ax(t) + Adx(t − d) (2.1)

x(t) = φ(t),∀t ∈ [−du, 0] (2.2)

2. System with single, time-varying delay

�2 : ẋ(t) = Ax(t) + Adx(t − d(t)) (2.3)

x(t) = φ(t),∀t ∈ [−du, 0] (2.4)

where, d(t) is time-varying delay satisfying following conditions

0 ≤ d(t) ≤ du (2.5)

0 ≤ dl ≤ d(t) ≤ du (2.6)

Note: The condition (2.5) refers to delay-dependent stability (DDS) notion and
(2.6) refers to delay-range-dependent stability (DRDS) notion.
the delay derivative satisfies the condition

ḋ(t) ≤ μ < 1 (2.7)

1 ≤ ḋ(t) ≤ μ ≤ ∞ (2.8)

Note: The condition (2.7) refers to slowly varying time-delay and (2.8) refers to
fast varying time-delay [9] and [10].

Notations: x(t) ∈ Rn is the state vector, φ(t) is the initial function in the banach
(norm linear space) space, d(t) is the time-varying delay, du is the delay upper
bound and dl is the delay lower bound, A ∈ Rn×n and Ad ∈ Rn×n are known
constant matrices.

3. System with multiple time-varying delays

�3 : ẋ(t) = Ax(t) +
n∑

i=1

Adi x(t − di (t)) (2.9)

x(t) = φ(t),∀t ∈ max[−dui , 0], i = 1, 2 . . . n (2.10)

Note: Here, di (t) indicates the time-varying delay in the states and Adi is the
associated delayed system matrices. The stability analysis of the system �2 can
be extended to multiple time-delay case of �3 in a straight forward manner [11]
and [8].
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4. System with two additive time-varying delays

�4 : ẋ(t) = Ax(t) + Adx(t − d1(t) − d2(t)) (2.11)

x(t) = φ(t),∀t ∈ max[−du, 0], (2.12)

where, d1(t) and d2(t) are the two additive delay component in the state, they
satisfy following conditions

0 ≤ d1(t) ≤ d1u < ∞
0 ≤ d2(t) ≤ d2u < ∞
du = d1u + d2u (2.13)

and delay derivatives satisfies the following conditions,

ḋ1(t) ≤ μ1 < ∞
ḋ2(t) ≤ μ2 < ∞ (2.14)

2.2.2 Uncertain Time-Delay Systems for Robust Stability
Analysis

The uncertain time-delay systems with norm-bounded parametric uncertainties for
robust stability analysis is described as

ẋ(t) = A(t)x(t) + Ad(t)x(t − d(t)) (2.15)

x(t) = φ(t),∀t ∈ [−du, 0] (2.16)

The matrices A(t) and Ad(t) are uncertain system matrices and are assumed to be
of the form:

A(t) = A + �A(t) (2.17)

Ad(t) = Ad + �Ad(t) (2.18)

where, A and Ad are nominal system matrices and �A(t) and �Ad(t) are time-
varying matrices, which models the parametric uncertainties present in the system
that are Lebesgue measurable and are norm bounded [7, 12–15]. Further these may
possibly be decomposed by exploiting their structural description as

�A(t) = DaFa(t)Ea (2.19)

�Ad(t) = DdFd(t)Ed (2.20)
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where the time-varying uncertain matrices Fa(t) ∈ Rna×na and Fd(t) ∈ Rnd×nd are
norm bounded and satisfies ∀ t that,

FT
a Fa(t) ≤ I (2.21)

FT
d Fd(t) ≤ I (2.22)

The matrices Da, Ea, Dd and Ed in (2.19) and (2.20) are constant known matrices
and possibly characterizes how the matrices Fa(t) and Fd(t) influence the system
dynamics.

2.3 Delay-Dependent Stability Condition

This section brings out the review of some significant existing LMI techniques in
deriving delay-dependent stability conditions based on Lyapunov-Krasovskii func-
tional approach. This review is useful to understand the evolution and development
of improved techniques while attempting to achieve less conservative estimate of
delay upper bound.

Assumption 2.1 The necessary condition for delay-dependent stability of time-
delay systems in Sect. 2.2.1 is that, the matrix [A + Ad ] (when d = 0, d(t) = 0)
must be Hurwitz.

2.3.1 Model Transformation Approach (Based on
Newton-Leibniz Formula)

In this section, we review the delay-dependent stability conditions that are derived
using fixed model transformation. The systems �1 and �2 with time-delays are
transformed into systems with distributed delays using Newton-Leibniz formula for
the analysis. The Newton-Leibniz formula is expressed as,

∫ t

t−d
ẋ(s)ds = x(t) − x(t − d)

x(t − d) = x(t) −
∫ t

t−d
ẋ(s)ds (2.23)

A. First Model Transformation
Using (2.23) in �1 one can write

ẋ(t) = (A + Ad)x(t) − Ad

∫ t

t−d
[Ax(s) + Adx(s − d)]ds (2.24)
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The transformed system obtained in (2.24) is called first model transformation, the
asymptotic stability of (2.24) also guarantees the stability of the system �1 [8].
Based on the transformed systems, a lot of delay-dependent stability results have
been obtained.

Theorem 2.1 (Theorem 7 [8], Cor. 1 [16]) The transformed system (2.24) is asymp-
totically stable for any delay satisfying 0 ≤ d ≤ du if there exist matrices
P > 0, Q1 > 0 and Q2 > 0 such that,

0 >

⎡

⎣
� du P Ad du P Ad

� −Q1 0
� 0 −Q2

⎤

⎦ (2.25)

where, � = (A + Ad)P + P(A + Ad)
T + du (AT Q1A + d AT

d Q2Ad).

Proof Lyapunov-Krasovskii functional chosen is given by

V (t) = xT (t)Px(t) +
∫ 0

−du

∫ t

t+θ

xT (β)AT Q1Ax(β)dβdθ

+
∫ 0

−du

∫ t

t−d+θ

xT (β)AT
d Q2Adx(β)dβdθ (2.26)

Finding the time-derivative of (2.26) one can obtain

V̇ (t) = xT [(A + Ad )
T P + P(A + Ad ) + du (AT

d Q2Ad + AT Q1A)]x(t)
−2
∫ t

t−du
xT (t)PAd Ax(β)dβ − 2

∫ t

t−du
xT (t)PAd Ad x(β − d)dβ

−
∫ t

t−du
xT (β)AT Q1Ax(β)dβ −

∫ t

t−du
xT (β − d)AT

d Q2Ad x(β − d)dβ (2.27)

In (2.27) two cross terms −2
∫ t
t−du

xT (t)PAd Ax(β)dβ and −2
∫ t
t−du

xT (t)
PAd Ax(β − d)dβ appears that are approximated using the bounding Lemma stated
below,

Lemma 2.1 ([2, 8, 16]) For any z, y ∈ Rn and any positive definite matrix X ∈
Rn×n

− 2zT y ≤ zT X−1z + yT Xy (2.28)
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Now, using Lemma 2.1 in (2.27) one can obtain

V̇ (t) ≤ xT [(A + Ad )
T P + P(A + Ad ) + du (AT

d Q2Ad + AT Q1A)]x(t)
+
∫ t

t−du
xT (t)PAd Q

−1
1 AT

d Px(t)dβ +
∫ t

t−du
xT (β)AT Q1Ax(β)dβ

−
∫ t

t−du
xT (β)AT Q1Ax(β)dβ −

∫ t

t−du
xT (β − d)AT

d Q2Ad x(β − d)dβ

+
∫ t

t−du
xT (t)PAd Q

−1
2 AT

d Px(t)dβ +
∫ t

t−du
xT (β − d)AT

d Q2Ad x(β − d)dβ (2.29)

One can observe in (2.29) that, the terms arising out after using bounding lemma
will compensate for the last two integral terms in (2.27), thus yielding quadratic
Lyapunov inequality in the form of LMI given in (2.25).

Remark 2.1 It is obvious from the above derivation that, the choice of LK functional
for this method leads to two cross bounding terms which are approximated using
bounding Lemma 2.1. If this theorem has to be extended for multiple delay case
(say m delays) then the number of times bounding lemma have to be used will be
‘2 m’. Hence, more will be the cross bounding terms present in the LK functional
derivative, the use of bounding lemma for its approximation will be more, which is
a major source of conservativism in the estimate of delay bound results.

Remark 2.2 One can find the similar choice of LK functional for delay-dependent
stability analysis using first model transformation for the systems �1 and �2 in [17]
and [18] respectively.

The choice of LK functional in [17] is found to be,

V (t) = xT (t)Px(t) + V2(t) + V3(t) (2.30)

where,

V2(t) =
∫ 0

−du

∫ t

t+θ

xT (s)M1x(s)dsdθ

V3(t) =
∫ −d

−2du

∫ t

t+θ

xT (s)M2x(s)dsdθ, M1 > 0, M2 > 0

the time-derivative of (2.30) is found to be

V̇ (t) = xT (t)[(A + Ad )
T P + P(A + Ad )]x(t) + V̇2(t) + V̇3(t) + ξ1(t) + ξ2(t) (2.31)

where,

ξ1(t) � −2
∫ t

t−du

xT (t)PAd Ax(α)dα (2.32)



40 2 Stability Analysis of Time-Delay Systems

and

ξ2(t) � −2
∫ t

t−du

xT (t)PAd Adx(α − d)dα (2.33)

To approximate the cross terms ξ1(t) and ξ2(t) bounding Lemma 2.1 is used,
remaining integral terms arising out of ˙V2(t) and ˙V3(t) is canceled by the integral
terms that appears after the use ofLemma2.1with the assumption that,M1 = AT X1A
and M2 = AT

d X2Ad , where X1 and X2 are positive definite matrices thus giving a
quadratic LMI formulation.

In case of the system �2 (time-varying delay) satisfying the conditions (2.5),
the stability condition in [18] is obtained using first model transformation with the
similar choice of LK functional given as

V (t) = xT (t)Px(t) + du

∫ 0

−du

∫ t

t+θ
xT (s)M1x(s)dsdθ

+ du
(1 − μ)2

∫ −d(t)

−d(t)−du

∫ t

t+θ
xT (s)M2x(s)dsdθ, M1 > 0, M2 > 0 (2.34)

The factor du
(1−μ)2

associated in the second term of (2.34) is used to compensate for

the derivative of the delay term (i.e., ḋ(t)) which arises upon differentiation of V (t)
due to presence of time-varying delay term in the limit of integration in (2.34).

Remark 2.3 While deriving stability condition using first model transformation, the
number of cross terms to be approximated using bounding lemma is twice the num-
ber of delays present in the system�1 or�2, secondly, it is proved in [9, 19, 20] that
the first model transformation introduces some additional eigenvalues in the trans-
formed system, hence the characteristics of the transformed system is not equivalent
to the original one (i.e., �1 or �2), thus the stability condition derived using this
transformation yields conservative result of delay upper bound. In other words, the
drawbacks associated with this approach is that all of the transformed system is not
equivalent to (2.1) or (2.3).

B. Second model transformation [9, 17, 21]
The rearrangement of first model transformation in (2.24) yields the secondmodel

transformation (or neutral type transformation) and it is expressed as

d

dt
[x(t) + Ad

∫ t

t−d
x(s)ds] = (A + Ad)x(t) (2.35)

Using secondmodel transformation the delay-dependent stability condition obtained
in [21] for the system �1 is presented in the form of following theorem.

Theorem 2.2 ([21]) The system �1 is asymptotically stable for any delay du, if the
operatorD(xt ) is stable and there exists symmetric and positive-definite matrices P
and Q such that following LMI holds:
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[
(A + Ad)

T P + P(A + Ad) + duQ du(A + Ad)
T P Ad

� −duQ

]
< 0 (2.36)

The choice of LK functional candidate for this transformed model (2.35) is of the
form (as in [21]),

V (t) = DT (xt )PD(xt ) +
∫ 0

−du

∫ t

t+θ

xT (s)Qx(s)dsdθ (2.37)

where, P = PT > 0, Q = QT > 0 and D(xt ) = x(t) + Ad
∫ t
t−du

x(s)ds.
Finding the time-derivative of (2.37) one can obtain,

V̇ (t) = ḊT (xt )PD(xt ) + DT (xt )PḊ(xt )

+dux
T (t)Qx(t) −

∫ t

t−du

xT (s)Qx(s)ds (2.38)

where,

ḊT (xt ) = ẋ(t) + Ad

∫ t

t−du

ẋ(s)ds

Substituting the value of ḊT (xt ) and DT (xt ) in (2.38) and carrying out algebraic
manipulations one can get,

V̇ (t) = xT (t)(A + Ad)
T Px(t) + xT (t)P(A + Ad)x(t) + dux

T (t)Qx(t)

+2
∫ t

t−du

xT (t)(A + Ad)
T P Adx(s) −

∫ t

t−du

xT (s)Qs(s)ds (2.39)

Applying bounding Lemma 2.1 on the cross term of (2.39) one can get,

V̇ (t) ≤ xT (t)(A + Ad)
T Px(t) + xT (t)P(A + Ad)x(t) + dux

T (t)Qx(t)

+
∫ t

t−du

xT (s)Qs(s)ds −
∫ t

t−du

xT (s)Qs(s)ds

+
∫ t

t−du

xT (t)(A + Ad)
T P AdQ

−1PAd(A + Ad)x(t)ds (2.40)

After algebraic simplification and using Schur-complement [22] on (2.40) one can
get,

V̇ (t) ≤ xT (t)

[
(A + Ad )

T P + P(A + Ad ) + duQ du(A + Ad )
T P Ad

� −duQ

]
x(t) (2.41)
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The negativity of V̇ (t) in (2.41) is not sufficient to guarantee the stability of the
transformed system, further it is required to assure the stability of the D(xt ) also.
The stability of D(xt ) is carried out using frequency domain analysis (refer Remark
14 in [21]), thus this stability analysis yields one more additional sufficient condition
on D(xt ) which is given as,

du ‖ Ad ‖< 1

Remark 2.4 Applying second transformation on �1 and choosing the LK function
in (2.37) for the transformed system, it is found that the derivative of this functional
yields only one cross term for system �1 thus it has an advantage of approximating
half the number of cross terms using bounding Lemma 2.1 compared to the first
model transformation. Whereas the additional constraint introduced to guarantee the
stability ofD(xt ) results into conservative estimate of the delay bound. Furthermore,
this transformation is not suitable for time-varying delay, as frequency domain sta-
bility analysis is adopted for D(xt ) which is a complicated task for systems with
differentiable time-varying delays.

C. Third model transformation
Replacing the value of x(t−d) for�1 and x(t−d(t)) for�2 usingNewton-Liebniz

formula (2.23) into (2.1) and (2.3) respectively, one can get,

ẋ(t) = (A + Ad)x(t) − Ad

∫ t

t−d
ẋ(s)ds (2.42)

The model expressed in (2.42) is called third model transformation. To derive the
sufficient delay-dependent stability condition using (2.42) the choice of Lyapunov-
Krasovskii functional is of the following form [10, 23],

V (t) = xT (t)Px(t) +
∫ t

t−d
xT (s)Nx(s)ds

+
∫ 0

−du

∫ t

t+θ

ẋ T (s)AT
d MAd ẋ(s)dsdθ (2.43)

The present author have considered stability analysis for system �2 using third
model transformation [6] and bounding Lemma 2.1 by selecting LK functional of the
type (2.43) (assumed in [23]) satisfying the condition (2.5) to investigate the conser-
vatism of the different model transformations. Similar results are also available in the
literature and the results of delay upper bound for different model transformations
are presented in Tables 2.1 and 2.2. The stability condition derived in [6] is presented
in the form of following theorem.

Theorem 2.3 ([6]) If there exist P = PT > 0, Q1 = QT
1 > 0 and Q2 = QT

2 > 0,
such that the following LMI holds,
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φ =

⎡

⎢⎢⎣

φ11 0 du AT Q2 du P Ad

0 −(1 − μ)Q1 du AT
d Q2 0

� � −duQ2 0
� 0 0 −duQ2

⎤

⎥⎥⎦ < 0 (2.44)

where, φ11 = P(A+ Ad)+ (A+ Ad)
T P +Q1, then the system�2 is asymptotically

stable.

Proof We choose LK functional candidate as

V (t) = V1(t) + V2(t) (2.45)

where,

V1(t) = xT (t)Px(t)

V2(t) =
∫ t

t−d(t)
xT (s)Q1x(s)ds +

∫ 0

−du

∫ t

t+α

ẋ(s)T Q2 ẋ(s)dsdα

Taking time-derivative of (2.45), substituting ẋ(t) from (2.42) in V̇1(t) and approxi-
mating the quadratic integral term as,

−
∫ t

t−du

ẋ T (s)Q2 ẋ(s)ds ≤ −
∫ t

t−d(t)
ẋ T (s)Q2 ẋ(s)ds

one can obtain V̇ (t) as,

V̇ (t) ≤ 2xT (t)P(A + Ad)x(t) − 2xT (t)PAd

∫ t

t−d(t)
ẋ(s)ds

+xT (t)Q1x(t) − (1 − μ)xT (t − d(t))Q1x(t − d(t)) + du ẋ
T (t)Q2 ẋ(t)

−
∫ t

t−d(t)
ẋ T (s)Q2 ẋ(s)ds (2.46)

Applying Lemma 2.1 in (2.46) the cross terms are approximated, and ẋ(t) term
in V̇2(t) is substituted with (2.3). Further, algebraic manipulations and use of Schur-
complement [24] will lead to,

V̇ (t) ≤ ξ T (t)φξ(t) (2.47)

where, ξ(t) is an augmented state vector, i.e., ξ(t) = [ xT (t) xT (t − d(t))
]T

Now, to guarantee the asymptotic stability of the system �2, the matrix φ < 0
and φ is an LMI defined in (2.44).

Remark 2.5 The third model transformation introduced in [10] and [23] transforms
the original system �1 or �2 into system with distributed delay which is equivalent
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to the original system owing to the fact that, the integration of state dynamics is
retained unlike in first model transformation [9]. This transformation is suitable to
treat the systems �1 and �2. The additional conservatism arises due to quadratic
stability condition formed by considering the state space vector x(t) and x(t − d)

independently in the augmented state vector ζ(t). The substitution of ẋ(t) term
in (2.46) is carried out using (2.3) and not by (2.42) which is also the source of
conservativeness in the stability analysis.

Numerical Example 2.1 ([19]) Consider the system �1 or �2 with the following
constant matrices

A =
[−2 0

0 −0.9

]
, Ad =

[−1 0
−1 −1

]

The eigenvalues of the matrix [A+ Ad ] are Hurwitz and the eigenvalues of the matrix
[A − Ad ] are unstable, thus the given system is delay-dependently stable (i.e., the
system is asymptotically stable for certain finite delay value, refer Sect.1.1.4). The
analytical delay upper bound for this system is du = 6.1726 for μ = 0 [14, 21].

Numerical Example 2.2 ([19])Consider the system�2 with the following constant
matrices

A =
[−6 0
0.2 −5.8

]
, Ad =

[
0 4

−8 −8

]

The eigenvalues of the matrix [A+ Ad ] and [A− Ad ] are Hurwitz, the given system
is delay-independently stable (i.e., the system is asymptotically stable for arbitrary
large delay value, refer Sect. 1.1.4).

Remark 2.6 In [19], it has been shown that the system �1 after being trans-
formed using first model transformation has the characteristic equation of the form
�t (s) = �add(s)�or (s), where �add(s) = det (I − 1−e−ds

s Ad), thus indicating that
the transformed systemcontains additional eigenvalueswhichdepends on the delayed
matrix and delay size. The presence of these additional eigenvalues makes the stabil-
ity of the transformed system different from original system when the eigenvalues of
the Ad matrix are (i) complex conjugate and (ii) positive real, as in both the cases for
a small positive delay the additional eigenvalues will reach the imaginary axis before
the original system, but this is not the case for the eigenvalues of Ad matrix being
negative real. The degree of conservatism could be better understood by observing
the result for Numerical Example 2.2 presented in Table2.2, as the original system
is delay-independently stable but the transformed system is found to be stable up to
certain finite value only.

The delay value results obtained using differentmodel transformations and bound-
ing Lemma 2.1 depicts that the third model transformation has the advantage for
obtaining better estimate of delay value for different delay derivatives (0 < μ < 1)
over the other two transformations.

http://dx.doi.org/10.1007/978-3-319-70149-3_1
http://dx.doi.org/10.1007/978-3-319-70149-3_1
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Table 2.1 Delay upper bound (du ) results of Example 2.1

Stability methods μ = 0 μ = 0.5 μ = 0.9 Model Transformation

[16] 0.9999 – – First model transformation

[17] 0.9999 – – First model transformation

[18] 0.9999 0.6551 0.1743 First model transformation

[21] 0.9999 NA NA Second model
transformation

[6] 0.9999 0.8210 0.4677 Third model transformation

Table 2.2 Delay upper bound (du ) results of Example 2.2

Stability methods μ = 0 μ = 0.5 μ = 0.9 Model Transformation

[16] 0.1514 – – First model transformation

[18] 0.1514 0.1016 0.0280 First model transformation

[21] 0.1639 NA NA Second model
transformation

[6] 0.3891 0.3548 0.2712 Third model transformation

It can be concluded from the above discussion and results (presented in Tables2.1
and 2.2) that, all the transformed systems (first, second and third) discussed above are
not equivalent to the original system�1 and/or�2 as all the transformations possesses
additional eigenvalues due to the distributed delayed term and this becomes the main
reason for the conservatism in estimating delay bound when the eigenvalues of Ad

matrix are present on imaginary or positive real axis. Next, the conservatism in the
estimate of delay value due to the adopted bounding Lemma is discussed.

2.3.2 Bounding Techniques

The main purpose of the delay-dependent stability studies of time-delay systems
is to find sufficient LMI conditions that can estimate less conservative delay upper
bound compared to the existing stabilitymethods using bounding techniques [8]. The
stability methods discussed so far utilized bounding Lemma 2.1 for approximating
the cross terms arising out of the LK functional derivative. It is validated in [23] that
the use of better tighter bounding inequality to represent the cross term arising out
of LK functional derivative in the stability analysis can play a key role in reducing
conservatism.An improved bounding inequality lemma proposed in [23] is presented
below.

Lemma 2.2 (Park’s Bounding Lemma [23]) Assume that a(α) ∈ Rna , and b(α) ∈
Rnb , are given for α ∈ �. Then, for any positive definite matrix X ∈ Rna×na and
any matrix M ∈ Rnb×nb , the following inequality holds
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− 2
∫

�

bT (α)a(α)dα ≤
∫

�

[
a(α)

b(α)

]T [
X XM
� (2, 2)

] [
a(α)

b(α)

]
(2.48)

where, (2, 2)= (MT X + I )X−1(XM + I ).
Then by using this inequality, an improved delay-dependent stability has been
reported in [23]. The derived sufficient condition in [23] is restated as:

Theorem 2.4 ([23]) If there exist P > 0, Q > 0, V > 0 and W > 0 then the system
defined in �1, satisfying the condition (2.2) is asymptotically stable if the following
LMI holds,

⎡

⎢⎢⎣

(1, 1) −WT Ad AT AT
d V (1, 4)

� Q AT
d A

T
d V 0

� � −V 0
� 0 0 −V

⎤

⎥⎥⎦ < 0 (2.49)

where, (1, 1)=(A + Ad )T P + P(A + Ad )+WT Ad + AT
d W + Q

(1, 4)= du(WT + P), W = XMP , and V = du X

The stability Theorem 2.4 has been derived using third model transformation. The
selection of LK functional is same as (2.45) except that the positive definite matrix
corresponding to delay-dependent LK functional term is taken as AT

d X Ad instead
of Q2 = QT

2 > 0. The cross terms that evolve from LK functional derivative is
approximated using bounding Lemma 2.2.

Remark 2.7 The use of bounding Lemma 2.2 in deriving the delay-dependent sta-
bility condition in Theorem 2.4 resulted into significant increase in the delay upper
bound estimate in an LMI framework. The result obtained for the system considered
in Example 2.1 using Theorem 2.4 is du = 4.3588 for μ = 0 which is a signif-
icant improvement in comparison to all the previous delay upper bound results of
du = 0.9999 for μ = 0 and also much closer to actual delay upper bound value of
du = 6.172 for the considered system. This validates the fact that, approximation of
cross terms by the bounding technique is one of the major source of conservatism in
the delay-dependent stability analysis of TDS.

Another significance of delay-dependent stability Theorem 2.4 is that, for the
system considered in Numerical Example 2.2 it could establish that the system is
delay-independently stable as the delay upper bound estimate for this system turns
out to be arbitrarily large. Thus one can be concluded that, the use of bounding
Lemma 2.2 not only enhanced the delay upper bound estimate of delay-dependently
stable system, but the delay-dependent stability condition (2.49) derived using this
bounding lemma could even establish the delay-independent stability of the system
in Numerical Example 2.2, this was not possible using third model transformation
and bounding Lemma 2.1 as clear from the result presented in Table2.2.

The generalization of bounding inequality Lemma 2.1 and Lemma 2.2 was pro-
posed in [25] with an idea to provide a simple LMI structure of delay-dependent
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stability condition such that it can be easily extended to synthesis problems. The
generalized bounding Lemma and delay-dependent stability condition obtained for
�1 are discussed below.

Lemma 2.3 (Moon’s Bounding Lemma, [25])Assume that a(α) ∈ Rna , and b(α) ∈
Rnb , and N (.) ∈ Rna×nb are given for α ∈ �. Then, for any positive definite matrix
X ∈ Rna×na , Y ∈ Rna×nb and anymatrix Z ∈ Rnb×nb , the following inequality holds

− 2
∫

�

aT (α)Nb(α)dα ≤
∫

�

[
a(α)

b(α)

]T [
X Y − N
� Z

] [
a(α)

b(α)

]
(2.50)

where,

[
X Y
� Z

]
≥ 0

Remark 2.8 The bounding Lemma 2.3 is more generalized bounding Lemma and
one can obtain bounding Lemma 2.1 and bounding Lemma 2.2 from it with proper
selection of matrices Y, Z and N ,

Case I Selecting N = I , Y = I , and Z = X−1 in (2.50) one can get bounding
Lemma 2.1.

Case II Selecting N = I , Y = I + XM , and Z = (MT X + I )X−1(XM + I ) in
(2.50) one can get bounding Lemma 2.2.

The delay-dependent stability condition for the system�1 is derived in [25] using
the third model transformation selecting the LK functional as:

V (t) = xT (t)Px(t) +
∫ t

t−d
xT (s)Qx(s)ds

+
∫ 0

−du

∫ t

t+α

ẋ T (s)Z ẋ(s)dsdα (2.51)

Taking the derivative of (2.51) along the trajectory of the transformed system and
using the bounding Lemma 2.3, one can get the stability condition in an LMI frame-
work [25]. The delay-dependent stability theorem is restated below.

Theorem 2.5 ([25]) The system �1 is asymptotically stable if there exist symmetric
matrices P > 0, Q > 0, matrices X > 0,Y > 0 and any matrix Z for time-delay
d ∈ [−du, 0] such that following LMIs hold,

⎡

⎣
AT P + PA + du X + Y + Y T + Q −Y + PAd du AT Z

� −Q du AT
d Z

� � −dZ

⎤

⎦ < 0 (2.52)

[
X Y
� Z

]
≥ 0 (2.53)
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Remark 2.9 The estimate of the delay upper bound result using Theorem2.5 is found
to be du = 4.3588 for the system considered in Numerical Example 2.1, which is
same as the result obtained through Theorem 2.4. The advantage of using bounding
Lemma 2.3 in comparison to the use bounding Lemma 2.2 in deriving stability
condition is that, the former bounding lemma results into simple LMI structure. This
can easily be extended for solution of stabilization and robust stabilization problems.

From the above discussions, it is now clear that the conservatism in the delay-
dependent stability analysis are due to (i) the presence of distributed delay term in the
model transformation which in turn introduces additional dynamics into the trans-
formed system and (ii) the use of bounding inequalities to approximate the cross
terms. In an attempt to reduce the conservatism arising out of the model transforma-
tions discussed in Sect. 2.3.1 a new model transformation called descriptor system
approach was introduced in [26].

2.3.3 Descriptor System Approach

This section discusses briefly the development and further modification of this
method which are available in literature [9, 27–29]. In [26] and [9] the delay-
dependent study was done on system �1 (constant time-delay), whereas the method
was extended to system �2 (time-varying delays) in [28] and [9].

The model transformation of the original system into descriptor system with
distributed delay for the system �1 in (2.1) is discussed briefly below:

ẋ(t) = y(t)

y(t) = Ax(t) + Adx(t − d) (2.54)

using Newton-Leibniz formula (2.23), the above equation (2.54) can be rewritten as

ẋ(t) = y(t)

y(t) = (A + Ad)x(t) − Ad

∫ t

t−d
y(s)ds

0 = −y(t) + (A + Ad)x(t) − Ad

∫ t

t−d
y(s)ds

E ξ̇ (t) = Ãξ(t) + Ãd

∫ t

t−d
y(s)ds (2.55)

where, ξ(t) =
[
x(t)
y(t)

]
, E =

[
I 0
0 0

]
Ã =

[
0 I

A + Ad −I

]
and Ãd =

[
0

−Ad

]
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The delay-dependent stability conditions for the transformed system (2.55) in [26]
has been derived selecting the LK functional candidate as

V (t) = ξ T (t)EPξ(t) +
∫ 0

−du

∫ t

t+θ

yT (s)Ry(s)dsdθ (2.56)

where, P =
[
P1 0
P2 P3

]
≥ 0 with P1 = PT

1 > 0.

One can find from (2.56) that the LK functional corresponding to the delay-
independent term (single integral term) is not present. Finding the time-derivative
of the (2.56) and applying the bounding Lemma 2.1 to approximate the cross terms
arising out of the LK functional derivative, one can obtain following LMI stability
condition for the descriptor system (2.55) as

⎡

⎣
PT
2 (A + Ad ) + (A + Ad )T P2 P1 − PT

2 + (A + Ad )T P3 du PT
2 Ad

� −P3 − PT
3 + du R du PT

3 Ad
� � −du R

⎤

⎦ < 0 (2.57)

In [9] the stability condition of the descriptor system (2.55) for time-varying delay
satisfying conditions (2.5) and (2.7) was derived. The selection of the LK functional
in this case is considered as,

V (t) = ξT (t)EPξ(t) +
∫ t

t−d(t)
xT (s)Sx(s)ds +

∫ 0

−du

∫ t

t+θ

yT (s)AT
d RAd y(s)ds (2.58)

where, ξ(t) and P are defined earlier.
The time-derivative of the (2.58) results into cross terms which is approximated

using bounding Lemma 2.2. The introduction of functional corresponding to delay-
independent term (single integral term) is for the application of bounding lemma.
The resulting LMI stability condition is stated below in the form of theorem.

Theorem 2.6 ([9])The time-delay system�2 satisfying (2.7) is asymptotically stable
for any delay d(t) ∈ [−du, 0] if there exist P1 = PT

1 > 0, P2, P3, R = RT > 0,
S = ST > 0, W1 and W2, such that the following LMI holds,

⎡

⎢⎢⎣

(1, 1) (1, 2) du(WT
1 + PT

2 ) WT
1 Ad

� (2, 2) du(WT
2 + PT

3 ) WT
2 Ad

� � −du R 0
� � 0 −S(1 − μ)

⎤

⎥⎥⎦ < 0 (2.59)

where, (1, 1)=PT
2 (A + Ad) + (A + Ad)

T P2 + AT
d W1 + W1Ad + S,

(1, 2)=P1 − PT
2 + (A + Ad)

T P3 + WT
2 Ad , (2, 2)= −P3 − PT

3 + du AT
d RAd ,

W1=RMP2, and W2=RMP3
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A modified version of Theorem 2.6 can be found in [28] by introducing the fol-
lowingmodifications, (i) cross bounding Lemma 2.3 was used instead of Lemma 2.2,
as this lemma leads to simple structure of LMI condition and (ii) the positive definite
matrix associated with delay-dependent term in (2.58) is replaced by a symmetric
positive-definite matrix R such that it is suitable for the use of bounding Lemma 2.3.
The stability conditions derived is restated in the form of theorem.

Theorem 2.7 ([28]) The time-delay system �2 satisfying (2.7) is asymptotically
stable for any delay d(t) ∈ [−du, 0] if there exist P1 > 0, P2, P3, R = RT > 0,
S = ST > 0, Y1, Y2, Z1, Z2 and Z3 such that the following LMIs hold:

⎡

⎣
(1, 1) (1, 2) PT

2 Ad − Y T
1

� −P3 − PT
3 + du Z3 + du R PT

3 Ad − Y T
2

� � −S(1 − μ)

⎤

⎦ < 0 (2.60)

⎡

⎣
R Y1 Y2
� Z1 Z2

� � Z3

⎤

⎦ ≥ 0 (2.61)

where, (1, 1) = PT
2 A + AT P2 + Y1 + Y T

1 + S + du Z1, (1, 2) = P1 − PT
2 + AT P3 + Y2 + du Z2

Remark 2.10 Comparing the stability conditions in (2.59) and (2.60)–(2.61) it can
be observed that (i) the dimension of main LMI in (2.60) is less compared to that in
(2.59) and (ii) the structure of LMI is simpler in terms of product of the Lyapunov
matrix variables with the system matrices. Due to these reasons, the extension of
stability conditions in (2.60) could be extended easily for synthesis problem in [28].

Remark 2.11 The stability condition in (2.57) (derived using descriptor system and
bounding Lemma 2.1) when tested on Example 2.1 gives delay upper bound of
du = 0.9999 which is same as the result obtained using the condition derived in
[6] (using third model transformation and bounding Lemma 2.1). But the stability
conditions in Theorem 2.6 and Theorem 2.7 when tested on Example 2.1 yielded
delay upper bound estimate of du = 4.47 which is less conservative result compared
to the delay value of du = 4.3588 obtained in [23].

Thus from above discussions and results it can be concluded that, a delay-
dependent stability conditions using LK functional requires (i) appropriate choice
of LK functional [26] followed by appropriate bounding technique to bind the cross
terms arising out of the LK functional derivative, in order to reduce the conservatism
in the delay bound results.

The advantage of descriptor method is that, it can be easily extended for state
feedback synthesis of controller as in [28] and [27], but the observation reveals
that the dimension and structure of the LMI conditions are larger and complicated
respectively due to the use of descriptor system instead of original system.

Recently in [29] a new generalized delay-dependent stability condition has been
proposed for neutral time-delay system using Finsler’s Lemma and the bounding
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Lemma 2.3. First we present Finsler’s Lemma and then the stability condition for
time-delay systems �2 using the method proposed in [29] is presented.

Lemma 2.4 (Finsler’s Lemma [24, 29]) The following statements hold xT Qx +
f (x) < 0,∀B̄x = 0, x 	= 0, where Q = QT , B̄ ∈ Rm×n (such that rank (B̄) =
m < n and f (x) is a scalar function, if there exists matrix X ∈ Rn×m, such that

xT [Q + X B̄ + B̄T XT ]x + f (x) < 0,∀x 	= 0

Theorem 2.8 ([29]) System�2 satisfying (2.7) is asymptotically stable for the delay
d(t) ∈ [−du, 0] if there exist P1 = PT

1 > 0, S > 0, Pi , i = 2, 3, 4,Y1,Y2, Z1,

Z2, Z3 and R > 0 such that following LMIs hold:

⎡

⎣
(1, 1) (1, 2) (1, 3)

� (2, 2) (2, 3)
� � (3, 3)

⎤

⎦ < 0 (2.62)

⎡

⎣
R Y1 Y2
� Z1 Z2

� � Z3

⎤

⎦ ≥ 0 (2.63)

where,(1, 1)=PT
2 A + AT P2 + S + Y1 + Y T

1 + du Z1,

(1, 2)=P1 − PT
2 + AT P3 + Y2 + du Z2

(1, 3)=AT P4 − Y T
1 + PT

2 Ad , (2, 2)=−P3 − PT
3 + du R + du Z3

(2, 3)=−P4 − Y T
2 + PT

3 Ad , and (3, 3)=−(1 − μ)S + AT
d P4 + PT

4 Ad

Proof The Lyapunov-Krasovskii functional candidate chosen is

V (t) = V1(t) + V2(t) + V3(t) (2.64)

where,V1(t) = xT (t)P1x(t), V2(t) = ∫ 0
−du

∫ t
t+θ

ẋ T (s)Rẋ(s)dsdθ , V3(t) =∫ t
t−d(t) x

T (s)Sx(s)ds

Time-derivative of the (2.64) is

V̇ (t) = V̇1(t) + V̇2(t) + V̇3(t) (2.65)

V̇1(t) = [ xT (t) ẋ T (t)
] [ 0 P1

P1 0

] [
x(t)
ẋ(t)

]
(2.66)
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V̇2(t) ≤ du ẋ
T (t)Rẋ(t) −

∫ t

t−du

ẋ T (s)Rẋ(s)ds (2.67)

V̇3(t) ≤ xT (t)Sx(t) − (1 − μ)xT (t − d(t))Sx(t − d(t)) (2.68)

Defining, augmented state space vector as

ξ(t) �

⎡

⎣
x(t)
ẋ(t)

x(t − d(t))

⎤

⎦

In terms of ξ(t) we can express (2.65) as

V̇ (t) = ξ T (t)

⎡

⎣
0 P1 0
P1 0 0
0 0 0

⎤

⎦ ξ(t) + V̇2(t) + V̇3(t) < 0 (2.69)

for ∀ ξ(t) ∈ R3n s.t. [A,−I, Ad ] ξ(t) = 0, this is obtained from (2.3).

Applying Lemma 2.4 in (2.69) yields

0 > ξ T (t)

⎧
⎨

⎩

⎡

⎣
0 P1 0
P1 0 0
0 0 0

⎤

⎦+ [ P2 P3 P4
]T [

A −I Ad
]

[
A −I Ad

]T [
P2 P3 P4

]}
ξ(t) + V̇2(t) + V̇3(t) (2.70)

Substituting the values of V̇2(t) and V̇3(t) from (2.67) and (2.68) respectively into
(2.70) one can write

0 > ξT (t)

⎧
⎨

⎩

⎡

⎣
PT
2 A + AT P2 + S P1 − PT

2 + AT P3 PT
2 Ad + AT P4

� −PT
3 − P3 + du R PT

3 Ad − P4
� � −(1 − μ)S + PT

4 Ad + ATd P4

⎤

⎦

+
⎡

⎢⎣
0 0 PT

2 Ad

0 0 PT
3 Ad

� � 0

⎤

⎥⎦

⎫
⎪⎬

⎪⎭
ξ(t) −

∫ t

t−du
ẋT (s)Rẋ(s)ds (2.71)

Define the last two terms of (2.71) as,

μ(t) � ξ T (t)

⎡

⎣
0 0 PT

2 Ad

0 0 PT
3 Ad

� � 0

⎤

⎦ ξ(t) −
∫ t

t−du

ẋ T (s)Rẋ(s)ds
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and carrying out the algebraic manipulations with Lemma 2.3,

μ(t) = ξ T (t)
[
P2 P3 0

]T [
0 0 Ad

] [
xT (t) ẋ T (t) xT (t − d(t))

]T

+ [ xT (t) ẋ T (t) xT (t − d(t))
] [

0 0 Ad
]T [

P2 P3 0
]
ξ(t)

−
∫ t

t−du

ẋ T (s)Rẋ(s)ds

μ(t) = ξ T (t)
[
P2 P3 0

]T
Adx(t − d(t)) + xT (t − d(t))AT

d

[
P2 P3 0

]
ξ(t)

−
∫ t

t−du

ẋ T (s)Rẋ(s)ds (2.72)

Using Newton-Leibniz formula defined in (2.23) on (2.72), one can obtain

μ(t) = 2ξ T (t)
[
P2 P3 0

]T
Adx(t) − 2

∫ t

t−d(t)
ξ T (t)

[
P2 P3 0

]T
Ad ẋ(s)ds

−
∫ t

t−du

ẋ T (s)Rẋ(s)ds (2.73)

Applying bounding Lemma 2.3 on (2.73) one can get,

μ(t) ≤ 2xT (t)Y

[
x(t)
ẋ(t)

]
+ du

[
xT (t) ẋ T (t)

]
Z

[
x(t)
ẋ(t)

]

−2xT (t − d(t))Y

[
x(t)
ẋ(t)

]
+ 2xT (t − d(t))AT

d

[
P2 P3

] [ x(t)
ẋ(t)

]
(2.74)

where, Y = [Y1 Y2
]
and Z =

[
Z1 Z2

� Z3

]
.

Substituting μ(t) from (2.74) into (2.71) and carrying out further algebraic manipu-
lations, one can easily obtain

V̇ (t) ≤ ξ T (t)�ξ(t) (2.75)

where matrix � is defined in (2.62). For asymptotic stability of the system �2, the
matrix � < 0, an additional LMI (2.63) appears in the stability formulation due to
adoption of bounding Lemma 2.3.

Remark 2.12 One can observe that the LMI structure in (2.62) and (2.60) are similar
except that in the former condition few additional terms consisting of a freematrix P4
are involved. Now, if one chooses P4 = 0 in (2.62) then one can obtain the condition
(2.60) and thus the condition (2.62) is a generalized one. This generalization of LMI
was possible due to the use of Finsler’s lemma, but in turn introduces additional free
matrix variable (in this case P4).
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When stability conditions in (2.62)–(2.63) are tested on Numerical Example 2.2
the delay upper bound obtained is du = 4.4721 which is same as the result obtained
with Theorem 2.7, thus indicating that the use of additional matrix variable P4 is
redundant here.

2.3.4 Free Weighting Matrix Approach

Recently it was pointed out in [13] and [30] that, the derivative of the LK func-
tional that contained x(t − d(t)) term was replaced with x(t) − ∫ t

t−du
ẋ(s)ds (due

to third model transformation in [23] and [25]) for obtaining the quadratic stability
condition whereas the term du ẋT (t)Z ẋ(t) in the LK derivative was not replaced by
Newton-Leibniz formula rather ẋ(t) was substituted with (2.3) (as in [25]), thus the
replacements are not done uniformly everywhere in the formulation. In free weight-
ingmatrixmethod, the term ẋ(t) is treated as one of the state in augmented state space
vector and the relationship among the terms x(t), x(t − d(t)) and ẋ(t) are expressed
using Newton-Leibniz formula by introducing some free matrices. Free weighting
matrix method proposed in [30] plays an important role in deriving delay-dependent
stability conditions that is restated below.

Theorem 2.9 ([30])The system�2 satisfying the conditions (2.5) and (2.7) is asymp-
totically stable for any delay d(t) ∈ [−du, 0], if there exist P = PT > 0, Q = QT >

0 and Z = ZT > 0 along with appropriately dimensioned matrices Ni and Ti for
(i = 1, 2, 3) such that following LMIs hold:

⎡

⎢⎢⎣

(1, 1) (1, 2) (1, 3) duN1

� (2, 2) (2, 3) duN2

� � (3, 3) duN3

� � � −du Z

⎤

⎥⎥⎦ < 0 (2.76)

where, (1, 1)= −T1A − AT T T
1 + N1 + NT

1 + Q, (1, 2)= −N1 + NT
2 − AT T T

2 − T1Ad

(1, 3)=P + NT
3 + T1 − AT T T

3 , (2, 2)=−N2 − NT
2 − (1 − μ)Q − T2Ad − ATd T

T
2

(2, 3)=T2 − NT
3 − ATd T

T
3 , and (3, 3)=du Z + T3 + T T

3

Proof The LK functional candidate chosen is

V (t) = xT (t)Px(t) +
∫ t

t−d(t)
xT (s)Qx(s)ds +

∫ 0

−du

∫ t

t+θ
ẋ T (s)Z ẋ(s)dsdθ (2.77)

One can write the time-derivative of (2.77) as
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V̇ (t) ≤ 2xT (t)Pẋ(t) + xT (t)Qx(t) − (1 − μ)xT (t − d(t))Qx(t − d(t))

+du ẋ
T (t)Z ẋ(t) −

∫ t

t−d(t)
ẋ T (s)Z ẋ(s)ds (2.78)

The inequality sign in (2.78) is due to fact that, ḋ(t) has been approximated
as μ and the integral − ∫ t

t−du
(ẋ T (s)Z ẋ(s)ds) arising out of the derivative of double

integral term in (2.77) is approximated as− ∫ t
t−du

(ẋ T (s)Z ẋ(s)ds) ≤ − ∫ t
t−d(t)(ẋ

T (s)
Z ẋ(s)ds).

Earliermethods that are based onmodel transformations, replace ẋ(t) in LKderiv-
ative by (2.3), whereas in this method an appropriately dimensioned free weighting
matrices Ni for i = 1, 2, 3 have been introduced to express the relationship between
the terms x(t), x(t−d(t)), and ẋ(t) usingNewton-Leibniz formula as shown below,

0 = 2[xT (t)N1 + xT (t − d(t))N2 + ẋ T (t)N3]
×
[
x(t) − x(t − d(t)) −

∫ t

t−d(t)
ẋ(s)ds

]
(2.79)

Another set of free weighting matrices Ti for i = 1, 2, 3 are introduced using the
following relation,

0 = 2[xT (t)T1 + xT (t − d(t))T2 + ẋ T (t)T3]
×[ẋ(t) − Ax(t) − Adx(t − d(t))] (2.80)

A semi-positive definite matrix X =
⎡

⎣
X11 X12 X13

� X22 X23

� � X33

⎤

⎦ ≥ 0 is introduced and the

following holds

duξ
T (t)Xξ(t) −

∫ t

t−d(t)
ξ T (t)Xξ(t)ds ≥ 0 (2.81)

where, ξ(t) = [ xT (t) xT (t − d(t) ẋ T (t)
]T
.

Adding the terms (2.79)–(2.81) into V̇ (t), one can express V̇ (t) as

V̇ (t) ≤ ξ T (t)ϒξ(t) −
∫ t

t−d(t)
ηT (t, s)�η(t, s)ds (2.82)

where, η(t, s)=
[
ξ T (t) ẋ T (s)

]T

ϒ =
⎡

⎣
(1, 1) + du X11 (1, 2) + du X12 (1, 3) + du X13

� (2, 2) + du X22 (2, 3) + du X23

� � (3, 3) + du X33

⎤

⎦
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� =

⎡

⎢⎢⎣

X11 X12 X13 N1

� X22 X23 N2

� � X33 N3

� � � Z

⎤

⎥⎥⎦

Selection of Z > 0 and X =
⎡

⎣
N1

N2

N3

⎤

⎦ Z−1

⎡

⎣
N1

N2

N3

⎤

⎦
T

ensures that X ≥ 0 and� ≥ 0.

Thus, one can write ϒ + du

⎡

⎣
N1

N2

N3

⎤

⎦ Z−1

⎡

⎣
N1

N2

N3

⎤

⎦
T

using Schur-complement equiva-

lent to LMI (2.76).

The asymptotic stability of the system �2 is guaranteed if the LMI in (2.76) is
negative definite.

Remark 2.13 In the Theorem 2.9 as ẋ(t) is retained in the formulation of stability
condition so (2.80) is introduced such that system matrices A and Ad appear in the
stability condition. In [13] similar kind of stability condition as in [30] is proposed,
ẋ(t) which appears in the derivative of LK functional is now replaced by the RHS
of (2.3). The stability condition in [13] is presented next in the form of following
theorem.

Theorem 2.10 ([13]) The system �2 is asymptotically stable for any delay d(t) ∈
[−du, 0], if there exist P = PT > 0, Q = QT > 0 and Z = ZT > 0, a symmetric

semi-positive-definite matrix X =
[
X11 X12

� X22

]
≥ 0, and appropriately dimensioned

matrices Y and T such that following LMIs hold:

⎡

⎣
(1, 1) (1, 2) du AT Z

� (2, 2) du AT
d Z

� � −du Z

⎤

⎦ < 0 (2.83)

⎡

⎣
X11 X12 Y
� X22 T
� � Z

⎤

⎦ ≥ 0 (2.84)

where,(1, 1)=PA + AT P + Y + Y T + Q + du X11, (1, 2)=PAd − Y + Y T + du X12

(2, 2)=−T − T T − (1 − μ)Q + du X22

This theorem can be proved in a similar manner as in Theorem 2.9, except that
(2.80) need not to be considered now as ẋ(t) is substituted by RHS of (2.3).

The present author has recently investigated a stability condition for system �2

using free weighting matrix approach and introduced the following modifications
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(i) without using inequality (2.81) (i.e., avoiding the use of semi-positive definite
matrix in the formulation) and (ii) without retaining the ẋ(t) term and hence not
using condition (2.80) over Theorems 2.9 and 2.10 in [31]. The theorem is stated
below.

Theorem 2.11 ([31]) The system �2 is asymptotically stable for any delay d(t) ∈
[−du, 0], satisfying the conditions (2.7) if there exist P = PT > 0, Q1 = QT

1 > 0
and Q2 = QT

2 > 0, with appropriately dimensioned free matrices Ti (i = 1, 2) such
that following LMIs holds:

� =
⎡

⎣
(1, 1) (1, 2) T1

� (2, 2) T2
� � −d−1

u Q2

⎤

⎦ < 0 (2.85)

where, (1, 1)=du AT Q2A + AT P + PA + T1 + T T
1 + Q1, (1, 2)=PAd + du AT Q2Ad − T1 + T T

2
(2, 2)=du AT

d Q2Ad − T2 − T T
2 − (1 − μ)Q1

Proof Consider LK functional candidate chosen as

V (t) = xT (t)Px(t) +
∫ t

t−d(t)
xT (s)Q1x(s)ds +

∫ 0

−du

∫ t

t+θ

ẋ T (s)Q2 ẋ(s)dsdθ (2.86)

One can write the time-derivative of (2.86) as

V̇ (t) ≤ 2xT (t)Pẋ(t) + xT (t)Q1x(t) − (1 − μ)xT (t − d(t))Q1x(t − d(t))

+du ẋ
T (t)Q2 ẋ(t) −

∫ t

t−d(t)
ẋ T (s)Q2 ẋ(s)ds (2.87)

For delay-dependent condition, one can use the following expression based on
Newton-Leibniz formula in the derivative of LK functional.

0 = 2
[
xT (t) xT (t − d(t))

] [ T1
T2

]

×
[
x(t) − x(t − d(t)) −

∫ t

t−d(t)
ẋ(s)ds

]
(2.88)

where, T1 and T2 are free matrices. Expanding (2.88), one can get

ξ T (t)

[
T1 + T T

1 −T1 + T T
2

� −T2 − T T
2

]
ξ(t) −

∫ t

t−d(t)
2ξ T (t)

[
T1
T2

]
ẋ(s)ds = 0 (2.89)

where, ξ(t) = [ xT (t) xT (t − d(t))
]T
. Applying bounding Lemma 2.1 in the last

term of (2.89) one can obtain
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−
∫ t

t−d(t)
ẋ T (s)Q2 ẋ(s)ds ≤ ξ T (t)

[
T1 + T T

1 −T1 + T T
2

� −T2 − T T
2

]
ξ(t)

+ξ T (t)du

[
T1
T2

]
Q−1

2

[
T1
T2

]T
ξ(t) (2.90)

Substituting the value of ẋ(t) = Ax(t) + Adx(t − d(t)) and RHS of (2.90) in (2.87)
one can obtain

V̇ (t) ≤ ξ T (t)�ξ(t) (2.91)

where, matrix� is defined in (2.85), if� < 0 then it ensures the asymptotic stability
of the system under consideration.

This stability analysis can be extended for systems with delay-derivative (μ > 1)
i.e., fast time-varying delay satisfying the condition (2.8), which is stated in the
following corollary.

Corollary 2.1 For μ > 1, the system �2 is asymptotically stable if there exist
matrices P = PT > 0, Q2 = QT

2 > 0, any free matrices T1 and T2 of appropriate
dimensions, such that the following LMI holds:

⎡

⎣
(1, 1) (1, 2) T1

� (2, 2) T2
� � −d−1

u Q2

⎤

⎦ < 0 (2.92)

where,(1, 1)=du AT Q2A + AT P + PA + T1 + T T
1 , (1, 2)=PAd + du AT Q2Ad − T1 + T T

2
(1, 3)=du ATd Q2Ad − T2 − T T

2

Proof The proof of this corollary is straight forward following the proof of Theo-
rem2.11, the stability result is obtained by considering Q1 = 0 in (2.86), this assump-
tion makes the Lyapunov functional candidate corresponding to delay-independent
term zero.

Remark 2.14 Theorem 2.11 provides a generalized framework for stability analysis
as it can treat systems�1 (constant delay case),�2 (time-varying delay case) for both
the types of time-varying delays-slow (μ < 1) and fast (μ > 1). Advantage of the
stability condition obtained in Theorem 2.11 compared to Theorem 2.10 (condition
(2.83)–(2.84)) are (i) it consists of lesser matrix variables and (ii) lesser number of
LMIs need to be solved, whereas compared to Theorem 2.9 the LMI dimension in
(2.85) is smaller. Furthermore, Theorem 2.11 has also been extended for system �3

(system with multiple state delays) in [11].

A stability condition has been proposed recently in [14] for the system �2 sat-
isfying condition (2.7). The stability condition is derived by using (i) augmented
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Lyapunov-Krasovskii functional candidate, (ii) Jensen’s integral inequality (for elim-
inating the integral terms arising out of the derivative of LK functional) and (iii) free
weighting matrices by utilizing Newton-Leibniz formula.

The delay-dependent stability condition of [14] is presented after stating the
Jensens integral inequality Lemma [7] as it is significant in establishing this sta-
bility condition.

Lemma 2.5 (Jensens inequality [19]) For any symmetric positive definite matrix
M > 0, scalar γ > 0 and vector functionω : [0, γ ] → Rn such that the integrations
concerned are well defined, the following inequality holds:

(∫ γ

0
ω(s)ds

)T

M

(∫ γ

0
ω(s)ds

)
≤ γ

(∫ γ

0
ω(s)T Mω(s)ds

)
(2.93)

Theorem 2.12 ([14]) The system �2 is asymptotically stable for any time-delay
d(t) ∈ [−du, 0] satisfying (2.7), if there exist symmetric positive definite matrices,
P, Q, R, T and any matrices Si (i = 1, . . . 4) with the appropriate dimensions sat-
isfying following LMIs:

P =
[
P11 P12
� P22

]
≥ 0 wi th P11 > 0 (2.94)

Q =
[
Q11 Q12

� Q22

]
≥ 0 (2.95)

� =

⎡

⎢⎢⎢⎢⎣

�11 �12 �13 �14 μP12
� �22 �23 �24 0
� � −Q11 �34 μP22
� � � �44 0
� � � � −μT

⎤

⎥⎥⎥⎥⎦
< 0 (2.96)

where, �11= AT P11 + P11A + d2u (Q11 + AT QT
12 + Q12A + AT Q22A) + R + S1 + ST1

�12=P11Ad − ST1 + S2 + d2u (Q12Ad + AT Q22Ad ), �13=AT P12 + S3
�14=P12 − ST1 + S4, �22=−(1 − μ)R + μT + d2u A

T
d Q22Ad − ST2 − S2

�23=A
T
d P12 − S3, �24=−ST2 − S4, �34=P22 − Q12 − ST3 and

�44=−Q22 − ST4 − S4

Proof The augmented LK functional candidate chosen here is

V (t) = V1(t) + V2(t) + V3(t) (2.97)
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where, V1(t)=ηT (t)Pη(t), V2(t)=du
∫ 0
−du

∫ t
t+θ

ξT (s)Qξ(s)dsdθ , V3(t)=
∫ t
t−d(t) x

T (s)Rx(s)ds

η(t)=

[
xT (t)

(∫ t
t−d(t) x(s)ds

)T ]T
, ξ(s)=

[
xT (s) ẋ T (s)

]T

Finding time-derivative of (2.97), one can get the following

V̇1(t) = 2ηT (t)P η̇(t)

V̇1(t) = 2ηT (t)P[η1(t) + ḋ(t)η2(t)] (2.98)

where, η̇(t) =
[
ẋ T (t)

(∫ t
t−d(t) ẋ(s)ds

)T ]T
, η1(t)=

[
Ax(t) + Adx(t − d(t))∫ t

t−d(t) ẋ(s)ds

]
and

η2(t)=

[
0
I

]
x(t − d(t))

Defining the augmented vector as

τ(t) =
[
xT (t) xT (t − d(t))

(∫ t
t−d(t) x(s)ds

)T (∫ t
t−d(t) ẋ(s)ds

)T ]T

Now, following vectors can be expressed in terms of τ(t) as given below

η(t)=�1τ(t), η1(t)=�2τ(t), [0, I ]Pη(t)=�3τ(t) and x(t − d(t))=�4τ(t)

where, �1=

[
I 0 0 0
0 0 I 0

]
, �2=

[
A Ad 0 0
0 0 0 I

]
, �3=

[
PT
12 0 P22 0

]
and

�4=
[
0 I 0 0

]

The term 2ηT (t)Pḋ(t)η2(t) in (2.98) can be rewritten as,

2ηT (t)Pḋ(t)η2(t) = 2ḋ(t)ηT (t)P

[
0
I

]
x(t − d(t))

thus in view of above notations, one can equivalently write the above equation as,

ḋ(t)2ηT (t)P

[
0
I

]
x(t − d(t)) = ḋ(t)2τ T (t)�T

3 �T
4 τ(t)

Using the bounding inequality Lemma 2.1 one can write,

ḋ(t)2τT (t)�T
3 �T

4 τ(t) ≤ μτT (t)�T
3 T

−1�3η(t) + μτT (t)�T
4 T�4η(t), T = T T > 0

(2.99)
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Substituting (2.99) into (2.98) one can obtain

V̇1(t) ≤ τ T (t)(�1 + μ�T
3 T

−1�3)τ (t) (2.100)

where, �1 = �T
1 P�2 + �T

2 P�1 + μ�T
4 T�4

Now, the time-derivative of V2(t) can be written as,

V̇2(t) = d2
u ξ

T (t)Qξ(t) − du

∫ t

t−du

ξ T (s)Qξ(s)ds

using Jensens integral inequality Lemma 2.5 one can write,

V̇2(t) ≤ τ T (t)�2τ(t) (2.101)

where,�2 = d2
u�

T
5 Q�5 − �T

6 Q�6, �5=

[
I 0 0 0
A Ad 0 0

]
, and �6=

[
0 0 I 0
0 0 0 I

]

Finally V̇3(t) can be written as

V̇3(t) ≤ τ T (t)�3τ(t) (2.102)

where,�3 = �T
7 R�7 − (1 − μ)�T

4 R�4, �7=
[
I 0 0 0

]

Using Newton-Leibniz formula relationship among various states of an augmented
state vector τ(t) is expressed by introducing free matrices S such that following
equality is satisfied,

2τ T (t)ST�8τ(t) = 0 (2.103)

where, �8 = [ I −I 0 −I
]
and S = [ S1 S2 S3 S4

]

One can write (2.103) in terms of η(t) as

τ T (t)ST�4τ(t) = 0 (2.104)

where, �4 = ST�8 + �T
8 S

Adding (2.100), (2.101), (2.102) and (2.104), which yields the expression of V̇ (t)

V̇ (t) ≤ τ T (�0 + μ�T
3 T

−1�3)τ (t) (2.105)

where, �0 = �3
i=1�i

Taking Schur-complement of (2.105), one can obtain the stability condition in
(2.95).
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Remark 2.15 The LK functional in [13] can be obtained by setting P11 = P22 = 0
and Q11 = Q12 = 0 in functional (2.97), thus this LK functional is more generalized
than in [13]. The construction of new LK functional was attempted such that there
is proper distribution of delay information in the obtained LMI structure leading to
less conservative estimate of delay upper bound.

An improved method of delay-dependent stability analysis has recently appeared
in [32] and [3] where it is pointed out that the approximation of the integral term
− ∫ t

t−du
f (.)d(.) ≤ − ∫ t

t−d(t) f (.)d(.) is conservative, in sequel exact replacement
of the above mentioned integral was proposed which is expressed as,

−
∫ t

t−du

f (.)d(.) = −
∫ t

t−d(t)
f (.)d(.) −

∫ t−du

t−d(t)
f (.)d(.)

In all earlier delay-dependent stability methods the integral term − ∫ t−du
t−d(t) f (.)d(.)

was ignored leading to conservative estimate of the delay upper bound. In [32] and [3]
an improved delay-dependent stability condition was derived considering new LK
functional so as to accommodate this integral term. The stability theorem of [32] is
presented below:

Theorem 2.13 ([32]) The system �2 is asymptotically stable for any time-delay
d(t) ∈ [−du, 0] satisfying (2.7), if there exist symmetric positive definite matrices,
P, Q, R, Zi (i = 1, 2) and free matrices Ni , Mi and Si (i = 1, 2, 3) with appro-
priate dimensions such that following LMI holds:

⎡

⎢⎢⎢⎢⎣

� duN duS duM du AT
c1(Z1 + Z2)

� −du Z1 0 0 0
� � −du Z1 0 0
� � � −du Z2 0
� � � � −du(Z1 + Z2)

⎤

⎥⎥⎥⎥⎦
< 0 (2.106)

where, �=�1 + �2 + �T
2 ,

�1 =
⎡

⎣
PA + AT P + Q + R PAd 0

� −(1 − μ)Q 0
� � −R

⎤

⎦ ,

�2=
[
N + M −N + S −M − S

]
, Ac1 = [ A Ad 0

]
,

N=
[
NT
1 NT

2 NT
3

]T
, S=

[
ST1 ST2 ST3

]T
, and M=

[
MT

1 MT
2 MT

3

]T

Proof The LK functional chosen here is

V (t) = xT (t)Px(t) +
∫ 0

−du

∫ t

t+θ

ẋ T (s)(Z1 + Z2)ẋ(s)dsdθ

+
∫ t

t−d(t)
xT (s)Qx(s)ds +

∫ t

t−du

xT (s)Rx(s)ds (2.107)
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The time-derivative of (2.107) along with the exact substitution of quadratic integral
term arising out of the LK functional derivative of the double integral (associated
with Z1 matrix) as − ∫ t

t−du
f (.)d(.) = − ∫ t

t−d(t) f (.)d(.) − ∫ t−du
t−d(t) f (.)d(.) one can

write,

V̇ (t) ≤ 2xT (t)Pẋ(t) + xT (Q + R)x(t) − (1 − μ)xT (t − d(t))Qx(t − d(t))

−xT (t − du)Rx(t − du) + du ẋ
T (t)(Z1 + Z2)ẋ(t) −

∫ t

t−d(t)
ẋ T (s)Z1 ẋ(s)ds

−
∫ t−d(t)

t−du

ẋ T (s)Z1 ẋ(s)ds −
∫ t

t−du

ẋ T (s)Z2 ẋ(s)ds (2.108)

For delay-dependent condition Newton-Leibniz formula is used, which satisfies fol-
lowing equations involving free matrices

2ξ T (t)N

[
x(t) − x(t − d(t)) −

∫ t

t−d(t)
ẋ(s)ds

]
= 0

2ξ T (t)S

[
x(t − d(t)) − x(t − du) −

∫ t−d(t)

t−du

ẋ(s)ds

]
= 0

2ξ T (t)M

[
x(t) − x(t − du) −

∫ t

t−du

ẋ(s)ds

]
= 0 (2.109)

where, N=

⎡

⎣
N1

N2

N3

⎤

⎦, S=

⎡

⎣
S1
S2
S3

⎤

⎦, M=

⎡

⎣
M1

M2

M3

⎤

⎦ and

ξ(t)=
[
xT (t) xT (t − d(t)) xT (t − du)

]T

Adding all the terms of (2.109) to (2.108), and with further rearrangement of terms
one can get,

V̇ (t) ≤ ξ T (t){� + du A
T
c1(Z1 + Z2)Ac1 + duN Z−1

1 NT

+duSZ
−1
1 ST + duMZ−1

2 MT }ξ(t) −
∫ t

t−d(t)
[ξ T (t)N + ẋ T (s)Z1]

×Z−1
1 [NT ξ(t) + Z1 ẋ(s)]ds −

∫ t−d(t)

t−du

[ξ T (t)S + ẋ T (s)Z1]

×Z−1
1 [ST ξ(t) + Z1 ẋ(s)]ds −

∫ t

t−du

[ξ T (t)M + ẋ T (s)Z2]
×Z−1

2 [MT ξ(t) + Z2 ẋ(s)]ds (2.110)
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It may be noted that, the last three integral terms of (2.110) are all less than zero, so
if ξ T (t)[�+du AT

c1(Z1+Z2)Ac1+duN Z−1
1 NT +duSZ

−1
1 ST +duMZ−1

2 MT ]ξ(t) < 0
than by using Schur complement one can obtain the stability condition in LMI form
as in (2.106).

The free weightingmatrixmethod has beenwidely used in the stability analysis of
continuous systems with two additive time-varying delay in the states. The closed-
loop operation of a networked controlled systems is an example of systems with
two additive time-varying delays [33]. The stability condition of system �4 while
considering as a single time delay term yields conservative results of delay upper
bound compared to the case when the two additive time-varying delays are treated
separately in the formulation, because the delays may have different properties as
they occur in different places of the network [33].

The delay-dependent stability condition derived in [33] for system �4 based on
free-weighting matrix method is presented below.

Theorem 2.14 ([33]) System �4 in (2.11) with delays d1(t) and d2(t) satisfying
(2.13) is asymptotically stable if there exist matrices P > 0, Q1 ≥ Q2 > 0, Q3 ≥
Q4 > 0, M1 ≥ M2 > 0, M3 ≥ M4 > 0, Ni , i = 1, . . . 8, such that following LMI
holds,

⎡

⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

�11 �12 �13 PAd AT�55 N1 0 N5 0
� �22 0 �24 0 N2 N3 0 0
� � �33 �34 0 0 0 N6 N7

� � � �44 AT
d �55 0 N4 0 N8

� � � � −�55 0 0 0 0
� � � � � −d−1

1u M1 0 0 0
� � � � � � −d−1

2u M2 0 0
� � � � � � � −d−1

2u M3 0
� � � � � � � � −d−1

1u M4

⎤

⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

< 0 (2.111)

where, �11=AT P + PA + Q1 + Q3 + N1 + NT
1 + N5 + NT

5 ,
�12=−N1 + NT

2 , �13=−N5 + NT
6

�22=−(1 − μ1)(Q1 − Q2) − N2 − NT
2 + N3 + NT

3 , �24=−N3 + NT
4 ,

�33=−(1 − μ2)(Q3 − Q4) − N6 − NT
6 + N7 + NT

7 , �34=−N7 + NT
8 ,

�44=−(1 − μ1 − μ2)(Q2 + Q4) − N4 − NT
4 − N8 − NT

8
�55=(d1uM1 + d2uM2 + d2uM3 + d1uM4)

Remark 2.16 The LK functional candidate selected in [33] for Theorem 2.14) is,

V (t) = V1 + V2 + V3 + V4 + V5

V1(t) = xT (t)Px(t)
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V2(t) =
∫ t

t−d1(t)
xT (s)Q1x(s)ds +

∫ t−d1(t)

t−d1(t)−d2(t)
xT (s)Q2x(s)ds

V3(t) =
∫ 0

−d1u

∫ 0

β

ẋ T (t + α)M1 ẋ(t + α)dαdβ +
∫ −d1u

−d1u−d2u

∫ 0

β

ẋ T (t + α)M2 ẋ(t + α)dαdβ

V4(t) =
∫ t

t−d2(t)
xT (s)Q3x(s)ds +

∫ t−d2(t)

t−d1(t)−d2(t)
xT (s)Q4x(s)ds

V5(t) =
∫ 0

−d2u

∫ 0

β

ẋ T (t + α)M3 ẋ(t + α)dαdβ

+
∫ −d2u

−d1u−d2u

∫ 0

β

ẋ T (t + α)M4 ẋ(t + α)dαdβ

The selection of the LK functional considered above contains repetitive delay
information in some region that can lead to a conservative estimate of the delay upper
bound. Moreover, the dimension of the LMI obtained by this method is more due
to the introduction of free weighting matrices for approximating quadratic integral
terms using Newton-Leibniz formula.

Also, introduction of semi-positive definite matrices to satisfy the inequalities
(24)–(27) in [33] and consequently replacing it with inequalities (32) in [33] are not
equivalent. This is turn, leads to conservative delay upper bound estimate.

2.4 Delay-Range-Dependent Stability Condition

It was pointed out in [3] that, in practice the delay lower bound cannot necessarily
be always restricted to 0 as in many engineering (or physical) systems, delay may
vary in a ranges (or intervals) unlike for the system considered in �1, �2, �3 and
�4 satisfying (2.5). The stability conditions derived by restricting the lower delay
bound to 0 are referred in literature as delay-dependent stability conditions.

The stability condition in an LMI framework for systems with time delay varying
in ranges have been reported in [3–5, 34, 35]. In [3] stability condition has been
proposed for the system �2 satisfying (2.6) (i.e., delay lower bound is not restricted
to 0) by proposing a new LK functional suitable for the condition (2.6), such stability
condition are referred as delay-range-dependent stability condition in the literature.
The stability condition derived in [3] is presented below.

Theorem 2.15 ([3]) The system �2 is asymptotically stable for any time-delay
d(t) ∈ [−du, 0] satisfying (2.6), (2.7) and (2.8), if there exist symmetric positive
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definite matrices, P, T, Q, R, Zi ( j = 1, 2) such that following LMI holds:

� < 0 (2.112)

where, � =

⎡

⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

�11 �12 M1 −S1 duN1 dlu S1 dluM1 ATU
� �22 M2 −S2 duN2 dlu S2 dluM2 ATd U
� � −T 0 0 0 0 0
� � � −R 0 0 0 0
� � � � −du Z1 0 0 0
� � � � � −dlu(Z1 + Z2) 0 0
� � � � � � −dlu Z2 0
� � � � � � � −U

⎤

⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

< 0

�11=PA + AT P + Q + T + R + N1 + NT
1 , �12=PAd + NT

2 − N1 + S1 − M1
�22=−(1 − μ)Q + S2 + ST2 − N2 − NT

2 − M2 − MT
2 , U=du Z1 + dlu Z2 and

dlu=du − dl

Proof The LK functional is chosen here as

V (t) = xT (t)Px(t) +
∫ 0

−du

∫ t

t+θ

ẋ T (s)Z1 ẋ(s)dsdθ

+
∫ −dl

−du

∫ t

t+θ

ẋ T (s)Z2 ẋ(s)dsdθ +
∫ t

t−d(t)
xT (s)Qx(s)ds

+
∫ t

t−du

xT (s)Rx(s)ds +
∫ t

t−dl

xT (s)T x(s)ds (2.113)

The time-derivative of (2.113) is given by

V̇ (t) ≤ 2xT (t)Pẋ(t) + xT (t)(Q + R + T )x(t) − (1 − μ)xT (t − d(t))Qx(t − d(t))

−xT (t − du)Rx(t − du) − xT (t − dl )T x(t − dl ) + ẋ T (t)(du Z1 + dlu Z2)ẋ(t)

−
∫ t

t−du
ẋT (s)Z1 ẋ(s)ds −

∫ t−dl

t−du
ẋT (s)Z2 ẋ(s)ds (2.114)

As stated in [32] that the conservative estimate of the delay bound is obtained as
the term − ∫ t−d(t)

t−du (.) was ignored while approximating the term − ∫ t
t−du(.). Hence,

the exact expression for the last two integral terms in (2.114) is considered as,

−
∫ t

t−du

ẋ T (s)Z1 ẋ(s)ds = −
∫ t

t−d(t)
ẋ T (s)Z1 ẋ(s)ds

−
∫ t−d(t)

t−du

ẋ T (s)Z1 ẋ(s)ds (2.115)
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−
∫ t−dl

t−du

ẋ T (s)Z2 ẋ(s)ds = −
∫ t−d(t)

t−du

ẋ T (s)Z2 ẋ(s)ds

−
∫ t−dl

t−d(t)
ẋ T (s)Z2 ẋ(s)ds (2.116)

Thus in view of (2.115) and (2.116), one can write (2.114) as

V̇ (t) ≤ 2xT (t)Pẋ(t) + xT (Q + R + T )x(t) − (1 − μ)xT (t − d(t))Qx(t − d(t))

−xT (t − du)Rx(t − du) − xT (t − dl )T x(t − dl ) + ẋ T (t)(du Z1 + dlu Z2)ẋ(t)

−
∫ t

t−du
ẋT (s)Z1 ẋ(s)ds −

∫ t−d(t)

t−du
ẋT (s)(Z1 + Z2)ẋ(s)ds

−
∫ t−dl

t−d(t)
ẋ T (s)Z2 ẋ(s)ds (2.117)

For obtaining delay-dependent condition one can use Newton-Leibniz formula such
that it satisfies following equations involving free matrices

2ξ T (t)N

[
x(t) − x(t − d(t)) −

∫ t

t−d(t)
ẋ(s)ds

]
= 0

2ξ T (t)S

[
x(t − d(t)) − x(t − du) −

∫ t−d(t)

t−du

ẋ(s)ds

]
= 0

2ξ T (t)M

[
x(t − dl) − x(t − d(t)) −

∫ t−dl

t−d(t)
ẋ(s)ds

]
= 0 (2.118)

where, N=

[
N1

N2

]
, S=

[
S1
S2

]
, M=

[
M1

M2

]
and ξ(t) = [ xT (t) xT (t − d(t))

]T

Adding (2.118) into (2.117), then carrying out algebraic manipulations, using
bounding techniques (discussed in Theorem 2.11 and applying Schur-complement
one can obtain,

V̇ (t) = ζ T (t)�ζ(t)

where ζ(t) = [x(t)T , x(t − d(t)T , x(t − dl)T , x(t − du)T ]T . The LMI � is already
defined above. If� < 0 then the system�2 is guaranteed to be asymptotically stable.

Remark 2.17 It is possible to obtain delay-dependent stability condition from this
theorem by setting dl = 0 in the LK functional (2.113) thus reducing the double
integral term to

∫ 0
−du

∫ t
t+θ

ẋ T (s)(Z1 + Z2)ẋ(s)dsdθ and setting T = 0 the single
integral term becomes zero while rest of the term appears as in (2.113).

Considering N = [NT
1 , NT

2 , 0]T , S = [ST1 , ST2 , 0]T and M = [0] in (2.109) of
Theorem 2.13 one can obtain the delay-dependent condition of Corollary 3 of [3].
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Theorem 2.13 and corollary 3 of [3] both are applicable for unknownμ ≥ 1 due to
the presence of free matrices in the (2,2) element of the LMI conditions, so separate
condition need not to be derived for this case.

Further improvements of delay-range-dependent stability criteria as well as delay-
dependent stability criteria with less number of matrix variables applicable for both
slow and fast varying time-delay (i.e., satisfying the conditions (2.7) and (2.8)) have
been proposed in [4] and [5]. Both the stability criteria are presented below.

Theorem 2.16 ([4]) The system �2 is asymptotically stable for any time-delay
d(t) ∈ [−du, 0] satisfying (2.6), (2.7) and (2.8), if there exist symmetric positive
definite matrices, P, T, Q, R, Zi ( j = 1, 2) such that following LMI holds:

⎡

⎢⎢⎢⎢⎢⎢⎣

γ11 PAd Z1 0 dl AT Z1 dlu AT Z2

� γ22 Z2 Z2 dl AT
d Z1 dlu AT

d Z2

� � γ33 0 0 0
� � � −R − Z2 0 0
� � � � −Z1 0
� � � � � −Z2

⎤

⎥⎥⎥⎥⎥⎥⎦
< 0 (2.119)

where, γ11=PA + AT P + Q + T + R − Z1, γ22=−(1 − μ)Q − 2Z2 and
γ33=−T − Z1 − Z2

Proof The LK functional candidate is selected as,

V (t) = xT (t)Px(t) +
∫ 0

−dl

∫ t

t+θ

dl ẋ
T (s)Z1 ẋ(s)dsdθ

+
∫ −dl

−du

∫ t

t+θ

dlu ẋ
T (s)Z2 ẋ(s)dsdθ +

∫ t

t−d(t)
xT (s)Qx(s)ds

+
∫ t

t−du

xT (s)Rx(s)ds +
∫ t

t−dl

xT (s)T x(s)ds (2.120)

Considering time-derivative of (2.120) and substituting the value of ẋ(t) = Ax(t)+
Adx(t − d(t)) one can obtain

V̇ (t) ≤ 2xT (t)P(Ax(t) + Adx(t − d(t))) + xT (Q + R + T )x(t)

−(1 − μ)xT (t − d(t))Qx(t − d(t))

−xT (t − du)Rx(t − du) − xT (t − dl)T x(t − dl)

+(Ax(t) + Adx(t − d(t)))T (d2
l Z1 + d2

lu Z2)(Ax(t) + Adx(t − d(t)))

−
∫ t

t−dl

dl ẋ
T (s)Z1 ẋ(s)ds −

∫ t−dl

t−du

dlu ẋ
T (s)Z2 ẋ(s)ds (2.121)



2.4 Delay-Range-Dependent Stability Condition 69

Applying Lemma 2.5 (Jensen’s integral inequality), the integral terms in (2.121) are
approximated as,

−
∫ t

t−dl

dl ẋ(s)
T Z1 ẋ(s)ds ≤ −(x(t) − x(t − dl))

T Z1(x(t) − x(t − dl))

(2.122)

and,

−
∫ t−dl

t−du

dlu ẋ(s)
T Z2 ẋ(s)ds ≤ −

∫ t−d(t)

t−du

(du − d(t))ẋ(s)T Z2 ẋ(s)ds

−
∫ t−dl

t−d(t)
(d(t) − dl)ẋ(s)

T Z2 ẋ(s)ds (2.123)

further one can write (2.123) as,

−
∫ t−dl

t−du
dlu ẋ(s)

T Z2 ẋ(s)ds ≤ −(x(t − d(t)) − x(t − du))T Z2(x(t − d(t)) − x(t − du))

−(x(t − dl ) − x(t − d(t)))T Z2(x(t − dl ) − x(t − d(t)))

(2.124)

Using (2.121)–(2.124) and with algebraic manipulations, one can easily obtain the
following expression,

V̇ (t) ≤ ζ T�ζ(t) (2.125)

where, ζ(t)=
[
xT (t) xT (t − d(t)) xT (t − dl) xT (t − du)

]T

�=

⎡

⎢⎢⎣

γ11 PAd Z1 0
� γ22 Z2 Z2

� � γ33 0
� � � −R − Z2

⎤

⎥⎥⎦+ [ A Ad 0 0
]T

(d2
l Z1 + d2

lu Z2)
[
A Ad 0 0

]

γ11, γ22 and γ33 are defined in (2.119), if � < 0 in (2.125) then the system is
asymptotically stable.

Remark 2.18 When dl = 0, the above Theorem reduces to delay-dependent stability
condition, which is given in corollary 1 of [4] and it is valid for μ < 1.

When μ > 1 then Theorem 2.16 is not applicable, thus setting Q = 0 in Theo-
rem 2.16, one can easily obtain corollary 2 of [4].

Themodifications made in Theorem 2.16 compared to Theorem 2.15 are (i) selec-
tion of differentLK functional (ii) use of Jensens integral to approximate the quadratic
integral terms arising in the LK functional derivative unlike introducing free matri-
ces via Newton-Leibniz formula in [3]. It is clear from the above theorem that, even
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without using free matrices it is possible to derive an LMI condition which can pro-
vide feasible solution for both μ < 1 and μ > 1, with lower matrix variables due to
the use of Jensen integral inequality.

As only weighting matrices of LK functional is involved in the LMI of Theo-
rem 2.16 thus the computational burden of this theorem is much lesser then that
of [3], as the latter method involves lot of free weighting matrices.

Recently in [5] another improved delay-range-dependent stability analysis has
been reported with a tight bounding of the following integral terms,

−
∫ t−d(t)

t−du

dlu ẋ(s)
T Z2 ẋ(s)ds

and −
∫ t−dl

t−d(t)
dlu ẋ(s)

T Z2 ẋ(s)ds

The bounding of the above integral terms carried out in [5] and it is expressed as,

−
∫ t−dl

t−du

dlu ẋ(s)
T Z2 ẋ(s)ds = −

∫ t−d(t)

t−du

dlu ẋ(s)
T Z2 ẋ(s)ds

−
∫ t−dl

t−d(t)
dlu ẋ(s)

T Z2 ẋ(s)ds

−
∫ t−dl

t−du

dlu ẋ(s)
T Z2 ẋ(s)ds = −

∫ t−d(t)

t−du

(du − d(t))ẋ(s)T Z2 ẋ(s)ds

−
∫ t−d(t)

t−du

(d(t) − dl)ẋ(s)
T Z2 ẋ(s)ds

−
∫ t−dl

t−d(t)
(d(t) − dl)ẋ(s)

T Z2 ẋ(s)ds

−
∫ t−dl

t−d(t)
(du − d(t))ẋ(s)T Z2 ẋ(s)ds (2.126)

Defining β = (d(t) − dl)/dlu , so 1 − β = (du − d(t))/dlu , thus following will be
true

−
∫ t−d(t)

t−du
(d(t) − dl)ẋ(s)

T Z2 ẋ(s)ds = −β

∫ t−d(t)

t−du
dlu ẋ(s)

T Z2 ẋ(s)ds

≤ −β

∫ t−d(t)

t−du
(du − d(t))ẋ(s)T Z2 ẋ(s)ds

and, −
∫ t−dl

t−d(t)
(du − d(t))ẋ(s)T Z2 ẋ(s)ds = (1 − β)

∫ t−dl

t−d(t)
dlu ẋ(s)

T Z2 ẋ(s)ds

≤ −(1 − β)

∫ t−dl

t−d(t)
(d(t) − dl)ẋ(s)

T Z2 ẋ(s)ds
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Incorporating the above modifications, the quadratic integral term − ∫ t−dl
t−du

dlu ẋ(s)T

Z2 ẋ(s)ds is approximated using Lemma 2.5 (Jensens Integral Inequality) as

−
∫ t−dl

t−du
dlu ẋ(s)

T Z2 ẋ(s)ds ≤ −(x(t − d(t)) − x(t − du))
T Z2(x(t − d(t)) − x(t − du))

−(x(t − dl ) − x(t − d(t)))T Z2(x(t − dl ) − x(t − d(t)))

−β(x(t − d(t)) − x(t − du))
T Z2(x(t − d(t)) − x(t − du))

−(1 − β)(x(t − dl ) − x(t − d(t)))T Z2(x(t − dl ) − x(t − d(t)))

(2.127)

Considering similar LK functional as in [4] and applying bounding technique of
(2.127) results a stability condition which is stated below.

Theorem 2.17 ([5]) The system �2 is asymptotically stable for any time-delay
d(t) ∈ [−du, 0] satisfying (2.6), (2.7), if there exist symmetric positive definite matri-
ces, P, T, Q, R, Zi ( j = 1, 2) such that following LMI holds:

�1 = � − [ 0 −I I 0
]T

Z2
[
0 −I I 0

]
< 0 (2.128)

and

�2 = � − [0 I 0 −I
]T

Z2
[
0 I 0 −I

]
< 0 (2.129)

where,�=

⎡

⎢⎢⎣

γ11 PAd Z1 0
� γ22 Z2 Z2

� � γ33 0
� � � −R − Z2

⎤

⎥⎥⎦+ [ A Ad 0 0
]T

(d2
l Z1 + d2

lu Z2)
[
A Ad 0 0

]

γ11=PA + AT P + Q + T + R − Z1, γ22=−(1 − μ)Q − 2Z2 and

γ33=−T − Z1 − Z2

Proof Considering the similar LK functional candidate as in Theorem 2.15 and
incorporating the integral term approximation in (2.127) one can easily obtain,

V̇ (t) ≤ ζ(t)T [(1 − β)�1 + β�2]ζ(t)

where, ζ(t) = [ x(t)T x(t − d(t))T x(t − dl)T x(t − du)T
]T
. One can observe that

the above V̇ (t) expression is a convex combination of the matrices �1 and �2. The
negativity of V̇ (t) is ensured if both �1 and �2 are negative definite, which in turn
guarantees the asymptotic stability of the system �2. The details derivation can be
found in [5].
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Remark 2.19 The improvement on delay upper bound result compared to the Theo-
rem 2.17 is expected as the over bounding of the integrals (2.122)–(2.124) has been
avoided in the present theorem.

Delay-dependent stability condition is a special case of delay-range-dependent
stability condition when dl = 0.

Delay-dependent stability conditions in LMI framework have been reviewed
extensively that are directly relevant to the present work of the thesis. Initially, some
basic delay-independent stability condition are recalled. Next, four basic approaches
have been discussed in length for developing delay-dependent stability conditions in
LMI framework. they are namely: Model transformation approach, Bounding tech-
niques, Descriptor system approach and Free-Weighting matrix approach. Finally
the recent results on additive delay and delay-range-dependent stability conditions
have been discussed in previous sections.

For convenience of the discussion of the main results of this chapter, some prelim-
inaries including few definitions, basic theorems on stability of time-delay systems
which are related to the main results are presented in previous sections.

Themain and improved results on delay-dependent stability analysis are proposed
in this chapter and presented below.

2.5 Main Results on Stability Analysis of Time-Delay
System

In this section, delay-dependent-stability analysis of nominal time-delay systems
are presented with an objective to (i) obtain less conservative estimate of the delay
upper bound result and (ii) obtain a stability condition in an LMI framework (without
sacrificing the conservatism) that can be further extended to derive improved robust
stability and/(or) stabilization conditions. The necessary condition for the delay-
dependent stability of the time-delay systems is that the matrix (A + Ad) must be
Hurwitz.

The results of the proposed stability conditions are compared with existing meth-
ods by considering several numerical examples.

2.5.1 Stability Analysis of TDS with Single Time Delay

Consider the system �2 in (2.3), satisfying the condition (2.5) and (2.7), the stability
condition is presented by considering a newLKfunctional and replacing the quadratic
integral inequalities arising in the LK derivative with more exact expressions as
suggested in [3]. The proposed method is described in the form of theorem below.

Theorem 2.18 The system �2 satisfying the condition (2.5) for 0 < μ < 1, is
asymptotically stable if there exist matrices Ri = RT

i > 0, (i=1,2) and any free
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matrices Li , (i = 1, ..3), Mi (i = 1, ..3), Gi , (i = 1, 2) such that following LMI’s
are satisfied

P =
[
P11 P12
PT
12 P22

]
> 0, (2.130)

Q =
[
Q11 0
0 Q22

]
> 0 (2.131)

and,

⎡

⎣
� μP̃ duM
� −μT 0
� 0 −Q22

⎤

⎦ < 0 (2.132)

⎡

⎣
� μP̃ du L
� −μT 0
� 0 −Q22

⎤

⎦ < 0 (2.133)

where,

� =

⎡

⎢⎢⎢⎢⎢⎢⎣

�11 �12 �13 �14 0 �16

� �22 �23 �24 0 �26

� � �33 0 0 0
� � 0 −Q11 0 �46

0 0 0 0 −Q11 0
� � 0 � 0 �66

⎤

⎥⎥⎥⎥⎥⎥⎦
(2.134)

and, L = [ LT
1 LT

2 LT
3 0 0 0

]T
, M = [MT

1 MT
2 MT

3 0 0 0
]T

P̃ = [ PT
12 0 0 P22 0 0

]T

where, �11=d2u Q11 + GT
1 A + AT G1 + P12 + PT

12 + R1 + R2 + du(L1 + LT1 )

�12=G
T
1 Ad − P12 + du(−L1 + LT2 + M1), �13=du(LT3 − M1), �14=P22,

�16=P11 − GT
1 + AT G2 �22=−(1 − μ)R1 + μT + du(−L2 − LT2 + M2 + MT

2 )

�23=du(−M2 + MT
3 − LT3 ), �24=−P22, �26=A

T
d G2, �33=du(−M3 − MT

3 ) − R2,

�66=−G2 − GT
2 + d2u Q22

Proof The LK functional is selected as,

V (t) = V1(t) + V2(t) + V3(t)
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where,

V1(t) = ϕT (t)Pϕ(t) (2.135)

with, ϕ(t) =
[
xT (t)

(∫ t
t−d(t) x(s)ds

)T ]T

V2(t) =
∫ t

t−d(t)
xT (s)R1x(s)ds +

∫ t

t−du

xT (s)R2x(s)ds (2.136)

V3(t) =
∫ 0

−du

∫ t

t+θ

duγ
T (s)Qγ (s)dsdθ (2.137)

where, γ (s) = [
xT (s) ẋ T (s)

]T
. The time-derivative of (2.135) along the solution

of (2.3), one can obtain

V̇1(t) = 2ϕT (t)P

([
I 0 0
0 I −I

]
ϕ1(t) + ḋ(t)

[
0
I

]
x(t − d(t))

)
(2.138)

where,

ϕ1(t) = [ ẋ T (t) xT (t) xT (t − d(t))
]T

Defining the augmented state vector as, η(t) =[
xT (t) xT (t − d(t)) xT (t − du)

(∫ t
t−d(t) x(s)ds

)T (∫ t−d(t)
t−du

x(s)ds
)T

ẋ T (t)
]T

One can rewrite the second term of (2.138) as,

2ḋ(t)ηT P̃
[
0 I 0 0 0 0

]
η(t) = 2ḋ(t)aT (.)b(.) (2.139)

where, a(.) = P̃T η(t), b(.) = [
0 I 0 0 0 0

]
η(t) and P̃ = [

PT
12 0 0 P22 0 0

]T
.

Using bounding lemma (Lemma 2.1) on (2.139) one can have,

2ḋ(t)aT (.)b(.) ≤ μ{aT (.)T−1a(.) + bT (.)Tb(.)}

≤ μηT (t)

⎛

⎜⎜⎜⎜⎜⎜⎝
P̃T−1 P̃T +

⎡

⎢⎢⎢⎢⎢⎢⎣

0
I
0
0
0
0

⎤

⎥⎥⎥⎥⎥⎥⎦
T
[
0 I 0 0 0 0

]

⎞

⎟⎟⎟⎟⎟⎟⎠
η(t)

(2.140)
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Substituting (2.140) on (2.138) and upon expansion of (2.138) one can have,

V̇1(t) ≤ ηT (t)

⎛

⎜⎜⎜⎜⎜⎜⎝

⎡

⎢⎢⎢⎢⎢⎢⎣

P12 + PT
12 −P12 0 P22 0 P11

� μT 0 −P22 0 0
0 0 0 0 0 0
� � 0 0 0 PT

12
0 0 0 0 0 0
� 0 0 � 0 0

⎤

⎥⎥⎥⎥⎥⎥⎦
+ P̃μT−1 P̃T

⎞

⎟⎟⎟⎟⎟⎟⎠
η(t) (2.141)

Finding the time-derivative of (2.136) and (2.137), one can obtain

V̇2(t) ≤ xT (t)(R1 + R2)x(t) − (1 − μ)xT (t − d(t))R1x(t − d(t))

−xT (t − du)R2x(t − du) (2.142)

V̇3(t) ≤ d2
uγ

T (t)Qγ (t) − du

∫ t

t−du

γ T (s)Qγ (s)ds (2.143)

Express the first quadratic term of (2.143) into the following form,

d2
uγ

T (t)Qγ (t) = d2
uη

T (t)� η(t) (2.144)

where,

� =

⎡

⎢⎢⎢⎢⎢⎢⎣

d2
u Q11 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 d2

u Q22

⎤

⎥⎥⎥⎥⎥⎥⎦

The integral term in (2.143) can be written as,

− du

∫ t

t−du

γ T (s)Qγ (s)ds = −du

∫ t

t−d(t)
γ T (s)Qγ (s)ds

−du

∫ t−d(t)

t−du

γ T (s)Qγ (s)ds (2.145)

Expanding (2.145), one can write
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− du

∫ t

t−du
γ T (s)Qγ (s)ds = −

∫ t

t−d(t)
dux

T (s)Q11x(s)ds −
∫ t−d(t)

t−du
dux

T (s)Q11x(s)ds

−
∫ t

t−d(t)
du ẋ

T (s)Q22 ẋ(s)ds −
∫ t−d(t)

t−du
du ẋ

T (s)Q22 ẋ(s)ds

(2.146)

Treating first two integral terms of (2.146) using Jensen’s integral inequality
(Lemma 2.5), one can write

− du

∫ t

t−du
γ T (s)Qγ (s)ds ≤ −

(∫ t

t−d(t)
x(s)ds

)T

Q11

∫ t

t−d(t)
x(s)ds

−
(∫ t−d(t)

t−du
x(s)ds

)T

Q11

∫ t−d(t)

t−du
x(s)ds

−
∫ t−d(t)

t−du
du ẋ

T (s)Q22 ẋ(s)ds −
∫ t

t−d(t)
du ẋ

T (s)Q22 ẋ(s)ds

(2.147)

The last two integral terms in (2.147) are eliminated using Newton-Leibniz formula
by introducing free matrices L and M and they have the following forms,

2ηT (t)
[
LT
1 LT

2 LT
3 0 0 0

]T [x(t) − x(t − d(t) −
∫ t

t−d(t)
ẋ(s)ds] = 0

(2.148)

2ηT (t)
[
MT

1 MT
2 MT

3 0 0 0
]T [x(t − d(t)) − x(t − du) −

∫ t−d(t)

t−du

ẋ(s)ds] = 0

(2.149)

Expanding (2.148) one can obtain,

0 = ηT (t)

⎡

⎢⎢⎢⎢⎢⎢⎣

L1 + LT
1 −L1 + LT

2 LT
3 0 0 0

� −L2 − LT
2 −LT

3 0 0 0
� � 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0

⎤

⎥⎥⎥⎥⎥⎥⎦
η(t)

−2
∫ t

t−d(t)
ηT (t)

[
LT
1 LT

2 LT
3 0 0 0

T
]
ẋ(s)ds (2.150)

Now applying bounding lemma (Lemma 2.1) and with algebraic manipulations one
can obtain,
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−
∫ t

t−d(t)
du ẋ

T (s)Q22 ẋ(s)ds ≤ ηT (t)

⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

du

⎡

⎢⎢⎢⎢⎢⎢⎣

L1 + LT
1 −L1 + LT

2 LT
3 0 0 0

� −L2 − LT
2 −LT

3 0 0 0
� � 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0

⎤

⎥⎥⎥⎥⎥⎥⎦

+ d(t)LduQ
−1
22 L

T
}
η(t) (2.151)

Similarly the simplification of (2.149) will yield,

−
∫ t−d(t)

t−du

du ẋ
T (s)Q22 ẋ(s)ds ≤ ηT (t)

⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

du

⎡

⎢⎢⎢⎢⎢⎢⎣

0 M1 −M1 0 0 0
� M2 + MT

2 −M2 + MT
3 0 0 0

� � −M3 − MT
3 0 0 0

0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0

⎤

⎥⎥⎥⎥⎥⎥⎦

+ (du − d(t))MduQ
−1
22 M

T
}
η(t) (2.152)

Substituting the values of integrals from (2.151) and (2.152) in (2.147) and rearrang-
ing the terms one can write

− du

∫ t

t−du
γ T (s)Qγ (s)ds ≤ ηT (t) {� + d(t)L(du Q

−1
22 )LT + (du − d(t))M(du Q

−1
22 )MT }η(t)

(2.153)

where,

� =

⎡

⎢⎢⎢⎢⎢⎢⎣

du(L1 + LT
1 ) du(−L1 + LT

2 + M1) du(LT
3 − M1) 0

� du(−L2 − LT
2 + M2 + MT

2 ) du(−LT
3 − M2 + MT

3 ) 0
� � du(−M3 − MT

3 ) 0
0 0 0 −Q11

0 0 0 0
0 0 0 0

0 0
0 0
0 0
0 0

−Q11 0
0 0

⎤

⎥⎥⎥⎥⎥⎥⎦
,

Substituting (2.144) and (2.153) in (2.143) one can obtain,
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V̇3(t) ≤ ηT (t)

⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

⎡

⎢⎢⎢⎢⎢⎢⎣

ϒ11 ϒ12 ϒ13 0 0 0
� ϒ22 ϒ23 0 0 0
� � ϒ33 0 0 0
0 0 0 −Q11 0 0
0 0 0 0 −Q11 0
0 0 0 0 0 d2

u Q22

⎤

⎥⎥⎥⎥⎥⎥⎦

+d(t)L(duQ
−1
22 )LT + (du − d(t))M(duQ

−1
22 )MT

}
η(t) (2.154)

where, ϒ11=d2
u Q11 + du(L1 + LT

1 ), ϒ12=du(−L1 + LT
2 + M1)

ϒ13=du(LT
3 − M1), ϒ22=du(−L2 − LT

2 + M2 + MT
2 )

ϒ23=du(−LT
3 − M2 + MT

3 ), ϒ33=du(−M3 − MT
3 )

Now for any matrices G1 and G2 the equation shown below is satisfied,

2[xT (t)GT
1 + ẋ T (t)GT

2 ] [Ax(t) + Adx(t − d(t)) − ẋ(t)] = 0 (2.155)

Expanding (2.155) one can get,

ηT (t)

⎡

⎢⎢⎢⎢⎢⎢⎣

GT
1 A + ATG1 GT

1 Ad 0 0 0 −GT
1 + ATG2

� 0 0 0 0 AT
d G2

0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
� � 0 0 0 −G2 − GT

2

⎤

⎥⎥⎥⎥⎥⎥⎦
η(t) = 0 (2.156)

Now, adding all the three derivative terms in (2.141), (2.142) and (2.154), along with
(2.156) one can obtain;

V̇ (t) ≤ ηT (t)
{
� + P̃μT−1 P̃T + d(t)L(duQ

−1
22 )LT + (du − d(t))M(duQ

−1
22 )MT

}
η(t)

(2.157)

where, the matrix � is defined in (2.134). Since in (2.157) the term d(t)L(duQ
−1
22 )

LT +(du−d(t))M(duQ
−1
22 )MT is a convex combination of thematrices L(duQ

−1
22 )LT

and M(duQ
−1
22 )MT on d(t) so one can express (2.157) by two equivalent LMI con-

ditions, one for d(t) = 0 and another for d(t) = du that are described in (2.132) and
(2.133) respectively.

Hence, to guarantee the asymptotic stability of the time-delay system �2 in (2.3)
the LMI conditions (2.132) and (2.133) need to be satisfied.

When the time-varying delay is not differentiable (or equivalently called fast
time-varying delay), then by setting P12 = 0, P22 = 0, Q11 = 0 and R1 = 0 in
Theorem 2.18 one can obtain the delay-dependent stability condition for μ ≥ 1
which is presented in the following corollary.
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Corollary 2.2 The system �2 for μ ≥ 1, satisfying the condition (2.5), is asymptot-
ically stable if there exist matrices R2 = RT

2 > 0, P11 = PT
11 > 0, Q22 = QT

22 > 0
and any free matrices Li , (i = 1, ..3), Mi (i = 1, ..3) such that following LMI’s are
satisfied:

[
�̃ duM
� −Q22

]
< 0 (2.158)

[
�̃ duL
� −Q22

]
< 0 (2.159)

�̃ =

⎡

⎢⎢⎣

�̃11 �̃12 �̃13 �14

� �̃22 �̃23 �̃24

� � �̃33 0
� � 0 �̃44

⎤

⎥⎥⎦ < 0 (2.160)

where, �̃11=G
T
1 A + AT G1 + R2 + du(L1 + LT1 ); �̃12=G

T
1 Ad + du(−L1 + LT2 + M1)

�̃13=du(LT3 − M1), �14=P11 − GT
1 + AT G2

�̃22=du(−L2 − LT2 + M2 + MT
2 ) �̃23=du(−M2 + MT

3 − LT3 ), �24=A
T
d G2

�̃33=du(−M3 − MT
3 ) − R2, �44=−GT

2 − G2 + d2u Q22

Corollary 2.3 The system �2 satisfying the condition (2.5) for μ = 0 (i.e., constant
delay), is asymptotically stable if there exist matrices Ri = RT

i > 0, (i = 1,2) and any
free matrices Li , (i = 1, ..3), Mi (i = 1, ..3) such that following LMIs are satisfied

P =
[
P11 P12
PT
12 P22

]
> 0 (2.161)

Q =
[
Q11 0
0 Q22

]
> 0 (2.162)

and,

[
� duM
� −Q22

]
< 0 (2.163)
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[
� duL
� −Q22

]
< 0 (2.164)

where, L = [ LT
1 LT

2 LT
3 0 0 0

]T
, M = [MT

1 MT
2 MT

3 0 0 0
]T

and

� =

⎡

⎢⎢⎢⎢⎢⎢⎣

�11 �12 �13 �14 0 �16

� �22|μ=0 �23 �24 0 �26

� � �33 0 0 0
� � 0 −Q11 0 0
� � 0 0 −Q11 0
� � 0 0 0 �66

⎤

⎥⎥⎥⎥⎥⎥⎦
< 0 (2.165)

where, �11=d2
u Q11 + GT

1 A + ATG1 + P12 + PT
12 + R1 + R2 + du(L1 + LT

1 )

�12=GT
1 Ad − P12 + du(−L1 + LT

2 + M1)

�13=du(LT
3 − M1), �14=P22, �16=P11 − GT

1 + ATG2

�22=−R1 + du(−L2 − LT
2 + M2 + MT

2 )

�23=du(−M2 + MT
3 − LT

3 ), �24=−P22, �26=AT
d G2

�33=du(−M3 − MT
3 ) − R2, �66=−G2 − GT

2 + d2
u Q22

Remark 2.20 The proposed delay-dependent stability method has been obtained
in an LMI framework by combining the method of [14] and [36]. The proposed
method selects augmented LK functional of the type in [14] by introducing a new LK
functional term (

∫ t
t−du

xT (s)R2x(s)ds) and finally obtaining a convex combination
of LMIs as in [36].

Theproposedmethoddifferswith themethod in [14] and its extension in [37]withe
the fact that, the augmented state vector does not include the term

∫
(s) ẋ(s)ds and in

sequel thematrixQ12 inV3(t) is not considered. Further due to the introductionof new
delay-independent functional, the term

∫ t−d(t)
t−du

x(s)ds is included in the augmented
state vector and subsequently with the use of Jensen’s integral inequality in the
derivative of LK functional concerning integral of x(s) can be taken inside the LMI
condition, whereas the quadratic integral terms associated with the vector ẋ(s) is
eliminated using Newton-Leibniz formula. Unlike the stability condition in [14], the
proposed method can estimate the delay upper bound for μ ≥ 1 which is due to the
modification as suggested in the selection of LK functional followed by different
techniques adopted for bounding the quadratic integral terms appearing in the LK
functional derivative.

The proposed formulation can assess the stability of (i) TDS with constant time-
delay, (ii) TDS with slow varying time-delay (μ < 1) and (iii) TDS with fast varying
time-delay (μ ≥ 1).

The proposed delay-dependent stability theorem and corollaries for different delay-
derivatives by considering the numerical example 2.1 have been tested. The results
of the delay upper bound are tabulated in Table2.3 and 2.4.
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Table 2.3 (du) results of Example 2.1 for μ = 0 and μ < 1

Stability methods μ = 0 μ = 0.5 μ = 0.9

[9, 27] 4.4721 2.00 1.18

[38] 4.4721 2.00 1.18

[39] 4.472 2.00 1.18

[40] 4.472 2.00 1.18

Cor. 3 [32] 4.4721 2.04 1.37

Cor. 1 [4] 4.4721 2.04 1.3789

Cor. 1 [5] 4.4721 2.07 1.5304

Cor. 3 [36] 4.472 2.337 1.873

Cor. 1 [14] 4.472 2.0100 1.1801

[31] 4.4721 2.0083 1.1801

Proposed method 4.4721 (Cor. 2.3) 2.3372 (§ 2.18) 1.8731 (§ 2.18)

Table 2.4 (du) results of Example 2.1 for μ ≥ 1

Stability methods Unknown μ

Cor. 1 [4] 1.3454

Cor. 1 [5] 1.3454

Cor. 3 [36] 1.868

[40] Not applicable

[14] Not applicable

[39] 0.999

Cor. 2.2 1.868

Numerical Example 2.3 ([41])Consider the system�2 with the following constant
matrices

A =
⎡

⎣
−1 13.5 −1
−3 −1 −2
−2 −1 −4

⎤

⎦ , Ad =
⎡

⎣
−5.9 7.1 −70.3
2 −1 5
2 0 6

⎤

⎦

The eigenvalues of the matrix [A+ Ad ] is Hurwitz and the eigenvalues of the matrix
[A − Ad ] is unstable, thus the given system is delay-dependently stable, i.e., the
system is asymptotically stable for certain finite delay value. The exact delay upper
bound value for this system is du = 0.1624 for μ = 0 ([19] and [41]).

The delay upper bound estimate of Numerical Example 2.3 for μ = 0 and μ < 1
using proposed DDS condition are presented in Table2.6.

Remark 2.21 The stability results presented in Tables2.3 and 2.4 shows that the
proposed stability method provides better estimate of delay upper bound compared
to [14] for increasing delay derivatives, whereas the results of the proposedmethod is
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Table 2.5 Comparison of decision variables and LMIs for Example 2.1

Stability methods Decision variables No. of LMIs

Cor. 3 [36] 17n2 + 9n 6

Cor. 2.2 15n2 + 5n 4

Table 2.6 (du) results of Example 2.3 for μ = 0 and μ < 1

Stability methods μ = 0 μ = 0.5

Cor. 3 [32] 0.0751 –

Cor. 1 [4] 0.0751 –

Cor. 1 [5] 0.0751 –

Cor. 1 [14] 0.1091 0.0723

[36] – 0.0736

Present method 0.0803 (§ 2.18) 0.0736 (Cor. 2.3)

found to be samewhen comparedwith the results obtained in [4, 5, 32, 36] forμ = 0.
Note that the stability condition in [36] is not in a conventional LMI framework.
The advantage of the proposed method over [36] is indicated in Table2.5.

Remark 2.22 The LK functional considered in Theorem 2.18 can be treated as gen-
eralized one as other choices of functional can be obtained from (2.135)–(2.137)
with following choices of the matrices described below:

1. setting P12 = P22 = 0, P11 = P, Q11 = Q12 = 0 and Q22 = Q
du

in proposed
LK functional yields the LK function of [32].

2. P12 = P22 = 0, P11 = P, Q11 = Q12 = 0 and Q22 = Z2, Q3 = R1 and
Q2 = R2 in proposed LK functional yields LK functional of [5] and [4].

2.5.2 Stability Analysis of TDS with Two Additive
Time-Varying Delays

Consider the system �4 described in (2.11) satisfying the conditions (2.13), the
stability condition for this system is presented in the following theorem.

Theorem 2.19 ([42]) The system �4 described in (2.11) satisfying the conditions
(2.13)–(2.14) is asymptotically stable if there exist P = PT > 0, Q1 = QT

1 >

0, Q2 = QT
2 > 0, Q3 = QT

3 > 0, R1 = RT
1 > 0, R2 = RT

2 > 0, R3 = RT
3 > 0

and G1,G2,G3,G4, M1, M2, M3, M4, N1, N2, N3 and N4 are free matrices with
Q2 ≥ Q3. satisfying following LMI:
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⎡

⎢⎢⎢⎢⎢⎢⎢⎢⎣

�11 �12 �13 �14 L1 M1 N1

� �22 �23 �24 L2 M2 N2

� � �33 �34 L3 M3 N3

� � � �44 L4 M4 N4

� � � � − 1
du
R1 0 0

� � � � � − 1
du1

R2 0
� � � � � � − 1

du2
R3

⎤

⎥⎥⎥⎥⎥⎥⎥⎥⎦

< 0 (2.166)

where, �11=Q1 + Q2 + G1A + AT GT
1 + L1 + L1T + M1 + MT

1

�12=AT G
T
2 + LT2 − M1 + MT

2 + N1, �13=G1Ad + AT G
T
3 − L1 + LT3 + MT

3 − N1

�14=P − G1 + AT GT
4 + LT4 + MT

4 , �22=−(1 − du1)(Q2 − Q3) − M2 − MT
2 + N2 + NT

2

�23=G2Ad − L2 − MT
3 − N2 + NT

3 , �24=−G2 − MT
4 + NT

4
�33=−(1 − du1 − du2)(Q1 + Q3) + G3Ad + ATd G

T
3 − L3 − LT3 − N3 − NT

3
�34=−G3 + ATd G

T
4 − L4 − NT

4 , and �44=du R1 + du1R2 + du2R3 − G4 − GT
4

Proof Considering the LK functional candidate as

V (t) = V1(t) + V2(t) + V3(t) (2.167)

V1(t) = xT (t)Px(t) (2.168)

V2(t) =
∫ t

t−d1(t)−d2(t)
xT (s)Q1x(s)ds +

∫ t

t−d1(t)
xT (s)Q2x(s)ds

+
∫ t−d1(t)

t−d1(t)−d2(t)
xT (s)Q3x(s)ds (2.169)

V3(t) =
∫ t

t−du1−du2

∫ t

θ

ẋ T (s)R1 ẋ(s)dsdθ +
∫ t

t−du1

∫ t

θ

ẋ T (s)Q2 ẋ(s)dsdθ

+
∫ t−du1

t−du1−du2

∫ t

θ

ẋ T (s)Q3 ẋ(s)dsdθ (2.170)

Finding the time-derivative of (2.168)–(2.170). The time derivative of V̇3(t) will be,
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V̇3(t) = du ẋ
T (t)R1 ẋ(t) −

∫ t

t−du

ẋ T (s)R1 ẋ(s)ds

+du1 ẋ
T (t)R2 ẋ(t) −

∫ t

t−du1

ẋ T (s)R2 ẋ(s)ds

+du2 ẋ
T (t)R3 ẋ(t) −

∫ t−du1

t−du

ẋ T (s)R3 ẋ(s)ds (2.171)

As V̇3(t) contains integral terms so to formulate quadratic conditions we need to
replace them. For any symmetric positive definite matrices R1, R2 and R3, the fol-
lowing inequalities are satisfied,

−
∫ t

t−du

ẋ T (s)R1 ẋ(s)ds ≤ −
∫ t

t−d(t)
ẋ T (s)R1 ẋ(s)ds

−
∫ t

t−du1

ẋ T (s)R2 ẋ(s)ds ≤ −
∫ t

t−d1(t)
ẋ T (s)R2 ẋ(s)ds

−
∫ t−du1

t−du

ẋ T (s)R3 ẋ(s)ds ≤ −
∫ t−d1(t)

t−d(t)
ẋ T (s)R3 ẋ(s)ds (2.172)

thus (2.171) can be written as,

V̇3(t) ≤ ẋ T (t)(du R1 + du1R2 + du2R3)ẋ(t) −
∫ t

t−d(t)
ẋ T (s)R1 ẋ(s)ds

−
∫ t

t−d1(t)
ẋ T (s)R2 ẋ(s)ds −

∫ t−d1(t)

t−d(t)
ẋ T (s)R3 ẋ(s)ds (2.173)

Removing the integral terms from (2.173) with the help of Newton-Leibniz formula
and introduction of free matrices. Free matrices Li , i = 1, 2, 3, 4, Mi , i = 1, 2, 3, 4
and Ni , i = 1, 2, 3, 4 are introduced in the second, third and fourth integral terms
respectively in (2.173). The following identities with free matrices will satisfy

� = 2[xT L1 + xT (t − d1(t))L2 + xT (t − d(t))L3 + ẋ(t)L4]
×[x(t) − x(t − d(t)) −

∫ t

t−d(t)
ẋ(s)ds] = 0 (2.174)

0 = 2[xT M1 + xT (t − d1(t))M2 + xT (t − d(t))M3 + ẋ T (t)M4]
×[x(t) − x(t − d1(t)) −

∫ t

t−d1(t)
ẋ(s)ds] (2.175)
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0 = 2[xT N1 + xT (t − d1(t))N2 + xT (t − d(t))N3 + ẋ(t)N4]
×[x(t − d1(t)) − x(t − d(t)) −

∫ t−d1(t)

t−d(t)
ẋ(s)ds] (2.176)

Simple algebraic manipulations along with the application of Lemma 2.1 one can
obtain following,

−
∫ t

t−d(t)
ẋ T (s)R1 ẋ(s)ds ≤ ξ T

⎡

⎢⎢⎣

L1 + LT
1 LT

2 −L1 + LT
3 LT

4
� 0 −L2 0
� � −L3 − LT

3 −LT
4

� � � 0

⎤

⎥⎥⎦ ξ(t)

+ξ T (t)du

⎡

⎢⎢⎣

L1

L2

L3

L4

⎤

⎥⎥⎦ R−1
1

⎡

⎢⎢⎣

L1

L2

L3

L4

⎤

⎥⎥⎦

T

ξ(t) (2.177)

−
∫ t

t−d1(t)
ẋ T (s)R2 ẋ(s)ds ≤ ξ T

⎡

⎢⎢⎣

M1 + MT
1 −M1 + MT

2 MT
3 MT

4
� −M2 − MT

2 −M3 −MT
4

� � 0 0
� � � 0

⎤

⎥⎥⎦ ξ(t)

+ξ T du1

⎡

⎢⎢⎣

M1

M2

M3

M4

⎤

⎥⎥⎦ R−1
2

⎡

⎢⎢⎣

M1

M2

M3

M4

⎤

⎥⎥⎦

T

ξ(t) (2.178)

−
∫ t−d1(t)

t−d(t)
ẋ T (s)R2 ẋ(s)ds ≤ ξ T

⎡

⎢⎢⎣

0 N1 −NT
1 0

� N2 + NT
2 −N2 + NT

3 NT
4

� � −N3 − NT
3 −NT

4
� � � 0

⎤

⎥⎥⎦ ξ(t)

+ξ T du2

⎡

⎢⎢⎣

N1

N2

N3

N4

⎤

⎥⎥⎦ R−1
3

⎡

⎢⎢⎣

N1

N2

N3

N4

⎤

⎥⎥⎦

T

ξ(t) (2.179)

In this formulation as system dynamics ẋ(t) is retained in the formulation, so intro-
ducing free matrices Gi , i = 1, 2, 3, 4 system matrices are introduced in the LMI
expression as,

� = 2[xT G1 + xT (t − d1(t))G2 + xT (t − d(t))G3 + ẋ(t)G4]
×[−ẋ(t) + Ax(t) + Adx(t − d(t))] = 0 (2.180)
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Simplifying (2.180) one can write

ξ T (t)

⎡

⎢⎢⎣

G1A + AT GT
1 AT GT

2 G1Ad + AT GT
3 −G1 + AT GT

4
� 0 G2Ad −G2

� � G3Ad + AT
d G

T
3 −G3

� � � −G4 − GT
4

⎤

⎥⎥⎦ ξ(t) = 0 (2.181)

where, ξ(t) = [ x(t)T x(t − d1(t))T x(t − d(t))T ẋ(t)T
]T

Substituting (2.177), (2.178) and (2.179) into (2.173) and then finally adding all
the derivative terms one obtains

V̇ (t) ≤ ξ T (t)

⎡

⎢⎢⎢⎢⎢⎢⎢⎢⎣

�11 �12 �13 �14 L1 M1 N1

� �22 �23 �24 L2 M2 N2

� � �33 �34 L3 M3 N3

� � � �44 L4 M4 N4

� � � � − 1
du
R1 0 0

� � � � � − 1
du1

R2 0
� � � � � � − 1

du2
R3

⎤

⎥⎥⎥⎥⎥⎥⎥⎥⎦

ξ(t) (2.182)

The LMI (2.182) is defined in (2.166). This completes the proof of the
theorem. �

Remark 2.23 Thenumerical example2.1 is considered for validating the result of this
theorem. The delay-derivatives are assumed to be ḋ1(t) ≤ 0.1 and ḋ2(t) ≤ 0.8. Here
the delay upper bound du1 or du2 is calculated, when the value of either one is known.
By combining the two delay factors the results of some existing stability theorems
have been provided in the Tables2.7 and 2.8 respectively. The results validate the
fact that the formulation of the stability conditions in LMI framework by single delay
approach for ascertaining the stability of time-delay systems provides conservative
results compared to independent treatment of the delays.

Table 2.7 Computed delay bound du2 for a given du1 with μ1 = 0.1 and μ2 = 0.8

Stability methods du1 = 1 du1 = 1.2 du1 = 1.5 Remarks

Theorem 2.19 0.5188 0.4528 0.3777 †

[43] 0.512 0.406 0.283 †

[33] 0.415 0.376 0.283 †

[9, 13, 44] 0.180 0.080 Infeasible ‡

[45] Infeasible Infeasible Infeasible ‡

[18] Infeasible Infeasible Infeasible ‡

‘†’ – d1(t) and d2(t) treated separately
‘‡’- d1(t) and d2(t) treated combinedly
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Table 2.8 Computed delay bound du1 for a given du2 with μ1 = 0.1 and μ2 = 0.1

Stability methods du2 = 0.1 du2 = 0.2 du3 = 0.3 Remarks

Theorem 2.19 2.9182 2.3304 1.8324 †

[43] 2.300 1.779 1.453 †

[33] 2.263 1.696 1.324 †

[9, 13, 44] 1.080 0.980 0.880 ‡

[45] 0.098 Infeasible Infeasible ‡

[18] 0.074 Infeasible Infeasible ‡

‘†’ - d1(t) and d2(t) treated separately
‘‡’- d1(t) and d2(t) treated combinedly

2.5.3 Stability Analysis of TDS with Interval Time Varying
Delay

Consider the system �2 described in (2.3) satisfying following conditions

0 ≤ dl ≤ d(t) ≤ du (2.183)

dlu = du − dl (2.184)

0 ≤ ḋ(t) ≤ μ (2.185)

To establish the stability condition using LK functional approach, the integral
inequalities arising in the LK functional derivatives need to be approximated by
tight bounding inequality to achieve less conservative delay upper bound estimate.
To do so, two different types of bounding inequalities have been proposed depending
upon the nature of the limits of integration in the integral inequalities and they are
discussed below.

• If the limit of integral inequality is certain, then the approximation can be done by
following bounding inequality,

−
∫ t−α

t−β
ẋ T (θ)Rẋ(θ)dθ ≤ γ −1

[
x(t − α)

x(t − β)

]T [−R R
� −R

] [
x(t − α)

x(t − β)

]
(2.186)

• If the limit of integral inequality is uncertain, then the following bounding inequal-
ity that can be used is,
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−
∫ t−α

t−β

ẋ T (θ)Rẋ(θ)dθ ≤
[
x(t − α)

x(t − β)

]T [
M + MT −M + NT

� −N − NT

] [
x(t − α)

x(t − β)

]

+γ

[
x(t − α)

x(t − β)

]T [
M
N

]
R−1

[
M
N

]T [
x(t − α)

x(t − β)

]
(2.187)

where, γ = β − α. The main result of the delay-range-dependent stability of the
time-delay system (�2) is presented below in the form of theorem.

Theorem 2.20 System�2 is asymptotically stable satisfying the conditions (2.183)–
(2.185) if there exist symmetric matrices P > 0, Qi > 0, i = 1, 2, . . . 4, R j > 0,
and any arbitrary matrices of appropriate dimensions Mj , N j , j = 1, 2 satisfying
the following LMIs:

[
� �1

� −R2

]
< 0, (2.188)

[
� �2

� −R2

]
< 0, (2.189)

where, �1 =

⎡

⎢⎢⎣

0
M1

N1

0

⎤

⎥⎥⎦, �2 =

⎡

⎢⎢⎣

0
0
M2

N2

⎤

⎥⎥⎦, � =

⎡

⎢⎢⎣

�11 R1 �13 0
� �22 �23 0
� � �33 �34

� � � �44

⎤

⎥⎥⎦

�11=PA + AT P +∑3
i=1 Qi + AT (d2

l R1 + R2)A − R1,

�13=PAd + AT (d2
l R1 + R2)Ad + R1, �22=Q4 − Q1 − R1 + d−1

lu (M1 + MT
1 ),

�23=d
−1
lu (−M1 + NT

1 ),

�33=−(1 − μ)(Q3 + Q4) + AT
d (d2

l R1 + R2)Ad + d−1
lu (M2 + MT

2 − N1 − NT
1 ),

�34=d
−1
lu (−M2 + NT

2 ), �44=−Q2 − d−1
lu (N2 + NT

2 )

Proof Selecting the LK functional candidate as

V (t) = xT (t)Px(t) +
∫ t

t−dl

xT (θ)Q1x(θ)dθ

+
∫ t

t−du

xT (θ)Q2x(θ)dθ +
∫ t

t−d(t)
xT (θ)Q3x(θ)dθ

+
∫ t−dl

t−d(t)
xT (θ)Q4x(θ)dθ + dl

∫ t

t−dl

∫ t

θ

ẋ T (s)R1 ẋ(s)dsdθ
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+d−1
lu

∫ t−dl

t−du

∫ t

θ

ẋ T (s)R2 ẋ(s)dθ

(2.190)

Finding the time-derivative of (2.190) one can obtain

V̇ (t) = 2xT (t)Pẋ(t) + xT (t)(
3∑

i=1

Qi )x(t)

−(1 − ḋ(t))xT (t − d(t))(
4∑

i=3

Qi )x(t − d(t))

−xT (t − dl)(Q1 − Q4)x(t − dl) − xT (t − du)Q2x(t − du)

+ẋ T (t)(d2
l R1 + R2)ẋ(t) − dl

∫ t

t−dl

ẋ T (θ)R1 ẋ(θ)dθ

−d−1
lu

∫ t−dl

t−du

ẋ T (θ)R2 ẋ(θ)dθ (2.191)

Replacing ẋ(t) using (2.3) in (2.191) one gets

V̇ (t) = 2xT (t)PAx(t) + 2xT (t)PAdx(t − d(t)) + xT (t)(
3∑

i=1

Qi )x(t)

−(1 − ḋ(t))xT (t − d(t))(
4∑

i=3

Qi )x(t − d(t))

−xT (t − dl)(Q1 − Q4)x(t − dl) − xT (t − du)Q2x(t − du)

+(Ax(t) + Adx(t − d(t)))T {d2
l R1 + R2}(Ax(t) + Adx(t − d(t)))

−dl

∫ t

t−dl

ẋ T (θ)R1 ẋ(θ)dθ − d−1
lu

∫ t−dl

t−du

ẋ T (θ)R2 ẋ(θ)dθ (2.192)

Now, using (2.186) the first integral term in (2.192) is approximated as,

− dl

∫ t

t−dl

ẋ T (θ)R1 ẋ(θ)dθ ≤
[

x(t)
x(t − dl)

]T [−R1 R1

� −R1

] [
x(t)

x(t − dl)

]

(2.193)
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Next, the last integral term in (2.192) can be written as,

− d−1
lu

∫ t−dl

t−du

ẋ T (θ)R2 ẋ(θ)dθ = −d−1
lu

∫ t−dl

t−d(t)
ẋ T (θ)R2 ẋ(θ)dθ

−d−1
lu

∫ t−d(t)

t−du

ẋ T (θ)R2 ẋ(θ)dθ (2.194)

Now, using (2.187), one may approximate the two integral terms of (2.194) as,

−d−1
lu

∫ t−dl

t−d(t)
ẋ T (θ)R2 ẋ(θ)dθ ≤

[
x(t − dl )
x(t − d(t))

]T {
d−1
lu

×
[
MT
1 + MT

1 −M1 + NT
1

� −N1 − NT
1

]
+ �

[
M1
N1

]
R−1
2

[
M1
N1

]T}

×
[

x(t − dl )
x(t − d(t))

]
(2.195)

and,

−d−1
lu

∫ t−d(t)

t−du

ẋ T (θ)R2 ẋ(θ)dθ ≤
[
x(t − d(t))
x(t − du)

]T {
d−1
lu

×
[
MT

2 + MT
2 −M2 + NT

2
� −N2 − NT

2

]

+ (1 − �)

[
M2

N2

]
R−1
2

[
M2

N2

]T}

×
[
x(t − d(t))
x(t − du)

]
(2.196)

where,

� = d(t) − dl
dlu

, 0 ≤ � ≤ 1 (2.197)

In view of (2.185) onemay replace the uncertain ḋ(t) byμ in (2.192). Substituting
(2.195) and (2.196) into (2.194) and substituting the integral term (2.193) into (2.192)
one can get

V̇ (t) ≤ ξ T (t)(� + ��1R
−1
2 �T

1 + (1 − �)�2R
−1
2 �T

2 )ξ(t) (2.198)
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where, �,�1 and �2 are already defined above and
ξ(t) = [ xT (t) xT (t − dl) xT (t − d(t)) xT (t − du)

]T

To ensure the asymptotic stability of (2.3) the matrix � + ��1R
−1
2 �T

1 + (1 −
�)�2R

−1
2 �T

2 ) must be negative definite which further can be simplified in the fol-
lowing form,

�(� + �1R
−1
2 �T

1 ) + (1 − �)(� + �2R
−1
2 �T

2 ) < 0 (2.199)

The above matrix inequality holds equivalently can be written as the following two
LMIs.

� + �1R
−1
2 φT

1 < 0 (2.200)

� + �2R
−1
2 φT

2 < 0 (2.201)

Finally using Schur-complement on (2.200) and (2.201) one can obtain the sta-
bility condition stated in (2.188) and (2.189).

For the case of dl = 0, one may set Q1 = Q4 = R1 = 0 in (2.190). Then
Theorem 2.20 reduces to following corollary.

Corollary 2.4 System �2 with dl = 0 is asymptotically stable satisfying the con-
ditions (2.183)–(2.185) if there exist symmetric matrices P > 0, Qi > 0, i =
2, 3 R2 > 0, and any arbitrary matrices of appropriate dimensions Mj , N j , j = 1, 2
satisfying the following LMIs:

[
� �1

� −R2

]
< 0, (2.202)

[
� �2

� −R2

]
< 0, (2.203)

where, �1 =
⎡

⎣
M1

N1

0

⎤

⎦, �2 =
⎡

⎣
0
M2

N2

⎤

⎦, � =
⎡

⎣
�11 �12 0
� �22 �23

� � �33

⎤

⎦

�11=PA + AT P +∑3
i=2 Qi + AT R2A + d−1

u (M1 + MT
1 ),

�12=PAd + AT R2Ad + d−1
u (−M1 + NT

1 ),
�22=−(1 − μ)Q3 + AT

d R2Ad + d−1
u (M2 + MT

2 − N1 − NT
1 )

�23=d−1
u (−M2 + NT

2 ), �33=−Q2 − d−1
u (N2 + NT

2 )
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Numerical Example 2.4 Consider the system�2 with the following constant matri-
ces

A =
[

0 1
−1 −2

]
, Ad =

[
0 0

−1 −1

]

For a given delay lower bound (for different μ) the delay upper bound estimates
are computed using the obtained LMI condition for Numerical Example 2.1 and
Numerical Example 2.4 that are tabulated in Tables2.9 and 2.10 respectively. The
computed results are compared with the existing results.

Remark 2.24 The proposed delay-range-dependent stability analysis is a modifica-
tion over the work in [5]. It is observed in [5] that, to reduce the conservatism in the
delay upper bound estimate, a convex combination of LMIs are derived by approxi-
mating the uncertain factor γ = β − α. However, approximation of this γ could not
be fully avoided in [5] as the terms d(t) − dl and du − d(t) are assigned to zero.

To avoid the approximation on uncertain factor γ stability analysis is derived using
both the integral inequalities (2.186) and (2.187), instead of using single bounding
inequality as in Lemma 1 of [5]. To implement the bounding inequality in (2.187)
along with (2.186) a new LK functional is proposed. The inequality in (2.187) is
used when the limit of integral is uncertain, else (2.186). This is an important feature
and in addition helps to improve the delay upper bound estimate.

Remark 2.25 Note that the present method emphasizes the less conservativeness of
the derived stability criterion based on the LK functional that belongs to the class
of (2.190). However, there exists LK functional that is based on delay partitioning
approach (where the delay intervals are further divided into sub intervals) as in [35]
and [47]. It appears that the use of suchLK functional alongwith the present bounding
inequalities proposed in (2.186) and (2.187) may leads to further improvement in the
estimate of the delay upper bound estimate.

Remark 2.26 In order to derive less conservative stability condition a separate class
of LK functional was considered that consists of triple integral as well as single-
integral terms with t − dl as the upper limit of integration in the latter term [46].
But it is observed from the results presented in Tables2.9, 2.10 and 2.11 that the
suggested modifications cannot effectively and consistently reduce the conservatism
in the delay bound estimate compared to the results obtained by the proposedmethod.
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Table 2.9 Computed delay bound du for different μ (Example 2.1)

dl [35] [3] [5] [46] Present result

μ = 0.5

0 – 2.04 2.0723 – 2.2594

1 – 2.07 2.1277 – 2.3303

2 – 2.43 2.5049 – 2.6127

3 – 3.22 3.2591 – 3.3147

4 – 4.07 4.0744 – 4.0900

μ = 0.9

0 – 1.37 1.5305 – 1.8502

1 – 1.74 1.8736 – 2.0550

2 – 2.43 2.5049 – 2.6127

3 – 3.22 3.2591 – 3.3147

4 – 4.07 4.0744 – 4.0900

μ ≥ 1

0 1.01 1.34 1.5295 – 1.8497

1 1.64 1.7424 1.8737 – 2.0550

2 2.39 2.4328 2.5049 2.5663 2.6127

3 3.20 3.2234 3.2591 3.3408 3.3147

4 4.06 4.0644 4.0744 4.1690 4.0900

Table 2.10 Computed delay bound du for μ = 0.3 (Example 2.4)

dl [3] [4] [5] [46] Present result

0 2.19 2.1959 2.2161 – 2.3369

1 2.2125 2.2128 2.2474 2.3167 -
Theorem 2

2.4043

2 2.4091 2.4179 2.4798 – 2.5871

3 3.3342 3.3382 3.3893 – 3.4766

4 4.2799 4.2819 4.3250 – 4.3978

5 5.2393 5.2403 5.2773 – 5.3394

Table 2.11 Computed delay bound du for μ ≥ 1 (Example 2.4)

dl [35] [3] [4] [5] [46] Present
result

0 0.67 0.77 0.7744 0.8714 – 1.0420

0.3 0.91 0.9431 0.9860 1.0715 – 1.2301

0.5 1.07 1.0991 1.1325 1.2191 – 1.3713

0.8 1.33 1.3476 1.3733 1.4539 – 1.5960

1 1.50 1.5187 1.5401 1.6169 1.6198 1.7523

2 2.39 2.4000 2.4100 2.4798 2.4884 2.5871
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2.6 Robust Stability Analysis of Time-Delay System

The robust stability problem of time-delay systems considers parametric uncertain-
ties in the system matrices. The uncertainty arises in the system model due to fol-
lowing reasons:

1. System parameters are often not known accurately while modeling, rather the
ranges are known.

2. Due to the limitation on the part of availability of the mathematical tools, one
tends to create simple mathematical models that approximate a practical systems,
thus some aspects of systemdynamics are ignored, which is known as un-modeled
dynamics.

3. Some control strategies are required to operate the systems under different oper-
ating conditions.

2.6.1 Characteristic of Structured Uncertainties [7]

To include these parametric uncertainties, a bounding set containing all possible
uncertainties in the set is considered that makes the mathematical analysis and syn-
thesis simpler. In the present discussion, the structured uncertainties are considered
for robust stability analysis. Consider a single time-delay system,

ẋ(t) = A(t)x(t) + Ad(t)x(t − d(t)) (2.204)

where, A(t) and Ad(t) are uncertain system matrices, and defined within a compact
uncertain set � as,

(A(t), Ad(t)) ∈ �,∀t ≥ 0 (2.205)

The various characterization of the structured uncertainties [7] are as follows,

(i) Polytopic uncertainty: In practice the parameters of the system are not com-
pletely knownandmayvary between lower and upper limits, and these uncertain
parameters are found to vary linearly in the system matrices. Thus, the collec-
tion of all possible system matrices form a polytopic uncertainty set. Say there
exist np uncertain parameters, then the number of uncertain elements in the set
� is nm = 2np , as the parameters vary between upper and lower limits,

π k = [Ak, Ak
d ], k = 1, 2, . . . nm

nm is known as vertices. The uncertainty set � is expressed as the convex hull
of these vertices as given by,
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� =
{

nm∑

k=1

αkπ
k |αk ≥ 0, k = 1, 2, . . . nm;

nm∑

k=1

αk = 1

}

(ii) Sub-polytopic uncertainty: The subpolytopic uncertainty is more general than
polytopic uncertainty. In this case the uncertainty set π possesses nm vertices
and the uncertainty set � is contained in the convex hull of the vertices

� ⊂ co
{
π i , i = 1, 2, . . . nm

}

where, π =∑nm
i=1 βiπi , for some scalar βi ≥ 0 and

∑nm
i=1 βi = 1

(iii) Norm-bounded uncertainty: Here the uncertain system matrices π = (A(t),
Ad(t)) in (2.204) is decomposed into two parts, nominal part πn = (A, Ad)

and the uncertain part �π = (�A,�Ad), thus π = πn + �π . The uncertain
part can be further decomposed as [12],

�A = DaFa(t)Ea

�Ad = Dd Fd(t)Ed

where, Fa(t) and Fd(t) are unknown real time-varying matrices with Lebesgue
measurable elements satisfying

‖ Fa(t) ‖ ≤ 1

‖ Fd(t) ‖ ≤ 1

and, Da, Dd , Ea and Ed are known real constantmatrices that characterizes how
the uncertain parameters in Fa(t) and Fd(t) enter the nominal system matrices
(A, Ad).

The delay-dependent robust stability conditions are generally obtained by directly
extending the stability conditions of nominal time-delay systems. To do so, the nom-
inal system A and Ad are replaced by A(t) and Ad(t) in the stability conditions
derived for nominal systems. The uncertain matrices/parameters that now appear
in the formulation of stability analysis are eliminated with the help of appropriate
bounding inequality lemma along with the condition ‖ Fa(t) ‖≤ 1 and ‖ Fd(t) ‖≤ 1
to get the robust stability condition.

Note: Here, the robust stability analysis of an uncertain time-delay systems is
discussed for norm-bounded type uncertainty structure only. The time-delay system
with norm-bounded uncertainty structure is presented in details in Sect. 2.2.2 from
(2.15)–(2.22).

Following lemmas are useful for deriving robust stability condition of an uncertain
time-delay systems with norm-bounded uncertainties.

Lemma 2.6 ([12, 13]) Let D, E and F be real matrices of appropriate dimensions
with ‖ F ‖≤ 1, then for any scalar ε > 0,
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DFE + ET FT DT ≤ 1

ε
DDT + εET E (2.206)

Lemma 2.7 (S-Procedure for quadratic forms and strict inequalities [24]). Let
T0, . . . , Tp ∈Rn×n be symmetric matrices. Considering the following conditions
on T0, . . . , Tp

ζ T T0ζ > 0,∀ζ 	= 0 (2.207)

such that,

ζ T Tiζ ≥ 0, i = 1, . . . p (2.208)

If there exists some scalars, τ1 ≥ 0, . . . τp ≥ 0, such that

T0 −
i=p∑

i=1

τi Ti > 0 (2.209)

then, (2.207) and (2.208) holds.

2.6.2 Delay-Dependent Robust Stability Analysis

In this subsection, some relevant existing results on delay-dependent robust stabil-
ity analysis of time-delay systems considering norm-bounded uncertainties in the
system matrices are discussed to understand the application of lemmas 2.6 and 2.7
for eliminating the uncertain matrix from the derived stability condition in order to
obtain desired robust stability condition.

Several literature on delay-dependent robust stability analysis considering poly-
topic type model uncertainties can be found in [9, 28, 29, 48], and references cited
therein and are not discussed here as the present work focuses on norm-bounded
uncertainty structure only.

Theorem 2.21 ([25]) If there exist matrices P = PT > 0, Q = QT > 0, X >

0,Y > 0, any matrix Z and scalars ε1 > 0 and ε2 > 0 such that following LMIs
hold:

⎡

⎢⎢⎢⎢⎣

Y11 −Y + PAd du AT Z PDa PDd

� −Q + ε2ET
d Ed du AT

d Z 0 0
� � −du Z du ZDa du ZDd

� � � −ε1 I 0
� � � � −ε2 I

⎤

⎥⎥⎥⎥⎦
< 0 (2.210)
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[
X Y
� Z

]
≥ 0 (2.211)

where, Y11 = AT P + PA+ du X +Y +Y T + Q + ε1ET
a Ea, then the system (2.15)–

(2.16) is asymptotically stable for any time-delay satisfying 0 ≤ d ≤ du and all
admissible uncertainties as defined in (2.19)–(2.20).

Proof The robust stability condition in (2.210) canbeobtained as a direct extensionof
the stability results in Theorem 2.5. Note that, the stability condition in Theorem 2.5
was obtained for constant delay d.

Replace A and Ad in (2.52) with A(t)1 and Ad(t)2 respectively, which gives,

⎡

⎣
(1, 1) (1, 2) (1, 3)

� −Q (2, 3)
� � −du Z

⎤

⎦ (2.212)

where, (1, 1)=AT P + PA + du X + Y + Y T + Q + ET
a F

T
a DT

a P + PDaFaEa ,

(1, 2)=−Y + PAd + PDd Fd Ed , (1, 3)=du(ET
a F

T
a DT

a Z + AT Z),

(2, 3)=du(ET
d F

T
d DT

d Z + AT
d Z)

Now, multiplying both the sides of (2.212) by any vector yi (i = 1, 2, 3) and its
transpose one gets,

⎡

⎣
y1
y2
y3

⎤

⎦
T ⎡

⎣
(1, 1) (1, 2) (1, 3)

� −Q (2, 3)
� � −du Z

⎤

⎦

⎡

⎣
y1
y2
y3

⎤

⎦ (2.213)

Expanding (2.213) one can get following cross terms involving the product of vectors
yi and the uncertain matrices,

yT1 (ET
a F

T
a DT

a P + PDaFaEa)y1, yT1 PDd Fd Ed y2
du y

T
1 E

T
a F

T
a DT

a Zy3 and du y
T
2 E

T
d F

T
d DT

d Zy3

Defining,

p = Fa(t)Ea y1, q = Fd(t)Ed Ed y2

Thus one can rewrite (2.213) in view of above as,

1A(t) = A + �A(t), where, �A(t) = DaFa(t)Ea .
2Ad (t) = A + �Ad (t), where, �Ad (t) = Dd Fd (t)Ed .
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⎡

⎢⎢⎢⎢⎣

y1
y2
y3
p
q

⎤

⎥⎥⎥⎥⎦

T ⎡

⎢⎢⎢⎢⎣

X11 −Y + PAd du AT Z PDa PDd

� −Q du AT
d Z 0 0

� � −du Z du ZDa du ZDd

� � � 0 0
� � � � 0

⎤

⎥⎥⎥⎥⎦

⎡

⎢⎢⎢⎢⎣

y1
y2
y3
p
q

⎤

⎥⎥⎥⎥⎦
(2.214)

where, X11 = AT P + PA + du X + Y + Y T + Q
It may be noted that as the elements (5,5) and (6,6) in (2.214) are zero, so it cannot

be solved for negative definiteness. To overcome this problem one can have,

ε1 p
T p ≤ ε1y

T
1 E

T
a Ea y1, wi th ‖ Fa(t) ‖≤ 1

ε2q
T q ≤ ε2y

T
2 E

T
d Ed y2, wi th ‖ Fd(t) ‖≤ 1 (2.215)

where, ε1 > 0 and ε2 > 0.
Now, applying Lemma 2.7 (S −procedure), one can combine (2.214) and (2.215) to
obtain the LMI condition of (2.210). As, the LMI condition in (2.211) do not contain
any uncertain terms so it remains unchanged as in (2.53) (see Theorem 2.5).

Theorem 2.22 ([13]) Given scalars du > 0 and μ < 1, satisfying the conditions
0 ≤ d(t) ≤ du and ḋ(t) ≤ μ < 1, the uncertain system (2.15) is robustly stable if
there exist symmetric positive definite matrices P = PT > 0, Q = QT > 0 and

Z = ZT > 0, a symmetric-semi-positive-definite matrix X =
[
X11 X12

XT
12 X22

]
≥ 0, any

matrices Y and T such that following LMIs hold:

φ =

⎡

⎢⎢⎣

φ11 + εET
a Ea φ12 + εET

a Ed du AT Z PD
� φ22 + εET

d Ed du AT
d Z 0

� � −du Z du ZD
� � � −ε I

⎤

⎥⎥⎦ < 0 (2.216)

⎡

⎣
X11 X12 Y
� X22 T
� � Z

⎤

⎦ ≥ 0 (2.217)

where,φ11=PA + AT P + Y + Y T + Q + du X11

φ12=PAd − Y + Y T + du X12 and φ22=−T − T T − (1 − μ)Q + du X22

Remark 2.27 The proof of this theorem follows directly from the stability condition
derived in Theorem 2 of [13] by replacing the A and Ad matrices with A+DF(t)Ea

and Ad + DF(t)Ed . In this method to establish the the robust stability condition in
an LMI framework the uncertain matrix F(t) has been eliminated using Lemma 2.6
instead of using (S − procedure) Lemma 2.7.
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Theorem 2.23 ([14]) Consider the uncertain systems (2.15). Given the scalars
du > 0 and μ > 0, the system described in (2.15) is robustly asymptotically sta-
ble for any time-delay satisfying the conditions 0 ≤ d(t) ≤ du and ḋ(t) ≤ μ < 1,
with the admissible uncertainties (2.19)–(2.20) satisfying (2.21)–(2.22), if there exist
symmetric positive definite matrices, P, Q, R, T, matrices Si (i = 1, 2 . . . , 4) with
appropriate dimensions and scalars εi (i = 1, 2), then following LMIs hold:

⎡

⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

�11 �12 �13 �14 �15 �16 P11Da P11Dd μP12
� �22 �23 �24 �25 �26 0 0 0
� � −Q11 �34 0 0 PT

12Da PT
12Dd μP22

� � � �44 0 0 0 0 0
� � � � −Q11 −Q12 �57 �58 0
� � � � � −Q22 �67 �68 0
� � � � � � −ε1 I 0 0
� � � � � � � −ε2 I 0
� � � � � � � � −μT

⎤

⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

< 0 (2.218)

P =
[
P11 P12
� P22

]
≥ 0, wi th P11 > 0 (2.219)

Q =
[
Q11 Q12

� Q22

]
≥ 0 (2.220)

where, �11= AT P11 + P11A + R + S1 + ST1 + ε1ET
a Ea , �12=P11Ad − ST1 + S2

�13=AT P12 + S3, �14=P12 − ST1 + S4, �15=du(Q11 + AT QT
12)

�16=du(Q12 + AT Q22), �22=−(1 − μ)R + μT − ST2 − S2 + ε2ET
d Ed

�23=AT
d P12 − S3, �24=−ST2 − S4, �25=du AT

d Q
T
12, �26=du AT

d Q22

�34=P22 − Q12 − ST3 , �44=−Q22 − ST4 − S4
�57=duQ12Da , �58=duQ12Dd , �67=duQ22Da , and �68=duQ22Dd

Proof This theorem can be proved by directly extending the stability condition (2.95)
(see Theorem 2.12). To accomplish this one can replace A and Ad by A(t) and Ad(t)
in (2.95) and subsequently the resultingmatrix inequality is decomposed into nominal
and uncertain matrices as,

�n + �T
un + �un < 0 (2.221)

where the uncertain matrices are defined as,

�un = D1Fa(t)E1 + D2Fd(t)E2
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and, D1 = [DT
a P11 0 DT

a P12 0 duDT
a Q

T
12 duDT

a Q22 0]T , E1 = [Ea 0 0 0 0 0 0],
D2 = [DT

d P11 0 DT
d P12 0 duDT

d Q
T
12 duDT

d Q22 0]T and E2 = [0 Ed 0 0 0 0 0].
Employing Lemma 2.6 and Schur’s complement on (2.221) one can obtain the

LMI condition (2.218). If the uncertainties in (2.19) and (2.20) are given as

Da = Dd = D Fa(t) = Fd(t) = F(t)

then the LMI condition in (2.218) reduces to the following LMI condition,

⎡

⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

�11 �12 �13 �14 �15 �16 P11D μP12
� �22 �23 �24 �25 �26 0 0
� � −Q11 �34 0 0 PT

12D μP22
� � � �44 0 0 0 0
� � � � −Q11 −Q12 �57 0
� � � � � −Q22 �67 0
� � � � � � −ε I 0
� � � � � � � −μT

⎤

⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

< 0 (2.222)

where,�11= AT P11 + P11A + R + S1 + ST1 + εET
a Ea , �12=P11Ad − ST1 + S2 + εET

a Ed

�13=AT P12 + S3, �14=P12 − ST1 + S4, �15=du(Q11 + AT QT
12)

�16=du(Q12 + AT Q22), �22=−(1 − μ)R + μT − ST2 − S2 + εET
d Ed

�23=AT
d P12 − S3, �24=−ST2 − S4, �25=du AT

d Q
T
12, �26=du AT

d Q22

�34=P22 − Q12 − ST3 , �44=−Q22 − ST4 − S4 �57=duQ12D, �67=duQ22D

In [36] a delay-dependent robust stability condition has been proposed using new
type of LK functional and integral inequality lemma of [25]. The uncertain time-
delay system in (2.15) for t ≥ 0 with an assumption that Da = Dd = D and
Fa(t) = Fd(t) = F(t) is expressed as,

ẋ(t) = (A + DF(t)Ea)x(t) + (Ad + DF(t)Ed)x(t − d(t))

= Ax(t) + Adx(t − d(t)) + D[F(t)Eax(t) + F(t)Edx(t − d(t))]
= Ax(t) + Adx(t − d(t)) + Dp(t), ∀ t ∈ [−du, 0] (2.223)

where, p(t) = F(t)q(t) and q(t) = Eax(t)+Edx(t−d(t)) and F(t)T F(t) ≤ γ −2 I .
The LMI stability condition for the uncertain system described in (2.223) is presented
below.

Theorem 2.24 ([36]) For a given γ , the delayed uncertain system (2.223) with
ḋ(t) ≤ μ is asymptotically stable if there exist symmetric matrices P > 0, Q0 >

0, Q1 > 0, S0 > 0, S1 > 0, Y11,Y12,Y22, Z11, Z12, Z22 and � such that the follow-
ing conditions hold,
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0 > �(AeT1 + Ade
T
2 − eT4 + DeT5 ) + Y12(e1 − e2)

T + duY11
+(e1A

T + e2A
T
d − e4 + e5D

T )�T + (e1 − e2)Y
T
12

+(e1E
T
a + e2E

T
d )(Eae

T
1 + Ede

T
2 ) + Z12(e2 − e3)

T

+(e2 − e3)Z
T
12 + e4Pe

T
1 + e1Pe

T
4 − (1 − μ)e2Q1e

T
2

+due4(S0 + S1)e
T
4 + e1(Q0 + Q1)e

T
1 − e3Q0e

T
3 − γ 2e5e

T
5 (2.224)

0 > �(AeT1 + Ade
T
2 − eT4 + DeT5 ) + Y12(e1 − e2)

T + du Z11

+(e1A
T + e2A

T
d − e4 + e5D

T )�T + (e1 − e2)Y
T
12

+(e1E
T
a + e2E

T
d )(Eae

T
1 + Ede

T
2 ) + Z12(e2 − e3)

T

+(e2 − e3)Z
T
12 + e4Pe

T
1 + e1Pe

T
4 − (1 − μ)e2Q1e

T
2

+due4S0e
T
4 + e1(Q0 + Q1)e

T
1 − e3Q0e

T
3 − γ 2e5e

T
5 (2.225)

[
Y11 Y12
� Y22

]
≥ 0,

[
Z11 Z12
� Z22

]
≥ 0, S0 ≥ Z22, S0 + (1 − μ)S1 ≥ Y22 (2.226)

Remark 2.28 The stability method in Theorem 2.24 uses a new LK functional of the
form,

V (t) = xT (t)Px(t) +
∫ t

t−du
xT (s)Q0x(s)ds +

∫ t

t−d(t)
xT (s)Q1x(s)ds

+
∫ 0

−du

∫ t

t+s
ẋ T (α)S0 ẋ(α)dαds +

∫ 0

−d(t)

∫ t

t+s
ẋ T (α)S1 ẋ(α)dαds (2.227)

with Q0, Q1, S0 and S1 are symmetric positive-definite matrices. Onemay note that,
the delay-dependent functional (double integral) term in (2.227) contains uncertain
limit of integration which is usually not used in any LK functional, in this regard the
chosen LK functional is new. The time-derivative of the functional in (2.227) yields
two quadratic integral terms of the form,

−
∫ t

t−du

ẋ T (s)S0 ẋ(s)ds, and (1 − ḋ(t))
∫ t

t−d(t)
ẋ T (s)S1 ẋ(s)ds

The information of the system matrices are incorporated into the formulation by
introducing one more matrix variables to satisfy the following,

0 = 2χT (t)�(AeT1 + Ade
T
2 − eT4 + DeT5 )χ(t) (2.228)

where, χ(t) = [xT (t) xT (t − d(t)) xT (t − du) ẋ(t) pT (t)]T and ei (i = 1, ..5)
are corresponding block identity matrix. For handling the uncertainty, one more
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constraint is introduced which is of the form,

0 ≤ qT (t)q(t) − γ 2 pt (t)p(t) (2.229)

this can further be written as,

0 ≤ χT (t){(e1ET
a + e2E

T
d )(Eae

T
1 + Ede

T
2 ) − γ 2 pt (t)p(t)}χ(t) (2.230)

The integral terms shown above are approximated using integral bounding lemma
(Lemma 2.3) which is further added with the other derivative terms of LK functional
alongwith the terms of (2.228), the resulting quadratic expression is finally combined
with (2.230) using S − Procedure lemma to get V̇ (t) expression of the form,

V̇ (t) ≤ χT (t){d(t)� + (du − d(t))� + �}χ(t) −
∫

s1

(.)T�1(.)ds

−
∫

s2

(.)T�2(.)ds (2.231)

where, �,�,�,�1 and �2 are matrices of compatible dimensions. The detailed
structure of the matrices can be found in [36]. The above expression is a convex
combination of matrices � and � on d(t) that can be further expressed by two
matrix inequality conditions as,

1. When d(t) = 0 one can write

du� + � −
∫

s1

(.)T�1(.)ds −
∫

s2

(.)T�2(.)ds < 0

2. When d(t) = du one can write

du� + � −
∫

s1

(.)T�1(.)ds −
∫

s2

(.)T�2(.)ds < 0

In order to guarantee the negativity of V̇ (t) in (2.231), first one has to impose two
matrix inequality constraints, �1 ≥ 0 and �2 ≥ 0 such that the quadratic integral
terms in the above expression remains semi-positive definite. In addition to these
constraints twomore LMI constraints due to the use of bounding lemma (Lemma 2.3)
need to be satisfied (refer (2.226)).

Note that, the number of LMIs used are six and number of matrix variables
involved are 12, so this theorem has still room for improvement in terms of reducing
the number of LMI constraints and matrix variables by using efficient bounding
inequalities as proposed in the stability condition in Sect. 2.5.3.

For detailed proof of Theorem 2.24 one can refer [36].



2.6 Robust Stability Analysis of Time-Delay System 103

For convenience of the discussion of the main results of this chapter, some pre-
liminaries including few definitions, basic theorems on robust stability of time-delay
systems which are related to the main results on delay-dependent robust stability
analysis are presented in preceding sections.

2.7 Main Results on Delay-Dependent Robust Stability
Analysis of TDS

In this section, delay-dependent robust stability conditions for uncertain time-delay
systems in an LMI framework are presented. The additive uncertainties are assumed
to be of norm-bounded type (explained in Sect. 2.6.1). For robust stability analy-
sis, an uncertain time-delay system described in (2.15)–(2.20) satisfying the condi-
tions (2.21) and (2.22) (refer Sect. 2.2.2 of the chapter) is considered.

The delay-dependent robust stability conditions are direct extension of the stability
analysis of TDS as discussed in Sect. 2.5.1. The nominal matrices A and Ad in the
stability condition are replaced by the uncertain matrices A(t) and Ad(t). With the
proper choice of lemma (i.e., 2.6 or 2.7) the uncertain matrices are eliminated.

2.7.1 Delay-Dependent Robust Stability Analysis of TDS with
Single Time Delay

Considering an uncertain time-delay system (2.15) with the structure as described
in (2.17)–(2.20), satisfying the condition (2.21)–(2.22). The robust stability condition
is presented in the following theorem by constructing a new LK functional and
subsequently using improved bounding inequalities for the integral quadratic terms
arising in the LK functional derivative which, in turn, yields convex combination of
LMIs.

The main contribution of the proposed method have already been discussed in
Sect. 2.5.1 (see Remarks 2.20–2.22).

Theorem 2.25 For given scalars du > 0 and εi (i = 1, 2) > 0, the system (2.15)
is robustly asymptotically stable satisfying the conditions (2.5) and 0 < μ < 1,
for the admissible uncertainties (2.19)–(2.20) satisfying (2.21)–(2.22), if there exist
symmetric positive definite matrices P, Q, Ri (i = 1, 2), any free matrices Li (i =
1, 2, 3), Mi (i = 1, 2, 3) and Gi (i = 1, 2) such that, P =

[
P11 P12
PT
12 P22

]
> 0, Q =

[
Q11 0
0 Q22

]
> 0, then the following LMIs hold:
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⎡

⎢⎢⎢⎢⎣

� μP̃ duM D1 D2

� −μT 0 0 0
� 0 −Q22 0 0
� 0 0 −ε1 I 0
� 0 0 0 −ε2 I

⎤

⎥⎥⎥⎥⎦
< 0 (2.232)

⎡

⎢⎢⎢⎢⎣

� μP̃ du L D1 D2

� −μT 0 0 0
� 0 −Q22 0 0
� 0 0 −ε1 I 0
� 0 0 0 −ε2 I

⎤

⎥⎥⎥⎥⎦
< 0 (2.233)

where, L = [ LT
1 LT

2 LT
3 0 0 0

]T
, M = [MT

1 MT
2 MT

3 0 0 0
]T
,

D1 = [
DT

a G1 0 0 0 0 DT
a G2

]T
, D2 = [

DT
d G1 0 0 0 0 DT

d G2
]T
, P̃ is

defined in (2.132) and

� =

⎡

⎢⎢⎢⎢⎢⎢⎣

�11 �12 �13 �14 0 �16

� �22 �23 �24 0 �16

� � �33 0 0 0
� � 0 −Q11 0 �46

0 0 0 0 −Q11 0
� � 0 � 0 �66

⎤

⎥⎥⎥⎥⎥⎥⎦
(2.234)

where,

�11 = �11 + ε1ET
a Ea , �12 = �12, �13 = �13, �14 = �14, �16 = �16

�22 = �22 + ε2ET
d Ed , �23 = �23, �24 = �24, �26 = �26

�33 = �23, �46 = �46, �66 = �66

the elements of matrix� (�i, j , i = 1, ..6; j = 1, ..6) are already defined in stability
Theorem 2.18.

Proof The proof of this theorem follows directly from the stability condition in
(2.132)–(2.134). The nominal matrices A and Ad appearing in � matrix in (2.132)
are replaced by time-varying matrices A(t) and Ad(t) which are defined as,

A(t) = A + �a(t)

Ad(t) = Ad + �d(t)

where �a(t) = DaFa(t)Ea and �d(t) = DdFd(t)Ed . With these replacement in �

matrix one can get resulting matrix as,
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� =

⎡

⎢⎢⎢⎢⎢⎢⎣

�11|� �12|� �13 �14 0 �16|�
� �22 �23 �24 0 �26|�
� � �33 0 0 0
� � 0 −Q11 0 �46

0 0 0 0 −Q11 0
� � 0 � 0 �66

⎤

⎥⎥⎥⎥⎥⎥⎦
(2.235)

where, �11|�=d2u Q11 + GT
1 A(t) + AT (t)G1 + P12 + PT

12 + R1 + R2 + du(L1 + LT1 )

�12|�=GT
1 Ad (t) − P12 + du(−L1 + LT2 + M1)

�13=du(LT3 − M1), �14=P22, �16|�=P11 − GT
1 + AT (t)G2

�22=−(1 − μ)R1 − μT + du(−L2 − LT2 + M2 + MT
2 )

�23=du(−M2 + MT
3 − LT3 ), �24=−P22, �26=A

T
d G2

�33=du(−M3 − MT
3 ) − R2, �66=−G2 − GT

2 + d2u Q22

The matrix in (2.235) can be further decomposed in the form,

� = �nom + �unc (2.236)

where, �nom = � and �unc can be represented as,

�unc = � + �T (2.237)

where,

� = D1Fa(t)E1 + D2Fd(t)Ed (2.238)

D1 = [ DT
a G1 0 0 0 0 DT

a G2
]T

,

D2 = [ DT
d G1 0 0 0 0 DT

d G2
]T

,

E1 = [ Ea 0 0 0 0 0
]
,

E2 = [ 0 Ed 0 0 0 0
]
.

Using Lemma 2.6 one can write (2.237) as,
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� + �T ≤ ε1E
T
1 E1 + ε2E

T
2 E2 + ε−1

1 D1D
T
1 + ε−1

2 D2D
T
2 (2.239)

So, in view of (2.239) and with the application of Schur-complement one can
obtain the LMI conditions (2.232)–(2.233), while remaining conditions P > 0 and
Q > 0 remains same as in stability Theorem 2.18 as they do not contain A and Ad

matrices. This completes the proof. �

If the uncertainties in (2.19) and (2.20) are defined as,

�A(t) = DF(t)Ea

�Ad(t) = DF(t)Ed , FT (t)F(t) ≤ I (2.240)

then with Da = Dd = D, Theorem 2.25 can be modified in the form of following
corollary.

Corollary 2.5 Let du > 0 and ε > 0 be given scalars, the system (2.15) with (2.5)
and 0 ≤ μ < 1 is robustly asymptotically stable for the admissible uncertainties
(2.19)–(2.20) satisfying (2.240), if there exist symmetric positive definite matrices
P, Q, Ri (i = 1, 2), and any free matrices Li (i = 1, 2, 3), Mi (i = 1, 2, 3) and

Gi (i = 1, 2) such that, P =
[
P11 P12
PT
12 P22

]
> 0, Q =

[
Q11 0
0 Q22

]
> 0, the following

LMIs hold:

⎡

⎢⎢⎣

�̃ μP̃ duM D̄
� −μT 0 0
� 0 −Q22 0
� 0 0 −ε I

⎤

⎥⎥⎦ < 0 (2.241)

⎡

⎢⎢⎣

�̃ μP̃ du L D̄
� −μT 0 0
� 0 −Q22 0
� 0 0 −ε I

⎤

⎥⎥⎦ < 0 (2.242)

where, D̄ = [ DTG1 0 0 0 0 DTG2
]T
, and

�̃ =

⎡

⎢⎢⎢⎢⎢⎢⎣

�̃11 �̃12 �̃13 �̃14 0 �̃16

� �̃22 �̃23 �̃24 0 �̃16

� � �̃33 0 0 0
� � 0 −Q11 0 �̃46

0 0 0 0 −Q11 0
� � 0 � 0 �̃66

⎤

⎥⎥⎥⎥⎥⎥⎦
< 0 (2.243)

where, �̃11=�11 + εET
a Ea , �̃12=�12 + εET

a Ed ,
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�̃13=�13, �̃14=�14, �̃16=�16

�̃22=�22 + ε2ET
d Ed , �̃23=�23, �̃24=�24, �̃26=�26

�̃33=�23, �̃46=�46, �̃66=�66

The the elements of matrix � (�i, j , i = 1, ..6; j = 1, ..6) are defined in stability
Theorem 2.18.

Ifμ = 0 (i.e., constant time-delay case) and the uncertainty structure is as defined
in 2.240) then the robust stability condition for an uncertain system satisfying the
condition FT (t)F(t) ≤ I , will follow directly from Corollary 2.5 by substituting
μ = 0.

Corollary 2.6 Let du > 0 and ε > 0 be given scalars, an uncertain time-delay
systems is robustly asymptotically stable for μ = 0 and admissible uncertain-
ties described in (2.19)–(2.20), if there exist symmetric positive definite matrices
P, Q, Ri (i = 1, 2), and any free matrices Li (i = 1, 2, 3), Mi (i = 1, 2, 3) and

Gi (i = 1, 2) such that, P =
[
P11 P12
PT
12 P22

]
> 0 Q =

[
Q11 0
0 Q22

]
> 0, the following

LMIs hold:

⎡

⎣
�̃ duM D̄
� −Q22 0
� 0 −ε I

⎤

⎦ < 0 (2.244)

⎡

⎣
�̃ duL D̄
� −Q22 0
� 0 −ε I

⎤

⎦ < 0 (2.245)

where, D̄ is defined in corollary 2.5. and

�̃ =

⎡

⎢⎢⎢⎢⎢⎢⎣

�̃11 �̃12 �̃13 �̃14 0 �̃16

� �̃22|μ=0 �̃23 �̃24 0 �̃16

� � �̃33 0 0 0
� � 0 −Q11 0 �̃46

0 0 0 0 −Q11 0
� � 0 � 0 �̃66

⎤

⎥⎥⎥⎥⎥⎥⎦
< 0 (2.246)

where, �̃22 = −R1 +du(−L2 − LT
2 +M2 +MT

2 )+ εET
d Ed and rest of the elements

of �̃ are same as in Corollary 2.5.
To illustrate the effectiveness of the proposed theorem three numerical examples

are considered and the results are compared in tabular form with the existing robust
stability methods.
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Numerical Example 2.5 ([14, 36])Consider theuncertain time-delay system (2.15)
with the following constant matrices

A =
[−2 0

0 −1

]
, Ad =

[−1 0
−1 −1

]

Ea =
[
1.6 0
0 0.05

]
, Ed =

[
0.1 0
0 0.3

]
, Da = Dd = D =

[
1 0
0 1

]

The analytical value of the delay upper bound du considering F(t) = I is found
to be 1.3771 [14] for μ = 0, so it cannot be more than 1.3771 for any given
uncertainties defined in (2.240) as FT (t)F(t) ≤ I . The results obtained for different
delay-derivatives μ are presented in Table2.12.

Numerical Example 2.6 ([14]) Consider the uncertain time-delay system (2.15)
with the following constant matrices

A =
[−0.5 −2

1 −1

]
, Ad =

[−0.5 −1
−1 0.6

]

Ea =
[
0.2 0
0 0.2

]
, = Ed , and Da = Dd = D = I

The results obtained for this Example using Theorem 2.25 for different delay-
derivatives (μ) are presented in Table2.13.

Numerical Example 2.7 ([14]) Consider the uncertain time-delay system (2.15)
with the following constant matrices

Table 2.12 (du ) results of Example 2.5 for 0 ≤ μ < 1, dl = 0

Stability
methods

μ = 0 μ = 0.4 μ = 0.5 μ = 0.6 μ = 0.8 μ = 0.9

[12] 0.2086 * * * * *

[18] 0.2299 – 0.1758 – – 0.0557

[25] Infeas. * * * * *

[27] 1.1490 – 0.9247 – – 0.6710

[40] 1.1490 0.973 0.9247 0.873 0.760 0.6954

[38] 1.03 0.61 0.40 0.18 –

[14] 1.1623 – 0.9273 – – 0.6954

[36] 1.149 1.077 – 1.070 1.068 –

Cor. 2.6 and
Cor. 2.5

1.1606 1.0778 1.0733 1.0708 1.0686 1.0686

‘–’ means result is not available in reference, ‘*’ means improper
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Table 2.13 (du ) results of Example 2.6 for 0 ≤ μ < 1, dl = 0

Stability methods μ = 0 μ = 0.5 μ = 0.9

[12] 0.3010 * *

[18] 0.3513 0.2587 0.0825

[25] 0.5799 * *

[27] 0.6812 0.1820 0.1820

[40] 0.8435 0.2433 0.2420

[14] 1.8542 0.3459 0.2542

Cor. 2.6 and Cor. 2.5 0.8435 0.3972 0.3972

‘–’ means result is not available in reference, ‘*’ means improper

A =
[−2 0

0 −0.9

]
, Ad =

[−1 0
−1 −1

]

Da = Dd = D =
[
0.2 0
0 0.2

]
, and Ea = Ed = E = I

The delay upper bound estimate obtained (i) using Corollary 2.6 is du = 2.4317 for
μ = 0 (ii) usingCorollary 2.5 are du = 1.5276and du = 1.2658 forμ = 0.5and 0.9
respectively, whereas the corresponding results obtained in [14] for μ = 0 is du =
2.4390, and du = 1.3214 and 0.7938 for μ = 0.5 and 0.9 respectively.

Remark 2.29 It may be noted from Tables2.12 and 2.13 that the proposed method
gives less conservative estimate of delay upper bound compared to the [14] for non
zero delay derivatives for all the systems. It may be emphasized here that the stability
method adopted in [14] leads to better delay upper bound only for μ = 0.

2.7.2 Robust Stability Analysis of TDS with Delay Varying in
Ranges

Theorem 2.26 Given a system (2.15) for μ ≥ 0 with the admissible uncertain-
ties (2.19)–(2.20), satisfying the conditions (2.21)–(2.22) and (2.183)–(2.184) is
robustly asymptotically stable, if there exist symmetric matrices P, Qi > 0, i =
1, 2, . . . 4, R j > 0, any free matrices of appropriate dimensions Mj , N j , j = 1, 2
and the scalars εi > 0 (i = 1, 2) such that the following LMIs hold:

⎡

⎢⎢⎣

� �1 D1 D2

� −R2 0 0
� 0 −ε1 I 0
� 0 0 −ε2 I

⎤

⎥⎥⎦ < 0, (2.247)
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⎡

⎢⎢⎣

� �2 D1 D2

� −R2 0 0
� 0 −ε1 I 0
� 0 0 −ε2 I

⎤

⎥⎥⎦ < 0, (2.248)

where, �1 = [0 MT
1 NT

1 0 0 0
]T
, �2 = [0 0 MT

2 NT
2 0 0

]
,

D1 = [ DT
a P 0 0 0 dl DT

a R1 DT
a R2

]T
, D2 = [ DT

d P 0 0 0 dl DT
d R1 DT

d R2
]T

and

� =

⎡

⎢⎢⎢⎢⎢⎢⎣

�11|�=0 + ε1ET
a Ea R1 �13|�=0 0 �15|�=0 �16|�=0

� �22 �23 0 0 0
� � �33|�=0 + ε2ET

d Ed �34 �35|�=0 �36|�=0

� � � �44 0 0
� 0 � 0 −R1 0
� 0 � 0 0 −R2

⎤

⎥⎥⎥⎥⎥⎥⎦

�11|�=0=PA + AT P +∑3
i=1 Qi − R1, �13|�=0=PAd + R1, �15|�=0=dl AT R1,

�16|�=0=AT R2, �22=Q4 − Q1 − R1 + d−1
lu (M1 + MT

1 ), �23=d
−1
lu (−M1 + NT

1 ),

�33=−(1 − μ)(Q3 + Q4) + d−1
lu (M2 + MT

2 − N1 − NT
1 ),

�34=d
−1
lu (−M2 + NT

2 ), �35|�=0=dl AT
d R1, �36|�=0=AT

d R2, �44=−Q2 − d−1
lu (N2 + NT

2 )

Proof The proof of this theorem follows directly from the stability conditions derived
in Theorem 2.20 for nominal time-delay systems. The nominal matrices A and Ad

appearing in � matrix of (2.188) and (2.189) are replaced by time-varying matrices
A(t) and Ad(t) respectively, and thenusingSchur-complement one can rewritematrix
� as,

�(t) =

⎡

⎢⎢⎢⎢⎢⎢⎣

�11 R1 �13 0 �15 �16

� �22 �23 0 0 0
� � �33 �34 �35 �36

� � � �44 0 0
� 0 � 0 −R1 0
� 0 � 0 0 −R2

⎤

⎥⎥⎥⎥⎥⎥⎦
(2.249)

�11=PA(t) + AT (t)P +∑3
i=1 Qi − R1, �13=PAd (t) + R1, �15=dl A

T (t)R1,

�16=AT (t)R2, �22=Q4 − Q1 − R1 + d−1
lu (M1 + MT

1 ), �23=dlu−1(−M1 + NT
1 ),

�33=−(1 − μ)(Q3 + Q4) + d−1
lu (M2 + MT

2 − N1 − NT
1 ),

�34=d
−1
lu (−M2 + NT

2 ), �35=dl Ad (t)T R1, �36=Ad (t)T R2, �44=−Q2 − d−1
lu (N2 + NT

2 )
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Now, A(t) and Ad(t) are substituted in (2.249) with the values as defined in (2.17)
and (2.18) respectively and subsequently separating nominal and uncertain matrices,
one can rewrite (2.249) as,

�(t) = �|�=0 + � (2.250)

where,

� = � + �T (2.251)

and

� = D1Fa(t)E1 + D2Fd(t)Ed (2.252)

where,
D1 = [ DT

a P 0 0 0 dl DT
a R1 DT

a R2
]T

, D2 = [ DT
d P 0 0 0 dl DT

d R1 DT
d R2

]T
,

E1 = [ Ea 0 0 0 0 0
]
, E2 = [0 0 Ed 0 0 0

]
.

Using Lemma 2.6 for eliminating the uncertain matrix, one can write (2.252) as,

� + �T ≤ ε1E
T
1 E1 + ε2E

T
2 E2 + ε−1

1 D1D
T
1 + ε−1

2 D2D
T
2 (2.253)

So, using (2.253) in (2.250) and applying Schur-complement one can obtain the
LMI conditions (2.243) and (2.248).

If Fa(t) = Fd(t) = F(t) and Da = Dd = D, then the above theorem is stated in
the following corollary.

Corollary 2.7 System (2.15) for μ ≥ 0 is robustly asymptotically stable with the
admissible uncertainties defined in (2.240) satisfying the conditions F(t)T F(t) ≤ I ,
if there exist symmetric matrices P > 0, Qi > 0, i = 1, 2, . . . 4, R j > 0, any
matrices of appropriate dimensions Mj , N j , j = 1, 2 and the scalars εi > 0 (i =
1, 2) such that following LMIs hold:

⎡

⎣
� �1 D
� −R2 0
� 0 −ε I

⎤

⎦ < 0, (2.254)

⎡

⎣
� �2 D
� −R2 0
� 0 −ε I

⎤

⎦ < 0, (2.255)

where,
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D = [ DT P 0 0 0 dl DT R1 DT R2
]T

,

and,

� =

⎡

⎢⎢⎢⎢⎢⎢⎣

�11|�=0 + εET
a Ea R1 �13|�=0 + εET

a Ed 0 �15|�=0 �16|�=0

� �22 �23 0 0 0
� � �33|�=0 + εET

d Ed �34 �35|�=0 �36|�=0

� � � �44 0 0
� 0 � 0 −R1 0
� 0 � 0 0 −R2

⎤

⎥⎥⎥⎥⎥⎥⎦

Note: �, �1 and �2 are defined in Theorem 2.26.

If dl = 0 and the uncertainties are as defined in (2.240) then the Corollary 2.4
(stability condition of nominal TDS) can be extended for obtaining the corresponding
delay-range-dependent robust stability condition which is presented below.

Corollary 2.8 Given a system (2.15) with dl = 0 for μ ≥ 0 is robustly asymp-
totically stable with the admissible uncertainties defined in (2.240), if there exist
symmetric matrices P > 0, Qi > 0, i = 2, 3 R2 > 0, and any free matrices
of appropriate dimensions Mj , N j , j = 1, 2 and the scalar ε > 0 such that the
following LMIs hold:

⎡

⎣
� �1 D
� −R2 0
� 0 −ε I

⎤

⎦ < 0, (2.256)

⎡

⎣
� �2 D
� −R2 0
� 0 −ε I

⎤

⎦ < 0, (2.257)

where, � =

⎡

⎢⎢⎣

�11 �12 0 AT R2

� �22 �23 AT
d R2

� � �33 0
� � � −R2

⎤

⎥⎥⎦, and

�11=PA + AT P +∑3
i=2 Qi + d−1

u (M1 + MT
1 ) + εET

a Ea ,
�12=PAd + d−1

u (−M1 + NT
1 ) + εET

a Ed ,
�22=−(1 − μ)Q3 + d−1

u (M2 + MT
2 − N1 − NT

1 ) + εET
d Ed , �23=d−1

u (−M2 + NT
2 ),

�33=−Q2 − d−1
u (N2 + NT

2 )

The matrices �1 and �2 are already defined in Corollary 2.4 while matrix D is
defined as D = [ DT P 0 0 DT R2 0

]
.

The delay upper bound estimates using Corollary 2.7 and 2.8 for the numerical
examples 2.6 and 2.7 are computed when (i) dl < d(t) < du (where dl is specified)
and (ii) 0 < d(t) < du , for different μ (delay-derivative) values.
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Table 2.14 du results of Example 2.6 for 0 ≤ μ < 1 for specified dl
Stability methods μ dl du

[37] 0.5 0 0.31

0.5 –

[37] 0.9 0 0.31

0.5 –

Corollary 2.8 0.5 0 0.3972

Corollary 2.7 0.1 0.2783

Corollary 2.7 0.2 0.3688

Corollary 2.7 0.5 0.6076

Corollary 2.8 0.9 0 0.3972

Corollary 2.7 0.1 0.2783

Corollary 2.7 0.2 0.3688

Corollary 2.7 0.5 0.6076

Table 2.15 du results of Example 2.7 for 0 ≤ μ < 1 for specified dl
Stability methods μ dl du

Corollary 2.8 0 0 2.3970

0.5 0 1.4818

Corollary 2.7 0.5 0.1 1.4952

0.5 1.5234

1 1.5458

2 2.1277

2.2 2.2612

2.38 2.3851

Corollary 2.7 0.9 0.1 1.2526

0.5 1.3199

1 1.5391

2 2.1279

2.2 2.2612

2.38 2.3851

Thenumerical results presented above suggests that the proposedmethod improves
the results over the published paper [37] mainly due to the (i) new LK functional (ii)
tighter bounding conditions (2.193) and (2.194) used in the robust stability analysis.
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2.8 Delay-Range-Dependent Stability Analysis of
Uncertain TDS by Delay Partitioning Approach

In this section, a robust delay-range-dependent stability method in the frame work of
delay partitioning approach is considered by adopting the LK functional in [47] (here
the delay range between dl to du is divided into two equal intervals δ = dl+du

2 ) and
using the proposed bounding inequality discussed in Theorem 2.20 (see Sect. 2.5.3).
The stability analysis is presented below in the form of theorem.

Theorem 2.27 Given a system (2.15) for 0 ≤ dl ≤ d(t) ≤ du, 0 ≤ μ < 1 is robustly
asymptotically stable with the admissible uncertainties defined in (2.240) satisfying
the conditions F(t)T F(t) ≤ I , if there exist symmetric matrices P > 0, Qi > 0, i =
1, 2, 3, R j > 0, and any free matrices of appropriate dimensions Mj , N j , j = 1, 2
and the scalar ε > 0 such that the following LMIs hold:

[
�11(a) �12

� −ε I

]
< 0 (2.258)

[
�11(b) �12

� −ε I

]
< 0 (2.259)

where,

�11(a) =
[

�11(a) �12

� �22

]
, �11(b) =

[
�11(b) �12

� �22

]
, (2.260)

�12 = [ DT P 0 0 0 0 δDT R1 DT R2
]T

, and

�11(a) =

⎡

⎢⎢⎢⎢⎣

θ11(0) θ12(0) 0 R1 0
� θ22(0) θ23 θ24 N1

� � θ33 θ34 0
� � � θ44 M1

� � � � −R2

⎤

⎥⎥⎥⎥⎦
(2.261)

�11(b) =

⎡

⎢⎢⎢⎢⎣

θ11(0) θ12(0) 0 R1 0
� θ22(0) θ23 θ24 M2

� � θ33 θ34 N2

� � � θ44 0
� � � � −R2

⎤

⎥⎥⎥⎥⎦
(2.262)
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�12 =

⎡

⎢⎢⎢⎢⎣

δAT R1 AT R2

δAT
d R1 AT

d R2

0 0
0 0
0 0

⎤

⎥⎥⎥⎥⎦
, �22 =

[−R1 0
0 −R2

]

The elements of the �11(a) and �11(b) are as follows,

θ11(0)=PA + AT P + �3
i=1Qi − R1, θ12(0)=PAd,

θ22(0)=−(1 − μ)Q2 + d−1
lu (M2 + MT

2 − N1 − NT
1 ), θ23=d

−1
lu (−M2 + NT

2 ),

θ24=d
−1
lu (−MT

1 + N1), θ33=d
−1
lu (−NT

2 − N2) − Q3,

θ44=d
−1
lu (MT

1 + M1) − Q1 − R1, δ=dl+du
2 , dlu=(du − δ)

Proof Considering the similar type of LK functional as in [47],

V (t) = V1(t) + V2(t) + V3(t) + V4(t) + V5(t) + V6(t) (2.263)

where the individual functionals are as follows,

V1(t) = xT Px(t), V2(t) =
∫ t

t−δ

xT (s)Q1x(s)ds, V3(t) =
∫ t

t−d(t)
xT (s)Q2x(s)ds

V4(t) =
∫ t

t−du

xT (s)Q3x(s)ds, V5(t) = δ

∫ 0

−δ

∫ t

t+θ

xT (θ)R1x(θ)dθds

V6(t) = d−1
lu

∫ −δ

−du

∫ t

t+θ

xT (θ)R2x(θ)dθds

Note that, the V6(t) functional term selected here contains a factor d−1
lu whereas in

[47] it appears as dlu , this modification is required in the functional in order to use
the proposed bounding inequality described in Sect. 2.5.3.

V̇ (t) = 2ẋ T (t)Px(t) + xT (t)(
3∑

i=1

Qi )x(t) − (1 − μ)xT (t − d(t))Q2x(t − d(t))

−xT (t − du)Q3x(t − du) − xT (t − δ)Q3x(t − δ) + δ2 ẋ T (t)R1 ẋ(t)

+ẋ T (t)R2 ẋ(t) − δ

∫ t

t−δ

ẋ T (s)R1 ẋ(s)ds

−d−1
lu

∫ t−δ

t−du

ẋ T (s)R2 ẋ(s)ds (2.264)
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Define augmented state space vector as,

ζ(t) = [ xT (t) xT (t − d(t)) xT (t − du) xT (t − δ)
]T

Now, one can rearrange the terms in (2.264) in view of augmented state space vector
as,

V̇ (t) ≤ ζ T (t)�ζ(t) − d−1
lu

∫ t−δ

t−du

ẋ T (s)R2 ẋ(s)ds

−δ

∫ t

t−δ

ẋ T (s)R1 ẋ(s)ds

V̇ (t) ≤ ζ T (t)�ζ(t) − δ

∫ t

t−δ

ẋ T (s)R1 ẋ(s)ds

−d−1
lu

∫ t−δ

t−d(t)
ẋ T (s)R2 ẋ(s)ds − d−1

lu

∫ t−d(t)

t−du

ẋ T (s)R2 ẋ(s)ds (2.265)

where, � =

⎡

⎢⎢⎣

�11 �12 0 0
� �22 0 0
� � −Q3 0
0 0 0 −Q1

⎤

⎥⎥⎦

The elements of ‘�’ matrix are as follows:

�11 = PA(t) + AT (t)P +∑3
i=1 Qi + AT (t)(δ2R1 + R2)A(t),

�12 = PAd(t) + AT (t)(δ2R1 + R2)Ad(t),

�22 = −(1 − μ)Q2 + AT
d (t)(δ2R1 + R2)Ad(t)

The integral terms in (2.265) are approximated using the proposed tighter bounding
inequality condition as discussed in Theorem 2.20. One can obtain the following
expression as,

− δ

∫ t

t−δ

ẋ T (s)R1 ẋ(s)ds ≤
[

x(t)
x(t − δ)

]T [−R1 R1

� −R1

] [
x(t)

x(t − δ)

]
(2.266)
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− δ

∫ t

t−δ

ẋ T (s)R1 ẋ(s)ds ≤ ζ T

⎡

⎢⎢⎣

−R1 0 0 R1

0 0 0 0
0 0 0 0
� 0 0 −R1

⎤

⎥⎥⎦ ζ(t) (2.267)

−d−1
lu

∫ t−δ

t−d(t)
ẋ T (s)R2 ẋ(s)ds ≤

[
x(t − δ)

x(t − d(t))

]T

{
d−1
lu

[
M1 + MT

1 −M1 + NT
1

� −N1 − NT
1

]

× �

[
M1

N1

]
R−1
2

[
M1

N1

]T}

×
[

x(t − δ)

x(t − d(t))

]
(2.268)

and,

−d−1
lu

∫ t−d(t)

t−du

ẋ T (s)R2 ẋ(s)ds ≤
[
x(t − d(t))
x(t − du)

]T

{
d−1
lu

[
M2 + MT

2 −M2 + NT
2

� −N2 − NT
2

]

× (1 − �)

[
M2

N2

]
R−1
2

[
M2

N2

]T}

×
[
x(t − d(t))
x(t − du)

]
(2.269)

where, � = d(t)−δ

dlu
and 0 ≤ � ≤ 1. Substituting the value of integral (2.267), (2.268)

and (2.269) in (2.265), and carrying out somealgebraicmanipulations yields resulting
expression as,

V̇ (t) ≤ ζ T (t){�(t) + ��1R
−1
2 �T

1 + (1 − �)�2R
−1
2 �T

2 }ζ(t) (2.270)

where, �1 = [0 NT
1 0 MT

1

]T
, and �2 = [0 MT

2 NT
2 0

]T
.

One can observe convex combination of matrices �1R
−1
2 �T

1 and �2R
−1
2 �T

2 in
(2.270). For asymptotic stability of the system (2.15), V̇ (t)must be negative-definite
for which one must have,

�(t) + ��1R
−1
2 �T

1 + (1 − �)�2R
−1
2 �T

2 < 0 (2.271)

The above expression can be further rewritten as,



118 2 Stability Analysis of Time-Delay Systems

�(�(t) + �1R
−1
2 �T

1 ) + (1 − �)(�(t) + �2R
−1
2 �T

2 ) < 0 (2.272)

In view of the condition 0 ≤ � ≤ 1, one may write the above inequality as,

�(t) + �1R
−1
2 �T

1 < 0 (2.273)

�(t) + �2R
−1
2 �T

2 < 0 (2.274)

where,

�(t) =

⎡

⎢⎢⎣

γ11 γ12 0 R1

� γ22 γ23 γ24
� � γ33 0
� � � γ44

⎤

⎥⎥⎦ (2.275)

and,
γ11 = PA(t) + AT (t)P +∑3

i=1 Qi − R1 + AT (t)(δ2R1 + R2)A(t),
γ12 = PAd(t) + AT (t)(δ2R1 + R2)Ad(t),
γ22 = −(1−μ)Q2 + d−1

lu (M2 + MT
2 − N1 − NT

1 )+ AT
d (t)(δ2R1 + R2)Ad(t), γ23 =

d−1
lu (−M2 + NT

2 ),
γ24 = d−1

lu (−MT
1 + N1), γ33 = d−1

lu (−NT
2 − N2) − Q3, γ44 = d−1

lu (MT
1 + M1) −

Q1 − R1

Using Schur-Complement one can write (2.273) and (2.274) as

�(t)(a) =

⎡

⎢⎢⎢⎢⎣

θ11 θ12 0 R1 0
� θ22 θ23 θ24 N1

� � θ33 θ34 0
� � � θ44 M1

� � � � −R2

⎤

⎥⎥⎥⎥⎦
(2.276)

�(t)(b) =

⎡

⎢⎢⎢⎢⎣

θ11 θ12 0 R1 0
� θ22 θ23 θ24 M2

� � θ33 θ34 N2

� � � θ44 0
� � � � −R2

⎤

⎥⎥⎥⎥⎦
(2.277)

where, θ11 = γ11, θ12 = γ12, θ22 = γ22, θ23 = γ23, θ24 = γ24, θ33 = γ33, θ44 = γ44
Once again using Schur-complement on (2.276) and (2.277) one can get,

�(t)11(a) =
[

�(t)11(a) �(t)12
� �22

]
, �(t)11(b) =

[
�(t)11(b) �(t)12

� �22

]
(2.278)
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where,

�(t)12 =

⎡

⎢⎢⎢⎢⎣

δAT (t)R1 AT (t)R2

δAd(t)T R1 AT
d (t)R2

0 0
0 0
0 0

⎤

⎥⎥⎥⎥⎦
, �22 =

[−R1 0
0 −R2

]

�(t)11(a) =

⎡

⎢⎢⎢⎢⎣

θ11(0) θ12(0) 0 R1 0
� θ22(0) θ23 θ24 N1

� � θ33 θ34 0
� � � θ44 M1

� � � � −R2

⎤

⎥⎥⎥⎥⎦

�(t)11(b) =

⎡

⎢⎢⎢⎢⎣

θ11(0) θ12(0) 0 R1 0
� θ22(0) θ23 θ24 M2

� � θ33 θ34 N2

� � � θ44 0
� � � � −R2

⎤

⎥⎥⎥⎥⎦

where,

θ11(0)=PA(t) + AT (t)P + �3
i=1Qi − R1, θ12(0)=PAd(t),

θ22(0)=−(1 − μ)Q2 + M2 + MT
2 − N1 − NT

1 , θ23=d
−1
lu (−M2 + NT

2 ),
θ24=d

−1
lu (−MT

1 + N1), θ33=d
−1
lu (−NT

2 − N2) − Q3,
θ44=d

−1
lu (MT

1 + M1) − Q1 − R1

Next replace thematrices A(t) and Ad(t)with the uncertainmatrices in (2.17) and the
structure of matrices�A(t) and�Ad(t) are decomposed as DF(t)Ea and DF(t)Ed

respectively. Using Lemma 2.6 for elimination of uncertain matrices and separating
nominal and uncertain matrices the LMIs (2.258) and (2.259) are obtained. This
completes the proof. �

The estimated delay upper bound using the stability condition in Theorem 2.27
for the system described in Numerical Example 2.6 is illustrated in Table2.16.

Remark 2.30 One can observe from the results presented in Table2.16 that, the
proposed bounding inequalities in conjunction with the delay partitioning method
gives less conservative estimate of the delay upper bound compared to the existing
results [47, 49, 50], for different cases of delay lower bounds.



120 2 Stability Analysis of Time-Delay Systems

Table 2.16 du results of Example 2.6 for 0 ≤ μ < 1 for specified dl
Stability methods dl du

For μ = 0.5

Theorem 2.27 0 0.5563

[47] 0.4760

[49] 0.4243

[50] 0.4783

Theorem 2.27 0.1 0.5935

[49] 0.4767

Theorem 2.27 0.2 0.6294

[49] 0.5429

Theorem 2.27 0.3 0.6642

[49] 0.6059

Theorem 2.27 0.4 0.6982

[49] 0.6656

Theorem 2.27 0.5 0.7315

[49] 0.7238

For μ = 0.9

Theorem 2.27 0 0.5563

[47] 0.4760

[50] 0.4783

Theorem 2.27 0.1 0.5935

0.2 0.6294

0.3 0.6642

0.4 0.6982

0.5 0.7315

2.9 Conclusion

This chapter first deals with the review of existing literature on development of
stability analysis of linear time-delay systems using LK functional approach in an
LMI framework. The new stability conditions have been presented by introducing
new LK functional, improved bounding inequalities and free weighting matrices.
Unlike other methods, some useful terms (integral of quadratic form of ẋ(t)) in the
derivative of LK functional are not ignored and their presence is taken into account
by using tighter bounding of the integral term, this in turn, results less conservative
results. The stability conditions for three classes of time-delay systems have been
proposed:

(i) Delay-dependent stability condition for TDS with single time-varying delay
(ii) Delay-dependent stability condition for TDS with two-additive time-varying

delays
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(iii) Delay-range-dependent stability condition for TDS with time-varying delay.

The effectiveness of the proposed stability criteria are successfully verified by
numerical examples. Tables2.3, 2.4, 2.5, 2.6, 2.7, 2.8, 2.9 and 2.10 show that the
proposed delay-dependent stability criteria provide less conservative results for delay
upper bound estimate consistently for different delay derivatives compared to the
existing methods.

The second part of this chapter deals with the robust stability analysis of an
uncertain time-delay systems where the structure of the uncertainty is assumed to
be of norm-bounded type. New and improved robust stability conditions for the
following problems have been obtained by adopting the same procedure as discussed
in the first part of this chapter,

(i) Delay-dependent robust stability condition for TDS with single time-varying
delay

(ii) Delay-range-dependent robust stability condition for TDS with single time-
varying delay

(iii) Delay-range-dependent robust stability condition for TDS with single time-
varying delay using delay partitioning approach.

Tables 2.12, 2.13, 2.14, 2.15 and 2.16 show that the proposed delay-dependent
robust stability methods give less conservative results for delay upper bound estimate
compared to the existing methods.
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Chapter 3
Stabilization of Time-Delay Systems

This chapter deals with the stabilization of a nominal and uncertain time-delay sys-
tems using state feedback control law. Next, Load-Frequency Control (LFC) of an
interconnected power systems with communication delay based on two different con-
trol configurations (i) pure state feedback (one-term control) and (ii) pure state feed-
back as well as delayed state feedback (two-term control) is considered by exploring
the H∞ performance criterion in the design procedure.

Note that, the stabilization condition for time-delay systems is obtained by directly
extending the results of delay-dependent stability (or robust stability) conditions of
TDS. The results of new stabilization conditions are validated by considering the
numerical examples and compared with existing methods.

3.1 Introduction

As discussed in Chap. 2, the stability analysis of time-delay systems has been pro-
posed for developing delay-dependent results in LMI framework based on LK func-
tional approach with a tighter bounding technique. A significant research attention
has been devoted to the delay-dependent studies owing to the fact that, in the delay-
independent stability notion there is no upper limit to the time-delay, so often results
are regarded as conservative. In true sense an unbounded time-delay is not so realistic
to physical or engineering systems. In sequel, the stabilization (or robust stabiliza-
tion) conditions are derived in a delay-dependent framework.

The earlier results on robust stabilization (and/or stabilization) based on delay-
independent as well as on Ricatti equation approach are recalled [1–4] and [5]. Some
of the results on delay-dependent robust stabilization (and/or stabilization) in an LMI
framework can be found in [6–12], and [13], note that the condition derived in [6] is
based on Lyapunov-Razumikhin approach. In [7, 8] and [13], stabilizing conditions
were derived using LK functional approach adopting first model transformation and

© Springer International Publishing AG 2018
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they are expected to give conservative result with or without uncertainties as model
transformation introduces additional dynamics [14] and [15]. The stabilizing condi-
tions obtained in [9, 11, 12] and [10] are all NLMI. In [12], and [9] the non-linear
matrix (NLMI) conditions were solved using cone complementarity linearization
algorithm [16], which is an iterative algorithm, while in [11] and [10] a fixed relax-
ation matrix is introduced to transform NLMI condition to LMI condition. Possibly
it is one of the probable reason for conservativeness in the stabilizing results. The
robust stabilizing (and/or stabilizing) conditions in [14] and [10] have been obtained
for polytopic uncertain systems based on descriptor method.

In this chapter, an improved few significant delay-dependent robust stabilization
(and/or stabilization) conditions for the system (3.1) (and/or (3.6)) in an LMI frame-
work are presented in the form of theorems. The robust stabilization condition of an
uncertain time-delay system (3.1) can be obtained from robust stability conditions by
substituting A = A+ BK , or one can obtain the robust stabilization condition from
the derived stabilization condition depending upon the type of bounding inequalities
to eliminate the uncertain time-varying matrices.

3.2 Problem Statement

Consider an uncertain linear time-delay systems described by the following state
equations

ẋ(t) = [A + �A(t)]x(t) + [Ad + �Ad(t)]x(t − d(t)) + [B + �B(t)]u(t)

(3.1)

x(t) = φ(t), ∀t ∈ [−du, 0], (3.2)

where, x(t) ∈ Rn is the state vector, u(t) ∈ Rm is the control input, and φ(t)
is the initial condition. The matrices A, Ad , B, C and D are known real constant
matrices of appropriate dimensions which describe the nominal system of (3.1),
and �A(t), �Ad(t) and �B(t) are real matrix function representing time-varying
parameter uncertainties. The delay d(t) is time-varying and satisfies following con-
ditions.

0 ≤ d(t) ≤ du, ḋ(t) ≤ μ < 1 (3.3)

The parametric uncertainties are assumed to be norm bounded type of the form:

�A(t) = Da Fa(t) Ea, �Ad(t) = Dd Fd(t) Ed , �B(t) = Db Fb(t) Eb

(3.4)

where, Fa(t) ∈ Rma×pa , Fb(t) ∈ Rmb×pb and Fd(t) ∈ Rmd×pd are unknown real
time-varying matrices with Lebesgue measurable elements satisfying the conditions:
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‖ Fa(t) ‖ ≤ 1, ‖ Fb(t) ‖ ≤ 1, ‖ Fd(t) ‖ ≤ 1, ∀ t (3.5)

and, Da, Dd , Ea, Eb and Ed are known real constant matrices that characterize how
the uncertain parameters in Fa(t), Fb(t) and Fd(t) enter the nominal system and
input matrices.

If the uncertainties �A(t) = 0,�Ad(t) = 0 and �B(t) = 0, then the uncertain
system (3.1) reduces to nominal time-delay system described as,

ẋ(t) = Ax(t) + Adx(t − d(t)) + Bu(t) (3.6)

Stabilization Given a scalar du > 0, find a control law u(t) = Kx(t) for the
system (3.6) such that the closed loop system is asymptotically stable for any time-
delay d(t) satisfying 0 ≤ d(t) ≤ du. This problem is known in the literature as
stabilization problem.

Robust Stabilization [21] Given a scalar du > 0, find a control law u(t) = Kx(t)
for the system (3.1), such that the closed loop system is asymptotically stable for any
time-delay d(t) satisfying 0 ≤ d(t) ≤ du. This problem is known in the literature
as robust stabilization problem.

3.3 Delay-Dependent Stabilization of Nominal TDS

In this section, some existing state feedback stabilization sufficient conditions for
system (3.6) using LK approach are presented in the form of theorems.

Assumption 3.1 The necessary condition for delay-dependent stabilization is that,
(A + Ad , B) is stabilizable.

Theorem 3.1 (Corollary 3.2 [7]) Consider the system (3.6) with a constant delay
d(t) ≡ d, satisfying the condition 0 ≤ d(t) ≤ du, the system is stabilizable with the
control law u(t) = Y X−1x(t), if there exist matrices X = XT > 0,Y and a scalar
β > 0 such that the following LMI holds:

⎡
⎣
Qc + du Ad AT

d du(AX + BY )T du X AT
d

� −duβ 0
� 0 −du(1 − β)

⎤
⎦ < 0 (3.7)

where, Qc = X (A + Ad)
T + (A + Ad)X + BY + Y T BT .

Remark 3.1 The condition has been derived using first model transformation, hence
the transformed system becomes,

ζ̇ (t) = (A + Ad)ζ(t) − Ad

∫ 0

−d
[Aζ(t + θ) + Adζ(t + θ − d)]dθ

ζ(θ) = ψ(θ), ∀ ∈ [−2d, 0]
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where, ζ(t) is the new state variable of the transformed system. Any solution of the
system (3.6) with d(t) = d and u(t) = 0 is also the solution of the above equation [7].
Thus, the LK function is chosen in accordance with the transformed system which
is of the form,

V (ζ, t) = ζ T (t)Pζ(t) + W (ζ, t)

where, W (ζ, t) = ∫ 0
−d{(1 + α−1)

∫ t
t+θ

‖ Aζ(s) ‖2 ds + ∫ t
t+θ−d ‖ Adζ(s) ‖2 ds}dθ

Finding the time-derivative of V (ζ, t), using bounding lemma (Lemma 2.1) for the
cross terms and Schwartz inequality for quadratic integral terms, and finally using
the change of variables (X = P−1 and β = 1

1+α−1 ) in V̇ (ζ, t) one can obtain the
stabilization condition in (3.7) with the use of Schur-complement.

The stability conditions (2.52) and (2.53) discussed in Theorem 2.5 is extended to
obtain the stabilization condition which is presented below in the form of theorem.

Theorem 3.2 ([9]) If there exist L = LT > 0, M, N , R, V and W = WT > 0
such that following LMI holds:

⎡
⎣

(1, 1) −N + Ad L (1, 3)

� −W duL AT
d

� � −du R

⎤
⎦ < 0 (3.8)

[
M N
� LR−1L

]
≥ 0 (3.9)

Then the system (3.6) with the control law u(t) = V L−1x(t) is asymptotically stable
for any constant time-delay 0 ≤ d(t) ≤ du.

Proof Substituting u(t) = Kx(t) in (3.6) gives closed-loop system,

ẋ(t) = Acx(t) + Adx(t − d(t))

where, Ac = A + BK . One can now replace A in (2.52)1(corresponding stabil-
ity condition) with A + BK , then pre- and post-multiplying (2.52) and (2.53) by
diag{P−1, P−1, Z−1} anddiag{P−1, P−1} respectively and finally applying adopt-
ing following change of variables as indicated below,

L = P−1, M = P−1X P−1, N = P−1Y P−1, R = Z−1, W = P−1QP−1, and V = K P−1

one can obtain the stabilization condition in (3.8) and (3.9) with standard algebraic
manipulations.

Remark 3.2 It can be observed that the resulting condition is not an LMI due to
the presence of the term LR−1L in (3.9), hence it is not possible to solve this con-
dition using any standard solver of LMI toolbox of MATLAB for obtaining delay

1refer sub-section 2.3.2, Theorem 2.5.

http://dx.doi.org/10.1007/978-3-319-70149-3_2
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http://dx.doi.org/10.1007/978-3-319-70149-3_2
http://dx.doi.org/10.1007/978-3-319-70149-3_2
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bound du . However, this difficulty can be overcome by substituting R = L in (3.8)
and (3.9) which transforms it to LMI condition, but the estimate of delay bound will
be conservative in this case. To obtain better delay bound estimate cone complemen-
tarity algorithm was introduced in [16] and it is adopted in [9] and [12]. The detailed
discussion on iterative non-linear minimization problem can be found in [9]. In this
theorem the time-delay is assumed to be constant (i.e, d(t) = d in (3.6) which makes
ḋ(t) = μ = 0).

Theorem 3.3 ([10]) The state feedback control law u(t) = Kx(t) asymptotically
stabilizes the system (3.6) for all the delays satisfying the condition (3.3), if there
exist a diagonal matrix ε1 I ∈ Rn×n, such that the following LMIs hold: Q1 =
QT > 0, Q2, Q3, S̄ = S̄T , R̄ = R̄T > 0, Z̄ =

[ ¯Z11 ¯Z12¯ZT
12

¯Z13

]
and Ȳ matrices with

appropriate dimensions, that satisfy the following LMIs,

⎡
⎢⎢⎢⎢⎣

(1, 1) (1, 2) 0 Q1 duQT
2

� (2, 2) Ad(In − ε1)S̄ 0 duQT
3

0 � −(1 − μ)S̄ 0 0
� 0 0 −S̄ 0
� � 0 0 −R̄

⎤
⎥⎥⎥⎥⎦

< 0 (3.10)

⎡
⎣
R̄ 0 R̄ε1AT

d
0 ¯Z11 ¯Z12

� � ¯Z13

⎤
⎦ < 0 (3.11)

where, (1, 1) = Q2 + QT
2 + du Z11,

(1, 2) = Q3 − QT
2 + Q1AT + ε1AT

d + du Z12 + Ȳ T BT ,
(2, 2) = −Q3 − QT

3 + du Z13.

Proof The condition stated above is obtained by extending the stability theorem
in [10], here a brief sketch of the formulation is presented as a part proof, the details
can be found in [10].

Consider the system (3.6) with u(t) = 0 satisfying the condition (3.3). The system
in descriptor form by substituting x(t − d(t)) = x(t)− ∫ t

t−d(t) ẋ(s)ds can be written
as,

ẋ(t) = y(t)

0 = −y(t) + (A + Ad)x(t) − Ad

∫ t

t−d(t)
y(s)ds (3.12)

this can also be expressed as

E ˙̄x(t) =
[
ẋ(t)

0

]

=
[

0 I
(A + Ad) −I

]
x̄(t) −

[
0
Ad

] ∫ t

t−d(t)
y(s)ds (3.13)
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where, x̄(t) = [
xT (t) yT (t)

]T
, E = diag{I, 0}.

Following LK functional is selected for the descriptor system in (3.13),

V (t) = x̄(t)EPx̄(t) +
∫ 0

−du

∫ t

t+θ

yT (s)Ry(s)ds +
∫ t

t−d(t)
xT (s)Sx(s)ds (3.14)

where, P =
[
P1 0
P2 P3

]
, P1 > 0, EP = PT E ≥ 0

Finding the time-derivative of (3.14), one can obtain the following

V̇ (t) = x̄(t){PT

[
0 I

(A + Ad) −I

]
+

[
0 (A + Ad)

T

I −I

]
P}x̄(t)

−2x̄(t)PT

[
0
Ad

] ∫ t

t−d(t)
y(s)ds + du y

T (t)Ry(t)

+xT (t)Sx(t) − (1 − μ)xT (t − d(t))Sx(t − d(t))

−
∫ T

t−d(t)
yT (s)Ry(s)ds (3.15)

Using bounding Lemma 2.3 (Moon’s Bounding Lemma) for the cross term in (3.15),
one can rewrite (3.15) as

V̇ (t) ≤ x̄(t)

{
PT

[
0 I

(A + Ad ) −I

]
+

[
0 (A + Ad )T

I −I

]
P + du Z +

[
S 0
0 du R

]}
x̄(t)

−(1 − μ)xT (t − d(t))Sx(t − d(t)) + 2
∫ t

t−d(t)
yT (s)ds

{
Y −

[
0
Ad

]T
P

}
x̄(t)

(3.16)

To treat the last term of (3.16), substitute
∫ t
t−d(t) ẋ(s)

T ds = {xT (t)− xT (t − d(t))},
applying the bounding Lemma 2.1 and with little algebraic manipulations one can
obtain

2
∫ t

t−d(t)
yT (s)ds

{
Y −

[
0
Ad

]T
P

}
x̄(t) ≤ x̄ T (t)

{
ϒ + {PT

[
0
Ad

]
− Y T }

×[(1 − μ)S]−1{PT
[

0
Ad

]
− Y T }T

}
x̄(t)

+ (1 − μ)xT (t − d(t))Sx(t − d(t))

where, ϒ =
[
Y
0

]
+

[
Y
0

]T

+
[−AT

d P2 + PT
2 Ad −AT

d P3

� 0

]
.

Substituting the RHS of the above inequality in the last term of (3.16) one can obtain
the following:

http://dx.doi.org/10.1007/978-3-319-70149-3_2
http://dx.doi.org/10.1007/978-3-319-70149-3_2
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V̇ (t) ≤ x̄(t)

⎡
⎣� PT

[
0
Ad

]
− Y T

� −(1 − μ)S

⎤
⎦ x̄(t) (3.17)

where, � = PT

[
0 I
A −I

]
+

[
0 AT

I −I

]
P + du Z +

[
S 0
0 du R

]
+

[
Y
0

]
+

[
Y
0

]T

,

Z =
[
Z11 Z12

� Z13

]
, and Y = [

Y11 Y12
]
.

If the LMIs,

⎡
⎣� PT

[
0
Ad

]
− Y T

� −(1 − μ)S

⎤
⎦ < 0 and (3.18)

[
R Y
� Z

]
≥ 0 (3.19)

then the system (3.6) with u(t) = 0 is asymptotically stable. The LMI (3.18) is due to
the use of Moons bounding inequality lemma 2.3 for replacing the quadratic integral
term that arises out of derivative of LK functional. Now, replacing the matrix A by
A + BK in the LMI (3.18).

Defining P−1 = Q =
[
Q1 0
Q2 Q3

]
and pre- and post multiply (3.18) by � =

diag{Q, I } and �T respectively, pre- and post multiply (3.19) by diag{R−1, QT }
and diag{R−1, Q} respectively. Choosing following linear changes in variables
QT ZQ = Z̄ , S−1 = S̄, R−1 = R̄ and Ȳ = ε1AT

d [P̄2, P̄3] with ε1 I a block
diagonal matrix. Now, it is now straight forward to obtain the LMI condition in
(3.10) and (3.11), which are the required stabilizing condition for the time-delay
systems (3.6). The state feedback gain is computed by the relation K = Ȳ Q−1

1 .

Remark 3.3 The selection of Ȳ matrix in the stabilization formulation helps to avoid
the NLMI stabilization condition. The stabilization results presented in [12] reveal
the fact that, descriptor system formulation of the problem in this case helped to
obtain better results than that of [9].

The stability condition (2.94)–(2.95) discussed in Theorem 2.12 (for system σ2)
is extended to obtain the stabilization condition which is presented in the form of
theorem below.

Theorem 3.4 (Theorem 2, [12]) Given the scalars du > 0, μ > 0, the system (3.6)
is asymptotically stabilizable with the state-feedback controller, u(t) = Y X−1x(t)
for any time-delay satisfying the condition (3.3) if there exist symmetric positive
matrices P̄, Q̄, R̄, T̄ , Z̄ and matrices Si , (i = 1, ..., 4), Y with appropriate
dimensions satisfying the following, LMI conditions:

P̄ =
[
X P̄12

� P̄22

]
, wi th X > 0 and Q̄ =

[
Q̄11 Q̄12

� Q̄22

]
≥ 0 (3.20)

http://dx.doi.org/10.1007/978-3-319-70149-3_2
http://dx.doi.org/10.1007/978-3-319-70149-3_2
http://dx.doi.org/10.1007/978-3-319-70149-3_2
http://dx.doi.org/10.1007/978-3-319-70149-3_2
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and,

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

�̄11 �̄12 S̄3 �̄14 du Q̄11 du Q̄12 �̄17 0 μP̄12

� �̄22 −S̄3 �̄24 0 0 X AT
d 0 0

� � −Q̄11 �̄34 0 0 0 P̄T
12 μP̄22

� � � �̄44 0 0 0 0 0
� � � � −Q̄11 −Q̄12 0 du Q̄12 0
� � � � � −Q̄22 0 du Q̄22 0
� � � � � � −Z 0 0
� � � � � � � −X Z−1X 0
� � � � � � � � −μT̄

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

< 0 (3.21)

where, �̄11 = X AT + AX + Y T BT + BY + R̄ + S̄T1 + S̄1, �̄12 = Ad X − S̄T1 + S̄2

�̄14 = P̄12 − S̄T1 + S̄4, �̄17 = X AT + Y T BT , �̄22 = −(1 − μ)R̄ + μT̄ − S̄2 − S̄2

�̄24 = −S̄T2 − S̄4, �̄34 = P̄22 − Q̄12 − S̄T3 �̄44 = −Q̄22 − S̄T4 − S̄4

Proof The stabilization condition (3.21) has been obtained by extending the stability
condition (2.95) stated in Theorem 2.12 of Chap. 2. A brief illustration is given as
a part of proof for this theorem. Starting with the stability condition (2.95) one can
first apply Schur-complement to obtain

� =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

�11 �12 �13 �14 �15 �16 μP12

� �22 �23 �24 �25 �26 0
� � −Q11 �34 0 0 μP22

� � � �44 0 0 0
� � � � −Q11 −Q12 0
� � � � � −Q22 0
� � � � � � −μT

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦

< 0 (3.22)

where, �11 = AT P11 + P11A + R + S1 + ST1 ; �12 = P11Ad − ST1 + S2; �13

= AT P12 + S3

�14 = P12 − ST1 + S4; �15 = du(Q11 + AT QT
12); �16 = du(Q12 + AT Q22);

�22 = −(1 − μ)R + μT − ST2 − S2; �23 = AT
d P12 − S3; �24 = −ST2 − S4;

�25 = du AT
d Q

T
12; �26 = du AT

d Q22; �34 = P22 − Q12 − ST3 ; and
�44 = −Q22 − ST4 − S4

Now, Pre- and post-multiplying (3.22) with diag{X, X, X, X, X, X, X}, where
X = P−1

11 and denoting X (.)X = ¯(.), (where (.) indicates any matrix variable) one
can get,

�̄ = �̄0 + �T
1 X

−1�2 + �T
2 X

−1�1 < 0 (3.23)

Using Lemma 2.1 for any positive definite matrix Z , the last two terms of (3.23) can
be bounded with inequality constraints as

http://dx.doi.org/10.1007/978-3-319-70149-3_2
http://dx.doi.org/10.1007/978-3-319-70149-3_2
http://dx.doi.org/10.1007/978-3-319-70149-3_2
http://dx.doi.org/10.1007/978-3-319-70149-3_2
http://dx.doi.org/10.1007/978-3-319-70149-3_2
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�T
1 X

−1�2 + �T
2 X

−1�1 ≤ �T
1 Z

−1�1 + �T
2 (X Z−1X)−1�2 (3.24)

where, �1 = [AX, Ad X, 0, 0, 0, 0, 0], �2 = [0, 0, P̄12, 0, du Q̄T
12, du Q̄22, 0],

and

�̄0 =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

�̄11 �̄12 S̄3 �̄14 du Q̄11 du Q̄11 μP̄12

� �̄22 −S̄3 �̄24 0 0 0
� � −Q̄11 �̄34 0 0 μP̄22

� � � �̄44 0 0 0
� � � � −Q̄11 −Q̄12 0
� � � � � −Q̄22 0
� � � � � � −μT̄

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦

< 0

The block matrices in �̄0 are expressed as

�̄11 = X AT + AX + R̄ + S̄1 + S̄T1 ; �̄12 = Ad X − S̄T1 + S̄2; �̄14 = P̄12 − S̄T1 + S̄4;
�̄22 = −(1 − μ)R̄ + μT̄ − S̄T2 − S̄2;
�̄24 = −S̄T2 − S̄4; �̄34 = P̄22 − Q̄12 − S̄T3 ; and �44 = −Q̄22 − S̄T4 − S̄4

Substituting (3.24) into (3.23) and replacing A with (A + BK ) and then applying
Schur-complement one can easily obtain the stabilizing condition (3.21).

Remark 3.4 One can observe in the condition (3.21) that, the (8, 8) block (X Z−1X )
is nonlinear, so standard LMI tools cannot be used to solve this matrix inequalities.
Thus cone complementarity algorithm proposed in [16] is used to find the feasible
solution of this problem. This linearization iterative algorithm gives suboptimal value
of the delay upper bound estimate.

The stability conditions (for system σ2 with the condition (2.7)) obtained in (2.85)
discussed in Theorem 2.11 is extended to obtain the stabilization condition that is
presented below in the form of theorem. This stabilization theorem is formulated by
the present author in NLMI framework for the purpose of investigating the effect of
more free weighting matrices on the convergence of cone-complementarity problem
with the use of same number of bounding inequalities.

Theorem 3.5 Given the scalars du > 0, μ > 0, the system (3.6) is asymp-
totically stabilizable with the state-feedback controller, u(t) = SY−1x(t) for any
time-delay satisfying the condition (3.3), if there exist symmetric positive definite
matrices Y, X, QR, any free matrices TR, TS and S with appropriate dimensions
satisfying the following, LMI conditions:

� =

⎡
⎢⎢⎣

�11 �12 �13 TR

� �22 duY AT
d TS

� � −du X 0
� � � −d−1

u Y X−1Y

⎤
⎥⎥⎦ < 0 (3.25)

http://dx.doi.org/10.1007/978-3-319-70149-3_2
http://dx.doi.org/10.1007/978-3-319-70149-3_2
http://dx.doi.org/10.1007/978-3-319-70149-3_2
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where, �11 = Y AT + AY + BS+ ST BT + TR + T T
R + QR , �12 = AdY − TR + T T

S ,
�13 = du(Y AT + ST BT ), �22 = −TS − T T

S − (1 − μ)QR .

Proof Considering the stability condition (2.85) of Theorem 2.11, using Schur-
complement on it one can write the condition as

� =

⎡
⎢⎢⎣

�11 �12 �13 T1

� �22 du AT
d Q2 T2

� � −duQ2 0
� � � −d−1

u Q2

⎤
⎥⎥⎦ < 0 (3.26)

where, �11 = AT P + PA + T1 + T T
1 + Q1, �12 = PAd − T1 + T T

2 ,
�13 = du AT Q2, �22 = −T2 − T T

2 − (1 − μ)Q1.
Using state-feedback control law u(t) = Kx(t) to the system (3.6) and replace

A matrix by (A + BK ) matrix in (3.26), yields the condition

� =

⎡
⎢⎢⎣

�11 �12 �13 T1

� �22 du AT
d Q2 T2

� � −duQ2 0
� � � −d−1

u Q2

⎤
⎥⎥⎦ < 0 (3.27)

where, �11 = AT P+PA+T1+T T
1 +Q1+PBK+KT BT P , �12 = PAd−T1+T T

2 ,
�13 = du AT Q2 + duK T BT Q2, �22 = −T2 − T T

2 − (1 − μ)Q1.
Pre- and post-multiplying (3.27) by diag{P−1, P−1, Q−1

2 , P−1}, and adopting
following changes in variables,

P−1 = Y, Q−1
2 = X, K P−1 = KY = S, P−1T1P−1 = TR, P−1T2P−1 = TS,

and P−1Q1P−1 = QR , where Y = Y T > 0 and X = XT > 0, and substituting
this change of variables in (3.27) one obtains the LMI condition in (3.25).

Remark 3.5 One can observe in the condition (3.25) that the (4,4) block is not linear
in matrix variable, rather it is a nonlinear, hence the obtained condition is not an LMI
and the standard routine of LMI Toolbox of MAT LAB� [17] cannot be used to
obtain the feasible solution set.

For obtaining feasible solution, one can easily transform this NLMI condition into
an LMI by assuming X = Y , but the stabilizing results will tend to be conservative [9].
An iterative cone-complementarity algorithm in [16] has been used to solve this
NLMI problem which can yield less conservative stabilizing results compared to
that of the former assumption (X = Y ), but the estimate of delay upper bound and
the state feedback gains obtained are suboptimal.

The iterative cone-complementarity for solving the NLMI condition (3.25) is
illustrated in brief below:

Let us fix,

− Y X−1Y ≤ −L . (3.28)

http://dx.doi.org/10.1007/978-3-319-70149-3_2
http://dx.doi.org/10.1007/978-3-319-70149-3_2
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Substituting (3.28) in (3.25), one can write

� =

⎡
⎢⎢⎣

�11 �12 �13 TR

� �22 duY AT
d TS

� � −du X 0
� � � −duL

⎤
⎥⎥⎦ < 0. (3.29)

Using Schur-complement to (3.28), one can rewrite

[
L−1 Y−1

Y−1 X−1

]
≥ 0 (3.30)

Now defining, D = L−1, J = Y−1, N = X−1, one can rewrite (3.30) as

[
D J
J N

]
≥ 0 (3.31)

Again, one can have the following valid identities valid, DL = I, JY =
I, N X = I . Thus, in view of the identities defined, one can write it in the form of
matrix inequalities as,

[
L I
� D

]
≥ 0,

[
Y I
� J

]
≥ 0, and

[
X I
� N

]
≥ 0, (3.32)

Now, one can solve (3.25) as a linear minimization problem as:

Minimize Trace (LD + Y J + XN )

subject to. (3.29), (3.31), and (3.32)

This routine is iteratively implemented by incrementing the value of the delay
bound du in small steps and checking the feasible solution of (3.28) at each step, the
algorithm stops at a value of du where the condition (3.28) is not satisfied.

For convenience of the discussion of the main results of this chapter, some pre-
liminaries including few definitions, basic theorems on stabilization of time-delay
systems which are related to the main results are presented in previous sections.

3.4 Main Results on Delay-Dependent Stabilization of
Nominal TDS

The stabilization condition is obtained by directly extending the stability condition
(2.130)–(2.134) discussed in Theorem 2.18.

http://dx.doi.org/10.1007/978-3-319-70149-3_2
http://dx.doi.org/10.1007/978-3-319-70149-3_2
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Theorem 3.6 Given a scalar 0 ≤ d(t) ≤ du (where du > 0), the system (3.6)
for 0 < μ < 1 is asymptotically stabilizable with the state-feedback controller,
u(t) = Kx(t) (K = Y Z−1) for any time-delay satisfying the condition (3.3), if
there exist symmetric positive definite matrices P̄, Q̄, R̄, T̄ , and any free matrices
M̄i , L̄ i (i = 1, 2, 3) and Z with appropriate dimensions such that the following
LMIs hold:

P̄ =
[
P̄11 P̄12

� P̄22

]
> 0,

[
Q̄11 0
0 Q̄22

]
> 0

(3.33)

⎡
⎣

�̄ μP̄ du M̄
� −μT̄ 0
� 0 −Q̄22

⎤
⎦ < 0 (3.34)

and,

⎡
⎣

�̄ μP̄ du L̄
� −μT̄ 0
� 0 −Q̄22

⎤
⎦ < 0 (3.35)

where,

�̄ =

⎡
⎢⎢⎢⎢⎢⎢⎣

�̄11 �̄12 �̄13 �̄14 0 �̄16

� �̄22 �̄23 �̄24 0 �̄26

� � �̄33 0 0 0
� � 0 −Q11 0 P̄T

12
0 0 0 0 −Q11 0
� � 0 � 0 �̄66

⎤
⎥⎥⎥⎥⎥⎥⎦

where, �̄11 =d2
u Q̄11 + AZ + ZT AT + BY + Y T BT + P̄12 + P̄T

12 + R̄1 + R̄2 + du(L̄1 + L̄T
1 )

�̄12 = Ad Z − P̄12 + du(−L̄1 + L̄T
2 + M̄1)

�̄13 = du(L̄T
3 − M̄1), �̄14 = P̄22, �̄16 = P̄11 − Z + αZT AT + αY T BT

�̄22 = −(1 − μ)R̄1 + μT̄ + du(−L̄2 − L̄T
2 + M̄2 + M̄T

2 )

�̄23 = du(−M̄2 + M̄T
3 − L̄T

3 ), �̄24 = −P̄22, �̄26 = αZT AT
d

�̄33 = du(−M̄3 − M̄T
3 ) − R̄2, �̄66 = −α(Z + ZT ) + d2

u Q̄22

and Y = K Z

Proof This is an extension of the stability conditions derived in Theorem 2.18.
Replacing matrix A by Ac = A + BK in the matrix � (see (2.134)) and set the
free variables G1 = G and G2 = αG. In 2.157 the (6,6) block contains −G2 − GT

2
which indicates that for negativity of that block the matrix G2 must be positive defi-
nite, thus in this view for guaranteing the negativity of the LMI here, matrixG2 = αG

http://dx.doi.org/10.1007/978-3-319-70149-3_2
http://dx.doi.org/10.1007/978-3-319-70149-3_2
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must also be positive definite which in turns will guarantee the term −α(G + GT )

as negative definite.
Now pre-multiply the matrix� in (2.134) bydiag[G−T , G−T , G−T , G−T , G−T ,

G−T ] and post-multiply by diag[G−1, G−1, G−1, G−1, G−1, G−1] and subse-

quently pre-multiply

[
P11 P12

� P22

]
and

[
Q11 0
0 Q22

]
by diag[G−T , G−T ] and post-

multiply the same matrices by diag[G−1, G−1] one can obtain the LMIs in (3.33)–
(3.35) with the following changes in variables G−1 = Z ,G−1(.)G−1 = ¯(.) and
K Z = Y .

Note that, the stabilizing conditions obtained here are convex combination of LMI
conditions.

To obtain a realizable solution of gain matrix K for a particular delay bound, one
needs to impose constraint on Y and Z matrices that limit the size of the gain matrix
K , and it is expressed as

K = Y Z−1 (3.36)

Imposing constraint on matrix Y in the following form

Y T Y < δ I, δ > 0 (3.37)

or,

[−δ I Y T

Y −I

]
< 0 (3.38)

Similarly imposing constraint on matrix Z−1 in the following form

Z−1 < β I, β > 0 (3.39)

or,

[
β I I
I Z

]
> 0 (3.40)

To find the optimal value of the gain K for a particular delay upper bound du and
α, following minimization problem is considered,

Minimize δ + β

subject to (3.33)–(3.35), (3.38), (3.40), P11 = P11 > 0, Ri > 0, T > 0.

Next the stabilization condition for μ = 0 is obtained from the conditions (3.33)–
(3.35) by substituting μ = 0. The stabilization condition is presented below in the
form of corollary.

http://dx.doi.org/10.1007/978-3-319-70149-3_2
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Fig. 3.1 Numerical implementation of Minimization Problem

Numerical Implementation of the Algorithm: The above minimization algorithm
is solved using the ‘mincx’ solver of the LMI toolbox of MAT LAB� along with
‘fminsearch’ routine to tune the value of parameter α for a particular delay value.
The numerical implementation of the algorithm is presented in the form of flow chart
as shown in Fig. 3.1.

Corollary 3.1 Given du > 0, the system (3.6) for μ = 0 is asymptotically sta-
bilizable with the state-feedback controller, u(t) = Kx(t) (K = Y Z−1) for any
time-delay satisfying the condition (3.3), if there exist symmetric positive definite
matrices P̄, Q̄, R̄, and any free matrices M̄i , L̄ i (i = 1, 2, 3) and Z with appro-
priate dimensions satisfying the following LMI constraints:

P̄ =
[
P̄11 P̄12

� P̄22

]
> 0,

[
Q̄11 0
0 Q̄22

]
> 0 (3.41)

[
�̄ du M̄
� −Q̄22

]
< 0 (3.42)

and,

[
�̄ du L̄
� −Q̄22

]
< 0 (3.43)
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Table 3.1 du and K for Example 3.1 for μ = 0 using LMI framework

Methods du K matri x Remarks

[6] 0.9999 [−0.10452, 749058] –

[18] 1.28 [0, −1209100] –

[10] 1.51 [−293.0350, 1] –

[19] 3.35 [−6.0276, −11.03223] –

[20] 7 [−86.92, −98.21] –

Cor 3.1 7 [−47.6658, −54.6150] α = 4.5203

8 [−75.3591, −83.9332] α = 4.6481

21 103× [−1.8832, −1.9405] α = 11.0893

where, the elements of �̄ matrix is same as defined in the Theorem 3.6.
The proof of this corollary is straight forward and can be obtained from Theo-

rem 3.6 by substituting μ = 0. The solution of the state feedback gain matrix is
obtained in a similar manner using optimization algorithm presented in Theorem 3.6
subject to the constraints (3.41)–(3.43).

Numerical Example 3.1 ([12]) Consider the system (3.6) with the following con-
stant matrices

A =
[

0 0
0 1

]
, Ad =

[−1 −1
0 −0.9

]
, and B =

[
0
1

]

The eigenvalues of the matrix [A + Ad ] is not Hurwitz and hence the open-loop
system is unstable. The proposed stabilization result is compared with the existing
LMI based methods and presented in Table 3.1.

Remark 3.6 As pointed out above that the open-loop system considered in Numerical
Example 3.1 is unstable, but the eigenvalues of closed-loop system (A+BK matrix) is
found to be stable, on the other hand the eigenvalues of (A+BK −Ad ) is not Hurwitz
thus indicating that the closed-loop system is not delay-independently stable [12].

Remark 3.7 For a particular delay value du = 7secs the parameter α is tuned using
‘fminsearch’ to find the optimal value of the gain K as presented in the flowchart
(Fig. 3.1). The variation of parameter α with respect to the control energy (represented
as ‖ K ‖2) is shown in the Fig. 3.2.

Remark 3.8 The controller gain K and the delay upper bound du for the system
described in Example 3.1 using the proposed Corollary 3.1 are presented in Table 3.1.
The effectiveness of the designed state feedback controller is obvious from the values
of du and K compared to the existing methods.
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Table 3.2 du and K for Example 3.1 for μ = 0 using NLMI framework

Methods du K matri x Iterations Decision variables

1.51 [−0.7851, −2.0379] 6

3.0 [−2.7835, −5.0543] 12

[12] 5.0 [−8.5157, −11.9412] 25 9 × n2 + (3 + m) × n

8.0 [−65.4058, −76.7778] 111

1.5 [−0.5382, −1.7503] 9

Theorem 3.5 3.0 [−3.3027, −7.2005] 61 3.5 × n2+(1.5+m)×n

3.5 [−7.3494, −13.5122] 189

n=order of the system, m=no. of inputs

Remark 3.9 Comparison of stabilizing results (du and K ) for Example 3.1 is pre-
sented in Table 3.2. One can observe that the number of decision variables used
in [12] is more than that of Theorem 3.5, more decision variables indicates use of
more free matrices in establishing the stability condition. But, both the methods uses
same number of bounding inequalities for obtaining the LMI condition. In view of
the above reasons, probably the stabilizing condition in [12] acquired enhanced delay
upper bound with sizeable iterations compared to Theorem 3.5. It must be noted here
that, the scope of improvement of Theorem 3.5 is still open in terms of enhancing
the delay bound by introducing more free matrices and its associated state vectors.

Another significant reason for better stabilizing result for μ = 0 in [12] is due to
the use of a matrix variable Q12 (expressing relationship between the state vectors
x(s) and ẋ(s)). This parameter is not used in our stability formulation. The reason
for not using this variable is that it can enhance the result of delay bound only for
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the case μ = 0 but for other μ values it fails to improve the results and subsequently
incorporates more number of decision variables in the formulation.

The simulation results of the system in Numerical Example 3.1 for constant delay
(i.e, μ = 0), considering du = 8.0 secs. with and without controller are presented in
Fig. 3.3 and Fig. 3.4 respectively. It may be observed that the open-loop time-delay
system response is unstable whereas the closed-loop system response with the state
feedback gain K = [−75.3591, − 83.9332] and du = 8secs stabilizes the unstable
system.
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3.5 Delay-Dependent Robust Stabilization of an Uncertain
TDS

In this section, the robust stabilization problem for uncertain time-delay system
described in (3.1)–(3.2) is considered using state feedback control law (i.e, u(t) =
Kx(t)). The structure of the uncertainty is described in (3.4)–(3.5) and satisfying the
delay and its derivative conditions are mentioned in (3.3). The robust stabilization
conditions for the systems in (3.1)–(3.2) with norm bounded uncertainties can be
found in the literatures [6–10, 12, 21] and [19], whereas the conditions derived for
polytopic uncertainties can be found in [11, 14, 18, 22].

Next, two existing robust stabilization algorithms for an uncertain system in (3.1)
are presented in the form of the theorem, which are significant for developing an
improved stabilization conditions.

The delay-dependent robust stabilization theorem presented below is obtained
from the robust stability conditions (2.211)–(2.212) discussed in Theorem 2.21 under
state feedback control law.

Theorem 3.7 ([9]) If there exist matrices L > 0, M, N , R, V, W > 0 and
positive scalars ε1, ε2, ...., ε6 such that,

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

Y11 −N + Ad L Y13 LET
a + V T ET

b Y15 0 0
� −W duL AT

d 0 0 LET
d du LET

d
� � Y33 0 0 0 0
� 0 0 −ε1 −ε3 0 0
� 0 0 −ε3 −ε2 0 0
0 � 0 0 0 −ε4 −ε6

0 � 0 0 0 −ε6 −ε5

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦

< 0 (3.44)

[
M N
� LR−1L

]
≥ 0 (3.45)

where, Y11 = LAT + AL + BV + V T BT + duM + N + NT + W + ε1DaDT
a + ε4Dd D

T
d

Y13 = du(L AT + V T BT ) + ε3DaDT
a + ε6Dd D

T
d

Y15 = du(LET
a + V T ET

b ); Y33 = −du R + ε2DaDT
a + ε5Dd D

T
d

then the system in (3.1)–(3.2) with the control law u(t) = V L−1x(t) is asymptot-
ically stable for any constant time-delay d satisfying the condition 0 ≤ d ≤ du and
all admissible uncertainties defined in (3.4)–(3.5).

Remark 3.10 The proof of this theorem is straightforward as it is an extension of
the robust stability condition stated in Theorem 2.21 and hence omitted. The derived
condition is a NLMI, it is solved using iterative cone-complementarity algorithm as
discussed in [9]. The nature of time-delay is assumed to be constant.

http://dx.doi.org/10.1007/978-3-319-70149-3_2
http://dx.doi.org/10.1007/978-3-319-70149-3_2
http://dx.doi.org/10.1007/978-3-319-70149-3_2
http://dx.doi.org/10.1007/978-3-319-70149-3_2
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The delay-dependent robust stability condition (2.219)–(2.221) discussed in Theo-
rem 2.23 has been extended for solution of robust stabilization problem using state
feedback control law and is presented below in the form of theorem.

Theorem 3.8 ([12]) Given the scalars du > 0, μ > 0 , system (3.1)–(3.2) is
robustly asymptotically stabilizable with the memoryless state-feedback controller,
u(t) = Y X−1x(t) for any time-delay satisfying (3.3) and for the admissible uncer-
tainties (3.4) satisfying (3.5) if there exist symmetric positive definite matrices
P̄, Q̄, R̄, T̄ , Z̄ matrices S̄i , (i = 1, 2, ..., 4), Y and scalars ε

′
i s(i = 1, .., 4)

satisfying the following LMIs:

P̄ =
[
X P̄12

� P̄22

]
≥ 0, wi th X = XT > 0, P̄12 = P̄T

12,

[
Q̄11 Q̄12

� Q̄22

]
≥ 0

(3.46)

0 >

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

�̄11 �̄12 S̄3 �̄14 du Q̄11 du Q̄12 �̄17 0 XET
a

� �̄22 S̄3 �̄24 0 0 X AT
d 0 0

� � −Q̄11 �̄34 0 0 0 P̄12 0
� � � �̄44 0 0 0 0 0
� � � � −Q̄11 −Q̄12 0 du Q̄12 0
� � � � � −Q̄22 0 u Q̄22 0
� � � � � � �̄77 0 0
� � � � � � � −X Z−1X 0
� � � � � � � � −ε1

� � � � � � � � �

� � � � � � � � �

� � � � � � � � �

0 Y T ET
b μP̄12

XET
d 0 0

0 0 μP̄22

0 0 0
0 0 0
0 0 0
0 0 0
0 0 0
0 0 0

−ε2 0 0
� ε3 0
� � −μT̄

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(3.47)

where, �̄11 = X AT + AX + Y T BT + BY + R̄ + S̄T1 + S̄1 + �

�̄12 = Ad X − ST1 + S̄T2 ; �̄14 = P̄12 − S̄T1 + S̄4; �̄17 = X AT + Y T BT + �

�̄22 = −(1 −μ)R̄+μT̄ − ST2 − S̄2; �̄24 = −S̄T2 − S̄4; �̄34 = P̄22 − Q̄12 − ST3

http://dx.doi.org/10.1007/978-3-319-70149-3_2
http://dx.doi.org/10.1007/978-3-319-70149-3_2
http://dx.doi.org/10.1007/978-3-319-70149-3_2
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�̄44 = −Q̄22 − ST4 − S̄4; �̄77 = −Z̄ +�; � = ε1DaDT
a +ε2DdDT

d +ε3DbDT
b

Proof Replacing A, Ad and B with A(t), Ad(t) and B(t) as defined in (3.4) respec-
tively in the stabilization condition (3.21) of (Theorem 3.4) and then decomposing
the resulting matrix inequality into nominal and uncertain parts which will take the
form:

�̄nom + �̄T
unc + �̄unc < 0 (3.48)

where, �̄unc = D3Fa(t)E3 + D4Fd(t)E4 + D5Fb(t)E5

D3 = [DT
a 0 0 0 0 0 DT

a 0 0]T , D4 = [DT
d 0 0 0 0 0 DT

d 0 0]T ,
D5 = [DT

b 0 0 0 0 0 DT
b 0 0]T , E3 = [EaX 0 0 0 0 0 DT

a 0 0],
E4 = [0 Ed X 0 0 0 0 DT

a 0 0], E5 = [EbY 0 0 0 0 0 DT
a 0 0].

Using Lemma 2.6 on the last two terms of (3.48) and then using Schur-complement
one can get (3.47).

Remark 3.11 If uncertainties are described as Da = Dd = D and Fa(t) = Fd(t) =
F(t) and �B(t) = 0, then the robust stabilizability condition is reduced to following
corollary.

Corollary 3.2 Given the scalars du > 0, μ > 0 ε > 0, system (3.1)–(3.2) is
robustly asymptotically stabilizable with the memoryless state-feedback controller,
u(t) = Y X−1x(t) for any time-delay satisfying (3.3) and for the admissible uncer-
tainties defined above (in Remark 3.11) if there exist symmetric positive definite
matrices P̄, Q̄, R̄, T̄ , Z̄ and any matrices S̄i , (i = 1, 2, ..., 4), Y such that the
condition (3.46) as well as the LMI holds:

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

(1, 1) �̄12 S̄3 �̄14 du Q̄11 du Q̄12 (1, 7) 0 XET
a μP̄12

� �̄22 S̄3 �̄24 0 0 X AT
d 0 XET

d 0
� � −Q̄11 �̄34 0 0 0 P̄12 0 μP̄22

� � � �̄44 0 0 0 0 0 0
� � � � −Q̄11 −Q̄12 0 du Q̄12 0 0
� � � � � −Q̄22 0 du Q̄22 0 0
� � � � � � (7, 7) 0 0 0
� � � � � � � −X Z−1X 0 0
� � � � � � � � −ε 0
� � � � � � � � � −μT̄

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

< 0

(3.49)

where, (1, 1) = �̄11|�=0 + εDDT , (1, 7) = �̄17|�=0 + εDDT , (7, 7) = −Z +
εDDT .

Note: Delay-dependent robust stabilization condition for μ = 0 can be obtained
from corollary 3.2 by substituting the value of μ = 0 and T = 0 in (3.49).

http://dx.doi.org/10.1007/978-3-319-70149-3_2
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For better understanding of the main results of this chapter, some basic theorems
on robust stabilization of time-delay systems relevant to the main results are presented
in preceding section.

3.6 Main Results on Delay-dependent Robust Stabilization
of an Uncertain TDS

In this section, two different robust stabilization conditions for an uncertain TDS
(3.1)are derived (i) in a nonlinear matrix inequality (NLMI) framework and (ii) in
a linear matrix inequality (LMI) framework, which are presented in the form of
theorems below. The effectiveness of the proposed stabilization criteria is validated
by comparing the results with existing methods.

Theorem 3.9 ([23]) System (3.1) with the state feedback control law u(t) = Kx(t)
is stabilizable if there exist symmetric positive-definite matrices Y, X, Qr and any
free matrices Tr , Ts and S, positive scalars ε1, ε2, ε3 and du, such that the following
LMI conditions holds:

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

M11 M12 M13 Tr Y ET
a 0 ST ET

b
� M22 M23 Ts 0 Y ET

d 0
� � M33 0 0 0 0
� � � −duY X−1Y 0 0 0
� � � � −ε1 I 0 0
� � � � � −ε2 I 0
� � � � � � −ε3 I

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦

< 0 (3.50)

where, M11 = Y AT + AY + BS + ST BT + Tr + T T
r + Qr + �; M12 = AdY + T T

s − Tr
M13 = duY AT + du ST BT + du�; M22 = −Ts − T T

s − (1 − μ)Qr ; M23 = duY AT
d

M33 = −du X + d2
u�; � = ε1DaDT

a + ε2DdDT
d + ε3DbDT

b

Proof Consider an uncertain time-delay system (3.1) satisfying the delay and its
derivative conditions (3.3), to prove the above robust stabilizability condition we
consider following LK functional candidate is considered.

V (t) = V1 + V2 + V3 (3.51)

V1(t) = xT (t)Px(t), P = PT > 0 (3.52)

V2(t) =
∫ t

t−d(t)
xT (s)Q1x(s)d, Q1 = QT

1 > 0 (3.53)

V3(t) =
∫ 0

−du

∫ 0

β

ẋ(t + α)Q2 ẋ(t + α)dαdβ, Q2 = QT
2 > 0 (3.54)
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Finding the time-derivative of (3.53) and substituting the value of ẋ(t) from (3.1)
with u(t) = Kx(t), one can get

V̇1(t) = ξ T (t)

[
�11 �12

� �22

]
ξ(t) (3.55)

where, ξ(t) = [xT (t) xT (t − d(t)]T ; �11 = (A(t) + B(t)K )T P + P(A(t) + B(t)K ) and
�12 , = PAd(t)

The time-derivative of (3.54) and (3.54) are

V̇2(t) ≤ ξ T (t)

[
Q1 0
0 −(1 − μ)Q1

]
ξ(t) (3.56)

and,

V̇3(t) = du ẋ
T (t)Q2 ẋ(t) −

∫ t

t−du

ẋ T (α)Q2 ẋ(α)dα (3.57)

The last integral term of (3.57) is approximated as

−
∫ t

t−du

ẋ T (α)Q2 ẋ(α)dα ≤ −
∫ t

t−d(t)
ẋ T (α)Q2 ẋ(α)dα (3.58)

Using Lemma 2 of [24], (3.58) may be written as

−
∫ t

t−d(t)
ẋ T (α)Q2 ẋ(α)dα ≤ ξT (t)

{[
T1 + T T

1 −T1 + T T
2

� −T2 − T T
2

]
+ du

[
T1

T2

]
Q−1

2

[
T1

T2

]T
}

ξ(t)

(3.59)

Substituting the value of ẋ(t) from (3.1) and applying state feedback control law (i.e.
u(t) = Kx(t)) in the first term of (3.57) and subsequently approximating the integral
term by (3.59), one can obtain after simple algebraic manipulations the following
expression for V̇3(t) as

V̇3(t) = ξ T (t)

{[
ϒ11 ϒ12

� ϒ22

]
+ du

[
T1

T2

]
Q−1

2

[
T1

T2

]T
}

ξ(t) (3.60)

where, ϒ11 = du(A(t) + B(t)K )T Q2(A(t) + B(t)K ) + T1 + T T
1 ;

ϒ22 = du Ad(t)T Q2Ad(t) − T2 − T T
2 ;

ϒ12 = du(A(t) + B(t)K )T Q2Ad(t) − T1 + T T
2 .
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Now, in view of (3.57) and invoking (3.55), (3.56) and (3.60) one obtains

V̇ (t) = V̇1 + V̇2 + V̇3

V̇ (t) = ξ T (t)

{[
�11 �12

� �22

]
+ du

[
T1

T2

]
Q−1

2

[
T1

T2

]T
}

ξ(t) (3.61)

where, �11 = (A(t)+B(t)K )T P+P(A(t)+B(t)K )+du(A(t)+B(t)K )T Q2(A(t)+
B(t)K )

+ T1 + T T
1 + Q1;

�22 = du Ad(t)T Q2Ad(t) − T2 − T T
2 − (1 − μ)Q1;

�12 = PAd(t) + du(A(t) + B(t)K )T Q2Ad(t) − T1 + T T
2 .

Now, for stability V̇ (t) must be less than zero, i.e, the following conditions must
be satisfied

[
�11 �12

� �22

]
+ du

[
T1

T2

]
Q−1

2

[
T1

T2

]T

< 0 (3.62)

Using Schur-complement equation (3.62) can be rewritten as

⎡
⎢⎢⎣

�11 �12 �13 T1

� �22 �23 T2

� � −duQ2 0
� � 0 −d−1

u Q2

⎤
⎥⎥⎦ < 0 (3.63)

where, �11 = (A(t) + B(t)K )T P + P(A(t) + B(t)K ) + T1 + T T
1 + Q1; �12 =

PAd(t) − T1 + T T
2 ;

�13 = du(A(t)+B(t)K )T Q2; �22 = −T2−T T
2 −(1−μ)Q1; �23 = du AT

d Q2.
Pre- and post-multiplying (3.63) by diag{P−1, P−1, Q−1

2 , P−1} and defining
the linear changes in variables as Y = P−1, X = Q−1

2 , KY = S, YT1Y =
Tr , YT2Y = Ts and Y Q1Y = Qr , one obtain,

⎡
⎢⎢⎣
W11 W12 W13 Tr
� W22 duY AT

d (t) Ts
� � −du X 0
� � 0 −d−1

u Y X−1Y

⎤
⎥⎥⎦ < 0 (3.64)

where, W11 = Y AT (t) + A(t)Y + B(t)S + ST BT (t) + Tr + T T
r + Qr ;

W12 = Ad(t)Y − Tr + T T
s ; W13 = duY AT (t) + duST BT (t); W22 = −Ts −

T T
s − (1 − μ)Qr .

The matrices A(t) and Ad(t) in (3.64) are replaced by (A + �A(t) and (Ad +
�Ad(t) with (3.4) and then decomposing the (3.64) as nominal and uncertain parts
as

U + V < 0 (3.65)
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where,

U =

⎡
⎢⎢⎣
U11 U12 U13 Tr
� U22 duY AT

d Ts
� � −du X 0
� � 0 −duY X−1Y

⎤
⎥⎥⎦ ,

V =

⎡
⎢⎢⎣
V11 V12 V13 0
� 0 V23 0
� � 0 0
0 0 0 0

⎤
⎥⎥⎦

U11=YAT + AY + BS + ST BT + Tr + T T
r + Qr ; U12 = AdY − Tr + T T

s ;
U13 = duY AT + duST BT ; U22 = −Ts − T T

s − (1 − μ)Qr ;
V11 =Y ET

a F
T
a DT

a + DaFaEaY + ST ET
b F

T
b DT

b + DbFbEbS;
V12 = Dd Fd EdY ; V13 = du(Y ET

a F
T
a DT

a + ST ET
b F

T
b DT

b ); V23 = duY ET
d F

T
d DT

d

Rearranging (3.65) one may write

U + Ju + J T
u < 0 (3.66)

where,

Ju =

⎡
⎢⎢⎣

Da

0
duDa

0

⎤
⎥⎥⎦ Fa

[
EaY 0 0 0

] +

⎡
⎢⎢⎣

Dd

0
duDd

0

⎤
⎥⎥⎦ Fd

[
0 EdY 0 0

]

+

⎡
⎢⎢⎣

Db

0
duDb

0

⎤
⎥⎥⎦ Fb

[
EbS 0 0 0

]

Applying Lemma 2.6 thrice on (Ju + J T
u ) term of (3.66), eliminates the uncertain

matrices Fa(t), Fb(t) and Fd(t), and one obtains the LMI condition (3.50).

Remark 3.12 If uncertainties are described as Da = Dd = D and Fa(t) = Fd(t) =
F(t) and �B(t) = 0, then the robust stabilizability condition is reduced to following
corollary.

Corollary 3.3 System (3.1) with state feedback control law u(t) = Kx(t) is stabi-
lizable if there exist (a) symmetric positive-definite matrices Y, X, Qr and (b) any
free matrices Tr , Ts and S, positive scalars ε and du, such that the following LMI
conditions holds:

http://dx.doi.org/10.1007/978-3-319-70149-3_2
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⎡
⎢⎢⎢⎢⎣

M̄11 M̄12 M̄13 Y ET
a Tr

� M̄22 duY AT
d Y ET

d Ts
� � M̄33 0 0
� � 0 −ε I 0
� � 0 0 −duY X−1Y

⎤
⎥⎥⎥⎥⎦

< 0 (3.67)

where, M̄11 =Y AT + AY + BS + ST BT + Tr + T T
r + Qr + εDDT ; M̄12 = AdY + T T

s − Tr
M̄13 =duY AT + du ST BT + duεDDT ; M̄22 =−Ts − T T

s − (1 − μ)Qr ;
M̄33 =−du X + d2

u εDDT

Remark 3.13 The Stabilizability conditions in (3.50) and (3.67) are NLMIs due to
the presence of nonlinear term Y X−1Y . In order to solve numerical such NLMIs
cone-complementarity algorithm [16] has been used here.

Next, the step-by-step numerical implementation of cone complementarity algo-
rithm is used to solve this NLMI problem.

Algorithmic Computation:
Let us fix

− Y X−1Y ≤ −L (3.68)

substituting (3.68) in (3.67), one can rewrite

⎡
⎢⎢⎢⎢⎣

M̄11 M̄12 M̄13 Y ET
a Tr

� M̄22 duY AT
d Y ET

d Ts
� � M̄33 0 0
� � 0 −ε 0
� � 0 0 −duL

⎤
⎥⎥⎥⎥⎦

< 0 (3.69)

using Schur-complement to (3.68), one can write

[
L−1 Y−1

Y−1 X−1

]
≥ 0 (3.70)

Now defining, D = L−1, J = Y−1, N = X−1, one can rewrite (3.70) as

[
D J
J N

]
≥ 0 (3.71)

Again, one can have the following valid identities, DL = I, JY = I, N X =
I . Thus, in view of the identities defined, one can write it in the form of matrix
inequalities as

[
L I
� D

]
≥ 0,

[
Y I
� J

]
≥ 0, and

[
X I
� N

]
≥ 0, (3.72)
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As the nonlinear LMI condition in 3.67 cannot be solved as a feasibility problem by
standard routine of LMI toolbox of MATLAB, so the NLMI in (3.67) can be solved
as a cone complementarity problem suggested in [16] which is recast as

Minimize Trace(LD + Y J + XN )
subject to (3.67), (3.71) and (3.71)

Such problems are solved by considering the linear approximation of (Trace LD+
Y J + XN ) in the form Trace (D0L + L0D+ J0Y +Y0 J + N0X + X0N ) at a given
point (D0, L0, J0,Y0, N0, X0) [16]. Note that, (3.72) confronts the exact solution
when these are at the boundary, i.e., the inequalities are rank-deficient. Now we are
ready to present algorithmic steps of the linearization algorithm.

Algorithmic Steps. Step 1: Select initially a small value of delay bound du and set
j = 0.

Step 2: Find a feasible set of (D0, J0, L0, Y0, N0, S0, Tr0, Ts0, X0, Qr0, ε0)

satisfying (3.68), (3.71) and (3.72) with Y > 0 and X > 0.
Step 3: Solve the following LMI optimization problem for the variables (D, J, L ,

Y, N , S, T, T, X, Q, ε)

Minimize Trace (LDj + DL j + Y Jj + JY j + XN j + N X j ) subject to (3.68),
(3.71) and (3.72) with Y > 0 and X > 0. The LMIs are solved using the standard
routines available with LMI toolbox of MATLAB [6].

Set (D j+1 = D, L j+1 = L , Jj+1 = J, Y j+1 = Y, N j+1 = N , X j+1 = X).
Step 4: If L j−1 ≤ Y j X

−1
j Y j is satisfied then increase du by small value and go to

Step 2. If this is condition is not satisfied within a prespecified number of iterations
then stop. Otherwise set j=j+1 and go to step 3.

Fig. 3.5 Flow-chart for
Cone Complementarity
Algorithm
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The above algorithmic steps are presented in the form of flow-chart in Fig. 3.5
for better understanding of the numerical implementation of the algorithm for stabi-
lization problem of time-delay system.

An LMI based robust stabilizing conditions are derived next by extending the
stabilizing conditions obtained in Theorem 3.6 and its associated corollaries.

Theorem 3.10 Given the scalar du > 0, the system (3.1) for 0 < μ < 1 is asymp-
totically robustly stabilizable with the state-feedback controller, u(t) = Y Z−1x(t)
for any time-delay satisfying the condition (3.3) with admissible uncertainties, if
there exist symmetric positive definite matrices P̄, Q̄, R̄, T̄ , and any free matri-
ces M̄i , L̄ i (i = 1, 2, 3), Z and the scalars εi > 0, (i = 1, 2) with appropriate
dimensions satisfying the following LMI constraints:

P̄ =
[
P̄11 P̄12

� P̄22

]
> 0,

[
Q̄11 0
0 Q̄22

]
> 0 (3.73)

⎡
⎢⎢⎢⎢⎣

�̄per μP̃cl ET
1 ET

2 du M̄
� −μT̄ 0 0 0
� 0 −ε1 I 0 0
� 0 0 −ε2 I 0
� 0 0 0 −Q̄22

⎤
⎥⎥⎥⎥⎦

< 0 (3.74)

and,

⎡
⎢⎢⎢⎢⎣

�̄per μP̃cl ET
1 ET

2 du L̄
� −μT̄ 0 0 0
� 0 −ε1 I 0 0
� 0 0 −ε2 I 0
� 0 0 0 −Q̄22

⎤
⎥⎥⎥⎥⎦

< 0 (3.75)

where,

E1 = [
Ea Z 0 0 0 0 0

]

E2 = [
0 Ea Z 0 0 0 0

]

P̃cl = [
P̄T

12 0 0 P̄22 0 0
]T
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�̄per =

⎡
⎢⎢⎢⎢⎢⎢⎣

�̄11 �̄12 �̄13 �̄14 0 �̄16

� �̄22 �̄23 �̄24 0 �̄26

� � �̄33 0 0 0
� � 0 −Q11 0 P̄T

12
0 0 0 0 −Q11 0
� � 0 � 0 �̄66

⎤
⎥⎥⎥⎥⎥⎥⎦

,

where, �̄11=d2
u Q̄11 + AZ + ZT AT + BY + Y T BT + P̄12 + P̄T

12 + R̄1 + R̄2 + du(L̄1 + L̄T
1 ) + �

�̄12 = Ad Z − P̄12 + du(−L̄1 + L̄T
2 + M̄1)

�̄13 = du(L̄T
3 − M̄1), �̄14 = P̄22, �̄16 = P̄11 − Z + αZT AT + αY T BT + α�

�̄22 = −(1 − μ)R̄1 + μT̄ + du(−L̄2 − L̄T
2 + M̄2 + M̄T

2 )

�̄23 = du(−M̄2 + M̄T
3 − L̄T

3 ), �̄24 = −P̄22, �̄26 = αZT AT
d

�̄33 = du(−M̄3 − M̄T
3 ) − R̄2, �̄66 = −α(Z + ZT ) + d2

u Q̄22 + α2�

� = ε1DaDT
a + ε2Dd DT

d

Proof Replace A and Ad matrices in the �̄ block matrix of the stabilizing condition
(3.34)–(3.35) by A+ DaFaEa and Ad + Dd Fd Ed respectively, this replacement will
give rise to a new matrix of the form,

�̃ = �̄nom + �̄unc (3.76)

where, �̄nom = �̄ and the �̄unc is defined below,

�̄unc =

⎡
⎢⎢⎢⎢⎢⎢⎣

(1, 1) (1, 2) 0 0 0 (1, 6)

� 0 0 0 0 (2, 6)

0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
� � 0 0 0 0

⎤
⎥⎥⎥⎥⎥⎥⎦

(3.77)

where, (1, 1)=DaFa(t)Ea Z + (DaFa(t)Ea Z)T , (1, 2) = Dd Fd(t)Ed Z ,
(1, 6) = α(DaFa(t)Ea Z)T , (2, 6) = α(Dd Fd(t)Ed Z)T

Further one can rewrite (3.77) in the form,

�̄unc = � + �T = D1FaE1 + D2Fd E2 + (D1FaE1)
T + (D2Fd E2)

T (3.78)

where,

D1 = [
DT

a 0 0 0 0 αDT
a

]T
, D2 = [

DT
d 0 0 0 0 αDT

d

]T
,

and

E1 = [
Ea Z 0 0 0 0 0

]
, E2 = [

0 Ed Z 0 0 0 0
]
,
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Now using Lemma 3.2 one can write (3.78) as,

� + �T ≤ ε1D1D
T
1 + ET

1 ε−1
1 E1 + ε2D2D

T
2 + ET

2 ε−1
2 E2 (3.79)

Substituting (3.79) in (3.76) one can get following block matrices,

⎡
⎣

�̄per μP̃cl du M̄
� −μT̄ 0
� 0 −Q̄22

⎤
⎦ + ε−1

1 ET
1 E1 + ε−1

2 ET
2 E2 (3.80)

⎡
⎣

�̄per μP̃cl du L̄
� −μT̄ 0
� 0 −Q̄22

⎤
⎦ + ε−1

1 ET
1 E1 + ε−1

2 ET
2 E2 (3.81)

now using Schur-complement twice on the block matrices in (3.80) provides the
robust-stabilizing condition (3.74)–(3.75), rest of the LMIs are same as in stabiliza-
tion theorem as they do not contain any system matrices in it.

To obtain a realizable solution of gain matrix K = Y Z−1 for a particular delay
bound, one can impose constraint on the size of matrix K elements as,

K = Y Z−1 (3.82)

with

Y T Y < δ I, δ > 0 (3.83)

and

Z−1 < β I, β > 0 (3.84)

the above two constraints (3.83) and (3.84) further can be rewritten as

[−δ I Y T

Y −I

]
< 0 (3.85)

and
[

β I I
I Z

]
> 0 (3.86)

To find the value of the gain K for a particular delay upper bound du and α following
minimization problem is proposed:

Minimize δ + β

s.t. (3.73)–(3.75), P11 = P11 > 0, Ri > 0, T > 0 and εi > 0, i = 1, 2
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If Da = Dd = D and Fa(t) = Fd(t) = F(t) then the resulting norm bounded
uncertainties will take the form �A = DFEa and �Ad = DFEd , the robust
stabilizing condition with norm bounded uncertainties for 0 < μ < 1 can be stated
in the form of corollary presented below:

Corollary 3.4 Given the scalars du > 0, the system (3.1) with �B = 0 for
0 < μ < 1 is asymptotically robustly stabilizable with the state-feedback controller
u(t) = Y Z−1x(t) for any time-delay satisfying the condition (3.3) with admissible
uncertainties, if there exist symmetric positive definite matrices P̄, Q̄, R̄, T̄ , and
any free matrices M̄i , L̄ i (i = 1, 2, 3),Z and a scalar ε > 0 with appropriate
dimensions satisfying the following LMI constraints:

P̄ =
[
P̄11 P̄12

� P̄22

]
> 0,

[
Q̄11 0
0 Q̄22

]
> 0 (3.87)

⎡
⎢⎢⎣

�̄per μP̃cl ET du M̄
� −μT̄ 0 0
� 0 −ε I 0
� 0 0 −Q̄22

⎤
⎥⎥⎦ < 0 (3.88)

and,

⎡
⎢⎢⎣

�̄per μP̃cl ET du L̄
� −μT̄ 0 0
� 0 −ε I 0
� 0 0 −Q̄22

⎤
⎥⎥⎦ < 0 (3.89)

where, the elements of �̄per are all same as defined in Theorem 3.10 except the
terms,

�̄11 = d2
u Q̄11 + AZ + ZT AT + BY + Y T BT + P̄12 + P̄T

12 + R̄1 + R̄2

+du(L̄1 + L̄T
1 ) + εDDT

�̄16 = P̄11 − Z + αZT AT + αY T BT + αεDDT

�̄66 = −α(Z + ZT ) + d2
u Q̄22 + α2αεDDT

The proof this corollary is straightforward and can be obtained in a similar manner as
in Theorem 3.10, by replacing A and Ad matrices with A+ DFEa and Ad + DFEd

respectively and along with the choices of the matrix E defined above and the matrix
D as

D = [
D 0 0 0 0 αD

]
.

E = [
Ea Z Ed Z 0 0 0 0

]
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If μ = 0 (delay-derivative) and the uncertainties are as defined in the Corollary 3.4
then one can get robust stabilizing condition directly from Corollary 3.4 by substi-
tuting μ = 0.

Corollary 3.5 Given the scalars du > 0, the system (3.1) with �B = 0 for
0 < μ < 1 is asymptotically robustly stabilizable with the state-feedback controller,
u(t) = Y Z−1x(t) for any time-delay satisfying the condition (3.3) with admissible
uncertainties, if there exist symmetric positive definite matrices P̄, Q̄, R̄, T̄ , and
any free matrices M̄i , L̄ i (i = 1, 2, 3),Z and a positive scalar ε with appropriate
dimensions satisfying the following LMI constraints,

P̄ =
[
P̄11 P̄12

� P̄22

]
> 0,

[
Q̄11 0
0 Q̄22

]
> 0 (3.90)

⎡
⎣

�̄per ET du M̄
� −ε I 0
� 0 −Q̄22

⎤
⎦ < 0 (3.91)

and,

⎡
⎣

�̄per ET du L̄
� −ε I 0
� 0 −Q̄22

⎤
⎦ < 0 (3.92)

where, the elements of �̄per are all same as defined in Theorem 3.10, whereas
following term gets modified in view of the structure of uncertainty assumed for
obtaining this corollary

where, �̄11=d2
u Q̄11 + AZ + ZT AT + BY + Y T BT + P̄12 + P̄T

12 + R̄1 + R̄2

+du(L̄1 + L̄T
1 ) + εDDT

�̄16 = P̄11 − Z + αZT AT + αY T BT + αεDDT

�̄66 = −α(Z + ZT ) + d2
u Q̄22 + α2αεDDT

Remark 3.14 It may be noted that both the corollaries 3.4 and 3.5 are equivalently
same and can be applied for robust stabilization of time-delay systems with admissi-
ble uncertainties (with �B = 0) for 0 ≤ μ ≤ 1. The LMIs (3.88) and (3.89) involved
in corollary 3.4 are replaced by the lower dimensional LMIs (3.91) and (3.92). While
a sequence Schur-complement is employed on them, this indeed requires less number
of LMI variables and in turn improves the upper bound estimate.
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Numerical Example 3.2 [6, 12] Consider an uncertain time-delay system,

ẋ(t) = [A + �A(t)]x(t) + [Ad + �Ad(t)]x(t − d(t) + Bu(t)

where, A =
[

0 0
0 1

]
, Ad =

[−1 −1
0 −0.9

]
, B =

[
0
1

]
,

Da = Dd = D = 0.2I, and Ea = Ed = I

Note: Minimization algorithm as discussed in Theorem 3.10 is considered along
with the delay-dependent robust stabilization conditions obtained in Corollary 3.4
and 3.5 for computing the delay bound du and the stabilizing gain matrix K .

(n= Order of the system and m= number of inputs).
The simulation results of the system considered in Example 3.2 (for a constant

delay, i.e, μ = 0) are obtained by considering the uncertainty matrix as in [12],

F(t) =
[

cos t 0
0 sin t

]

The considered uncertain TDS is found to be unstable under open-loop with
time-delay set to du = 1.3 seconds. Now applying the stabilizing control law with
state feedback gain K = [−1.1923, − 4.1754] and the corresponding du = 1.3
seconds (see Table 3.4), the system responses are shown in the Fig. 3.6 and its
corresponding control input plot is shown in Fig. 3.7. It may be mentioned that,
proposed corollary 3.3 provides less control effort as well as less number of iterations

Table 3.3 du and K for Example 3.2 with μ = 0 via LMI framework

Methods du K matri x Remark

[6] 0.2250 – ‘α’ is not used as parameter

[7] 0.3346 – ‘α’ is not used as parameter

Cor. 3.5 1.3 [−2.4249, −6.2278] α = 1.4119

1.35 [−19.5454, −43.1380] α = 1.3094

1.3544 [−180.4840, −391.5516] α = 1.2432

‘–’ means result is not available in the reference

Table 3.4 du and K for Example 3.1 for μ = 0 via NLMI framework

Methods du K matri x Iterations Decision Variables

Cor. 6 [12] 1.2 [−1.1110, −3.6432] 19 9 × n2 + (4 + m) × n

1.3 [−2.1485, −5.6948] 41

Cor. 3.3 1.2 [−0.7413, −3.0261] 16

1.3 [−1.1923, −4.1754] 24 3.5 × n2 + (2.5 + m) × n

1.4 [−2.7088, −7.5578] 50
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Fig. 3.6 Closed-loop simulation of system in Example 3.2

Fig. 3.7 Control input of system in Example 3.2

are required compared to existing method [12] for the same value of delay upper
bound du = 1.3 secs.

Numerical Example 3.3 Consider an uncertain time-delay system, [6, 12]

ẋ(t) = [A + �A(t)]x(t) + [Ad + �Ad(t)]x(t − d(t) + Bu(t)

where, A =
[

0 0
0 1

]
, Ad =

[−2 −0.5
0 −1

]
, B =

[
0
1

]
,

Da = Dd = D = 0.2I, and Ea = Ed = I

Responses of an uncertain TDS described in Numerical Example 3.3 are obtained
with the following data; Fa(t) = Fd(t) = F(t) = I (as ‖ F(t) ‖≤ 1) and the
time-varying delay of value d(t) = 0.2 + 0.5sin(t) (Fig. 3.8). Under open-loop the
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Fig. 3.8 Time-varying delay considered for Example 3.3
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Fig. 3.9 Open-loop simulation of system in Example 3.3

system response is found to be unstable as shown in the Fig. 3.9, it is stabilized using
K = [−105.4272, −69.6643] for the delay du = 0.7sec, μ = 0s.5 (see Table 3.5).
The closed-loop system response is shown in Fig. 3.10.

Remark 3.15 The robust stabilization results obtained using Corollary 3.3 (in a
NLMI framework) for the systems described in Examples 3.2 and 3.3 are presented
in Tables 3.4 and 3.6 respectively. One can observe from Table 3.5 that proposed sta-
bilizing controllers provide less conservative delay bound du and less control effort
‖ K ‖∞ than those obtained using delay-dependent stabilization criteria with or
without system uncertainties. Furthermore, it can be noted from Table 3.6 that the
proposed stabilizing controller while solved via NLMI framework provides signif-
icant reduction in number of iterations to achieve the same delay bound estimate
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Table 3.5 du and K for Example 3.3 for different μ using LMI framework

Methods du K matri x Remarks

μ = 0

[25] 0.3015 – ‘α’ is not used as parameter

[6] 0.2716 [−8.701 × 10−6,−1.009] ‘α’ is not used as parameter

[10] 0.5865 [−0.3155, −4.4417] ‘α’ is not used as parameter

[14] 0.5500 [−0.0229, −52.8656] ‘α’ is not used as parameter

[19] 0.671 [−8.3397, −11.3527] ‘α’ is not used as parameter

[20] 0.84† [−34.72, −18.41] ‘α’ is not used as parameter

Cor. 3.5 0.7226 [−66.1514, −45.1055] α = 0.7191

0.7229 [−93.6270, 63.0454] α = 0.7138

† The result appears to be erroneous owing to fact that, the reduced order LMI of (30) in [20]

obtained by following the steps of derivation and Remark 3 for dl = 0 and hence may not be

treated as a basis for comparing the results.

Methods du K matri x Remark

μ = 0.5

[10] 0.4960 [−0.34, −5.168] ‘α’ is not used as parameter

[14] 0.489 [−0.2884, −13.8558] ‘α’ is not used as parameter

Cor. 3.4 0.7 [−105.4271, −69.6643] α = 0.6225

0.703 [−182.8925, −117.3064] α = 0.5920

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5
−0.2

−0.15

−0.1

−0.05

0

0.05

0.1

0.15

Time in seconds

St
at
es
,x

1
(t
)
a
n
d

x
2
(t
)

x1
x2

Fig. 3.10 Closed-loop simulation of system in Example 3.3
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Table 3.6 du and K for Example 3.3 for different μ using NLMI framework

Methods du K matri x Iterations Decision variables

μ = 0

[9] 0.4500 [−4.8122, −7.7129] 99

Cor. 6 [12] 0.6300 [−1.5829, −4.1376] 19 9 × n2 + (4 + m) × n

0.6900 [-23.2572, −26.1488] 192

[26] 0.7226 [−1850, 1256] –

Cor. 3.3 0.7 [−0.4606, −1.6763] 15 3.5×n2+(2.5+m)×n

0.8 [−35.312, −36.7487] 208

Methods du K matri x Iterations Decision variables

μ = 0.5

[26] 0.694 [−137, −99.4] –

Cor. 5 [12] 0.5500 [−1.1095, −3.1773] 54 9.5×n2+(4.5+m)×n

0.6000 [−9.5735, −2.9742] 106

Cor. 3.3 0.6 [−0.7192, −2.1450] 20 3.5×n2+(2.5+m)×n

0.7 [−8.8698, −11.8340] 80

and thus it is computationally more attractive than the existing methods due to the
number of decision variables involved in the derivation is less.

Remark 3.16 One can observe in Table 3.4 and 3.6 that, robust stabilizing condi-
tion in [12] could not achieve better delay bound and realizable gain K compared
to proposed method due to the fact that, (i) the robust controller synthesis in [12]
is carried out using three different bounding inequalities in order to obtain the LMI
condition and (ii) use of more number of decision variables. Thus use of more num-
ber of bounding inequalities as well as decision variables results into conservative
estimate of the delay bound for an uncertain system.

We would also like to mention here that, in [12] on account of the use of Q12

term in the LK function for deriving the stability criterion leads to complicated
robust stabilization condition requiring more bounding inequalities to be used. It is
needless to mention that a better stability analysis may not prove beneficial to obtain
better stabilizing results due to its computational limitations.

Remark 3.17 The robust stabilization results obtained using Corollarys 3.4 and 3.5
(LMI based stabilization conditions) for the systems described in Examples 3.2
and 3.3 are presented in Tables 3.3 and 3.5 respectively. One can observe that the
proposed LMI based controller could compute realizable state feedback gain with an
enhanced delay upper bound compared to the existing results which are mainly due to
(i) solving the proposed LMI conditions along with gain minimization routine [27],
and (ii) use of more free matrices to express the relationship between various state
vectors.
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3.7 State Feedback H∞ Control of TDS

While designing controller, the primary objective is to construct systems with guar-
anteed cost performance measure. A popular performance measure of a stable linear
time-invariant system is the H∞ norm of its transfer function. Reliable control prob-
lems for time-delay systems using LMI technique. The H∞ control theory has gained
significant advances over past few decades [28, 29] and references cited therein.

The problem of H∞ control of linear delay system with delayed state feedback
has become the focus of research just over a decade and has been investigated in
delay-independent framework [30–32] and [33].

Some of the delay-dependent H∞ control of time-delay system with or without
parametric uncertainties can be found in [14, 18, 21, 34–36], and [22]. The work
in [14, 18, 36], and [22] and references cited therein are all based on descriptor
method, while the methods in [21, 34], and [35] are all based on first model trans-
formation and expected to give conservative results due to the presence of additional
dynamics in the model transformation discussed earlier in Chap. 2.

In this chapter, a state feedback H∞ control of a nominal time-delay system is
dealt in presence of disturbance input.

3.7.1 Problem Statement

Consider a general class of linear time-delay systems described by the following
state equations

ẋ(t) = Ax(t) + Adx(t − d(t)) + Dw(t) + Bu(t)

x(t) = φ(t), ∀t ∈ [−du, 0], (3.93)

z(t) = Cx(t) + Fu(t) (3.94)

where, x(t) ∈ Rn is the state vector, u(t) ∈ Rm is the control input, w(t) ∈ Rp is
the exogenous disturbance which belongs to L2 [0,∞], z(t) ∈ Rq is the regulated
output, and φ(.) is the initial condition. The matrices A, Ad , B, D, C and F are
known real constant matrices of appropriate dimensions. The delay d(t) is time-
varying and satisfies the condition (3.3).

The state feedback H∞ control problem consists of two parts, (i) firstly, one
develops the condition of H∞ performance analysis for an unforced system (3.93)
with u(t) = 0, such that the said system is stable with disturbance attenuation γ

(where γ > 0 is a scalar) subject to zero initial condition and ‖ z ‖2 < γ ‖ w ‖2

for any non zero exogenous input w(t), and (ii) secondly, the obtained condition in (i)
is further extended to design of a H∞ state feedback control law u(t) = Kx(t) such
that the resultant close-loop system is asymptotically stable and transfer function
from w to z satisfy ‖ Twz ‖∞ < γ . Specifically, the problem of H∞ control can be
defined as given below.

http://dx.doi.org/10.1007/978-3-319-70149-3_2
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State Feedback H-Infinity Control [21] For given scalars du > 0 and γ > 0,
find a state feedback control law u(t) = Kx(t) for the system (3.93)–(3.94) such that
the resulting closed loop system is asymptotically stable and satisfying the distur-
bance attenuation γ for any time-delay d(t) with 0 ≤ d(t) ≤ du. In this case the
system (3.93)–(3.94) is said to be stabilizable with the disturbance attenuation γ .

In [18] and [14] it has been demonstrated that the choice of appropriate LK functional
and selection of suitable bounding technique for approximating the cross terms aris-
ing out of the LK functional derivatives are the two important factors for deriving less
conservative delay bound as well as for achieving the H∞ performance conditions.

3.8 Stabilization of LFC Problem for Time-Delay Power
System Based on H∞ Approach

Load frequency control (LFC) is of importance in electric power system operation
to damp frequency and voltage oscillations originated from load variations of real
and reactive powers. Many control strategies, e.g., Proportional-Integral (PI) control
[37–39], control using state feedback [33, 40–43], variable structure control [44],
adaptive control [45], have been investigated to obtain a suitable LFC strategy. In
view of the structure of existing power system model used for LFC [33, 38, 40–42,
44, 45] and [43], the area control error (ACE) is used as a control input to sup-
press the frequency deviation automatically. In general, the ACE signals are sought
through high speed communication channel and may involve negligible communi-
cation delay. In [38, 42, 46–48], the need for open communication network has been
highlighted that may cause a significant amount of communication delay present in
the ACE signal. However, to the best of our knowledge, there are only few literature
which investigate the LFC design problem considering communication delay in the
ACE signal since such a design has only been considered in [48]. In this section, the
design of LFC problem based on H∞ controller with communication delays in the
ACEs is considered.

The control structures suggested for stability analysis of interconnected power
system are, (i) Decentralized control (ii) Quasi-Decentralized control (iii) Central-
ized Control and (iv) Hierarchial or Multilevel control [41]. Literature reveals that,
the load-frequency control (LFC) of an inter-connected power system with or with-
out time-delays are based on decentralized control structures [38, 40, 43, 48–50]
and references cited therein, which is a network of local controller receiving local
signals at each sub-system and sends control signals to the same subsystem, whereas
a centralized control consists of one controller that uses all systems outputs to gen-
erate each system input, example of one such control structure in power system
is wide-area-measurement-system (WAMS) centralized control [41] and references
cited therein. So, far no works have been reported on application of delay-dependent
H∞ state feedback control using centralized LFC control structure for an intercon-
nected time-delay power system in an LMI frame work, but the delay-independent
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H∞ state feedback control formulation for a linear interconnected time-delay power
system can be found in [48] for LFC problem and in [42] for power system stabilizer
(PSS) control problem. In this thesis an attempt has been made to design a delay-
dependent H∞ state feedback controller using centralized LFC control structure such
that the interconnected power system asymptotically stable and satisfying norm from
exogenous input w(t) to regulated output z(t).

The state-feedback controllers used for LFC may be classified, on the basis of
whether delayed state (in addition to the present state) information have been used or
not in implementing two types of controllers—(a) one-term controller (no delayed
state) and (b) two-term controller (with delayed state) [33, 42, 48]. Note that, the
latter one may yields better performance due to the use of past state information.
However, existing designs of such two-term controllers [33, 42, 48] consider only
delay-independent design technique. Such designs consider the delay at infinity as a
special case of it and yields conservative results. Clearly, the controller performance
may be improved if one considers these delayed states belong to only the recent past
times. This can be reflected in the design if the delay is considered to be limited
and correspondingly delay-dependent design approach is made. Design of a two-
term state feedback LFC for an interconnected power system having two areas is
considered in this thesis. The system model under consideration takes care of the
time-delays in the ACE signals as state delays. With the proper selection of Lyapunov-
Krasovskii functional and use of tighter bounding inequality constraints, the system
under consideration is asymptotically stable while two-term controller is designed
with and without delayed state information via LMI framework with a view to achieve
closed-loop system performance requirements γ .

Let γ > 0 be a given constant, then the system (3.1)–(3.2) is said to be with
H∞ performance index no larger than γ if, the system (3.1) is asymptotically stable
subject to x(0) = 0, then the transfer function matrix satisfies,

‖ Twz( jω) ‖∞ ≤ γ, ∀ω (3.95)

‖ Twz( jω) ‖∞ = ‖ z ‖2

‖ w ‖2
=

√∫ ∞
0 zT (t)z(t)dt

√∫ ∞
0 wT (t)w(t)dt

≤ γ (3.96)

Equation (3.96) is equivalent to
∫ ∞

0 zT (t)z(t)dt ≤ γ 2
∫ ∞

0 wT (t)w(t)dt, ∀ω.

Remark 3.18 Note that, γ is a load disturbance rejection measure of the controller.
Clearly, the system performance is better as γ is smaller and this indicates better
the disturbance rejection. Therefore, for obtaining an optimal H∞ controller one
attempts to minimize the γ in order to have minimal effect of the load variation in
the system performance.
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Table 3.7 Notations used in LFC model with their meanings

Sl. No. Notations Meanings

1 �Pvi Generator Valve position

2 �Pmi Mechanical power output of the generator

3 � fi Frequency deviations

4 �Ei ACE Signals

5 �P12 Tie-line power flow from area 1 to area 2

6 Bi Proportional gain of local PI controller

7 �Pdi Load disturbances

8 Mi Moment of inertia of the generator

9 Di Generator Damping coefficient

10 Tgi Generator time-constant

11 Tchi Turbine time-constant

12 Ri Speed droop

13 Ti Stiffness coefficient

14 ki Integral gain of local PI controller

15 Tpi Power system time-constant

In next following two sections, mathematical model of an interconnected time
delayed LFC system is considered. Next, a two-term controller design criterion is
proposed for the solution of LFC problem with the inequality 3.95 describes restraint
disturbance ability.

3.8.1 Load-Frequency Control (LFC) of Power Systems with
Communication Delay

A two-area interconnected power system model with communication delays is shown
in Fig. 3.11, both the areas are identical in structure but having different generation
capacities. The notations used for the i th area, (i = 1, 2), are given in the following.

Further, di represents communication delays present in the i th-area that arises in
the ACEs due to the time taken in measuring frequency and tie line power flow from
remote terminal units (RTUs) to local control center. Note that, the local controller
is a PI controller that is embedded in the system as an integral part of the model.

The dynamics of the two-area interconnected LFC model with communication
delay is shown in Fig. 3.11 and it may be described in state space form (for i, j = 1, 2
and i 
= j)
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Fig. 3.11 Two-area LFC system

�Ṗmi (t) = �Pvi (t)

Tchi
− �Pmi (t)

Tchi
(3.97)

�Ėi (t) = +ki�Pi j (t) + ki Bi� fi (t) (3.98)

�Ṗi j (t) = 2πTi� fi (t) − 2πTi� f j (t) (3.99)

�Ṗvi (t) = −� fi (t)

RiTgi
− �Pvi (t)

Tgi
− �Ei (t − di )

Tgi
+ ui (t)

Tgi
(3.100)

� ḟi (t) = −Kpi�Pdi (t)

Tpi
− Kpi�Pi j (t)

Tpi
+ Kpi�Pmi (t)

Tpi
− � fi (t)

Tpi
(3.101)

where, �Pi j = −�P ji . Now, defining a state vector as,

[
� f1 �Pm1 �Pv1 �E1 �P12 � f2 �Pm2 �Pv2 �E2

]T

The above equations (3.97)–(3.101) may be represented in a compact form as:

ẋ(t) = Ax(t) +
2∑

i=1

Adi x(t − di (t)) + Bu(t) + Dw(t) (3.102)

z(t) = Cx(t) (3.103)

where, di (t) is a time-varying delay in the model, but in the LFC model it is assumed
to be of constant nature and w(t) = �Pd(t) = [�Pd1, �Pd2]T is a load disturbance
vector and the constant matrices associated with the (3.102) and (3.103) are given
below:
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A =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

− 1
Tp1

kp1

Tp1
0 0 − kp1

Tp1
0 0 0 0

0 − 1
Tch1

1
Tch1

0 0 0 0 0 0
− 1

R1Tg1
0 − 1

Tg1
0 0 0 0 0 0

k1B1 0 0 0 k1 0 0 0 0
2πT1 0 0 0 0 −2πT1 0 0 0

0 0 0 0 kp2

Tp2
− 1

Tp2

kp2

Tp2
0 0

0 0 0 0 0 0 − 1
Tch2

1
Tch2

0
0 0 0 0 0 − 1

R2Tg2
0 − 1

Tg2
0

0 0 0 0 −k2 k2B2 0 0 0

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

Ad1 =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 − 1

Tg1
0 0 0 0 0

0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

, Ad2 =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 − 1

Tg2

0 0 0 0 0 0 0 0 0

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

B =
⎡
⎢⎣

0 0 1
Tg1

0 0 0 0 0 0

0 0 0 0 0 0 0 1
Tg2

0

⎤
⎥⎦

T

, D =
[− kp1

Tp1
0 0 0 0 0 0 0 0

0 0 0 0 0 − kp2

Tp2
0 0 0

]T

The objective of the control problem for system (3.102) and (3.103) is to design
a suitable control law u(t) such that, the closed-loop system exhibits good load-
disturbance rejection property in the sense that it attains certain H∞ performance,
which will be discussed in succeeding sections on load-frequency controller synthe-
sis.

The detailed discussion on need for evolution of LFC model under dergulated
power market scenario for interconnected power system involving communication
delay can be found in [51].

3.8.2 Existing H∞ Control Design For LFC Model

In this section, the H∞ control design technique (one-term and two-term controller)
of [33] for the solution of LFC problem (subsection (3.8.1)) is presented briefly. It
must be mentioned here that, the H∞ control strategy of [33] has been applied in [48]
and [42] that are designed based on delay-independent stability analysis approach.
The system model in [33] as well as in [42] and [48] considers a single state time-
delay, and it is presented as:
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ẋ(t) = Ax(t) + Adx(t − d) + Bu(t) + Dw(t) (3.104)

y(t) = Cx(t) (3.105)

Two types of control strategies are discussed in [42] for the solutions of PSS and LFC
problems. The structure of both one-term and two-term controllers are described as
One-term:

u(t) = Kx(t) (3.106)

Two-term:

u(t) = Kx(t) + Kdx(t − d) (3.107)

for the solution of H∞ LFC problem satisfying the H∞ performance index no larger
than ‘γ ’.

3.8.2.1 One-Term H∞ Control

Theorem 3.11 [33, 42] and [48] The system described in (3.104) with the control
law (3.106) is asymptotically stable and ‖ Twy ‖≤ γ, γ > 0 for any time-delay d, if
there exist matrices, Y = Y T > 0, Q̄1 = Q̄T

1 > 0, such that the following LMI is
satisfied provided (A, B) is stabilizable,

W =

⎡
⎢⎢⎣
W11 YCT AdY D
� −I 0 0
� 0 −Q̄1 0
� 0 0 −γ 2 I

⎤
⎥⎥⎦ < 0 (3.108)

where, W11 = AY + Y T AT + BS + ST BT + Q̄1. The state feedback controller law
is given by u(t) = Kx(t) with K = SY−1.

3.8.2.2 Two-Term H∞ Control

Theorem 3.12 [33, 42] and [48] The system described in (3.104) with the control
law (3.107) is asymptotically stable and ‖ Twy ‖≤ γ, γ > 0 for any time-delay d, if
there exist matrices, Y = Y T > 0, Q̄1 = Q̄T

1 > 0, positive scalars σ and κ , such
that the following LMI is satisfied provided (A, B) is stabilizable,
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W =

⎡
⎢⎢⎢⎢⎣

W11 σ AdY κBV YCT D
� −Q̄1 0 0 0
� 0 −Q̄1 0
� 0 0 −I 0
� 0 0 0 −γ 2 I

⎤
⎥⎥⎥⎥⎦

< 0 (3.109)

where, W11 = AY + Y T AT + BS + ST BT + Q̄1. The state feedback control law is
given by u(t) = Kx(t) + Kdx(t − d) with K = SY−1, and Kd = VY−1.

3.9 Main Results on H∞ Based LFC of an Interconnected
Time-Delay Power System

In this section, the existing delay-independent one-term as well as two-term con-
trol design techniques discussed above are extended for an interconnected power
system LFC problem having multiple delays (see equations (3.102)–(3.103)). An
improved feedback delay-dependent H∞ two-term controller is proposed for LFC of
an interconnected power systems with the constraint on H∞ performance index ‘γ ’.

3.9.1 One-Term H∞ Control

As pointed out earlier that, the design of one-term controller in [33, 42] and [48] can
be applied to a single time-delay systems (or equivalently to one-area LFC model).
An extension of the result of [42] to LFC problem of an interconnected two-area
power system model (3.102)–(3.103) is presented in the form of following lemma.

Lemma 3.1 The system described in (3.102)–(3.103) with the control law (3.106)
is asymptotically stable and ‖ Twy ‖≤ γ, γ > 0 for any time-delay d, if there exist
matrices, Y = Y T > 0, Q̄i = Q̄T

i > 0, (i = 1, 2), such that the following LMI is
satisfied provided (A, B) is stabilizable

W =

⎡
⎢⎢⎢⎢⎣

W11 YCT Ad1Y Ad2Y D
� −I 0 0 0
� 0 −Q̄1 0 0
� 0 0 −Q̄2 0
� 0 0 0 −γ 2 I

⎤
⎥⎥⎥⎥⎦

< 0 (3.110)

where, W11 = AY + Y T AT + BS + ST BT + ∑2
i=1 Q̄i .

The state feedback control law is given by u(t) = Kx(t) with K = SY−1.

Proof The proof of Lemma 3.1 is straightforward following [42] and hence omitted.
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The result of LMI condition for one-term control in (3.110) can be further extended
for an n-interconnected power systems as,

M =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

M11 YCT Ad1Y Ad2Y ... AdnY D
� −I 0 0 ... 0 0
� 0 −Q̄1 0 ... 0 0
� 0 0 −Q̄2 ... 0 0
.. .. .. .. .. .. ..

� 0 0 0 ... −Q̄n 0
� 0 0 0 ... 0 −γ 2 I

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦

< 0 (3.111)

where, M11 = AY + Y T AT + BS + ST BT + ∑n
i=1 Q̄i

3.9.2 Two-Term H∞ Control

A two-term H∞ controller design using delay-independent analysis for power system
stabilizer (P.S.S) model has been considered in [42]. In this section, the result of [42]
is adopted for solution of time-delay LFC control problem (3.102) and its delay-
independent stabilization is presented below in the form of lemma. However in the
design stage, similar to [42] one can consider the d in (3.107) as d ∈ max[d1, d2].
In the present synthesis, assume d = d2 so the closed loop system (3.102) with the
control law (3.107) becomes

ẋ(t) = Acx(t) + Ad1x(t − d1) + Ad2cx(t − d2) + Dw(t) (3.112)

y(t) = Cx(t) (3.113)

where, Ac = A + BK and Ad2c = Ad2 + BKd .

Lemma 3.2 System (3.112) with the controller (3.107) and assumption d = d2 sat-
isfies the H∞ performance defined in (3.95), if there exist positive definite symmetric
matrices Y, Q̄1, Q̄2 and any matrices S, V , positive scalars σ and κ , such that the
following LMI holds:

� =

⎡
⎢⎢⎢⎢⎢⎢⎣

�11 σ Ad1Y σ Ad2Y κBV YCT D
� −Q̄1 0 0 0 0
� 0 −Q̄2 0 0 0
� 0 0 −I 0 0
� 0 0 0 −I 0
� 0 0 0 0 −γ 2 I

⎤
⎥⎥⎥⎥⎥⎥⎦

< 0 (3.114)

where, �11 = AY + Y T AT + BS + ST BT + Q̄1 + Q̄2. The corresponding H∞
two-term controller gains may then be obtained as K = SY−1 and Kd = VY−1.

Remark 3.19 Note that, if d2 → ∞ then feedback delay ‘d’ also tends to infinity and
this situation is equivalent to delay-independent one-term controller design. Hence,
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at this limiting situation the use of delayed states in feedback term is insignificant.
This fact has been observed by solving two-area LFC problem using LMI (3.114).

The proposed feedback delay-dependent H∞ two-term control strategy in the
form of following theorem is presented, where the two-term control law (3.107) in
the present situation is modified to

u(t) = Kx(t) + Kτ x(t − τ) (3.115)

where, τ is the delay in feedback signal and its upper bound is unknown.

Remark 3.20 Here, τ is a feedback delay involved in the control law, which is not
equal to that of the state delay di (i = 1, 2) available in the system model. In all the
existing H∞ control formulations irrespective of delay-independent analysis [33, 42,
48] or delay-dependent [14, 18, 22] and [21], the delay information used in the LK
functional is the state delay of the system model, whereas in the present synthesis,
the designed controller uses a delayed state information ‘τ ’ in the LK functional
corresponding to the delay-dependent term. The modification of the control law
(3.115) leads to the choice of a new delay-dependent LK functional that avoids the
demerit of the limiting situation (as mentioned in Remark (3.19), thus in practice, it is
suitable for the solution of LFC problem. To the best of the present author knowledge,
the stabilization of two-area LFC problem satisfying H − ∞ performance bound
based on proposed delay-dependent control strategy in LMI framework has not been
reported so far in literature.

Theorem 3.13 The system (3.102)–(3.103) with the controller (3.115) is asymptot-
ically stable and satisfies the H∞ performance (3.95), if there exist positive definite
matrices X, Q̄i (i = 1, 2..4) and matrices S, Y, T̄i (i = 1, 2), V and positive
scalars γ, τ such that the following LMI holds:

� =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

�11 Ad1Y T Ad2Y T �14 �15 T̄1 D YCT

� −Q̄1 0 Y AT
d1 Y AT

d1 0 0 0
� � −Q̄2 Y AT

d2 Y AT
d2 0 0 0

� � � �44 −Y T + V T BT T̄2 D 0
� � � � −Y T − Y + d Q̄4 0 D 0
� � � � � −d−1 Q̄4 0 0
� � � � � 0 −γ 2 I 0
� � � � � 0 0 −I

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

< 0

(3.116)

where, �11 = Y AT + AY + BS + ST BT + Q̄1 + Q̄2 + Q̄3 + T̄1 + T̄ T
1 ,

�14 = BV+Y AT +BS+ST BT −T̄1+T̄ T
2 , �15 = −Y T +X+Y AT +ST BT , and

�44 = BV + V T BT − T̄2 − T̄ T
2 − Q̄3.
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Proof The closed-loop system with the implementable control law (3.115) is
expressed as:

ẋ(t) = Acx(t) + Bτ x(t − τ) + Ad1x(t − d1) + Ad2x(t − d2) + Dw(t)

y(t) = Cx(t) (3.117)

where, Ac = A + BK and Bτ = BKτ .

It is assumed that the pair (A, B) is stabilizable. As the design of H∞ controller is
delay-dependent with respect to feedback delay ‘τ ’ one needs to choose appropriately
LK functional of the form:

V (t) = xT Px(t) +
∫ t

t−d1

xT (s)Q1x(s)ds +
∫ t

t−d2

xT (s)Q2x(s)ds +
∫ t

t−τ
xT (s)Q3x(s)ds

+
∫ 0

−τ

∫ t

t+α
ẋ(s)Q4 ẋ(s)dsdα (3.118)

Finding the time-derivative of (3.118) one can get,

V̇ (t) = xT (t)(Q1 + Q2 + Q3)x(t) − xT (t − d1)Q1x(t − d1) + xT (t − d2)Q2x(t − d2)

−xT (t − τ)Q3x(t − τ) + τ ẋ T (t)Q4 ẋ(t) −
∫ t

t−τ

ẋ T (s)Q4 ẋ(s)ds + 2xT (t)Px(t)

(3.119)

Now, to approximate the quadratic integral term − ∫ t
t−τ

ẋ T (s)Q4 ẋ(s)ds in (3.119)
one can use Lemma 2 of [23] which yields

−
∫ t

t−τ

ẋ T (s)Q4 ẋ(s)ds ≤
[

x(t)
x(t − τ)

]T {[
T1 + T T

1 −T1 + T T
2

� −T2 − T T
2

]
+

τ

[
T1

T2

]
Q−1

4

[
T1

T2

]T
}[

x(t)
x(t − τ)

]
(3.120)

Now, for a free matrix G of appropriate dimension following equality is valid,

0 = 2[xT (t)G + xT (t − τ)G + ẋ T G]
×[−ẋ(t) + Acx(t) + Bτ x(t − τ) + Ad1x(t − d1) + Ad2x(t − d2) + Dw(t)]

(3.121)
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On expansion of (3.121), one can get

ξ T (t)

⎡
⎢⎢⎢⎢⎣

φ11 GAd1 GAd2 φ14 φ15

� 0 0 φ24 φ24

� 0 0 φ34 φ35

� � � φ44 φ45

� � � � φ55

⎤
⎥⎥⎥⎥⎦

ξ(t) + 2ξ T (t)

⎡
⎢⎢⎢⎢⎣

G
0
0
G
G

⎤
⎥⎥⎥⎥⎦
Dw(t) = 0(3.122)

where, ξ(t) = [xT (t), xT (t − d1), xT (t − d2), xT (t − τ), ẋ T (t)]T and

φ11 =GAc + AT
c G

T , φ14 =GBτ + AT
c G

T , φ15 = −G + AT
c G

T ,

φ24 = AT
d1G

T , φ25 = AT
d1G

T , φ34 = AT
d2G

T , φ35 = AT
d2G

T ,

φ44 =GBτ + BT
τ G

T , φ45 = −G + BT
τ G

T , φ55 = −G − GT

Using the bounding Lemma 2.1, one can treat the cross term
2ξ T (t)

[
GT 0 0 GT GT

]T
Dw(t) in (3.122) and rewrite it as

ξT (t)

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

⎡
⎢⎢⎢⎢⎣

φ11 GAd1 GAd2 φ14 φ15

� 0 0 φ24 φ24

� 0 0 φ34 φ35

� � � φ44 φ45

� � � � φ55

⎤
⎥⎥⎥⎥⎦

+

⎡
⎢⎢⎢⎢⎣

GD
0
0

GD
GD

⎤
⎥⎥⎥⎥⎦

γ −2

⎡
⎢⎢⎢⎢⎣

GD
0
0

GD
GD

⎤
⎥⎥⎥⎥⎦

T
⎫⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎭

ξ(t) + γ 2wT (t)w(t) = 0

(3.123)

where, γ is any positive scalar quantity. Invoking (3.120) and (3.123) in (3.119), one
can obtain

V̇ (t) ≤ ξ T (t)

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

⎡
⎢⎢⎢⎢⎣

ψ11 GAd1 GAd2 ψ14 ψ15

� 0 0 ψ24 ψ24

� 0 0 ψ34 ψ35

� � � ψ44 ψ45

� � � � ψ55

⎤
⎥⎥⎥⎥⎦

+

⎡
⎢⎢⎢⎢⎣

T1

0
0
T2

0

⎤
⎥⎥⎥⎥⎦

τQ−1
4

⎡
⎢⎢⎢⎢⎣

T1

0
0
T2

0

⎤
⎥⎥⎥⎥⎦

T

+

⎡
⎢⎢⎢⎢⎣

GD
0
0

GD
GD

⎤
⎥⎥⎥⎥⎦

γ −2

⎡
⎢⎢⎢⎢⎣

GD
0
0

GD
GD

⎤
⎥⎥⎥⎥⎦

T⎫⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎭

ξ(t) + γ 2wT (t)w(t) (3.124)

where, ψ11 = φ11 + Q1 + Q2 + Q3 + T1 + T T
1 , ψ14 = φ14 − T1 + T T

2 ,
ψ15 = φ15 + P ,
ψ24 = φ24, ψ25 = φ25, ψ34 = φ34, ψ35 = φ35,
ψ44 = φ44 − Q3 − T2 − T T

2 , ψ45 = φ45, ψ55 = φ55 + τQ4

http://dx.doi.org/10.1007/978-3-319-70149-3_2
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Using Schur-complement one can easily rewrite (3.124) as,

V̇ (t) ≤ ξ T (t)�ξ(t) + γ 2wT (t)w(t)

(3.125)

where, � =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

ψ11 GAd1 GAd2 ψ14 ψ15 T1 GD
� 0 0 ψ24 ψ24 0 0
� 0 0 ψ34 ψ35 0 0
� � � ψ44 ψ45 T2 GD
� � � � ψ55 0 GD
� � � � � −τ−1Q4 0
� � � � � 0 −γ 2 I

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦

In (3.125), if V̇ (t) is negative definite then it is guaranteed that the system con-
sidered in (3.102) is stabilizable with the control law (3.115). In case of H∞ state
feedback control with x(0) = 0, and additional constraint ‖ z(t) ‖2 ≤ γ ‖ w(t) ‖2,

γ > 0 that describes the restraint disturbance ability must be included in the
delay-dependent stability condition (3.125). One can rewrite (3.125) as,

V̇ (t) + zT (t)z(t) − γ 2wT (t)w(t) ≤ ξ T (t)�ξ(t) + zT (t)z(t) − γ 2wT (t)w(t)

(3.126)

Integrate (3.126) from 0 to ∞ on both the sides, it follows then

∫ ∞

0
{zT (t)z(t) − γ 2wT (t)w(t) + V̇ (t)}dt ≤

∫ ∞

0
{ξ T (t)�ξ(t) + zT (t)z(t)}dt

(3.127)

Substituting z(t) = C x(t) in (3.127), one can rewrite

∫ ∞
0

{zT (t)z(t) − γ 2wT (t)w(t) + V̇ (t)}dt ≤
∫ ∞

0
{xT (t)CTCx(t) + ξT (t)�ξ(t)}dt

(3.128)

After simple algebraic manipulation of (3.128) one can rewrite it as

∫ ∞

0
{zT (t)z(t) − γ 2wT (t)w(t) + V̇ (t)}dt ≤

∫ ∞

0
{ξ T (t)�̄ξ(t)}dt (3.129)

If we define the H∞ performance index as

Jwz =
∫ ∞

0
{zT (t)z(t) − γ 2wT (t)w(t)}dt (3.130)



174 3 Stabilization of Time-Delay Systems

thus in view of (3.130) one can write

Jwz ≤
∫ ∞

0
{zT (t)z(t) − γ 2wT (t)w(t) + V̇ (t)}dt (3.131)

Now, in view of (3.131) and (3.129) it is obvious that following is true,

Jwz ≤
∫ ∞

0
{ξ T (t)�̄ξ(t)}dt (3.132)

�̄ =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

ψ11 + CTC GAd1 GAd2 ψ14 ψ15 T1 GD
� 0 0 ψ24 ψ24 0 0
� 0 0 ψ34 ψ35 0 0
� � � ψ44 ψ45 T2 GD
� � � � ψ55 0 GD
� � � � � −τ−1Q4 0
� � � � � 0 −γ 2 I

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦

(3.133)

Using Schur-complement one can rewrite (3.133) equivalently as,

� =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

ψ11 GAd1 GAd2 ψ14 ψ15 T1 GD CT

� 0 0 ψ24 ψ24 0 0 0
� 0 0 ψ34 ψ35 0 0 0
� � � ψ44 ψ45 T2 GD 0
� � � � ψ55 0 GD 0
� � � � � −τ−1Q4 0 0
� � � � � 0 −γ 2 I 0
� � � � � 0 0 −I

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(3.134)

If � < 0 in (3.134), then it guarantees both V̇ (t) < 0 as well as Jwz < 0 thus
satisfying the condition of (3.96). Now, substitute Ac = A + BK and Bτ = BKτ in
(3.133) first, then pre- and post-multiplying (3.133) by {G−1,G−1,G−1,G−1,G−1,

G−1, I, I } and its transpose respectively and adopting following linear changes of
variables,

G−1 =Y , G−T =Y T , G−1KT =Y K T = ST , KG−T = KY T = S,
G−1KT

τ =Y K T
τ = V ,

G−1Q1G−T = Q̄1, G−1Q2G−T = Q̄2, G−1Q3G−T = Q̄3, G−1Q4G−T = Q̄4,

G−1PG−T = X , G−1T1G−T = T̄1, G−1T2G−T = T̄2

After carrying out above linear changes of matrix variables in � matrix, one can
obtain � < 0 in (3.116) which is the required stabilizing condition for the LFC
system. This completes the proof. �
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Remark 3.21 Note that, one may obtain controller gains using K = SY−1 and
Kτ = VY−1 from feasible solution of (3.116) for a specified γ . However, by defining
γ̄ = γ 2 and then obtaining a solution of (3.116) by minimizing γ̄ yields an optimal
controller in the sense that γ gets optimized. But such optimal controllers generally
have high gains and significantly amplify noises causing performance degradation.
However, these high control gains may be reduced if one attempts to obtain a sub-
optimal controller by exploiting the trade-off between the control gains and the H∞
performance index γ . An attempt is made to design such suboptimal controllers
by minimizing the γ as well as restricting the size of the control gains K and Kτ

simultaneously. Such an attempt is not new in literature, for example see [27], where
suboptimal controllers have been obtained to avoid the problem that arises due to
high control gains. For this purpose, note that, computing the control gains K and Kτ

involves the LMI variables S, V and Y . In view of this, one can define the follow-
ing multi-objective optimization algorithm for computing the controller gains and
simultaneously the H∞ performance index γ .

Multi-objective Optimization Algorithm:

Minimize γ̄ + p + s + v

subject to (3.117),

[
s I S
� I

]
,

[
v I V
� I

]
,

[
Y I
� pI

]
≥ 0,

γ̄ > 0, p > 0, s > 0, and v > 0

3.9.3 Simulation Results

To illustrate the effectiveness of the proposed LFC H∞ control problem satisfy-
ing performance index ‘γ ’, the following two-area power system model has been
considered. The area-1 is equivalent to a single generator and area-2 is equivalent
to 4-interconnected generator units as in ([48]). The plant parameters are given as
follows,

Area -1 (Parameters are in p.u):
Tch1 = 0.3 sec, Tg1 = 0.1 sec, R1 = 0.05, D1 = 1, M1 = 10, k1 = 0.5, and

1
Tp1

= D1
M1

, Tp1 = M1
D1

,
kp1

Tp1
= 1

M1
, kp1 = 1

D1
, B1 = 1

R1
+ D1

Area -2 (Parameters are in p.u):
Tch2 = 0.17 sec, Tg2 = 0.4 sec, R2 = 0.05, D2 = 1.5, M2 = 12, k2 = 0.5,

and
Tp2 = M2

D2
,

kp2

Tp2
= 1

M2
, kp2 = 1

D2
, B2 = 4

R2
+ D2

Open-loop simulation: Without control input (i.e, u(t) = 0) the system in (3.102)
with d1 = 0.1 sec and d2 = 0.6 sec is simulated with constant load disturbances of
1 p.u in both the areas. It can be observed that the frequency deviations � f1(t) and
� f2(t) of the system are unstable as shown in the Fig. (3.12). It must be mentioned
here that the PI controllers are inherently involved in the respective areas of the
system model (3.102), (see Fig. 3.11).
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Fig. 3.12 Deviation in frequency for open-loop system

Closed-loop simulation: The designed H∞ controller gains for the LFC problem
are computed by solving the LMI conditions using ‘mincx’ optimization solver of
LMI control toolbox ([17]).

One-term control: Solving the LMI in (3.110), one obtains the γ as 0.4493 and
the corresponding gain matrix K as:

K =
[ −16.3022 −0.3319 −0.0917 −1.5967 −0.1824 0.4176 −0.0224 −0.1252

−0.4749 −0.0208 −0.0099 0.4723 −0.3316 −22.6162 −0.2747 −0.4027

−0.1959
−1.1464

]

Delay-independent two-term control [33, 42]: Solving the LMI in (3.114) with
the choice σ = 1 and κ = 1, the control gains are obtained as:

K = 1 × 105 ×[ −4.0871 −0.0004 0.0004 −0.9696 −0.3088 3.7540 0.0005 −0.0007 −0.9837
4.9949 0.0005 −0.0005 −2.4130 −0.7636 −5.7216 −0.0008 0.0011 −2.3906

]

Kd = [0]2×9, corresponding γ = 8.4336 × 10−4

Remark 3.22 It is mentioned in the Remark 4.4 of [33] that, the direct implemen-
tation of the LMI (59) of Theorem 4.2 for the system considered in (50a) will yield
smisleading result for computing the controller gain associated with the delayed
term due to the fact that (1,1) entry of the LMI (59) does not contain a symmetric
term associated with the variable V which in turn yields V = [0] and consequently
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Kd = VY−1 = [0], this fact can be observed in the result presented above for
delay-independent two-term control.

To overcome this difficulty an iterative optimization procedure has been suggested
in [33] by introducing some additional terms in the (1,1) entry of the LMI condition
(3.114) to minimize the γ . The drawbacks of this iterative algorithm are:

(i) selecting the initial conditions for several scalar tuning parameters involved in
the LMI (like κ and σ )

(ii) selecting the arbitrary initial Y matrix
(ii) selecting predetermined tolerance for ‖ Y ∗ − Y j ‖< δ.

As these selections are arbitrary and has no specific guidelines, so one can conclude
that the accuracy of the solution is not guaranteed immediately from the solution of
this algorithm.

Also the result presented for PSS problem in [42] returned a Kd matrix whose
elements are very small whereas the elements of the K matrix are relatively very large
(of the order of 105), the same trend of the gain matrices are observed in the results
presented above (delay-independent two-term controller) for the LFC problem.

The above drawbacks of the delay-independent two-term controller design have
been eliminated in the proposed delay-dependent two-term control algorithm (i)
introducing an arbitrary finite delay ‘τ ’ in the feedback-loop that consequently avoids
the limiting situation of delay-independent design (i.e, when state delay tends to
infinity the feedback loop is still closed as ‘τ ’ is finite) and (ii) use of modified LMI
conditions are established along with the solution of multi-objective optimization
algorithm.

Proposed delay-dependent two-term control: Delay-dependent two-term H∞
controller gains are obtained by solving the multi-objective optimization algorithm
presented in Theorem 3.13. This yields controller gains as,

K =
[ −57.9577 −1.6131 0.4879 −4.8317 1.1070 33.1766 0.4794 0.3582

−17.2892 0.0140 0.0355 −0.1347 −2.8920 −106.9613 −1.5252 −2.0749

0.3828
−3.7771

]

Kτ =
[

2.0425 −0.0350 −0.0205 0.2533 0.1331 −5.4343 −0.0359 −0.0234
−2.8702 −0.0311 −0.0049 −0.0126 −0.1211 7.1215 0.0383 −0.0666

−0.2004
0.3837

]

The corresponding γ is 4.0124.
Now, simulation results for one-term and delay-dependent two-term controllers

with different load disturbances are compared in terms of performances. First, con-
sidering the unit-step load disturbance, the variations in frequency deviations in both
the areas are shown in Fig. 3.13 whereas the control inputs are presented in Fig. 3.14.
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Fig. 3.13 Deviation in frequency for the closed-loop system for unit-step load disturbance for
feedback delay (τ ) = 0.7 Sec

Fig. 3.14 Control inputs for unit-step load disturbance for feedback delay (τ ) = 0.7 Sec

Next, the simulation results of the closed-loop system for time-varying disturbance
are presented in Figs. 3.15 and 3.16. From these results, it is clear that the transient
response of the proposed delay-dependent two-term controller is superior than the
one-term controller and in both the cases the disturbance rejection capability appears
to be nearly same at the steady-state condition.

Remark 3.23 A linear model of LFC problem for an interconnected power system
with communication delay is considered with zero initial condition for the stabiliza-
tion and disturbance rejection problem. A closed loop simulation study of proposed
two-term controller for the same system under non-zero initial conditions is carried
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Fig. 3.15 Deviation in frequency for the closed-loop system for time-varying load disturbance of
w(t) = sin(2π t) and feedback delay τ = 0.7 Sec

out, the result reveals that there is a tendency for the system to deteriorate the tran-
sient response little bit, but the disturbance rejection capability will not be lost i.e,
the steady state response is similar to that under zero initial condition.

3.10 Conclusions

The first part of this chapter discusses stabilization and robust stabilization of a linear
time-varying delay system with state delay in the feedback control law. Improved
delay-dependent stabilization as well as robust stabilization conditions in an LMI
and NLMI frameworks have been derived for the linear time-delay system. The
proposed delay-dependent LMI based stabilization as well as robust stabilization
conditions are formulated using both convex combination of LMIs and improved
bounding technique along with the multi-objective optimization algorithm to com-
pute the controller gains for a given delay upper bound. On the other hand, the NLMI
based proposed delay-dependent stabilization condition (Theorem 3.5) is formulated
with much lesser decision variables and could not yield delay upper bound estimate
comparable to that of [12] while solving through cone-complementarity algorithm. It
may be emphasized here that the extension of the NLMI stabilization condition (The-
orem 3.5) for an uncertain TDS requires lesser bounding inequalities thus yielding
improved robust stabilization results than that of [12]. Several numerical examples
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are considered to illustrate the effectiveness of the proposed delay-dependent stabi-
lizing conditions to achieve improved delay upper bound and lesser control effort.

The last part of this chapter dealt with H∞ state feedback controller for the solution
of LFC problem of an interconnected power system with communication delays in
an LMI framework. It must be mentioned at this stage that, the existing results of H∞
state feedback controller design are all based on delay-dependent formulation with
delayed states in feedback signals and however, these results have not been utilized
to solve LFC problem yet. The H∞ controller that has been applied so far for an LFC
problem of a multi-area inter-connected power system is delay-independent one with
decentralized control structures having (i) one-term control and (ii) two-term control.
The proposed two-term H∞ controller based on performance index ‘γ ’ is delay-
dependent formulation with respect to the feedback delays and not the state delays
as opposed to other existing delay-dependent H∞ controller designs. Simulation
results of an LFC of a two-area inter-connected power system are presented to show
the effectiveness of (i) the proposed two-term delay-dependent controller over delay-
independent one in terms of the control effort, (ii) implementation of LMI conditions
are less complex computationally compared to the results presented in [33, 42]
and [48] and (iii) the superiority of the proposed two-term controller over one-term
controller under different types of load-disturbances.
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Chapter 4
Control of Time-Delay Systems
with Actuator Saturation

4.1 Introduction

The time-delay in a system model is inherent to any physical system and it induces
infinite roots in its characteristic equation forcing the exact analysis to be compu-
tationally difficult tasks. This motivated several researchers to develop approximate
but computationally efficient methods for analysis and synthesis of time-delay sys-
tems via Lyapunov-Krasovskii or Razumikhin method in an LMI framework. The
presence of the time-delays in physical systems usually degrade system performance
and even frequently a source of instability and these has been discussed in the pre-
vious chapters. In last few decades, large number of LMI based delay-dependent
and/or generalized delay-dependent stability criteria have been reported to achieve
improved delay upper bound estimate as cited in the references of previous chap-
ters. These delay-dependent stability conditions are then extended to stabilization
and robust stabilization problems in LMI framework using state feedback control
law that have been discussed in Chap.3. The state feedback stabilization of linear
parameter varying (LPV) systems with time-delay in the states can be found in [1].

In practice, both time-delay and actuator saturation controls are commonly
encountered in various engineering problems [2]. The presence of actuator satu-
ration alone in the linear system may cause the following, (i) degradation of the
system performances (e.g., large overshoot and large settling time) (ii) cannot track
large set points and (iii) source of system instability if saturation effect is not taken
into account properly. The research article on stability, stabilization and H∞ con-
trol (in presence of L2 disturbances) of linear systems with actuator saturation (or
bounded control) can be found in [3–6] and references therein. The problem of stabi-
lizing linear-parameter varying (LPV) systems with saturating actuators using gain
scheduling controllers can be found in [7, 8], this problem is solved by considering
parameter-dependent LK functional approach.

In last decade, a considerable research attention has been paid bymany authors on
stability and stabilization issues of linear system and somematuremethods have been
widely used to deal with the above problems [2, 9–20] and reference therein. Very
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few literature are available for robust stabilization of linear TDS with norm bounded
parametric uncertainties subjected to actuator saturation, [21, 22] and references
therein. The work in [22] is carried out for an open-loop stable system in presence
of uncertainty assuming the nonlinear function inside a sector.

The problem of stability analysis and control of linear systems with actuator satu-
ration with or without time-delay in the system states are generally dealt through
two main different strategies initiated by two different school of thoughts [4],
(i) anti-wind up scheme, which introduces additional feedbacks in such away that the
control effort never attains the saturation limits, this scheme neglects the saturation
nonlinearities in the first stage of control design and (ii) it analyzes the closed-loop
system under actuator saturation systematically taking into consideration saturation
nonlinearities as a priori to meet either the performance or stability requirements.
The literature on the former method can be found in [23] and reference therein, this
method is beyond the scope of the present work, rather latter method is adopted
for stabilization of linear time-delay systems with actuator saturation in this thesis.
While adopting the latter method, it needs to include the saturation nonlinearities
in the controller design or stability analysis problems as a priori and that is accom-
plished by approximating the saturation function with two different approaches: (i)
polytopic differential inclusions [3, 4, 7, 14, 15, 24] and (ii) sector nonlinearity [18,
23]. The demerits polytopic representation are two folds (i) it provides local stability
(ii) 2m number of LMIs are required to be solved where m is the number of inputs.
These difficulties are overcome using the latter representation as in this case both
local and global stability can be ensured as well as the number of LMIs to be solved
are reduced to m only.

In this chapter the problem of designing state feedback control for a linear time-
delay system with actuator saturation is considered with a view to achieve improved
delay upper bound and simultaneously obtain the estimate of domain of attraction
using LK functional approach in an LMI framework. The estimation of the domain
of attraction directly refers to the local stabilization problem.

4.2 Characterization of Actuator Saturation

In order to carry out the stability analysis or control design of a linear dynamical
systems subjected to actuator saturation using Lyapunov’s second method, one can
express adequately the actuator saturation function mathematically in two different
approaches as discussed below (refer Sect. 1.7 of Chap.1):

• A Polytopic representation, based on the use of differential inclusions [4].
• A sector nonlinearity representation, which includes the saturation function in a
sector [23].

http://dx.doi.org/10.1007/978-3-319-70149-3_1
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Fig. 4.1 Saturation function

A general mathematical representation of an actuator saturation is given by,

Sat(u(i)) =
⎧
⎨

⎩

umax(i), if u(i) > umax(i);
u(i), if − umin(i) ≤ u(i) ≤ umax(i);
−umin(i), if u(i) < −umin(i)

For simplicity in treatment one can consider symmetrical saturation function, where
it is assumed that, umax(i) = umin(i) = u0(i), which is shown in Fig. 4.1. The actuator
saturation function considered above has two distinct features with the function
value being different for different sets of inputs and memoryless owing to the fact
that function values do not depend on the past inputs.

4.2.1 Polytopic Representation [3, 4]

In this method, the saturation nonlinearity is replaced by the convex combinations
of two linear feedbacks such that the saturation function lies in the convex hull1 of
these linear feedbacks. The lemma proposed in [3, 4] is employed in forming the
convex hull for the saturation nonlinearity and it is described in Lemma 1.2, for ready
reference refer (Sect. 1.7 of Chap.1).

4.2.2 Sector Nonlinearities Representation [23]

First a general definition of sector condition is presented for better understanding of
the saturation function as a sector nonlinearity,

1The convex hull of a set X = {x1, x2, . . . , xk} is the minimal convex set that contains X . For a
group {x1, x2, . . . , xk} ∈ Rn, the convex hull of these points is co{x1, x2, . . . , xk} = {∑k

i αixi :
∑k

i αi = 1,αi ≥ 0} [4].

http://dx.doi.org/10.1007/978-3-319-70149-3_1
http://dx.doi.org/10.1007/978-3-319-70149-3_1
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Definition 1 A saturation function �(y) belongs to sector S, (a set which contains
the origin), if the following condition is satisfied,

(�(y) − Kminy)
T (�(y) − Kmaxy) ≤ 0 ∀ y ∈ S

where, Kmax and Kmin are some real matrices and also (Kmax − Kmin) is a symmetric
positive definite matrix, y ∈ Rm, �y0(y) ∈ Rm and Kmax,Kmin ∈ Rm×m.

Two cases are considered from this definition, (i) if Kmin > 0, then |�(y)| ∈
sect(Kmin,Kmax) for y ∈ S(Kmin, y0) = {y ∈ Rm;−y0(i) ≤ y(i) ≤ y0(i), i =
1, 2, . . . ,m} which pertains to local stability and (ii) if Kmin = 0, then �(y) ∈
sect (0,Kmax) for y ∈ Rm, pertains to global stability, the graphical interpretation of
the above sector conditions are given in Figs. 4.2 and 4.3 respectively.

The saturation nonlinearity can equivalently be replaced with a dead-zone non-
linearity in combination with a linear element that is shown in Fig. 4.4 and expressed
mathematically as,

Sat(u(t)) = u(t) − �(u(t))

Now one can express dead-zone nonlinearity equivalently in terms of saturation
function as,

�(u(t)) = u(t) − Sat(u(t))

where, u(t) = Kx(t). The ith component of dead-zone nonlinearity function, output
of the controller and output of the saturating actuator are expressed as�(ui(t)), ui(t)
and Sat(ui(t)) respectively. Where u(t) ∈ Rm, x(t) ∈ Rn and ki is the ith row of the

Fig. 4.2 Sector interpretation for local stability
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Fig. 4.3 Sector interpretation for global stability

Fig. 4.4 Equivalent representation of saturation nonlinearity

feedback gain matrix K having proper dimension K ∈ Rm×n, then one can write the
ith element of dead-zone nonlinearity function as,

�i(kix(t)) = kix(t) − Sat(kix(t)), i = 1, 2, . . .m

From Figs. 4.5 and 4.6 one can express decentralized dead-zone nonlinear element
as,

�i(k(i)x(t)) =
⎧
⎨

⎩

kix(t) − u0(i) > 0, if kix(t) > u0(i);
kix(t) − u(i) = 0, if − u0(i) ≤ kix(t) ≤ u0(i);
kix(t) + u0(i) < 0, if kix(t) < −u0(i)

where, i = 1, 2, . . .m.
As the saturation function is replaced by the dead-zone nonlinearity, one needs

to satisfy the modified sector condition as stated in Lemma 1.2 (refer Sect. 1.7 of
Chap.1),

http://dx.doi.org/10.1007/978-3-319-70149-3_1
http://dx.doi.org/10.1007/978-3-319-70149-3_1
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Fig. 4.5 Saturation
nonlinearity

Fig. 4.6 Dead zone
nonlinearity

Lemma 4.1 ([18]) Consider a dead-zone nonlinear function �i(kix(t)), with
x(t) ∈ S then the relation

�i(kix(t))Di,i [ �i(kix(t)) − gix(t)] ≤ 0 (4.1)

is valid for any scalar Di,i > 0. gi is the ith component of the auxiliary feedback gain
matrix. The set S is indicated in Fig.4.6.

The result of Lemma 4.1 reveals the following statements:

Case I: If �i(kix(t)) > 0, then it follows from the Lemma 4.1 that,

�i(kix(t))D(i,i)(�i(kix(t)) − gix(t)) = �i(kix(t))D(i,i)(kix(t) − u0(i) − gix(t)) ≤ 0

provided, D(i,i) > 0 and kix(t) − u0(i) − gix(t) ≤ 0, which means,

kix(t) − gix(t) ≤ u0(i)
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Case II: If �i(kix(t)) = 0 with kix(t) ≤ u0(i) then it follows from the Lemma 4.1
that,

�i(kix(t))D(i,i)(�i(kix(t)) − gix(t)) = 0

Case III: If �i(kix(t)) < 0, then it follows from the Lemma 4.1 that,

�i(kix(t))D(i,i)(�i(kix(t)) − gix(t)) = �i(kix(t))D(i,i)(kix(t) + u0(i) − gix(t)) ≤ 0

provided, D(i,i) > 0 and kix(t) + u0(i) − gix(t) ≥ 0, which means,

kix(t) − gix(t) ≥ −u0(i)

So, from the above three cases one can conclude that, in order to satisfy the sector
condition for the local stability of the dead-zone nonlinearity one has to impose the
constraint,

|kix(t) − gix(t)| ≤ u0(i)

Remark 4.1 The actuator saturation has been approximated using dead-zone nonlin-
earity (or referred as sector nonlinearity) for stability analysis and controller synthesis
of a linear time-delay systems with actuator saturation in succeeding sections. This
approximate representation of saturation nonlinearity is adopted due to the fact that,
the number of LMI conditions to be solved are lesser compared to the polytopic
representation.

In this thesis the discussion is limited to the local stability and stabilization of
time-delay systems in presence of actuator saturation.

4.3 Problem Formulation and Preliminaries

Let us consider a time-delay system with input (or actuator) saturation

ẋ(t) = Ax(t) + Adx(t − d(t)) + BSat(u(t)) (4.2)

x(θ) = φ(θ), θ ∈ [−du, 0] (4.3)

Considering state feedback control law

u(t) = Kx(t) (4.4)

The system described in (4.2), can be rewritten as

ẋ(t) = Ax(t) + Adx(t − d(t)) + BSat(Kx(t)) (4.5)
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where x(t) ∈ Rn is the state vector, A and Ad are constant matrices with appropriate
dimensions, K ∈ Rm×n is the state feedback gain matrix. The actuator saturation is
mathematically described as,

Sat(u(t)) = [Sat(k1x(t)), . . . Sat(kmx(t))]T (4.6)

where,

Sat(kix(t)) =
⎧
⎨

⎩

u0(i), if kix(t) > u0(i);
kix(t), if − u0(i) ≤ kix(t) ≤ u0(i);
−u0(i), if kix(t) < u0(i)

where, ki is the ith row of the K gain matrix and the saturation is assumed to be sym-
metrical. The time-delay in (4.2), is time-varying and satisfies following conditions

0 ≤ d(t) ≤ du (4.7)

0 ≤ ḋ(t) ≤ μ (4.8)

where, du is the maximum allowable delay upper bound and μ is the delay-derivative
upper bound.

Definition 2 ([19]) Let the solution of the system defined in (4.2) with the initial
condition x0 = φ ∈ C([−du, 0],Rn) be x(t,φ), then the domain of attraction (DOA)
of the origin of the system (4.2) is defined as

� =
{
φ ∈ C[−du, 0] : lim

t→∞ x(t,φ) = 0
}

(4.9)

where, C[−du, 0] denotes the space of continuously differentiable vector function φ
over [−du, 0]. In sequel, the estimate of the domain of attraction (DOA) is defined
in [15] as,

Xδ =
{

φ ∈ C[−du, 0] : max
[−du,0]

‖φ‖2 ≤ δ1, max
[−du,0]

‖φ̇‖2 ≤ δ2

}

(4.10)

Definition 3 Local stabilization means that, under the influence of designed state
feedback gain, the closed-loop state trajectory of system (4.2) initiated in Xδ will
converge to origin without leaving at any time the convex set E(P, 1) ⊂ S, where S
is a set of all the values of x(t) defined within the sector of the nonlinearity.

The problem here is to design a state-feedback controller for the system (4.2)
such that the closed loop system is asymptotically stable satisfying (4.7) and (4.8)
for maximum delay upper bound and simultaneously obtain the estimate of DOA.



4.3 Problem Formulation and Preliminaries 193

It is observed from all recent literatures [14, 25–29] that the delay-dependent
stability analysis of linear TDS provides the sufficient conditions while replac-
ing the ẋ(t) term (arising out of the LK functional derivative) by current as well
as delayed state vector that yields less conservative delay upper bound results,
but it must be mentioned here that direct extension of these conditions to solve
state feedback stabilization problem leads to nonlinear matrix inequality (NLMI)
condition [30, 31].

To alleviate this difficulty, in [19], the term associated with ẋ(t) has been retained
and a suitable transformation is proposed that helped to solve stabilization condition
in LMI framework while dealing with the actuator saturation problem via polytopic
approach.

A new and improved delay-dependent stabilization condition for the system in
(4.2) is presented adopting the sector nonlinearities approximation of the saturation
function and subsequently the stabilization condition by adopting polytopic approach
has also been considered for the comparative assessment of both the approaches.

4.4 Main Result on Stabilization of TDS
with Actuator Saturation

In this section stabilization condition of a nominal time-delay system subjected to
actuator saturation using two different approximations of saturation function men-
tioned above are presented in the form of following theorems.

4.4.1 Stabilization Using Sector Nonlinearities
Approximation

In this section, an improved stabilization method is proposed by introducing two
scalar variables which are associated with a free weighting matrix, also ẋ(t) term is
retained in the derivative of the LK functional and this, in turn allows us to obtain LMI
condition thereby avoiding any transformation of matrix variables unlike in [19]. The
proposed method is simpler and computationally efficient as the introduced scalar
variables are associatedwith a common freematrix instead of using two different free
matrices in the formulation of stabilization problem. Here, the actuator saturation
term in (4.2) using dead-zone nonlinearity function following [18] is written as,

Sat(Kx(t)) = Kx(t) − �(Kx(t)) (4.11)
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where, �(Kx(t)) is deadzone nonlinearity function. So, in view of (4.11) the closed
loop system (4.2) can be rewritten as

ẋ(t) = Acx(t) + Adx(t − d(t)) − Bψ(Kx(t)) (4.12)

where, Ac = (A+ BK). For handling the dead-zone nonlinearity �(Kx(t)), we con-
sider an auxiliary feedback matrix G ∈ Rm×n satisfying the condition |(ki − gi)x| ≤
u0(i), i = 1, . . .m and hence define a set such that

S = {x ∈ Rn : |(ki − gi)x| ≤ u0(i), i = 1, . . .m} (4.13)

We choose, the set S to be a compact convex set of the form of an ellipsoid,

E(P, 1) = {x : xTPx ≤ 1} (4.14)

satisfying the condition that, E(P, 1) ⊂ S.

Theorem 4.1 ([32]) Given scalars α and β, the time-delay saturating actuator
system (4.12) is asymptotically stable for allowable delay upper bound du viamemory
less state feedback controller K = YZ−T , if there exist matrices P̄ = P̄T > 0, Q̄j =
Q̄j

T
> 0, R̄1 = R̄1

T
> 0, any free matrices Y ,W, Z, M̄j, N̄j, j = 1, 2 and diagonal

matrix L = LT > 0 of appropriate dimensions such that following LMIs hold:

[
� ϕ1

� −R̄1

]

< 0 (4.15)

[
� ϕ2

� −R̄1

]

< 0 (4.16)

[
P̄ (yi − wi)

T

� u2i

]

≥ 0, i = 1, 2, . . .m (4.17)

where, yi and wi are the ith row of Y and W matrices respectively, and .

ϕ1 =
[

M̄1
T
N̄1

T
0 0 0

]T

ϕ2 =
[

0 M̄2
T
N̄2

T
0 0

]T
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� =

⎡

⎢
⎢
⎢
⎢
⎣

�11 �12 0 �14 �15

� �22 �23 �24 �25

0 � �33 0 0
� � 0 �44 �45

� � 0 � �55

⎤

⎥
⎥
⎥
⎥
⎦

with, �11=AZT + ZAT + BY + YTBT + Q̄1 + Q̄2 + d−1
u (M̄1 + M̄T

1 )

�12=AdZT + βZAT + βYTBT + d−1
u (−M̄1 + N̄T

1 )

�14=−ZT + αZAT + αYTBT + P̄, �15=−BL + WT

�22=−(1 − μ)Q̄2 + β(AdZT + ZAT
d ) + d−1

u (M̄2 + M̄T
2 − N̄1 − N̄T

1 )

�23=d−1
u (−M̄2 + N̄T

2 ), �24=−βZT + αZAT
d , �25=−βBL

�33=−Q̄1 + d−1
u (−N̄2 − N̄T

2 ), �44=R̄1 − α(Z + ZT ), �45=−αBL
�55=−2L.

The corresponding estimate of domain of attraction Xδ ≤ 1 is given as,

Xδ = δ21
{
λmax(Z−1P̄Z−T ) + duλmax(Z−1Q̄1Z−T )

duλmax(Z−1Q̄2Z−T )
}

+δ22
{
1
2duλmax(Z−1R̄1Z−T )

}
(4.18)

where, δ1 = max
[−du,0]

‖φ‖2, and δ2 = max
[−du,0]

‖φ̇‖2

Proof The detailed proof of this theorem can be found as Theorem3 in [32]. However
we give a brief highlight of the proof here for easy understanding of the readers.
Consider a LK functional for the system (4.12) as,

V (xt) = xT (t)Px(t) +
∫ t

t−du

xT (θ)Q1x(θ)dθ

+d−1
u

∫ t

t−du

∫ t

θ

ẋT (φ)R1ẋ(φ)dφdθ

+
∫ t

t−d(t)
xT (θ)Q2x(θ)dθ (4.19)

The time derivative of (4.19) is obtained as,

V̇ (xt) ≤ 2xT (t)Pẋ(t) + xT (t)Q1x(t) + xT (t)Q2x(t)

−(1 − μ)xT (t − d(t))Q2x(t − d(t))

−xT (t − du)Q1x(t − du) + ẋT (t)R1ẋ(t)

−d−1
u

∫ t

t−du

ẋT (θ)R1ẋ(θ)dθ (4.20)
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Using the integral inequality described in Lemma 3 of [32] one can approximate the
integral terms in 4.20 to write V̇ as,

V̇ (xt) ≤ ξT (t)

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

⎡

⎢
⎢
⎢
⎢
⎣

θ11 θ12 0 θ14 θ15
� θ22 θ23 θ24 θ25
0 � θ33 0 0
� � 0 θ44 θ45
� � 0 � 0

⎤

⎥
⎥
⎥
⎥
⎦

+ (1 − ρ)

⎡

⎢
⎢
⎢
⎢
⎣

0
M2

N2

0
0

⎤

⎥
⎥
⎥
⎥
⎦
R−1
1

×

⎡

⎢
⎢
⎢
⎢
⎣

0
M2

N2

0
0

⎤

⎥
⎥
⎥
⎥
⎦

T

+ ρ

⎡

⎢
⎢
⎢
⎢
⎣

M1

N1

0
0
0

⎤

⎥
⎥
⎥
⎥
⎦
R−1
1

⎡

⎢
⎢
⎢
⎢
⎣

M1

N1

0
0
0

⎤

⎥
⎥
⎥
⎥
⎦

T⎫
⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎭

ξ(t)

where, θ11=SAc + AT
c S

T + Q1 + Q2 + M1 + MT
1 ; θ12=SAd + βAT

c S
T + d−1

u
(−M1 + NT

1 )

θ14=−S + αAT
c S

T + P; θ15=−SB

θ22=β(SAd + AT
d S

T ) − (1 − μ)Q2 + d−1
u (−N1 − NT

1 + M2 + MT
2 )

θ23=d−1
u (−M2 + NT

2 ); θ24=αAT
d S

T − βS; θ25=−βSB

θ33=−Q1 + d−1
u (−N2 + NT

2 ); θ44=R1 − α(S + ST ); θ45=−αSB

If x(t) ∈ S then from Lemma 4.1, one can write

V̇ (xt) ≤ V̇ (xt) − 2ψT (Kx(t))D[ψ(Kx(t)) − Gx(t)] (4.21)

Thus in view of (4.21) one can write,

V̇ (xt) ≤ ξT (t)
{
� + ρϑ1R

−1
1 ϑT

1

+ (1 − ρ)ϑ2R
−1
1 ϑT

2

}
ξ(t) (4.22)

From (4.22) one can conclude that the asymptotic stability of the system in (4.12) is
guaranteed if following condition is satisfied

{� + ρϑ1R
−1
1 ϑT

1 + (1 − ρ)ϑ2R
−1
1 ϑT

2 } < 0 (4.23)

This can be rewritten as

ρ(� + ϑ1R
−1
1 ϑT

1 ) + (1 − ρ)(� + ϑ2R
−1
1 ϑT

2 ) < 0 (4.24)
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From (4.24) one can write,

� + ϑ1R
−1
1 ϑT

1 < 0 (4.25)

� + ϑ2R
−1
1 ϑT

2 < 0 (4.26)

Using Schur-complement (4.25)and (4.26) can be rewritten as

[
� ϑ1

� −R1

]

< 0 (4.27)

[
� ϑ2

� −R1

]

< 0 (4.28)

where, ϑ1 = [
MT

1 NT
1 0 0 0

]T
and ϑ2 = [

0 MT
2 NT

2 0 0
]T

are defined in Theorem
4.2.

Now, pre- and post multiplying (4.27) and (4.28) by diag{S−1, S−1, S−1, S−1,

D−1, S−1} and diag{S−T , S−T , S−T , S−T ,D−1, S−T } respectively and adopting fol-
lowing changes in variables

S−1 = Z; S−T = ZT ; D−1 = L,KZT = Y; ZKT = YT ; GZT = W,ZGT = WT ;
S−1R1S

−T = R̄1; S−1PS−T = P̄; S−1Q1S
−T = Q̄1; S−1Q2S

−T = Q̄2

may obtain the following LMIs

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎣

�11 �12 0 �14 �15 M̄1

� �22 �23 �24 �25 N̄1

0 � �33 0 0 0
� � 0 �44 �45 0
� � 0 � �55 0
� � 0 0 0 −R̄1

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎦

< 0 (4.29)

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎣

�11 �12 0 �14 �15 0
� �22 �23 �24 �25 M̄2

0 � �33 0 0 N̄2

� � 0 �44 �45 0
� � 0 � �55 0
� � 0 0 0 −R̄1

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎦

< 0 (4.30)

The elements �i,j (i = 1, . . . , 5 and j = 1, 2, . . . , 5) in (4.29) and (4.30) are defined
in the Theorem 4.1.

To ensure that, V̇ (xt) < 0, one must satisfy (4.29) and (4.30) for any x(t) ∈
E(P, 1), satisfying the condition E(P, 1) ⊂ S. The ellipsoid set along with the con-
dition that guarantees |(ki − gi)x| ≤ u0(i), i = 1, . . .m,∀x(t) ∈ E(P, 1) is necessary.
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Following facts leads to formulate the equivalent LMI constraints as,

E(P, 1) = {
x ∈ Rn|xTPx} (4.31)

S = {
x ∈ Rn||(ki − gi)x| ≤ u0(i)

}
(4.32)

and,

E(P, 1) ⊂ S (4.33)

Using (4.31) one can write,

u0(i)(1 + xTPx) ≤ 2u0(i) (4.34)

Using (4.32) one can write,

2|(ki − gi)x| ≤ 2u0(i) (4.35)

Now, any point on the hyperplane (ki − gi)x(t) = ±u0(i) makes the expression
xT (t)Px(t) ≥ 1, which implies the condition (4.33), thus in view of this fact one can
write,

u0(i)(1 + xT (t)Px(t)) ≥ 2|(ki − gi)x(t)| (4.36)

Thus in view of inequalities expressed in (4.34)–(4.36) the inequality holds,

2u0(i) ≥ u0(i)(1 + xT (t)Px(t)) ≥ 2|(ki − gi)x(t)| (4.37)

The latter inequality in (4.37) can be rewritten as,

u0(i)(1 + xT (t)Px(t)) − 2|(ki − gi)x(t)| ≥ 0 (4.38)

For any values of x(t) taken from Rn space, one can rewrite (4.38) as,

[
1 ± xT (t)

]
[
u0(i) (ki − gi)
� u0(i)P

] [
1

± x(t)

]

≥ 0 (4.39)

The satisfaction of (4.39) gives the LMI condition,

[
u0(i) (ki − gi)
� u0(i)P

]

≥ 0 (4.40)



4.4 Main Result on Stabilization of TDS with Actuator Saturation 199

The LMI condition in (4.40) can be equivalently written using Schur-complement
as,

[
P (ki − gi)

T

� u20(i)

]

≥ 0 (4.41)

Now, pre- and post multiplying (4.41) with diag{S−1, In} and diag{S−T , In} respec-
tively, one can obtain

[
P̄ (yi − wi)

T

� u20(i)

]

≥ 0 (4.42)

TheLMIs (4.29), (4.30) and (4.42) ensures that V̇ (xt) < −η ‖ xt ‖2 for a sufficiently
small η > 0, thus V (xt) < V (xt0) which consequently implies

xT (t)Px(t) ≤ V (xt) ≤ V (xt0)

xT (t)Px(t) ≤ max
θ∈[−du,0]

‖φ(θ)‖22
{
λmax(Z

−1P̄Z−T )

+ duλmax(Z
−1Q̄1Z

−T ) + duλmax(Z
−1Q̄2Z

−T )
}

+ max
θ∈[−du,0]

‖φ̇(θ)‖22
{
d2u
2
d−1
u λmax(Z

−1R̄1Z
−T )

}

(4.43)

xT (t)Px(t) ≤ δ21
{
λmax(Z

−1P̄Z−T )

+ duλmax(Z
−1Q̄1Z

−T ) + duλmax(Z
−1Q̄2Z

−T )
}

+δ22

{
du
2

λmax(Z
−1R̄1Z

−T )

}

≤ 1 (4.44)

The set Xδ is a set of initial conditions and is defined in (4.10). If the condition
Xδ ≤ 1 belongs to E(P, 1), this implies that all the trajectories of x(t) starting
from Xδ ≤ 1 remains within xT (t)Px(t) ≤ 1, and thereby constraint on the control
|(ki − hi)x(t)| ≤ u0(i), i = 1, 2, . . .m is also satisfied due to (4.42). This completes
the proof. �

4.4.2 Optimization Algorithm

To obtain the maximum estimate of the domain of attraction (DOA) for a particular
delay value an LMI based optimization routine is proposed following [19, 23]. The
tuning (or design) parameters α and β are determined in an adhoc fashion iteratively
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or one can use “fminsearch” algorithm available in MATLAB optimization toolbox.
One can select δ1 = δ2 = δ in (4.44) [15, 19].

Minimizeκ

subject to (4.15)–(4.17),

[
e1In In
� Z

]

≥ 0

e2In − P̄ ≥ 0 e3In − Q̄1 ≥ 0; e4In − Q̄2 ≥ 0; e5In − R̄1 ≥ 0

where, κ = σ ∗ e1 + e2 + due3 + due4 + du
2 e5

In minimization problem ei, i = 1, 2, . . . 5 and σ are the weights introduced for
optimization.

The maximum domain of attraction is obtained by

δmax = 1√
�

where,

� = λmax(Z
−1P̄Z−T ) + duλmax(Z

−1Q̄1Z
−T )

+duλmax(Z
−1Q̄2Z

−T ) + du
2

λmax(Z
−1R̄1Z

−T )

Numerical Example 4.1 ([15]) Consider a linear state-delayed system with actua-
tor saturation with the following constant matrices,

A =
[
0.5 −1
0.5 −0.5

]

; Ad =
[
0.6 0.4
0 −0.5

]

; B =
[
1
1

]

; and u0(i) = 5

We solve this problem for constant delay case (μ = 0), for a considered delay
bound (du) an appropriate choice of weight σ is introduced into the minimization
problem. The scalar variables α and β are tuned such that less conservative delay
upper bound is obtained compared to then the existing results and simultaneously
domain of attraction is also estimated for a given delay. The comparative studies are
made in Table4.1. Subsequently, we have solved this problem for different delay
derivatives (μ = 0.3 and μ = 1.5), the results are presented in Tables4.2 and
4.3 respectively. It is observed that, as the delay derivative increases the maximum
delay upper bound decreases, which is an expected result. It may be noted that, the
matrix (A+Ad) is unstable (for this numerical example), thus violating the necessary
condition of delay-dependent stability analysis. Stabilization of TDS in presence of
actuator saturation (4.2) using the proposed technique has been illustrated with this
example.
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Table 4.1 Computation result of Example4.1 for μ = 0

Methods du (α,β) δ K

Theorem 4.1 0.35 (0.7, −0.4) 2.7972 [−1.5743, 0.4505]

[15] 0.35 ‘(α,β)’ not used as parameters 2.852 –

[14] 0.35 ‘(α,β)’ not used as parameters 0.968 –

Theorem 4.1 1 (0.91, −0.59) 1.6141 [−2.8851, 0.6638]

[15] 1 ‘(α,β)’ not used as parameters 1.7442 –

[14] 1 ‘(α,β)’ not used as parameters Infeasible –

Theorem 4.1 1.854 (1.71, −0.74) 0.6626 [−1.7008, 0.2776]

[15] 1.854 ‘(α,β)’ not used as parameters 0.091 [−25.8809, −4.9315]

[14] 1.854 ‘(α,β)’ not used as parameters Infeasible –

Theorem 4.1 2.5 (2.34, −0.88) 0.2295 [−3.6360, −0.9380]

[15] 2.5 ‘(α,β)’ not used as parameters Infeasible –

[14] 2.5 ‘(α,β)’ not used as parameters Infeasible –

Theorem 4.1 3.310 (9, −0.998) 0.0024 [−605.9023,
−401.8906]

[15] 3.310 ‘(α,β)’ not used as parameters Infeasible –

[14] 3.310 ‘(α,β)’ not used as parameters Infeasible –

‘–’ means result is not available in the reference

Table 4.2 Computation
result of Example4.1 for
μ = 0.3

du (α,β) δ K

3.170 (13.9, −0.83) 0.0105 [−247.2298,
−159.5089]

Table 4.3 Computation
result of Example4.1 for
μ = 1.5

du (α,β) δ K

2.3721 (15.6, −0.38) 0.0437 [−39.7363,
−23.1264]

Numerical Example 4.2 ([18]) Consider system (4.2) with following constant
matrices,

A =
[

1 1.5
0.3 −2

]

; Ad =
[
0 −1
0 0

]

; B =
[
10
1

]

; and u0(i) = 15

With the proper choice of weight (σ) on the optimization problem, we obtain the
maximum estimate of DOA for a given delay upper bound (du = 1) and delay-
derivative μ = 0. The comparative results of DOA and controller gains are shown in
Table4.4. Similarly one may note, that the matrix (A + Ad) is unstable.
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Table 4.4 Computation result of Example4.2 for du = 1 for μ = 0

Methods α β δ K

Theorem 4.1 0.45 −0.021 106.2856 [−0.6646, −0.0239]

[18] * * 83.55 [−0.1950, 0.0649]

[15] * * 79.43 [−7.913, 0.7323]

[13] * * 58.395 –

‘*’ indicated parameters not used and ‘–’ means result is not available in the reference

4.4.3 Simulation Results

The results obtained by solving LMIs in Theorem 4.1 have been used to simulate the
systemconsidered inNumerical Example4.1 forμ = 0, du = 1.854s (corresponding
to radius of DOA δ = 0.6626). Figure4.7 shows that the estimated domain of
attraction is inside the ellipsoid set E(P, 1), Fig. 4.8 (enlarged part of estimated
DOA region in Fig. 4.7) depicts that the state trajectories starting from the periphery
of the estimated DOA finally converge to origin (inside the DOA), finally Figs. 4.9
and 4.10 show the response of state trajectories with an initial condition of x(0) =
[−0.57, 0.3327]T . The control input signal applied to the system is shown in Fig. 4.11
is well within the saturation limits.

Remark 4.2 A new delay-dependent LMI based stability criteria has been derived
for local (regional) stabilization of linear time-delay systemswith actuator saturation.
The saturation nonlinearity is treated using dead-zone nonlinearity [18]which in turn,
reduces the number of solvable LMIs compared to polytopic differential inclusion
representation of the saturation nonlinearity [4].

Fig. 4.7 Estimated DOA
inside the ellipsoid
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Fig. 4.8 Convergence of state trajectories inside the DOA
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Fig. 4.9 Solution of state x1(t) of Example4.1

Remark 4.3 The proposed method is new in following respect (i) it uses new bound-
ing technique to approximate the integral inequality arising out of the LK functional
derivative, (ii) it introduces two scalar variables α and β that are treated as design
parameters and allows to obtain improved stabilization region compared to existing
methods. It has also been observed that the merits of delay upper bound and the
estimate of the domain of attraction are inversely related. It is to be mentioned here
that, the decrease in the estimate of domain of attraction with increase in delay bound
is quite uniform in case of proposed method, whereas in case of other existing results
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Fig. 4.10 Solution of state x2(t) of Example4.1

Fig. 4.11 Control input for Example4.1

[15, 19] the decrease in the size of δ (DOA) is found to be rather sharp. The consistent
decrease in the DOA with increase in delay value is perhaps due to the introduction
of the scalar tuning parameters.

Remark 4.4 The choice of the scalar variables (α and β) to obtain the feasibility of
the LMI conditions and subsequently maximizing the domain of attraction is done
in an adhoc manner. One of the suggested tuning rule can be the implementation of
iterative “fminsearch” algorithm to satisfy the obtained LMI conditions.

4.4.4 Stabilization Using Polytopic Approximation

In addition to the Lemma 1.1, following lemmas will be useful in solving the stabi-
lization problems.

http://dx.doi.org/10.1007/978-3-319-70149-3_1
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Lemma 4.2 ([15]) Assume an auxiliary matrix feedback H ∈ Rm×n such that
|hix| ≤ u0(i) ∀x ∈ S, where S is any convex compact set defined as S ={
x ∈ n : |hix| ≤ u0(i)

}
, i = 1, 2, . . . ,m. Now for any x(t) ∈ S the system (4.2)

can be represented as,

ẋ(t) =
2m∑

j=1

λj(t)Ajx(t) + Adx(t − d(t)) (4.45)

with,

2m∑

j=1

λj(t) = 1, and λj(t) ≥ 0 (4.46)

Let us assume that, Ā = ∑2m

j=1 λj(t)Aj, thus one can write (4.45) as,

ẋ(t) = Āx(t) + Adx(t − d(t)) (4.47)

Note that, the matrix Aj are the vertices of a convex polyhedron of matrices and for
x(t) ∈ S using Lemma 1.1 one can get,

Aj = (A + B(DjK + D−
j H)) ∈ co{A1, . . . ,A2m} (4.48)

Amodified delay-dependent stabilization of the system (4.47) is derived by following
the procedures (i) congruence transformation for constructing LK functional (ii)
estimate of domain of attraction and (ii) optimization algorithm as given in [19]. But
unlike the introduction ofW ∈ Rm×n matrix in [19], we adopt the Lemma 4.2 of [15]
to place the saturation function in the convex hull of group of linear feedbacks K
and H. The purpose of this derivation is to show that a similar LMI structure can
be obtained as in Corollary 1 of [19] for ascertaining the stabilization of (4.47). The
modified delay-dependent stabilization criteria is presented below in the form of
lemma.

Lemma 4.3 ([33]) The time-delay saturating actuator system (4.47) is asymptoti-
cally stable via memory less state feedback controller K = FX−1 for an allowable
delay, if there exist symmetric matrices X > 0, Q̄1 > 0, Q̄2 > 0, P̄ > 0 and any free
matrices N̄k, k = 1, 2, 3, F and G, of appropriate dimensions such that following
LMIs hold,

http://dx.doi.org/10.1007/978-3-319-70149-3_1
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�̄j =

⎡

⎢
⎢
⎣

θ̄11 θ̄12 θ̄13 N̄1

� θ̄22 θ̄23 N̄2

� � θ̄33 N̄3

� � � θ̄44

⎤

⎥
⎥
⎦ < 0, j = 1, 2, . . . 2m (4.49)

[
u0(i) gi
� u0(i)P̄

]

≥ 0, i = 1, . . . ,m (4.50)

where, gi and denote the ith row of matrix G and,

θ̄11=AX + XAT + B(DjK + D−
j H)X + X(DjK + D−

j H)TBT + Q̄1 + N̄1 + N̄T
1

θ̄12=AdX − N̄1 + N̄T
2 ; θ̄13=−X + XAT + P̄ + X(DjK + D−

j H)TBT

θ̄22=−(1 − μ)Q̄1 − N̄2 − N̄T
2 ; θ̄23=XAT

d
θ̄33=duQ̄2 − 2X; θ̄44=−d−1

u Q̄2

then the closed-loop system (4.47) is asymptotically stable and the estimate of the
domain of attraction is given by Xδ ≤ 1, where,

Xδ = δ21
{
λmax(X

−1P̄X−1) + duλmax(X
−1Q̄1X

−1)
}

+δ22

{
d2u
2

λmax(X
−1Q̄2X

−1)

}

(4.51)

Proof The detailed proof can be found in [33]. Here we present the brief idea (outline
of the proof). Consider LK functional for the system in (4.2) or equivalently for (4.47)
as,

V (t) = xTPx(t) +
∫ t

t−d(t)
xT (α)Q1x(α)dα

+
∫ 0

−du

∫ t

t+α

ẋT (α)Q2ẋ(α)dαds (4.52)

The matrix variables in (4.52) is defined as in [19],

P = X−1P̄X−1, Q1 = X−1Q̄1X
−1, Q2 = X−1Q̄2X

−1

Now, finding the time-derivative of (4.52), one can get,

V̇ (t) ≤ ẋTPx(t) + xTPẋ(t) + xTQ1x(t) + duẋ
T (t)Q2ẋ(t)

−(1 − μ)xT (t − d(t))Q1x(t − d(t)) −
∫ t

t−du

ẋT (s)Q2ẋ(s)ds (4.53)

Defining an augmented state vector η(t) = [xT (t), xT (t − d(t)), ẋT (t)]T one can
write the integral term in (4.53) along with the introduction of free matricesNk, (k =
1, 2, 3) and using integral inequality (one can refer Lemma 2 of [31]) as,
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−
∫ t

t−du

ẋT (s)Q2ẋ(s)ds ≤ ηT (t)

⎧
⎨

⎩

⎡

⎣
N1 + NT

1 −N1 + NT
2 NT

3
� −N2 − NT

2 −NT
3

� � 0

⎤

⎦

+
⎡

⎣
N1

N2

N3

⎤

⎦ duQ
−1
2

[
NT
1 NT

2 NT
3

]

⎫
⎬

⎭
η(t) (4.54)

As ẋ(t) is introduced in the augmented state vector so to introduce system matrices
in the LMI condition introducing following equality,

2 [xT (t)T + ẋT (t)T ] × [−ẋ(t) + Ājx(t) + Adx(t − d(t))] = 0 (4.55)

where matrix T = TT > 0. Carrying out algebraic manipulations, substitutions and
finally using Schur-complement one may obtain,

V̇ (t) ≤
2m∑

j=1

λj(t){ηT (t)�jη(t)} (4.56)

where,

�j =

⎡

⎢
⎢
⎣

θ11 θ12 θ13 N1

� θ22 θ23 N2

� � θ33 N3

� � � −d−1
u Q2

⎤

⎥
⎥
⎦ (4.57)

where, θ11 = TA + ATT + ∑2m

j=1 λj(t){TB(DjK + D−
j H) + (DjK + D−

j H)TBTT} +
Q1 +N1 +NT

1 , θ12 = TAd −N − 1+NT
2 , θ13 = −T +ATT + ∑2m

j=1 λj(t){(DjK +
D−

j H)TBTT} + P + NT
3

θ22 = −(1 − μ)Q1 − N2 − NT
2 , θ23 = AT

d T − NT
3 , θ33 = −2T + duQ2.

Set, X = T−1 and performing pre- and post-multiplication of matrix �j by
diag{X,X,X,X}, one can obtain the following,

V̇ (t) ≤
2m∑

j=1

λj(t)
{
ηT (t)�̄jη(t)

}
(4.58)

where,

�̄j =

⎡

⎢
⎢
⎣

θ̄11 θ̄12 θ̄13 N̄1

� θ̄22 θ̄23 N̄2

� � θ33 N̄3

� � � −d−1
u Q̄2

⎤

⎥
⎥
⎦ (4.59)
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the change in variables after the pre- and post-multiplications are, XNkX = N̄k, (k =
1, 2, 3), KX = F and HX = G. The elements of the matrix �̄j are already defined
in (4.49) (see Lemma 4.3).

Asymptotic stability of the system (4.47) implies that, V̇ (t) < 0 in (4.58), for
which �̄j < 0 for any x(t) ∈ S, where S denotes any compact convex set. Here
we consider this set to be ellipsoid (E(P, 1)) such that, E(P, 1) ⊂ S and thus guar-
anteeing the condition |hix(t)| ≤ u0(i),∀x(t) ∈ E(P, 1). The set E(P, 1) is defined
as, E(P, 1) ≡ {x(t) : xT (t)Px(t) ≤ 1}. This condition results from the fact that,
when x(t) ∈ E(P, 1) then following inequalities hold as discussed in Theorem 4.1
and [15],

2u0(i) ≥ u0(i)(1 + xT (t)Px(t)) ≥ 2|hix(t)|, i = 1, 2, . . .m

which implies that, |hix(t)| ≤ u0(i), this is interpreted in terms of LMI as,

[
u0(i) hi
� u0(i)P

]

≥ 0 (4.60)

Pre- and post-multiplying (4.60) with diag{I,X} one can get,

[
u0(i) gi
� u0(i)P̄

]

≥ 0 (4.61)

where, gi is the ith row of the G matrix and X = T−1. As V̇ (xt) < 0, if the matrix
�̄j < 0 in (4.58), which implies that, V (xt) < V (xt0) and in this view one can infer
that,

xT (t)Px(t) ≤ V (xt) ≤ V (xt0)

xT (t)Px(t) ≤ max
θ∈[−du,0]

‖φ(θ)‖22
{
λmax(X

−1P̄X−1) + duλmax(X
−1Q̄1X

−1)
}

+ max
θ∈[−du,0]

‖φ̇(θ)‖22
{
d2u
2

λmax(X
−1Q̄2X

−1)

}

xT (t)Px(t) ≤ δ21
{
λmax(X

−1P̄X−1) + duλmax(X
−1Q̄1X

−1)
}

+δ22

{
d2u
2

λmax(X
−1Q̄2X

−1)

}

≤ 1 (4.62)

If V̇ (xt) < 0 then the inequality (4.62) gives the estimate of the domain of attraction
and guarantees that for all the initial functions φ ∈ Xδ , the trajectories of x(t)
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remain within E(P, 1), which in turn implies that the stabilization of polytopic time-
delay system (4.47) is equivalent to the time-delay systems with actuator saturation
in (4.2). �

Optimization algorithm:
Here, the domain of attraction for a particular delay value is maximized following
the optimization algorithm of [13, 19], for which one selects δ1 = δ2 = δ in (4.62)
or (4.65).

Min.κ

s.t. (4.49), (4.50) and

[
w1I I
� X

]

≥ 0,

w2I − P̄ ≥ 0, w3I − Q̄1 ≥ 0, w4I − Q̄2 ≥ 0,

where, κ = ε × w1 + w2 + duw3 + d2u
2 w4.

The variables wi, i = 1, . . . 4 are introduced for multi-objective optimization
problem and ε is the weight in the optimization routine for obtaining the maximized
estimate of DOA. The maximized DOA can be obtained by δmax = 1√

�
,

where, � = λmax(X−1P̄X−1) + duλmax(X−1Q̄1X−1) + d2u
2 λmax(X−1Q̄2X−1) with

X > 0, P̄ > 0, Q̄1 > 0 and Q̄2 > 0.

Remark 4.5 The LMIs in (4.49) and (4.50) are same as in Corollary 1 of [19] for
μ = 0 as we adopt the same congruence transformation. Next, considering thematrix
T = 0 and expressing ẋ(t) in terms of the current as well as delayed states, a new
stabilization condition using polytopic representation for actuator saturation of time-
delay system (4.47) with the same choice of LK functional considered in Lemma 4.3
is presented below in the form of theorem.

Theorem 4.2 ([33]) Consider the time-delay systems with actuator saturation
(4.47), for any delay d(t) satisfying the conditions (4.7) and (4.8), if there exist
symmetric matrices Y > 0, Q̄1 > 0, Q̄2 > 0 and any free matrices N̄k, (k = 1, 2),
F, G and scalar ε > 0, such that the following LMIs hold:

�j =

⎡

⎢
⎢
⎣

π11 π12 duN̄1 π14

� π22 duN̄2 duYAT
d

� � −duα
−1
1 Y 0

� � 0 −duα1Y

⎤

⎥
⎥
⎦ < 0 (4.63)

where, π11=YAT + AY + Q̄1 + N̄1 + N̄T
1 + Y(DjK + D−

j H)TBT + B(DjK + D−
j H)Y,

π12=AdY − N̄1 + N̄T
2 , π14=duYAT + duY(DjK + D−

j H)TBT

π22=−(1 − μ)Q̄1 − N̄2 − N̄T
2
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[
u0(i) gi
� u0(i)Y

]

≥ 0 (4.64)

then the closed-loop system (4.47) is asymptotically stable and the estimate of the
domain of attraction is given by Xδ ≤ 1, where,

Xδ = δ21
{
λmax(Y

−1) + duλmax(Y
−1Q̄1Y

−1)
}

+δ22

{
d2u
2

λmax(Y
−1)

}

(4.65)

Further the feedback gain is given by K = FY−1.

Proof The detailed proof can be found in [33]. It is proved with same LK functional
as in Lemma 4.3 with T = 0. ��
Optimization algorithm:
Here, the domain of attraction for a particular delay value is maximized following
the optimization algorithm of [13, 19], for which one selects δ1 = δ2 = δ in (4.62)
or (4.65).

Min.κ

s.t. (4.63), (4.64),

[
w1I I
� Y

]

≥ 0,

w2I − Q̄1 ≥ 0,

[
w3I I
� α1Y

]

≥ 0

where, κ = ε × w1 + duw2 + d2u
2 w3.

Remark 4.6 The scalar variable ε in the objective function is treated as a tuning
parameter whose appropriate selection leads to improved delay upper bound value
with corresponding larger estimate of DOA.

Remark 4.7 The result proposed in Lemma 4.3 is examinedwith aNumerical Exam-
ple4.1 and it is observed that, maximum delay bound du = 1.3608 and δmax =0.0091
(with ε = 103). It must be mentioned here that, the LMI conditions obtained in
Lemma 4.3 is exactly same as in Corollary 1 of [19], but it is claimed in [19] that the
maximum delay bound du = 2.248 and δmax =0.3272 for same value of ε using the
same optimization algorithm.

Furthermore, Example4.1 is considered to simulate the TDSwith actuator satura-
tion with the same values of du = 2.248, gain matrix K = [−2.82, 0.21], u0(i) = ±5
and the initial condition of x(0) = [−0.27, 0.16]T (which lies within the DOA
δmax = 0.3272) as in [19]. It is found that, (i) the system response is unbounded (as
shown in Figs. 4.12 and 4.13) and (ii) the phase plane plot is not enclosed inside the
estimated DOA (as shown in the Fig. 4.14).
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Fig. 4.12 Solution of state x1(t) of Example4.1 by Corollary 1 of [19]
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Fig. 4.13 Solution of state x2(t) of Example4.1 by Corollary 1 of [19]

In view of the above, results of [19] appears to be erroneous and thus it has not
been included for comparison in the preceding sections.

Remark 4.8 Results of Theorem 4.2 is demonstrated through the Numerical Exam-
ple4.1. The solution of LMIs (4.63) and (4.64) provide the maximum delay bound
du = 1.9555,DOA δmax = 0.0157 andK = [−0.9404, 0.7065] (withα1 = 0.33, and
ε = 103) for μ = 0. As the stabilization condition obtained in Theorem 4.2 is NLMI,
so one can transform it to an LMI condition using an assumption X = α1Y , but with
this transformation the stabilization result is expected to be more conservative.

In [15] the same Numerical Example (Example4.1) for μ = 0 is considered to
obtain the upper delay bound as du = 1.854, DOA δmax = 0.091 and stabilizing
gain is K = −[25.8809, 4.9315] by adopting some optimizing parameter values
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Fig. 4.14 Phase plane trajectory obtained for Example4.1 by Corollary 1 of [19]

ε = 0.89 and β = 1 whereas, for du = 1.854s using the proposed Theorem 4.2 we
have obtained DOA δmax = 0.3017 and K = [−0.9601, 0.7047] with optimizing
parameters set to ε = 0.31 and α1 = 104 respectively. Thus, the results presented in
the proposed Theorem 4.2 (based on polytopic representation) can provide improved
delay bound as well as larger estimate of DOA than that of [15].

4.5 Main Result on Robust Stabilization of TDS
with Actuator Saturation

In this section, robust stabilization of a class of an uncertain linear time-delay system
with actuator saturation is dealt. The type of uncertainty is considered to be norm
bounded type. The robust stabilization condition derived is a direct extension of the
stabilization condition presented in Sect. 4.4.1. Before presenting the theorem on
robust stabilization, we introduce the system description below.

4.5.1 Uncertain TDS with Actuator Saturation

Consider the following uncertain time-delay systems with actuator saturation,

ẋ(t) = A(t)x(t) + Ad(t)x(t − d(t)) + BSat(u(t)) (4.66)

x(t) = φ(t),∀t ∈ [−du, 0] (4.67)
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The uncertain matrices A(t) and Ad(t) are defined below,

A(t) = A + 	A(t), Ad(t) = Ad + 	Ad(t) (4.68)

The uncertainties are assumed only in systemmatrices. A and Ad are constant known
matrices and 	A(t) and 	Ad(t) are time-varying uncertain matrices of appropriate
dimensions with the following uncertainty structure defined below:

	A(t) = DaFa(t)Ea, 	Ad(t) = DdFd(t)Ed (4.69)

In (4.69), the Fa(t) and Fd(t) are unknown time-varying real matrices with Lebesgue
measure elements satisfying the conditions,

FT
a Fa(t) ≤ I, FT

d (t)Fd(t) ≤ I (4.70)

where, Da,Dd,Ea and Ed are known real constant matrices, d(t) in (4.66) is the
time-varying delay which satisfies the condition,

0 ≤ d(t) ≤ du, 0 ≤ ḋ(t) ≤ μ (4.71)

where, du > 0 and μ < 1.
Using the state feedback control law u(t) = Kx(t) in (4.66), the closed-loop

system under dead-zone nonlinearities representation becomes,

ẋ(t) = Ac(t)x(t) + Ad(t)x(t − d(t)) − Bψ(Kx(t)) (4.72)

where, Ac(t) = A(t) + BK .

4.5.2 Robust Stabilization Using Sector Nonlinearities
Approach

The control input saturation function (or called as actuator saturation) in (4.66) is
already described in the Sect. 4.4.1.

In this section, we derive a delay-dependent robust stabilization condition to find
feedback gains that can stabilize the uncertain time-delay systems with actuator
saturation described in (4.72) with a view to achieve the maximum delay bound and
simultaneously estimate the domain of attraction.

Theorem 4.3 Given scalars α and β, the time-delay saturating actuator system
(4.66) is asymptotically stable for allowable delay upper bound du via memory less
state feedback controller K = YZ−T , if there exist matrices P̄ = P̄T > 0, Q̄j =
Q̄j

T
> 0, (j = 1, 2) R̄1 = R̄1

T
> 0, any free matrices Y ,W, Z, M̄j, N̄j, j = 1, 2 and

diagonal matrix L = LT > 0 of appropriate dimensions such that following LMIs
hold
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[
�̄ φ1

� −R̄1

]

< 0 (4.73)

[
�̄ φ2

� −R̄1

]

< 0 (4.74)

[
P̄ (yi − wi)

T

� u20(i)

]

≥ 0, i = 1, 2, . . .m (4.75)

yi and wi are the ith row of Y and W matrix respectively and the state feedback gain
is given by K = YZ−T . where,

φ1 =
[

M̄1
T
N̄1

T
0 0 0 0 0

]T

φ2 =
[

0 M̄2
T
N̄2

T
0 0 0 0

]T

�̄ =
⎡

⎣
� ET

1 ET
2

� −ε1I 0
� 0 −ε2I

⎤

⎦

where,

E1 = [
EaZT 0 0 0 0

]

E2 = [
EdZT 0 0 0 0

]

and,

� =

⎡

⎢
⎢
⎢
⎢
⎣

�11 �12 0 �14 �15

� �22 �23 �24 �25

0 � �33 0 0
� � 0 �44 �45

� � 0 � �55

⎤

⎥
⎥
⎥
⎥
⎦

where, �11=AZT + ZAT + BY + YTBT + Q̄1 + Q̄2 + d−1
u (M̄1 + M̄T

1 )

+ε1DaDT
a + ε2DdDT

d ,
�12=AdZT + βZAT + βYTBT + d−1

u (−M̄1 + N̄T
1 )

+β(ε1DaDT
a + ε2DdDT

d ),
�14=−ZT + αZAT + αYTBT + P̄ + α(ε1DaDT

a + ε2DdDT
d ),

�15=−BL + WT,
�22=−(1 − μ)Q̄2 + β(AdZT + ZAT

d ) + d−1
u (M̄2 + M̄T

2 − N̄1 − N̄T
1 )

+β2(ε1DaDT
a + ε2DdDT

d ),



4.5 Main Result on Robust Stabilization of TDS with Actuator Saturation 215

�23=d−1
u (−M̄2 + N̄T

2 ), �24=−βZT + αZAT
d + αβ(ε1DaDT

a + ε2DdDT
d ),

�25=−βBL
�33=−Q̄1 + d−1

u (−N̄2 − N̄T
2 ), �44=R̄1 − α(Z + ZT ) + α2(ε1DaDT

a
+ε2DdDT

d ),
�45=−αBL, �55=−2L

the corresponding estimate of the domain of attraction is given by Xδ ≤ 1, where Xδ

is as represented in (4.18).

Proof The stabilization conditions obtained in (4.15)–(4.17) (refer Theorem 4.1) in
an LMI framework can directly be extended to solve the robust stabilization problem.
In (4.15) and (4.16) the matrix � contains the nominal matrices A and Ad , which
is now replaced by uncertain matrices A(t) and Ad(t) respectively. One can rewrite
matrix � in (4.15) and (4.16) as,

�̃ =

⎡

⎢
⎢
⎢
⎢
⎣

�̃11 �̃12 0 �̃14 �̃15

� �̃22 �̃23 �̃24 �̃25

0 � �̃33 0 0
� � 0 �̃44 �̃45

� � 0 � �̃55

⎤

⎥
⎥
⎥
⎥
⎦

where, �̃11=A(t)ZT + ZAT (t) + BY + YTBT + Q̄1 + Q̄2 + d−1
u (M̄1 + M̄T

1 )

�̃12=Ad(t)ZT + βZAT (t) + βYTBT + d−1
u (−M̄1 + N̄T

1 )

�̃14=−ZT + αZAT (t) + αYTBT + P̄, �̃15=−BL + WT

�̃22=−(1 − μ)Q̄2 + β(Ad(t)ZT + ZAT
d (t)) + d−1

u (M̄2 + M̄T
2 − N̄1 − N̄T

1 )

�̃23=d−1
u (−M̄2 + N̄T

2 ), �̃24=−βZT + αZAT
d (t), �̃25=−βBL

�̃33=−Q̄1 + d−1
u (−N̄2 − N̄T

2 ), �̃44=R̄1 − α(Z + ZT ), �̃45=−αBL
�̃55=−2L

Now, substituting A(t) and Ad(t) matrices from (4.68) and (4.69) into the matrix �̃

and subsequently �̃ is decomposed into nominal and uncertain matrices as indicated
below,

�̃ = �̃nom + �̃unc (4.76)

where,

�̃nom =

⎡

⎢
⎢
⎢
⎢
⎣

�̃11|	=0 �̃12|	=0 0 �̃14|	=0 �̃15

� �̃22|	=0 �̃23 �̃24|	=0 �̃25

0 � �̃33 0 0
� � 0 �̃44 �̃45

� � 0 � �̃55

⎤

⎥
⎥
⎥
⎥
⎦

(4.77)
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and

�̃unc =

⎡

⎢
⎢
⎢
⎢
⎣

DaFaEaZT + ZET
a F

T
a D

T
a DdFdEdZT + βZET

a F
T
a D

T
a 0 αZET

a F
T
a D

T
a 0

� β(DdFdEdZT + ZET
d F

T
d D

T
d ) 0 αZET

d F
T
d D

T
d 0

0 0 0 0 0
� � 0 0 0
0 0 0 0 0

⎤

⎥
⎥
⎥
⎥
⎦

,

(4.78)

The uncertain matrix in (4.78) can be expressed in a compact form as,

�̃unc = D1Fa(t)E1 + D2Fd(t)E2 + ET
1 F

T
a (t)DT

1 + ET
2 F

T
d (t)DT

2 (4.79)

where, D1 = [DT
a ,βDT

a , 0, αDT
a , 0]T , D2 = [DT

d ,βDT
d , 0, αDT

d , 0]T , E1 =
[EaZT , 0, 0, 0, 0]T and E2 = [EdZT , 0, 0, 0, 0]T . the uncertain time-varying matri-
ces in (4.79) is eliminated using Lemma 2.6,2 thus one can write,

�̃unc ≤ ε1D1D
T
1 + ε2D2D

T
2 + ε−1

1 ET
1 E1 + ε−1

2 ET
2 E2 (4.80)

In view of (4.80), one can express (4.76) as matrix inequality form,

�̃ ≤ � + ET
1 ε−1

1 E1 + ET
2 ε−1

2 E2 (4.81)

where,

⎡

⎢
⎢
⎢
⎢
⎣

�11 �12 0 �14 �15

� �22 �23 �24 �25

0 � �33 0 0
� � 0 �44 �45

� � 0 � �55

⎤

⎥
⎥
⎥
⎥
⎦

(4.82)

and the elements of matrix � are given below,

where, �11=AZT + ZAT + BY + YTBT + Q̄1 + Q̄2 + d−1
u (M̄1 + M̄T

1 )

+ε1DaDT
a + ε2DdDT

d ,
�12=AdZT + βZAT + βYTBT + d−1

u (−M̄1 + N̄T
1 )

+β(ε1DaDT
a + ε2DdDT

d ),
�14=−ZT + αZAT + αYTBT + P̄ + α(ε1DaDT

a + ε2DdDT
d ),

�15=−BL + WT ,
�22=−(1 − μ)Q̄2 + β(AdZT + ZAT

d ) + d−1
u (M̄2 + M̄T

2 − N̄1 − N̄T
1 )

+β2(ε1DaDT
a + ε2DdDT

d ),
�23=d−1

u (−M̄2 + N̄T
2 ), �24=−βZT + αZAT

d + αβ(ε1DaDT
a + ε2DdDT

d ),
�25=−βBL

2[29, 34], Let A,D,E and F be real matrices of appropriate dimensions with ‖ F ‖≤ 1, then we
have for any scalar ε > 0, DFE + ETFTDT ≤ 1

εDD
T + εETE.

http://dx.doi.org/10.1007/978-3-319-70149-3_2
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�33=−Q̄1 + d−1
u (−N̄2 − N̄T

2 ), �44=R̄1 − α(Z + ZT ) + α2(ε1DaDT
a

+ε2DdDT
d ),

�45=−αBL, �55=−2L

Now, using Schur-complement one can rewrite, (4.81) as,

�̄ =
⎡

⎣
� ET

1 ET
2

� −ε1I 0
� 0 −ε2I

⎤

⎦ (4.83)

So, in view of (4.83), one can obtain the LMI conditions (4.73) and (4.74) follow-
ing the stabilization conditions presented in (4.15) and (4.16). This completes the
proof. �

Remark 4.9 If Da = Dd = D and Fa(t) = Fd(t) = F(t), such that FT (t)F(t) ≤ I ,
then the matrix �̄, and in turn � in (4.73) and (4.74) in Theorem 4.3 gets modified
and the robust stabilization condition is presented in the form of following corollary,

Corollary 4.1 Given scalars α and β, the time-delay saturating actuator system
(4.66) is asymptotically stable for allowable delay upper bound du via memory less
state feedback controller K = YZ−T , if there exist matrices P̄ = P̄T > 0, Q̄j =
Q̄j

T
> 0, (j = 1, 2) R̄1 = R̄1

T
> 0, any free matrices Y ,W, Z, M̄j, N̄j, j = 1, 2 and

diagonal matrix L = LT > 0 of appropriate dimensions such that following LMIs
hold, [

�̃ φ1

� −R̄1

]

< 0 (4.84)

[
�̃ φ2

� −R̄1

]

< 0 (4.85)

[
P̄ (yi − wi)

T

� u20(i)

]

≥ 0, i = 1, 2, . . .m (4.86)

�̃ =
[

�̂ ET

� −εI

]

(4.87)

where,

E = [
EaZT EdZT 0 0 0

]
(4.88)

D = [
DT βDT 0 αDT 0

]T
(4.89)
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�̂ =

⎡

⎢
⎢
⎢
⎢
⎢
⎣

�̂11 �̂12 0 �̂14 �̂15

� �̂22 �̂23 �̂24 �̂25

0 � �̂33 0 0
� � 0 �̂44 �̂45

� � 0 � �̂55

⎤

⎥
⎥
⎥
⎥
⎥
⎦

(4.90)

where, �̂11=AZT + ZAT + BY + YTBT + Q̄1 + Q̄2 + d−1
u (M̄1 + M̄T

1 )

+εDDT ,
�̂12=AdZT + βZAT + βYTBT + d−1

u (−M̄1 + N̄T
1 )

+β(εDDT ),
�̂14=−ZT + αZAT + αYTBT + P̄ + α(εDDT ),
�15=−BL + WT,
�̂22=−(1 − μ)Q̄2 + β(AdZT + ZAT

d ) + d−1
u (M̄2 + M̄T

2 − N̄1 − N̄T
1 )

+β2(εDDT ),
�̂23=d−1

u (−M̄2 + N̄T
2 ), �̂24=−βZT + αZAT

d + αβ(εDDT ),
�̂25=−βBL
�̂33=−Q̄1 + d−1

u (−N̄2 − N̄T
2 ), �̂44=R̄1 − α(Z + ZT ) + α2(εDDT ),

�̂45=−αBL, �̂55=−2L

Numerical Example 4.3 Consider system (4.66) with the following nominal matri-
ces as considered in Example4.1,

A =
[
0.5 −1
0.5 −0.5

]

; Ad =
[
0.6 0.4
0 −0.5

]

; B =
[
1
1

]

;

. The parametric uncertainty is of norm bounded type (4.69) with the following
matrices,

	A(t) = DaFa(t)Ea

	Ad(t) = DdFd(t)Ea

with

Da = Dd = D =
[
0.2 0
0 0.2

]

; Ea = Ed = E =
[
1 0
0 1

]

; and u0(i) = 5, (i = 1)

In this problem, we want to find the maximum delay upper bound for μ = 0 and
estimate the corresponding domain of attraction. The value of theweightσ associated
with optimization algorithm ε is chosen appropriately.
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Table 4.5 Computation result of Example4.3 for μ = 0

Methods α β du δ K

Corollary 4.1 0.64 −0.002 0.1 0.9376 [−15.4196, 6.8430]

0.69 −0.003 0.2 0.2232 [−27.3300, 12.4036]

0.711 −0.003 0.2322 0.0091 [−473.9933, 221.3437]

Remark 4.10 The numerical Example4.3 is now solved by reducing the amount of

parametric uncertainties withD =
[
0.1 0
0 0.1

]

and the corresponding results obtained

are presented inTable4.6 forμ = 0with appropriate value ofσ (weight on optimizing
algorithm).

The simulation results are presented in the Figs. 4.15, 4.16, 4.17 and 4.18 for

these values: D =
[
0.1 0
0 0.1

]

, E =
[
1 0
0 1

]

and F(t)TF(t) ≤ I . Considering the

maximum limiting value of the uncertain matrix F(t) =
[
1 0
0 1

]

, makes A(t) =
A + DE and Ad(t) = Ad + DE. The delay value is taken as du = 0.8s, input

Table 4.6 Computation result of Example4.3 for μ = 0

Methods α β du δ K

Corollary 4.1 0.9 −0.004 0.1 2.3222 [−6.3454, 1.8892]

2.5 −0.01 0.8 0.5535 [−9.4117, 0.4357]

2.5 −0.01 0.874 0.0045 1e+3*[−1.0533, −0.0431]
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Fig. 4.15 Solution of state x1(t) of Example4.3
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Fig. 4.16 Solution of state x2(t) of Example4.3
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Fig. 4.17 Phase plane trajectory converging to DOA

saturation |u0(i)| = 5 units,K = [−9.4117, 0.4357] and selecting the initial condition
x(0) = [0.54, 0.1215]T (or ‖x(0)‖2 = 0.5535) on the periphery of theDOAof radius
δ = 0.5535.
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Fig. 4.18 Control input of Example4.3

4.6 Conclusion

In this chapter, local stabilization for a class of linear time-varying delay system in
presence of saturating inputs has been addressed. Improved delay-dependent stabiliz-
ing conditions have been derived using LK functional approach in an LMI framework
for two different representations of the actuator saturation function, namely (i) sector
nonlinearities approach and (ii) polytopic approach. The obtained stabilization con-
ditions are solved to find the controller gains that asymptotically stabilizes the given
unstable open-loop system for a certain delay upper bound and also the correspond-
ing estimates of the domain of attraction (DOA) are obtained. The result of the work
of [19] are investigated and it appears to be erroneous, which has been highlighted
in the Sect. 4.4.4. It is worth mentioning at this stage that, the use of the scalar tuning
parameters α and β introduced in the formulation of stabilization condition helps to
maintain a trade-off among the delay upper bound (du), estimate of DOA (δmax) and
the state feedback controller gains (K). The values of ‘du’, ‘δmax’ and ‘K’ obtained
using the two different proposed methods are compared with the existing results, the
result of the proposed methods are presented in Tables4.1 and 4.4.

Next, the improved delay-dependent stabilizing condition obtained with sector
nonlinearities approximation is extended to solve the robust stabilization problem for
norm bounded parametric uncertain time-delay system with actuator saturation. The
results of the proposed robust stabilization algorithm are presented in Tables4.5 and
4.6 for two different bounds of uncertainties. By reducing the bound of uncertainty,
one may expect more delay bound and larger estimate of DOA.
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Several Numerical Examples are considered to validate the effectiveness of the
proposed stabilizing/robust stabilizing control algorithms for linear TDS with actu-
ator saturation.
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Chapter 5
Fuzzy Time-Delay System

5.1 Introduction

Almost all the physical systems and processes in the real world are nonlinear [1]
in nature, so over the years a considerable attention has been paid to the investi-
gation of the dynamic behaviour of nonlinear systems. Development of nonlinear
control technique has serious demerits of difficult analytical framework, computa-
tional issues and specific design for specific nonlinearity. Thus in recent times fuzzy
logic control of nonlinear system [2], particularly Takagi-Sugeno (T-S) fuzzy model
[3] based control has attracted attention among the researchers. It has been proved
that Takagi-Sugeno (T-S) fuzzy control technique can approximate the complex non-
linear systems. T-S fuzzy modelling technique can provide a suitable representation
of nonlinear systems in terms of fuzzy sets and fuzzy reasoning applied to a set of
linear sub-models such that it takes advantage of the advances in linear system the-
ories. Hence the resulting stability criteria can be recast in linear matrix inequality
(LMI) framework [4] which can be solved efficiently by using existing software [5].

Time delay occurs in many industrial systems such as mechanical transmissions,
fluid transmissions, metallurgical processes, and networked control systems [6]. Fur-
ther, the presence of time-delay in a system model induces the infinite roots in its
characteristic equation which imposes the exact analysis that is computationally
difficult. Also, time-delay is one of the key sources to instability and performance
deterioration of the physical systems. Time delay is usually categorized as time con-
stant and time-varying. Thus in recent years it is gradually accepted as an important
issue among the researchers and several methods [7, 8], (references are therein) have
been reported to analyze the time-delay systems via Lyapunov second method.

In the recent years, the topic of stability analysis and stabilization of time-varying
delay systems in T-S fuzzy modeling framework has become an interesting research
field [9]. Stabilization of fuzzy time delay systems is studied via parallel distributed
compensation (PDC) technique, which employs multiple linear controller corre-
sponding to the locally linear sub-models with fuzzy rules [10, 11]. Several LMI
based less conservative stability and stabilization condition for T-S fuzzy time delay

© Springer International Publishing AG 2018
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system have been proposed in [9, 12–15] by constructing an appropriate Lyapunov-
Krasovskii (L-K) functional and using a tighter bounding integral inequality for
approximating the integral termarising out of the derivative ofL-K functional. Robust
stability and stabilization condition for delayed T-S fuzzy system has been studied
in [16] by using the Newton-Leibnitz formula together with free-weighting matrix
technique. Utilizing Jensens inequality [6] approach, a delay dependent robust sta-
bility and stabilization criteria was proposed in [13, 17] where as in [9, 18, 19] affine
form of Jensens inequality has been used to obtain the improved stability condition
for fuzzy time delay systems. A new stability and stabilization condition was estab-
lished in [20] by using Wirtinger inequality [21]. It is pertinent to mention here that
the improvement due to the earlier methods is still limited and further obtain the less
conservative stability results is an important and challenging issue.

In this chapter, a new and improved delay-dependent stability and stabilization
condition for T-S fuzzy time delay system is presented. The stability and stabilization
condition is derived in this chapter by choosing an appropriate augmented L-K func-
tional and utilizing Wirtinger inequality combined with reciprocal convex lemma.
State feedback controllers are designed via the PDC scheme for stabilization and
free weighting matrices are taken to convert bilinear matrix inequality (BMI) prob-
lem into LMI one. Finally, three numerical examples are given to demonstrate the
effectiveness and advantages of the proposed method.

5.2 Problem Formulation and Preliminaries

Consider a nonlinear time-varying delay system as,

ẋ(t) = f (t, x(t), x(t − τ(t)), u(t)) , t ≥ 0, (5.1)

x(t) = φ(t), − τ0 ≤ t ≤ 0

where, x(t) ∈ R
n is the state vector of the system, u(t) ∈ R

m is the control input, ′ f ′
is a smooth continuous non-linear function, x(t) = φ(t) is the vector valued initial
condition on [−τ0, 0] and τ(t) is the time-varying differentiable function.

Nonlinear system given in (5.1) can be represented by the T-S fuzzy model and it
is expressed in terms of fuzzy IF-THEN rules in the following form:
Rule i: IF z1(t) is Mi1 and …and zp(t)isMip THEN

ẋ(t) = Ai x(t) + Aτi x(t − τ(t)) + Biu(t), t ≥ 0, (5.2)

x(t) = φ(t), −τ0 ≤ t ≤ 0,

where, z1(t), z2(t), . . . , zp(t) are the premise variables,Mi j are the fuzzymembership
functions with i = 1, 2, 3, . . . , r, j = 1, 2, 3, . . . , p , the scalars r and p indicates
the number of fuzzy IF-THEN rules and number of premise variables respectively.
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Ai , Aτi are system matrices with appropriate dimensions. The time-varying delay
differential function τ(t) is considered to satisfy the following conditions:

0 ≤ τ(t) ≤ τ0, (5.3)

and
τ̇ (t) ≤ μ < 1, (5.4)

where, τ0 and μ are positive constants representing the upper delay bound τ(t) and
τ̇ (t), respectively. If z j (t) = z0j given, where z

0
j are singletons, then for each ith fuzzy

rule, the truth values of ẋ(t) is calculated as,

hi (z(t)) = (
Mi1(z1(t)) ∧ . . . ∧ Mip(zp(t))

)
, i = 1, 2, . . . , r, (5.5)

where,
z(t) = [

z1(t) z2(t) . . . zp(t)
]T
, Mi1(z1(t)), . . . ,Mip(zp(t)) is the grade of the mem-

bership of z1(t), . . . , zp(t) in Mi j and ∧ denote the ‘min’ operation.
By the centroidmethod for defuzzification, product inference and singleton fuzzi-

fier, the final output of the fuzzy system (5.2) is calculated as,

ẋ(t) =
∑r

i=1 hi (z(t))
{
Ai x(t) + Aτi x(t − τ(t)) + Biu(t)

}

∑r
i=1 hi (z(t))

,

=
r∑

i=1

wi (z(t))
{
Ai x(t) + Aτi x(t − τ(t)) + Biu(t)

}
, (5.6)

where,wi (z(t)) = hi (z(t))∑r
i=1 hi (z(t))

,∀ t and i = 1, 2, . . . , r , is called the fuzzy weight-

ing function. By definition, fuzzy weighting function wi (z(t)) ≥ 0 and∑r
i=1 wi (z(t)) = 1.
In this chapter, a TS fuzzy-model-based controller will be designed via paral-

lel distributed compensation (PDC) to stabilize the system (5.6). The PDC control
structure utilizes a nonlinear state feedback controller which is associated with the
structure of T?S fuzzy model. The gains of the controller can be obtained by using
a linear matrix inequality (LMI) formulation [1].

Consider that the following controller rules are given:
Rule j: IF z1(t) isMj1 and …and zp(t)isMjp THEN

u(t) = K j x(t), t ≥ 0, j = 1, 2, . . . , r (5.7)

The defuzzified output of the controller rule (5.7) is obtained as,

u(t) =
r∑

j=1

wj (z(t))K j x(t) (5.8)
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where, K j ( j = 1, 2, . . . , r) are controller gains to be determined.
Substituting (5.8) into (5.6), one can obtain the following closed-loop fuzzy sys-

tem as below:

ẋ(t) =
r∑

i=1

r∑

j=1

wi (z(t))wj (z(t))
{(
Ai + Bi K j

)
x(t) + Aτi x(t − τ(t))

}
, t ≥ 0

= A
i
j x(t) + A

i
τ x(t − τ(t)), t ≥ 0 (5.9)

x(t) = φ(t), − τ0 ≤ t ≤ 0,

where, A
i
j = ∑r

i=1

∑r
j=1 wi (z(t))wj z(t)

(
Ai + Bi K j

)
and A

i
τ = ∑r

i=1∑r
j=1 wi (z(t))wj z(t)Aτi . Furthermore, wi is used to denote the fuzzy weighting

function instead of wi (z(t)) for notational simplicity.
Before proceeding next,we recall two integral inequality lemmaand some existing

stability and stabilization condition for T-S fuzzy time delay systems.

Lemma 5.1 [22], (Reciprocal convex lemma) For given positive integers m, n, a
scalar α in the interval (0, 1), a given n × n matrix R > 0, two matrices W1 and W2

in Rn×m. Define for all vector ς in Rm, the function �(α, R) is given by:

�(α, R) = 1

α
ςTWT

1 RW1ς + 1

1 − α
ςTWT

2 RW2ς, (5.10)

Then, if there exists a matrix X in R
n×n such that

[
R X
∗ R

]
≥ 0 , then the following

inequality holds,

min
α∈(0,1)

�(α, R) ≥
[
W1ς

W2ς

]T [
R X
∗ R

] [
W1ς

W2ς

]
. (5.11)

Lemma 5.2 [21], (Wirtinger inequality lemma) For a given matrix R > 0, the fol-
lowing inequality holds for all continuously differentiable functions x from [a, b] →
R

n:

∫ b

a
ẋ T (s)Rẋ(s)ds � 1

b − a
ςT
1 (t)Rς1(t) + 3

b − a
ςT
2 (t)Rς2(t) (5.12)

where, ς1(t) = [x(b) − x(a)] and ς2(t) =
[
x(b) + x(a) − 2

b−a

∫ b
a x(s)ds

]
.

Lemma 5.3 [9] Given a fuzzy time-delay system (5.9) satisfying the conditions
(5.3)–(5.4) is asymptotically stable, if there exist real symmetric positive-definite
matrices P, Qk, Rm > 0, k = 1, 2, 3, 4, m = 1, 2 and any free matrices �li , l =
1, 2, i = 1, 2, . . . , r of appropriate dimensions with scalars d1, d2 andd = d2 − d1
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representing delay lower bound, delay upper bound and delay range respectively,
such that the following LMIs are satisfied,

�i + �li R
−1
2 �T

li , l = 1, 2, i = 1, 2, . . . , r (5.13)

where,

�i =

⎡

⎢⎢
⎣

�11i R1 �13i 0
∗ �22i �23i 0
∗ ∗ �33i �34i

∗ ∗ ∗ �44i

⎤

⎥⎥
⎦

�11i = PAi + AT
i P +∑3

k=1 Q3 − R1 + AT
i (d2

1 R1 + R2)Ai , �13i = PAdi +
AT
i (d2

1 R1 + R2)Adi ,

�22i = Q4 − Q1 − R1 + d
−1

(T1i + T T
1i ), �23i = −d

−1
(−T1i + T T

2i )

�33i = −(1 − μ)(Q3 + Q4) + d
−1

(N1i + NT
1i − T2i + T T

2i ) + AT
di (d

2
1 R1 + R2)Adi

�34i = −d
−1

(−N1i + NT
1i ), �44i = −Q2 − d

−1
(N2i + NT

2i ),

�1i = [0 T T
1i T T

2i 0]T , �2i = [0 0 NT
1i N T

2i ]T .
Lemma 5.4 [29] Consider the fuzzy system (5.9). For given scalars τ0 and μ, if for
some scalars λ1 
= 0, λ2 and λ > 0, there exist matricesP = PT > 0, Qi = QT

i ≥
0, R = RT > 0, Gi , χki , i ∈ S, k = 1, 2, 3 satisfying the following LMIs:

�ϑ� i i < 0, ϑ, �, i ∈ S (5.14)

1

r − 1
�ϑ� i i + 1

2
(�ϑ� i j + �ϑ� j i ) < 0, ϑ, �, i, j ∈ S (5.15)

where,

�ϑ� i j
�=

⎡

⎢
⎢
⎣

Qi + ϒ̃11,i j ϒ̃12,i j λ1λ3P + ϒ̃13,i j τ0λ
−1
1 λ3χ1i

∗ −(1 − μ)Qϑ + ϒ̃22,i ϒ̃23,i τ0λ
−1
1 λ3χ2i

∗ ∗ τ0Ri − 2λ3P τ0χ3i

∗ ∗ ∗ −τ0R�

⎤

⎥
⎥
⎦ ,

ϒ̃11,i j = χ1i + χT
1i + λ1AiP + λ1BiG j + λ1PAT

i + λ1GT
j B

T
i ,

ϒ̃12,i j = −χ1i + χT
2i + λ1λ2PAT

i + λ1λ2GT
j B

T
i + λ1AdiP,

ϒ̃13,i j = λ1λ
−1
3 χT

3i + λ1PAT
i + λ1GT

j B
T
i − λ3P, ϒ̃22,i = −χ2i − χT

2i + λ1λ2Adi

P + λ1λ2PAT
di

ϒ̃23,i = −λ1λ
−1
3 χT

3i + λ1PAT
di − λ2λ3P.

then there exists a fuzzy controller of the form (5.8) such that the closed-loop fuzzy
system (5.9) is asymptotically stable in the large. Furthermore, the state-feedback
gain matrices are given by K j = G jP−1, j ∈ S.
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5.3 Stability Analysis

In this section, a new and improved delay-dependent stability condition for T-S fuzzy
time delay system in (5.9) is presented here.

Theorem 5.1 For given scalars τ0 > 0, μ and the state feedback gain matrices
K j , j = 1, 2, . . . , r , the closed-loop T-S fuzzy system (5.9) subject to the conditions
(5.3) and (5.4) is asymptotically stable, if there exist symmetric positive definitematri-
ces P ∈ R

3n×3n, Ql ∈ R
n×n, l = 1, 2, R ∈ R

n×n and any matrices X ∈ R
2n×2n,

Mk, k = 1, 2 with appropriate dimension such that the following LMIs are holds:

� =
[
R̃ X
∗ R̃

]
> 0 (5.16)

�i i (0, 1) − Γ T�Γ < 0, i = 1, 2, . . . , r (5.17)

�i i (1, 0) − Γ T�Γ < 0, i = 1, 2, . . . , r (5.18)

and
�i j (0, 1) + � j i (α, (1 − α)) − 2Γ T�Γ, 1 ≤ i < j ≤ r (5.19)

�i j (1, 0) + � j i (α, (1 − α)) − 2Γ T�Γ, 1 ≤ i < j ≤ r (5.20)

where,

�i j (0, 1) = sym
{
�T

11,1P�22

}
+

2∑

l=1

eT1 Qle1 − eT3 Q1e3 − (1 − μ)eT2 Q2e2 + τ 20 e
T
6 Re6

+ 2
{
eT1 M

T
1

(
A
i
j e1 + A

i
τ e2 − e6

)
+ eT6 M

T
2

(
A
i
j e1 + A

i
τ e2 − e6

)}
,

�i j (1, 0) = sym
{
�T

11,2P�22

}
+

2∑

l=1

eT1 Qle1 − eT3 Q1e3 − (1 − μ)eT2 Q2e2 + τ 20 e
T
6 Re6

+ 2
{
eT1 M

T
1

(
A
i
j e1 + A

i
τ e2 − e6

)
+ eT6 M

T
2

(
A
i
j e1 + A

i
τ e2 − e6

)}
,

�11,1 = [
eT1 0 τ0eT5

]
, �11,2 = [

eT1 τ0eT4 0
]
, �22 = [

eT6 eT1 − (1 − μ)

eT2 (1 − μ)eT2 − eT3
]T
, R̃ = diag {R, 3R}

and es = [
en×(s−1)n In×n 0n×(6−s)n

]T
, s = 1, 2, . . . , 6 denote the block entry

matrices.

Proof We define a Lyapunov-Krasovskii functional candidate as,

V (xt ) = V1(xt ) + V2(xt ) + V3(xt ) (5.21)
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where,
V1(xt ) = � T (t)P�(t),

V2(xt ) =
∫ t

t−τ0

xT (s)Q1x(s)ds +
∫ t

t−τ(t)
xT (s)Q2x(s)ds,

V3(xt ) = τ0

∫ 0

−τ0

∫ t

t+λ

ẋ T (s)Rẋ(s)dsdλ

with �(t) =
[
xT (t)

∫ t
t−τ(t) x

T (s)ds
∫ t−τ(t)
t−τ0

xT (s)ds
]T

and P =
⎡

⎣
P11 P12 P13
∗ P22 P23
∗ ∗ P33

⎤

⎦ .

Taking the time derivative of (5.21) along with the conditions (5.3) and (5.4), one
can obtain

V̇ (xt ) = V̇1(xt ) + V̇2(xt ) + V̇3(xt ) (5.22)

where,

V̇1(xt ) = 2� T (t)P�̇ (t) = 2

⎡

⎢
⎣

x(t)∫ t
t−τ(t) x(s)ds∫ t−τ(t)
t−τ0

x(s)ds

⎤

⎥
⎦

T ⎡

⎣
P11 P12 P13
∗ P22 P23
∗ ∗ P33

⎤

⎦

⎡

⎣
ẋ(t)

x(t) − (1 − μ)x(t − τ(t))
(1 − μ)x(t − τ(t)) − x(t − τ0)

⎤

⎦

(5.23)

Here, we introduce an augmented state vector ξ(t) and the block entry matrices es
with,

ξ(t) = [
xT (t) xT (t − τ(t)) xT (t − τ0) χT

4 (t) χT
5 (t) ẋ T (t)

]T
,

and
es = [

en×(s−1)n In×n 0n×(6−s)n
]T

, s = 1, 2, . . . , 6

where,

χ4(t) =
{ 1

τ(t)

∫ t
t−τ(t) x(s)ds; i f 0 < τ(t),

x(t); i f τ(t) = 0,
(5.24)

χ5(t) =
{

1
τ0−τ(t)

∫ t−τ(t)
t−τ0

x(s)ds; i f τ(t) < τ0,

x(t − τ0); i f τ0 = τ(t),
(5.25)

Now, applying (5.4) in (5.23) and with the help of ξ(t) and es , (5.23) can be rewritten
in the following form as,

V̇1(xt ) ≤ ξ T (t)
[
sym

{
�T

11P�22
}]

ξ(t) (5.26)
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where, �11 = [
eT1 αeT4 (1 − α)eT5

]
, �22 = [

eT6 eT1 − (1 − μ)eT2 (1 − μ)

eT2 − eT3
]T

, α = τ(t)
τ0

and α ∈ [0 1].
Now,we shall continue the differentiating ofV (xt ), V̇2(xt ) and V̇3(xt ) can be obtained
as,

V̇2(xt ) =
2∑

l=1

xT (t)Ql x(t) − xT (t − τ0)Q1x(t − τ0) − (1 − τ̇ (t))xT (t − τ(t))Q2x(t − τ(t))

≤ ξT (t)

{
2∑

l=1

eT1 Qle1 − eT3 Q1e3 − (1 − μ)eT2 Q2e2

}

ξ(t) (5.27)

V̇3(xt ) = τ 2
0 ẋ

T (t)Rẋ(t) − τ0

∫ t

t−τ0

ẋ T (s)Rẋ(s)ds

= τ 2
0 ξ T (t)eT6 Re6ξ(t) − τ0

∫ t

t−τ0

ẋ T (s)Rẋ(s)ds (5.28)

Next, consider the integral term in the right hand side (RHS) of (5.28) which contain
uncertain limit of integration. To formulate the reciprocal convex function, first we
splitted this integral term into two parts and then carrying out appropriate algebraic
manipulation for the chosen L-K functional as described below,

− τ0

∫ t

t−τ0

ẋ T (s)Rẋ(s)ds = τ0

τ(t)

(
−τ(t)

∫ t

t−τ(t)
ẋ T (s)Rẋ(s)ds

)

+ τ0

τ0 − τ(t)

(

−(τ0 − τ(t))
∫ t−τ(t)

t−τ0

ẋ T (s)Rẋ(s)ds

)

= 1

α

(
−τ(t)

∫ t

t−τ(t)
ẋ T (s)Rẋ(s)ds

)
+ 1

1 − α

(

−(τ0 − τ(t))
∫ t−τ(t)

t−τ0

ẋ T (s)Rẋ(s)ds

)

(5.29)

To approximate the integral terms in the RHS of (5.29) Lemma 1 is applied, that
yields,

−τ0

∫ t

t−τ0

ẋ T (s)Rẋ(s)ds ≤ − 1

α
ξ T (t)

[
ζ1
ζ2

]T [
R 0
∗ 3R

] [
ζ1
ζ2

]
ξ(t)

− 1

1 − α
ξ T (t)

[
ζ3
ζ4

]T [
R 0
∗ 3R

] [
ζ3
ζ4

]
ξ(t) (5.30)

where, ζ1 = [e1 − e2] , ζ2 = [e1 + e2 − 2e4] , ζ3 = [e2 − e3] , ζ4 = [e2+
e3 − 2e5] .
Now, to formulate the function defined in (5.10), one can write RHS of (5.30) as,

− τ0

∫ t

t−τ0

ẋ T (s)Rẋ(s)ds ≤ − 1

α
ξ T (t)ΩT

1 R̃Ω1 − 1

1 − α
ξ T (t)ΩT

2 R̃Ω2 (5.31)
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where, Ω1 = [
ζ T
1 ζ T

2

]T
, Ω2 = [

ζ T
3 ζ T

4

]T
and R̃ is defined after (5.19).

Further, using Lemma 1 in the RHS of (5.31), if there exist any matrix X ∈ R
2n×2n ,

one can obtain that,

−τ0

∫ t

t−τ0

ẋ T (s)Rẋ(s)ds ≤ −ξ T (t)

[
Ω1

Ω2

]T [
R̃ X
∗ R̃

] [
Ω1

Ω2

]
ξ(t)

≤ −ξ T (t)Γ T�Γ ξ(t) (5.32)

where, Γ = [
ΩT

1 ΩT
2

]T
and � is defined in (5.16).

Substituting (5.3) in the RHS of (5.28) yields,

V̇3(xt ) ≤ τ 2
0 ξ T (t)eT6 Re6ξ(t) − ξ T (t)Γ T�Γ ξ(t) (5.33)

Moreover, introducing some free matrices Mk, k = 1, 2, the quadratic form of the
system dynamics can be written as,

2
[
xT (t)MT

1 + ẋ T (t)MT
2

] [
A
i
j x(t) + A

i
τ x(t − τ(t)) − ẋ(t)

]
= 0

⇒ 2ξ T (t)
[
eT1 M

T
1

(
A
i
j e1 + A

i
τ e2 − e6

)
+ eT6 M

T
2

(
A
i
j e1 + A

i
τ e2 − e6

)]
ξ(t) = 0

(5.34)
Finally, considering (5.26), (5.27), (5.33) and (5.34) together, we have

V̇ (xt ) ≤
r∑

i=1

r∑

j=1

wiw jξ
T (t)

[

sym
{
�T

11P�22
}+

2∑

l=1

eT1 Qle1 − eT3 Q1e3

− (1 − μ)eT2 Q2e2 + τ 2
0 e

T
6 Re6 − Γ T�Γ

+ 2
{
eT1 M

T
1

(
A
i
j e1 + A

i
τ e2 − e6

)

+eT6 M
T
2

(
A
i
j e1 + A

i
τ e2 − e6

)}]
ξ(t)

=
r∑

i=1

r∑

j=1

wiw jξ
T (t)

{
�i j (α, (1 − α)) − Γ T�Γ

}
ξ(t)

≤
r∑

i=1

w2
i ξ

T (t)
[
�i i (α, (1 − α)) − Γ T�Γ

]
ξ(t)

+
r∑

i=1

r∑

i< j

wiw jξ
T (t)

[
�i j (α, (1 − α)) + � j i (α, (1 − α)) − 2Γ T�Γ

]
ξ(t)

(5.35)
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where,

�i j (α, (1 − α)) = sym
{
�T

11P�22

}
+

2∑

l=1

eT1 Qle1 − eT3 Q1e3 − (1 − μ)eT2 Q2e2 + τ 20 e
T
6 Re6

+ 2
{
eT1 M

T
1

(
A
i
j e1 + A

i
τ e2 − e6

)
+ eT6 M

T
2

(
A
i
j e1 + A

i
τ e2 − e6

)}
.

Since, �i j (α, (1 − α)) is depend on the convex parameter α ∈ [0 1]. Therefore, the
stability requirement is that the inequality

V̇ (xt ) ≤
r∑

i=1

w2
i ξ

T (t)
[
�i i (α, (1 − α)) − Γ T�Γ

]
ξ(t)

+
r∑

i=1

r∑

i< j

wiw j ξ
T (t)

[
�i j (α, (1 − α)) + � j i (α, (1 − α)) − 2Γ T�Γ

]
ξ(t) < 0

(5.36)

should be satisfied once for α = 0 and again for α = 1. That is,

�i i (0, 1) − Γ T�Γ < 0, f or i = 1, 2, . . . , r (5.37)

�i i (1, 0) − Γ T�Γ < 0, f or i = 1, 2, . . . , r (5.38)

and
�i j (0, 1) + � j i (0, 1) − 2Γ T�Γ, f or 1 ≤ i < j ≤ r (5.39)

�i j (1, 0) + � j i (1, 0) − 2Γ T�Γ, f or 1 ≤ i < j ≤ r (5.40)

where,�i j (0, 1) and�i j (1, 0) are defined after (5.19). Hence, V̇ (xt ) < 0 means that
V̇ (xt ) < −ε‖xt‖2, for sufficiently small ε > 0, and which ensures the asymptotic
stability of system (5.9) as per Lyapunov-Krasovskii Theorem. This completes the
proof of the Theorem 5.1.

5.4 State Feedback Stabilization

In this section, our objective is to design the state feedback controller that guaran-
teeing the asymptotic stability of the system (5.9).

Theorem 5.2 For given scalars τ0 > 0, ρ and μ, the T-S fuzzy time delay sys-
tem (5.9) satisfying (5.3) and (5.4), is asymptotically stable with feedback gains
K j = N jY−T , ( j = 1, 2, . . . , r), if there exist symmetric positive matrices P̂ ∈
R

3n×3n, Q̂l ∈ R
n×n, l = 1, 2, R̂ ∈ R

n×n and any matrices X̂ ∈ R
2n×2n, N j , ( j =

1, 2, . . . , r) and Y with appropriate dimension such that the following LMIs are
holds:
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�̂ =
[
R X̂
∗ R

]
> 0 (5.41)

�̂i i (0, 1) − Γ̂ T �̂Γ̂ < 0, i = 1, 2, . . . , r (5.42)

�̂i i (1, 0) − Γ̂ T �̂Γ̂ < 0, i = 1, 2, . . . , r (5.43)

and
�̂i j (0, 1) + �̂ j i (0, 1) − 2Γ̂ T �̂Γ̂ , ≤ i < j ≤ r (5.44)

�̂i j (1, 0) + �̂ j i (1, 0) − 2Γ̂ T �̂Γ̂ , ≤ i < j ≤ r (5.45)

where,

�̂i j (0, 1) = sym
{
�̂T

11,1 P̂�̂22

}
+

2∑

l=1

eT1 Q̂l e1 − eT3 Q̂1e3 − (1 − μ)eT2 Q̂2e2 + τ 20 e
T
6 R̂e6

+ 2
{
eT1 M

T
1

(
A
i
j e1 + A

i
τ e2 − e6

)
+ eT6 M

T
2

(
A
i
j e1 + A

i
τ e2 − e6

)}
,

�̂i j (1, 0) = sym
{
�̂T

11,2 P̂�̂22

}
+

2∑

l=1

eT1 Q̂l e1 − eT3 Q̂1e3 − (1 − μ)eT2 Q̂2e2 + τ 20 e
T
6 R̂e6

+ 2
{
eT1 M

T
1

(
A
i
j e1 + A

i
τ e2 − e6

)
+ eT6 M

T
2

(
A
i
j e1 + A

i
τ e2 − e6

)}
,

�̂11,1 = [
eT1 0 τ0eT5

]
, �̂11,2 = [

eT1 τ0eT 0
]
, �̂22 = [

eT6 eT1 − (1 − μ)eT2
(1 − μ)eT2 − eT3

]T
, R = diag

{
R̂, 3R̂

}
.

Proof The proof is based on the conditions of Theorem 5.1. Note that the block (6, 6)
in (5.17) is

{
τ 2
0 e

T
6 Re6 − (M2 + MT

2 )
}
. Since, R > 0 and τ0 
= 0, −(M2 + MT

2 )must
be negative definite, which implies that M2 is non-singular. Choosing M−1

2 = Y
and M1 = ρM2, where ρ is a scalar parameter. Next, pre and post multiply both
sides of (5.16) with diag {Y,Y,Y,Y } and its transpose, yields (5.41) with changes
of variables R̂ = Y RY T and X̂ = Y XY T . Again, pre and post multiply of (5.17)
and (5.19) with diag {Y,Y,Y,Y,Y,Y } and its transpose, respectively. Defining the
variables P̂11 = Y P11Y T , P̂12 = Y P12Y T , P̂13 = Y P13Y T , P̂22 = Y P22Y T , P̂23 =
Y P23Y T , P̂33 = Y P33Y T , Q̂1 = Y Q1Y T , Q̂2 = Y Q2Y T and N j = K jY T , one can
obtain theLMIs in (5.42) and (5.44) respectively. This complete the proof of Theorem
5.2.
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5.5 Numerical Examples

To justify the efficiency of the proposed stability and stabilization condition let us
demonstrate the following list of examples.

Example 1 Consider the following nonlinear system in [23] with time varying delay:

{
ẋ1(t) = 0.5

(
1 − sin2(θ(t))

)
x2(t) − x1(t − τ(t)) − (

1 + sin2(θ(t))
)
x1(t)

ẋ2(t) = sgn
(| θ(t) | − π

2

) (
0.9 cos2(θ(t)) − 1

)
x1(t − τ(t)) − x2(t − τ(t)) − (

0.9 + 0.1 cos2(θ(t))
)
x2(t)

(5.46)

The above system (5.46) can be rewritten in the following state-space form as,

ẋ(t) =
[−1 − sin2(θ(t)) 0.5 − 0.5 sin2(θ(t))

0 −0.9 − 0.1 cos2(θ(t))

]
x(t)

+
[ −1 0
sgn

(| θ(t) | −π
2

) (
0.9 cos2(θ(t)) − 1

) −1

]
x(t − τ(t)), (5.47)

where, x(t) = [xT1 (t) xT2 (t)]T , x(t − τ(t)) = [xT1 (t − τ(t)) xT2 (t − τ(t))]T and
the nonlinear terms in (5.47) are sin2(θ(t)) and cos2(θ(t)) and assume that −π

2 ≤
θ(t) ≤ π

2 .

Generally, two approaches namely (i) identification using input-output data and
(ii) derivation from given nonlinear system equation are there to approximate the
nonlinear dynamical systems by T-S fuzzy modelling [3]. The first approach mainly
consists of two parts: structure identification and parameter identification and this
approach is suitable for plants that are unable or difficult to be represented by analyti-
cal methods. In the second approach, nonlinear dynamicmodels for physical systems
can be obtained by the Lagrange methods and the Newton-Euler method and this
approach uses the idea of sector nonlinearity, local approximation or a combination
of them.

To approximate the nonlinear system described in (5.47) by T-S fuzzy modelling,
we take the local approximation method because it uses the less number of fuzzy
rules for fuzzy models compared as to the sector nonlinearity method.

Therefore, the nonlinear system (5.47) is modelled by the following fuzzy rules
as,
Rule 1: IF θ(t) is about ±(

π

2
) THEN ẋ(t) = A1x(t) + Aτ1x(t − τ(t))

Rule 2: IF θ(t) is about ‘0’ THEN ẋ(t) = A2x(t) + Aτ2x(t − τ(t))
where the subsystem matrices are calculated as,

A1 =
[−2 0
0 −0.9

]
, A2 =

[−1 0.5
0 −1

]
, Aτ1 =

[−1 0
−1 −1

]
, Aτ2 =

[−1 0
0.1 −1

]
,

and the membership functions are defined as,
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Table 5.1 Maximum time-delay τ0 for Example 1 with μ = 0

Method [24] [25] [18] [26] Theorem 5.1

Maximum τ0 1.5974 1.5974 1.6341 2.0290 2.5503

M1(θ(t)) = 1

1 + e−2θ(t)
, M2(θ(t)) = 1 − M1(θ(t))

Since, M1 and M2 are two fuzzy sets, so according to fuzzy mathematics,

M1(θ(t)) + M2(θ(t)) = 1

Now, the truth values of ẋ(t) is calculated by using (5.5) as,

h1(θ(t)) = M1(θ(t)) ∧ M2(θ(t)), h2(θ(t)) = M1(θ(t)) ∧ M2(θ(t))

By using (5.9) with u(t) = 0, the final output is obtained as,

ẋ(t) =
2∑

i=1

wi (θ(t))
{
Ai x(t) + Aτi x(t − τ(t))

}
, t ≥ 0 (5.48)

where, w1(θ(t)) = h1(θ(t))
h1(θ(t))+h2(θ(t)) and w2(θ(t)) = h2(θ(t))

h1(θ(t))+h2(θ(t)) and A1, A2, Aτ1 ,

Aτ2 are given in above.

Using Theorem 5.1, the maximum delay bound τ0 is calculated for μ = 0 and the
results are presented in Table5.1. From Table5.1, it is observed that Theorem 5.1
gives the larger time-delay τ0 than some existing stability criterion.

Example 2 Consider a time-delayed T-S fuzzy system in [9] as,
Rule 1: IF x(t) is M11 THEN ẋ(t) = A1x(t) + Aτ1x(t − τ(t))
Rule 2: IF x(t) is M11 THEN ẋ(t) = A2x(t) + Aτ2x(t − τ(t))

The membership function for rule 1 and 2 are,

M1(x(t)) =
{
1 − 1

1 + exp−5(x1(t)− π
6 )

}
1

1 + exp−5(x1(t)− π
6 )

, M2 = 1 − M1(x(t)).

where, x(t) = [x1(t) x2(t)]T and

A1 =
[−2.0 0.0
0.0 −0.9

]
, A2 =

[−1.5 1.0
0.0 −0.75

]
, Aτ1 =

[−1.0 0.0
−1.0 −1.0

]
Aτ2 =

[−1.0 0.0
1.0 −0.85

]

(5.49)

For Example 2, maximum delay bound τ0 is calculated by using Theorem 5.1 with
different values of μ. The obtained delay bound results are given in Table5.2. It is
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Table 5.2 Maximum time-delay τ0 for Example 1 with different μ

Method μ = 0.2 μ = 0.4 μ = 0.6

[19] 0.9119 0.9793 1.0639

[27] 1.1410 1.1500 1.1720

[17] 1.1639 1.1734 1.1994

[28] 1.4618 1.4202 1.4005

[26] 1.7805 1.5339 1.4082

Theorem 5.1 1.9607 1.7027 1.5612

Fig. 5.1 State responses of
the system given in Example
2 for τ(t) ∈ [0 1.7027] and
μ = 0.4

observed from Table 5.2 that our proposed Theorem 5.1 gives the less conservative
delay bound result over the some recent existing methods. Numerical simulation is
carried out for the system given in Example 2 with the initial state x(0) = [−1 1]T
and 0 ≤ τ(t) ≤ 1.7027, μ = 0.4. Also, it is considered that τ(t) is a slow time-
varying sine signal following the expression τ(t) = 0.8513 sin(ωt) + 0.8513, where
ω = 3.14 red/sec. The state responses of the T-S fuzzy system given in Example
2 are shown in Fig. 5.1 and time-varying delay τ(t) takes all the values within 0 ≤
τ(t) ≤ 1.7027 as depicted in Fig. 5.2.

Example 3 Consider the following T-S fuzzy model in [29] with

ẋ(t) =
r∑

i=1

wi (z(t))
{
Ai x(t) + Aτi x(t − τ(t)) + Biu(t)

}
(5.50)

where, x(t) = [x1(t) x2(t)]T and
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Fig. 5.2 State responses of
the system given in Example
1 for τ(t) ∈ [1 1.9624] and
0 < μ < 1

Table 5.3 Comparison between various stabilization methods

Method Corollary 2 of
[29]

Theorem 5.1 of
[29]

Theorem 5.1 of
[12]

Theorem 5.2

Maximum
allowable τ0

0.2574 0.2664 0.4909 0.8152

A1 =
[
0.0 0.6
0.0 1.0

]
, A2 =

[
1.0 0.0
1.0 0.0

]
, Aτ1 =

[
0.5 0.9
0.0 2.0

]
Aτ2 =

[
0.9 0.0
1.0 1.6

]
, B1 = B2 =

[
1
1

]
.

(5.51)
The membership function are defined as,

M1(x(t)) = 1

1 + exp(−2x1(t) + 0.5)
, M2 = 1 − M1(x(t)).

For Example 3, delay upper bound τ0 is calculated by using Theorem 5.2 with
the choice of μ = 0, and ρ = 1.00 and the results are given in Table5.3. Further,
Table5.3 shows that obtained delay bound result is less conservative than the other
existing approaches. Also, with the choice of μ = 0, ρ = 1.00 and τ0 = 0.8152
following state feedback gain matrices are obtained by using Theorem 5.2 as,

K1 = [
16.0226 −50.2955

]
, K2 = [

15.8894 −53.8924
]

(5.52)

Figures5.3 and 5.4 shows the state responses and the control signal for stabilize the
system (5.50) via the fuzzy controller (5.8) with gain matrices (5.52) under the initial
condition x(0) = [2 0]T .
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Fig. 5.3 State responses of the system given in Example 3

Fig. 5.4 Control signal for stabilization of Example 3
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5.6 Conclusion

To obtain a less conservative delay-dependent stability and stabilization condition
for T-S fuzzy time-delay system,Wirtinger inequality with reciprocal convex is used
to estimate the quadratic integral integral term coming out from the derivative of L-K
functional. Improvement in the delay bound results over some existing methods are
illustrated by solving three different numerical examples.

References

1. H.K. Khalil, Nonlinear systems (Prentice-Hall, New Jersey, 1996), pp. 1–5
2. K. Tanaka,H.O.Wang,FuzzyControl SystemsDesign andAnalysis: A LinearMatrix Inequality

Approach (Wiley, New York, 2004)
3. T. Takagi, M. Sugeno, Fuzzy identification of systems and its applications to modeling and

control. IEEE Trans. Syst. Man Cybern. 1, 116–132 (1985)
4. S. Boyd, L. El Ghaoui, E. Feron, V. Balakrishnan, Linear Matrix Inequalities in System and

Control Theory (SIAM, 1994)
5. P. Gahinet, A. Nemirovski, A. Laub, M. Chilali, LMI Control Toolbox-for Use with Matlab,

Natick, MA: The MATH Works (1995)
6. K. Gu, J. Chen, V.L. Kharitonov, Stability of Time-Delay Systems (Springer Science&Business

Media, 2003)
7. R. Dey, S. Ghosh, G. Ray, A. Rakshit, State feedback stabilization of uncertain linear time-

delay systems: a nonlinear matrix inequality approach. Numer. Linear Algebra Appl. 18(3),
351–361 (2011)

8. R. Dey, S. Ghosh, G. Ray, A. Rakshit, Improved delay-dependent stabilization of time-delay
systems with actuator saturation. Int. J. Robust Nonlinear Control 24(5), 902–917 (2014)

9. R. Dey, V.E. Balas, T. Lin, G. Ray, Improved delay-range-dependent stability analysis of a
T-S fuzzy system with time varying delay, in 2013 IEEE 14th International Symposium on
Computational Intelligence and Informatics (CINTI) (IEEE, 2013), pp. 173–178

10. C. Peng, D. Yue, T.-C. Yang, E.G. Tian, On delay-dependent approach for robust stability and
stabilization of T-S fuzzy systems with constant delay and uncertainties. IEEE Trans. Fuzzy
Syst. 17(5), 1143–1156 (2009)

11. L. Wu, X. Su, P. Shi, Fuzzy Control Systems with Time-Delay and Stochastic Perturbation
(Springer, Cham, 2015)

12. H. Gassara, A. El Hajjaji, M. Chaabane, Robust control of T-S fuzzy systems with time-varying
delay using new approach. Int. J. Robust Nonlinear Control 20(14), 1566–1578 (2010)

13. L. Li,X. Liu,New results on delay-dependent robust stability criteria of uncertain fuzzy systems
with state and input delays. Inf. Sci. 179(8), 1134–1148 (2009)

14. F. Liu, M. Wu, Y. He, R. Yokoyama, New delay-dependent stability criteria for T-S fuzzy
systems with time-varying delay. Fuzzy Sets Syst. 161(15), 2033–2042 (2010)

15. S. Mobayen, An lmi-based robust controller design using global nonlinear sliding surfaces and
application to chaotic systems. Nonlinear Dyn. 79(2), 1075–1084 (2015)

16. Y. Zhao, H. Gao, J. Lam, B. Du, Stability and stabilization of delayed T-S fuzzy systems: a
delay partitioning approach. IEEE Trans. Fuzzy Syst. 17(4), 750–762 (2009)

17. F.O. Souza, V.C. Campos, R.M. Palhares, On delay-dependent stability conditions for Takagi-
Sugeno fuzzy systems. J. Franklin Inst. 351(7), 3707–3718 (2014)

18. C. Peng, Y.-C. Tian, E. Tian, Improved delay-dependent robust stabilization conditions of
uncertain T-S fuzzy systems with time-varying delay. Fuzzy Sets Syst. 159(20), 2713–2729
(2008)



242 5 Fuzzy Time-Delay System

19. C. Peng, L.-Y. Wen, J.-Q. Yang, On delay-dependent robust stability criteria for uncertain T-S
fuzzy systems with interval time-varying delay. Int. J. Fuzzy Syst. 13(1) (2011)

20. Z. Zhang, C. Lin, B. Chen, New stability and stabilization conditions for T-S fuzzy systems
with time delay. Fuzzy Sets Syst. 263, 82–91 (2015)

21. A. Seuret, F. Gouaisbaut, Wirtinger-based integral inequality: application to time-delay sys-
tems. Automatica 49(9), 2860–2866 (2013)

22. P. Park, J.W. Ko, C. Jeong, Reciprocally convex approach to stability of systems with time-
varying delays. Automatica 47(1), 235–238 (2011)

23. C. Peng, Q.-L. Han, Delay-range-dependent robust stabilization for uncertain t-s fuzzy control
systems with interval time-varying delays. Inf. Sci. 181(19), 4287–4299 (2011)

24. E. Tian, C. Peng, Delay-dependent stability analysis and synthesis of uncertain T-S fuzzy
systems with time-varying delay. Fuzzy Sets Syst. 157(4), 544–559 (2006)

25. C.-H. Lien, K.-W. Yu, W.-D. Chen, Z.-L. Wan, Y.-J. Chung, Stability criteria for uncertain
Takagi-Sugeno fuzzy systems with interval time-varying delay. IET Control Theory Appl.
1(3), 764–769 (2007)

26. Z. Lian, Y. He, C.-K. Zhang,M.Wu, Stability analysis for T-S fuzzy systems with time-varying
delay via free-matrix-based integral inequality. Int. J. Control Autom. Syst. 14(1), 21–28 (2016)

27. E. Tian, D. Yue, Y. Zhang, Delay-dependent robust H∞ control for T-S fuzzy system with
interval time-varying delay. Fuzzy Sets Syst. 160(12), 1708–1719 (2009)

28. X. Xia, R. Li, J. An, On delay-fractional-dependent stability criteria for Takagi-Sugeno fuzzy
systems with interval delay. Math. Probl. Eng. 2014 (2014)

29. H.-N. Wu, H.-X. Li, New approach to delay-dependent stability analysis and stabilization
for continuous-time fuzzy systems with time-varying delay. IEEE Trans. Fuzzy Syst. 15(3),
482–493 (2007)



Appendix

Herewe present some representativeMATLAB codes for solving the LMI conditions
reported in this book using LMI toolbox of MATLAB. Two solvers of LMI toolbox
have been presented here (i) ‘feasp’ and (ii) ‘mincx’. The readers are advised to refer
LMI toolbox user guide [1] of MATLAB in order to succinctly understand the usage
of various commands used in the codes.

A1:MATLAB code to simulate uncertain linear time-delay system (Retarded
system).

The MATLAB code presented here describes closed loop simulation of an uncer-
tain linear time-delay system. The code is developed using standard RK4 routine.
This code is developed for the system described in Example 7 [2]. This code can be
modified to carry out open loop simulation of a nominal time-delay system. This is
left to the readers as an exercise.
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A2: MATLAB code for Delay-dependent stabilization with actuator
saturation—Theorem 4.1

http://dx.doi.org/10.1007/978-3-319-70149-3_4
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A3: SIMULINK diagram for simulating the time-delay systemwith actuator
saturation.
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A4: MATLAB code to draw ellipse (for 2x2 system) convex compact set.
Here the input to the function is taken as symmetric positive definite matrix ‘P’

solution after solving the appropriate LMI condition.
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A5: MATLAB code for Fuzzy TDS Stability Analysis—Theorem 5.1

http://dx.doi.org/10.1007/978-3-319-70149-3_5
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A6: MATLAB code for Fuzzy TDS Stabilization—Theorem 5.2

http://dx.doi.org/10.1007/978-3-319-70149-3_5
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