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Abstract. In the framework of bag-of-visual-words, visual words are inde-
pendent each other, which results in discarding spatial relations and lacking
semantic information of visual words. To capture semantic information of visual
words, a deep learning procedure similar to word embedding technique is used
for mapping visual words to embedding vectors in a semantic space. And then,
word mover’s distance (WMD) is utilized to measure similarity between two
word images, which calculates the minimum traveling distance from the visual
embeddings of one word image to another one. Moreover, word images are
partitioned into several sub-regions with equal sizes along rows and columns in
advance. After that, WMDs can be computed from the corresponding
sub-regions of the two word images, separately. Thus, the similarity between the
two word images is the sum of these WMDs. Experimental results show that the
proposed method outperforms various baseline and state-of-the-art methods,
including spatial pyramid matching, latent Dirichlet allocation, average visual
word embeddings and the original word mover’s distance.
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1 Introduction

How to access the content from a large number of scanned historical document images
is still a challenging task. Because of aging, the historical document images are often
degradation and poor quality. Therefore, robust optical character recognition (OCR) tools
are not available yet. When OCR is infeasible, keyword spotting technology is an
alternative approach. In the keyword spotting technology, all scanned historical docu-
ment images are generally segmented into individual word images to form a word image
collection. As for a given query keyword, relevant word images can be detected in the
collection of word images by image matching [1].

In the traditional keyword spotting, profile-based features were widely used to
represent word images [2] and dynamic time warping (DTW) algorithm was utilized to
accomplish image matching [3]. Though the DTW algorithm works well, it is so
time-consuming that cannot be suited for real-time image matching for a large col-
lection of word images. Hence, this study focuses on how to represent word images so
as to realize real-time image matching.
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In recent years, Bag-of-Visual-Words (BoVW) has been attracted much more
attention and shown advantages in keyword spotting on historical documents [4, 5]. In
the BoVW framework, word images are represented as visual histograms with a
fixed-length. In this way, cosine similarity (or Euclidean distance) between word
images can be calculated on their histograms. At the retrieval stage, when a query
keyword is provided, the corresponding cosine similarities can be calculated for a
collection of word images. By this way, a ranking list of word images can be formed in
descending order of the cosine similarities. Thus, the BoVW-based representation
approach is competent for the task of keyword spotting on a large number of word
images. However, local descriptors (i.e. visual words) within one word image are
independent each other in the BoVW-based representation, which results in not only
discarding spatial relations between visual words but also lacking semantic information
of visual words.

In this paper, an approach has been proposed to capture semantic information of
visual words. To be specific, a deep learning procedure similar to word embedding is
used for mapping visual words to embedding vectors in a semantic space. Conse-
quently, the semantic relatedness between visual words can be measured by calculating
Euclidean distance or cosine similarity on their embedding vectors. In order to dis-
tinguish from the original word embeddings proposed by Mikolov et al. [6], the
embedding vectors in this study are called visual word embeddings. Kusner et al. [7]
recently proposed word mover’s distance (WMD), a distance function between two
documents, which calculates the minimum traveling distance from the word embed-
dings of one document to another one. In our study, the WMD is used for measuring
the similarity between two word images. Through this way, the semantic information of
visual words is integrated into image matching.

Additionally, all word images are partitioned into a certain quantity of sub-regions
with equal sizes along rows and columns in advance. In the image matching phase,
only the corresponding sub-regions of the two word images are matched each other.
Thus, WMDs can be computed from the corresponding sub-regions of the two word
images, separately. Finally, the similarity of the two word images is the sum of these
WMDs. By this means, such the spatial relations can be added to the procedure of
image matching. Hence, the above-mentioned drawbacks of the BoVW-based repre-
sentation can be overcome using the proposed WMD with spatial constraints.

The rest of the paper is organized as follows. The related work is presented in
Sect. 2. The proposed method is described detailedly in Sect. 3. Experimental results
are shown in Sect. 4. Section 5 provides the conclusions and future work.

2 Related Work

In the keyword spotting technology, several manners for providing query keywords
have been proposed in the literature, which can be divided into query-by-example
(QBE) and query-by-string (QBS) approaches [8]. In the QBS approach, query key-
words are provided by textual strings [9, 10]. But, the QBS approach needs to learn a
model to map from textual strings to images on a certain number of annotated word
images. When there is no such annotated word images, the QBE approach can be
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competent. The QBE approach [11, 12] requires that an example image of a query
keyword is provided for being retrieved. In this study, we concentrate on the QBE based
approach for realizing keyword spotting on historical Mongolian document images.

In our previous work, visual language model (VLM) [13] was proposed for repre-
senting the corresponding word images segmented from a collection of historical Mon-
golian documents. Therein, eachword imagewas represented as a probability distribution
of visual words and query likelihood model was used to calculate similarity between two
word images. Although the VLM (e.g. bigram visual language model) can provide the
spatial orders between the neighboring visual words, there is still lacking semantic
information of visual words. Therefore, a latent Dirichlet allocation (LDA) based word
image representation approach presented in another our previous work [14]. In the
LDA-based representation, topics were treated as probability distributions over visual
words. Each word image was viewed as a probabilistic mixture over these topics. Thus,
the LDA-based representation can provide the semantic information of visual words.
However, the semantic information in the LDA-based representation is latent, which
cannot be used for measuring the semantic relatedness between visual words directly.
Consequently, the semantic information needs to be obtained in more obvious form.

In the last few years, word embedding techniques have been shown significant
improvements in various natural language processing (NLP) tasks, such as word
analogy [6], information retrieval [15], and so forth. Word2vec [6] and GloVe [16] are
examples of successful implementations of word embeddings that respectively use
neural networks and matrix factorization to learn embedding vectors. Because GloVe
incorporates co-occurrence statistics of words that frequently appear together within the
documents. Pennington et al. [16] have proved that GloVe outperforms Word2vec on
word analogy, word similarity and named entity recognition tasks. Therefore, GloVe is
utilized to generate embedding vectors for visual words in this paper. In this manner,
visual words will be mapped as vectors in a semantic space. The generated embedding
vectors are named visual word embeddings. As far as we know, this is the first time to
learn and generate embedding vectors on visual words.

After that, a common approach for representing a word image is to take a centroid
of its visual word embeddings. And then, an inner product or cosine between the
centroids can be calculated for measuring similarity [17]. However, taking a simple
centroid is not a good approximation for representing a word image. A more reasonable
approach is to calculate similarity between visual words from one word image to
another one. Consistent with this, Kusner et al. [7] proposed a word mover’s distance
that can calculate similarity between two documents on their embedding vectors. This
study is partly motivated by the word mover’s distance to measure similarity between
two word images.

To integrate the spatial relations of visual words into image matching, spatial
pyramid matching (SPM) has been proposed by Lazebnik et al. [18]. The SPM method
partitions an image into several sub-regions with equal sizes and computes visual
histograms in each sub-region. Our study is also inspired by the SPM method. All word
images are partitioned into a number of sub-regions with equal sizes along rows and
columns. At the stage of image matching, only the corresponding sub-regions of the
two word images are matched each other. In this paper, similarity between two word
images is measured by using the WMD with spatial constraints.
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3 Proposed Method

In our study, the handling objects are word images. Hence, each scanned image in a
collection of historical Mongolian documents should be segmented into individual
word images in advance. And the QBE approach is used in the retrieval phase. The
details of the proposed method are presented in the following subsections.

3.1 Obtaining Visual Words

Given a collection of word images, SIFT descriptors are extracted from each word
image. And then, k-means clustering algorithm is applied on these SIFT descriptors so
as to generate a certain number of clusters. Thus, the center of each cluster is taken as a
visual word. By this way, a codebook can be formed. Figure 1 shows the procedure for
constructing a codebook.

After that, each SIFT descriptor will be assigned the label of the closet center (i.e.
visual word) according to the codebook. Thus, the corresponding visual words can be
obtained from the collection of word images.

3.2 Generating Visual Word Embeddings

After obtaining visual words, one word image can be represented as a sequence of
labels of visual words along the writing direction (see Fig. 1). On a collection of word
images, a training corpus of visual words can be collected by concatenating the cor-
responding sequences of labels of visual words one after another. And then, a GloVe
tool (http://nlp.stanford.edu/projects/glove/) is utilized to generate embedding vectors
of visual words on the training corpus.

SIFT
descriptors

SIFT
keypoints

Codebook creation

k-means

128 dimensional space Cluster centers Codebook

Generating the sequence 
of labels of visual words

128×k

Word images are 
represented as 
sequences of 

labels of visual 
words

m1*128 m2*128 mn*128

342 224 309 187 327 ... 249 449
1*m1

369 30 96 154 108 ... 160 423
1*m2

7 423 98 236 395 ... 397 265
1*mn

Fig. 1. The procedure for constructing a codebook.
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In our study, the parameters of GloVe are set to as follows. The size of embedding
vector and context window are set to 200 and 15, separately. And the number of
iterations is set to 15. After generating visual word embeddings, the semantic relat-
edness between visual words can be measured by calculating Euclidean distance (or
cosine similarity) on their embedding vectors.

3.3 Word Mover’s Distance

Our work is based on the original word mover’s distance (WMD) between text doc-
uments proposed by Kusner et al. in [7]. The average time complexity of the original
WMD is O(n3logn), where n denotes the number of vocabularies on a collection of
documents. For documents with many unique words, solving the WMD optimal
transport problem may become prohibitive. So, Kusner et al. also introduced relaxed
and much faster WMD versions.

In our case, the first relaxation is to sum the distances of the visual word embed-

dings w* in a query keyword q to the closest visual word embeddings w*
0
of a word

image d. Thus, the WMD from the query keyword q to the word image d (denoted by
RWMDQ2D) can be defined as follows.

RWMDQ2D q ! dð Þ ¼
X

w2q
count wð ÞP
t2q count tð Þ

:min
w02d

distance w*;w*
0� �

ð1Þ

where w and w0 are the visual words occurred in q and d, separately. w* and w*
0
are the

corresponding visual embedding vectors of w and w0. count wð Þ means the occurrence
frequency of the visual word w in q. And

P
t2q count tð Þ means the total number of

visual words in q. distance w*;w*
0� �

denotes the Euclidean distance between two visual

embedding vectors w* and w*
0
, and its formulation is as follows.

distance w*;w*
0� �

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXK

i¼1
wi � w0

ið Þ2
r

ð2Þ

where wi and w0
i denote the ith elements in the visual embedding vectors w* and w*

0
.

K indicates the dimension of the visual word embeddings. In our study, K equals to 200.
Similarly, the second relaxed form is to sum the distances of the visual word

embeddings w*
0
of d to the closest visual word embeddings w* of q. The corresponding

WMD from the word image d to the query keyword q (denoted by RWMDD2Q) can be
defined as the following formula.

RWMDD2Q d ! qð Þ ¼
X

w02d
count w0ð ÞP
t02d count t0ð Þ :min

w2q distance w*
0
;w*

� �
ð3Þ

In (1) and (3), the time complexity for getting the optimal solution is O(n2), which
is faster than the original WMD. Kusner et al. found the maximum of RWMDQ2D and

196 H. Wei et al.



RWMDD2Q to be the best relaxation of the original WMD. Therefore, the final WMD
between two word images q and d can be calculated by the following equation.

WMD q; dð Þ ¼ max RWMDQ2D q ! dð Þ; RWMDD2Q d ! qð Þ� � ð4Þ

In this way, when a query keyword and a collection of word images are given, a
ranking list of word images can be formed according to (4).

3.4 Integrating Spatial Information

In order to integrate spatial information into word images representation, all word
images are partitioned into a quantity of sub-regions along rows and columns. All
sub-regions within one word image have the equal sizes. Figure 2 depicts an example
for partitioning a word image into three sub-regions along rows.

At the image matching phase, the corresponding sub-regions between two word
images are matched, respectively. Thus, the RWMDQ2D and RWMDD2Q between two
word images can be rewritten as follows.

RWMDQ2D q ! dð Þ ¼
XN

j¼1
RWMDQ2D qj ! dj

� � ð5Þ

RWMDD2Q d ! qð Þ ¼
XN

j¼1
RWMDD2Q dj ! qj

� � ð6Þ

where qj and dj denote the jth sub-regions of the two word images, severally. N indi-
cates the number of sub-regions. Particularly wish to point out, the difference between
the adopted spatial information in this study and the SPM is regardless of partition
levels.

4 Experimental Results

4.1 Dataset and Baselines

To evaluate the performance, a collection of Mongolian historical documents has been
collected, which consists of 100 scanned Mongolian Kanjur images with 24,827 words.

Fig. 2. An example for partitioning a word image.
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Each page has been annotated manually to form the ground truth data. Twenty
meaningful words are selected and taken as query keywords. The dataset and the query
keywords are the same as in [13, 14]. Evaluation metric is mean average precision
(MAP).

For constructing a codebook, SIFT descriptors are extracted from the 24,827 word
images and the total number of the SIFT descriptors is 2,283,512. After that, the
k-means clustering algorithm has been performed on those descriptors. Therein, we
vary the number of clusters from 500 to 10,000 with 500 as an interval. In the fol-
lowing subsections, the appropriate number of clusters will be determined.

In this section, spatial pyramid matching, average visual word embeddings, visual
language model and latent Dirichlet allocation are taken as baselines for comparison.
The details of the baseline methods are as follows.

Spatial pyramid matching (SPM): The standard SPM method [18] is utilized to
accomplish the aim of image matching between a given query keyword and each word
image in a collection.

Average visual word embeddings (AVWE): After generating visual embedding
vectors, a word image (denoted by W) can be represented as a centroid (denoted by
Wcent) of the embedding vectors of its visual words using the following equation [17]:

Wcent ¼ 1
Wj j

X Wj j
j¼1

vj ð7Þ

where vj is the embedding vector of the corresponding visual word and |W| is the
number of visual words within the word image W. Under the circumstance, Euclidean
distance can be calculated and used for measuring similarity between word images.

Visual language model (VLM): Each word image can be represented as probability
distribution of visual words. Query likelihood model is utilized to rank word images. In
our previous work [13], the best performance of VLM can attain to 31.75%.

Latent Dirichlet allocation (LDA): A LDA-based topic model is adopted to obtain
the semantic relations between visual words. In our previous work [14], the best
performance is 43.78%. At present, the LDA-based representation method is the
state-of-the-art for keyword spotting on the same dataset.

4.2 Performance of SPM and AVWE

For Mongolian language, its writing direction is from top to bottom. So, horizontal
partitions are more important than vertical partitions. In the SPM method, we have
tested nine types of one-level partitions and five types of two-level partitions. Their
MAPs are shown in Figs. 3 and 4, respectively.

From Figs. 3 and 4, we can see that one-level partitions and two-level partitions both
obtain the best performance when the number of clusters is 500. In various one-level
partitions, the best performance is 37.71% and the manner of the partition is 9 * 2.
Correspondingly, the best performance of the two-level partitions is 38.38% when the
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first level and the second level are 3 * 2 and 3 * 1, severally. Indeed, the horizontal
partitions are more crucial than the vertical partitions for Mongolian word images.

Additionally, the performance of AVWE has been tested. In Fig. 4, the best per-
formance of AVWE is 44.61% when the number of clusters is 4,000. Therefore, the
AVWE is superior to the SPM. The MAP is improved from 38.38% to 44.61%. It
indicates that the semantic information of visual words is more important than the
spatial information in our case. Meanwhile, the AVWE is superior to the LDA-based
method as well. So, the proposed visual embeddings can capture much more semantic
information than the LDA-based representation method.

4.3 Performance of the Relaxed WMD Without Spatial Constraints

For comparison, we have also tested the performance of the relaxed WMD without
spatial constraints. According to (1), (3) and (4), word images can be ranked for a given
query keyword. In Fig. 5, the best performance is 38.16% when the number of clusters
is 7500. Although the relaxed WMD is superior to the VLM (31.75%) and the
one-level partition based SPM (37.71%), it is inferior to the other baseline methods
including the tow-level partition based SPM (38.38%), the LDA-based representation
method (43.78%) and the AVWE (44.61%).
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Fig. 3. The performance of SPM with one-level partitions.
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Fig. 4. The performance of SPM with two-level partitions.
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4.4 Performance of the Proposed WMD with Spatial Constraints

Here, we tested the performance of the proposed relaxation WMD with spatial con-
straints (denoted by WMD-SC). There are nine partition styles for word images, which
are the same as in Fig. 3. The corresponding results of the proposed WMD-SC are
shown in Fig. 5. As for the proposed WMD-SC, the various partition styles are con-
sistently superior to the WMD without spatial constraints except for 4 * 4 and 9 * 2.
Therefore, the spatial information plays an important part in our study.

In Fig. 5, the best performance of the WMD-SC is 62.88% when the number of
clusters is 10,000 and word images are partitioned into 9 sub-regions along rows only.
Therefore, the performance of the proposed WMD-SC is increased by 44% (from
43.78% to 62.88%) against to the state-of-the-art method (i.e. LDA-based represen-
tation method) on the same dataset.

5 Conclusion and Future Work

In this paper, a novel method has been proposed for measuring similarity between
Mongolian word images. On the one hand, the spatial information is obtained by par-
titioning word images into sub-regions along rows and columns. Only the corresponding
sub-regions between two word images are matched. On the other hand, embedding
vectors of visual words are generated by utilizing a deep learning tool. After that, the
relaxed word mover’s distance is used for calculating similarity on the corresponding
sub-regions between two word images. Therefore, the proposed method can combine
the spatial information of visual words with the semantic relatedness so as to attend the
aim of measuring similarity between word images. And the performance of the proposed
method outperforms various baseline methods and the state-of-the-art method.

In our future work, the corresponding semantic relatedness between the visual
embeddings will be utilized to attain the aim of query expansion. The proposed method
will be validated on the other datasets of historical documents.
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