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Abstract. A discriminative semi-supervised learning method based on visual
concept-like high-level features is proposed in this paper. Previous
semi-supervised learning methods usually use unlabeled data to augment the
training set or regularize the decision boundary of classifiers. The classification
results rely on the precision on unlabeled data using supervised classifiers
trained with limited labeled samples. When a small number of labeled samples
are provided, these methods are likely to get bad results. Differently, the pro-
posed method directly uses the distribution information of all available data in
the feature space to learn a new representation which is achieved by computing
the similarities of a chosen image and some discriminative data exemplars
sampled from the feature space. A semi-supervised distance metric learning
method by learning a projection matrix under the equivalence constraints of
similar pairs and dissimilar pairs is introduced to measure these similarities, and
a pseudo-mahalanobis distance is thus obtained to represent the similarities
between data samples instead of Euclidean distance. Experiments showed the
effectiveness of this learned distance. The new representation can be fed into
standard classifiers for image classification task. The training data of our system
can either be original image data or handcrafted features or image features
learned by deep architectures. Therefore, the proposed method can be applied in
both feature extraction and feature enhancement. In the semi-supervised clas-
sification task on eight standard datasets, the proposed method achieves
improved performance over many of the previous existing methods.

Keywords: Semi-supervised image classification -+ Discriminative feature
learning - Metric learning

1 Introduction

Recent years have witnessed great progress in image classification with less or no
annotations, since annotating data by human efforts is both time-consuming and
expensive while unlabeled data is numerous and easy to achieve. Semi-supervised
methods try to reveal the information carried by unlabeled data to improve perfor-
mance. A large number of methods regularize the decision boundary by forcing it to
pass through the region with lower density of unlabeled data. Another widely-used
scheme is the self-training scheme [1]. It first annotates the unlabeled data by training a
supervised classifier on labeled data. Then the training set is augmented by adding the
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most confident unlabeled data with their predicted labels. The system iterates between
training models and augmenting the training set until some termination condition is
reached. However, self-training relies on the predicted labels on unlabeled data for
training a new classifier. It can probably make an error when a small number of labeled
data is available. Differently, some ensemble algorithms assign a pseudo-label to
unlabeled data, and then sample them for training a new classifier. They iterate to
construct the ensemble classifier under the restriction of a cost function. The precision
relies on the prediction of pseudo-labels using the constructed classifier at each itera-
tion. In contrast, the proposed method compares the learned distance between data
samples to obtain pseudo-labels. Then ensemble supervised classifiers are trained and
used to extract a new visual concept-like representation of the input data.

Different object classes carry many discriminative visual concept-like features that
can help us distinguish the classes, such as colors, shapes and textures. We call them
visual concepts for simplicity in this paper. These concepts are lower-dimensional
compared with the features or images. A new category can be learned by comparing the
new object with the existing categories from the perspective of visual concepts. For
instance, a volleyball has similar shape to a basketball but has different texture and
color. This learning procedure is called learning by comparison. It is a part of Eleanor
Rosch’s prototype theory [2] which states that an object’s class is determined by its
similarities to prototypes that represent object classes. This theory has been used
successfully in transfer learning, where labeled data from different classes are available.

Since the visual concepts exist in images regardless of labels and can provide
discriminative information, we consider to learn these visual concepts from all avail-
able data. In particular, we aim to learn some data samples that contain several typical
visual concepts. The typical concepts are called concept exemplars such as “spherical”,
“red” and “brown”. And a group of data samples containing several similar concept
exemplars are named a “subset”. For instance, the class of apples can be viewed as a
subset of “red” and “smooth” at least. These subsets are sampled from all available data
in an unsupervised way based on the assumption that neighboring samples in the
feature space share similar concepts exemplars. To be discriminative, samples of the
same subset should be close to each other and samples from different subsets should be
as far as possible. In other words, the subsets are expected to be inter-distinct and
intra-compact. We combine several subsets to form a cluster. Discriminative infor-
mation can be learned by concatenated the similarities between the chosen image and
these subsets. However, a cluster is formed in one sampling trial and can be noisy
because the concepts we learned in one trial are limited, so a rich set of clusters is
necessary for our learning procedure to cover enough concepts.

As stated above, the learning-by-comparison procedure has a critical demand on
similarity measurement. Euclidean distance is widely used to represent the similarity.
However, it is not enough when features have high dimensionality. We introduce a
semi-supervised distance metric learning method which learns a pseudo-mahalanobis
distance by learning a projection matrix under the equivalence constraints. The
pseudo-mahalanobis distance can measure the similarity in a better way, which means
similar samples are closer and dissimilar samples are as far as possible.

The rest of this paper is organized as follows. Section 2 briefly reviews related
work in the field of both metric learning and high-level feature learning. Section 3
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introduces the proposed method in details, followed by experiments for performance
evaluation in Sect. 4. Section 5 concludes the paper.

2 Related Work

Our work is generally relevant to image classification with metric learning under
equivalence constraints and high-level feature learning based on Eleanor Rosch’s
prototype theory. In this section, some current related works in these two research fields
are simply reviewed, and the similarities and differences among our method and these
works are discussed.

2.1 Metric Learning Under Equivalence Constraints

There are many widely-used metric learning methods using equivalence constraints.
Relevant components analysis [3] (RCA) learns an embedding which allocates larger
weights to the most relevant dimensions of the features and lower weights to less
relevant ones. But it does not incorporate dissimilarity constraints, and is limited in the
original input space to learn linear transformations. Discriminative components analysis
[4] (DCA) incorporates dissimilarity constraints into RCA and Kernel RCA. The
semi-supervised discriminative common vector method [5] (SS-DCV) introduced in our
method is similar in spirit to DCA, but it overcomes a serious shortcoming of DCA — the
criterion of maximizing the classical LDA (Linear Discriminant Analysis) function does
not have a unique solution while the dimensionality of the sample space is much larger
than the number of similar sample pairs, which leads to miss the optimal projection
direction. SS-DCV method projects the data onto the subspace orthogonal to the linear
span of the difference vectors of similar sample pairs first, in which similar pairs have
identical projections. Then it learns a linear embedding that maximizes the scatter of the
dissimilar sample pairs. This corresponds to a pseudo-metric characterized by a positive
semi-definite matrix in the original input space. The integrate derivation of SS-DCV can
be found in [5].

2.2 High-Level Feature Learning Using Eleanor Rosch’s Prototype
Theory

A method that is closely related to ours is Ensemble Projection [6]. It is also based on
the Eleanor Rosch’s prototype theory. It samples an ensemble of prototype sets that
present different classes. In return, an ensemble of diverse projection functions are
learned based on these prototype sets. The prototype is similar to our visual concept
exemplar. But their prototypes indicate the classes directly and our visual concept
exemplar is expected to be a subset of several visual concepts shared among different
object classes. Projection values of an individual data sample through these projection
functions are stacked together to form a new feature representation. However, different
from our approach, Ensemble Projection is purely unsupervised and do not leverage
label information for a specific task. In particular, Ensemble Projection samples the
prototypes in the original feature space. In our method, visual concept exemplars are
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learned in a lower-dimensional subspace. In the projected space, similar pairs have
identical projections which indicate that they have similar subsets of visual concepts. In
the experiments on different datasets for image classification, we will compare our
algorithm with the Ensemble Projection method.

3 Discriminative Semi-supervised Learning Based on Visual
Concept-Like Features

Following the notations that are widely used in semi-supervised feature learning, the
input of our method includes labeled data x;.;, y;., and unlabeled data x; ...+ v,
where x; denotes the feature vector of image i, y;€{1, ..., C} indicates its label, and C
is the number of classes, L is the length of labeled data, U is the length of unlabeled
data. A new image representation f is learned using both the unlabeled data and the
labeled data.

3.1 Projection onto a Subspace Under Equivalence Constraints

Given a small amount of labeled data, we aim to learn a class-discriminative subspace
and achieve a better judgement of similarity using SS-DCV [5].

Letx;e€ R? i =1,...,N denote the samples of the training set. A set of equivalence
constraints in the form of similar and dissimilar pairs are given and we aim to learn a
pseudo-mahalanobis distance of the form

da(x%) = |1~ ][, = /(5 — ) A (%~ x). (1)

where A >0 is a symmetric positive semi-definite matrix reflecting the underlying
relationships between different dimensions of the feature. If ¢ = Rank(A) <d, A can
be written in the form A = WW?' where W is a full-rank rectangular matrix of size
dxg, so that

[ = x| [i= [[WTx = W[ @)

i.e. the pseudo-mahalanobis distance between samples are equivalent to Euclidean
distances on their linear projections by W7 .

X, and Xp denote the matrixes whose columns are the difference vectors of the
given similar and dissimilar pairs

Xs = [Xsl,l — X512, X52,1 — X522, . Xen,1 — Xsn.Z]; (3)
Xp = [Xa1,1 — Xa12, Xa2,1 — Xa22,.. Xam,1 — Xamp2) (4)
where x;;; and Xy, respectively represent the first and second samples of the i-th

similar sample pair; X1 and X; » respectively represent the first and second samples of
the i-th dissimilar sample pair.
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The full method of semi-supervised discriminative common vector can be pre-
sented as follows:

1. Compute X; and its orthonormal basis matrix U.
2. Project the dissimilar sample pairs to the null space of X, using X = (I — UU") X,

3. Compute Sp = )NKD)NKLT) and its leading eigenvectors W, then output the final dis-
tance metric A = WW7',

3.2 Visual Concept Clusters Learning and Feature Extraction

In the projected lower-dimensional subspace, we learn S cluster sets Cy.s. Each cluster
Cy contains €1.,,xn, li.mxn, Where e; denotes the i-th exemplar and 1;€{1,...,n} denotes
the pseudo label. There are n subsets of exemplars in a cluster and the pseudo label
indicates which subsets the exemplar belongs to. In each subset, we have m exemplars
so the total number of exemplars in a cluster is mXxn.

Firstly, a group of feature samples that are far apart from each other are chosen as
the skeleton of the subsets. Then their k-nearest neighbors are found to enrich the
subsets. The pseudo label is shared in the same subset. The method of learning the
cluster set can be summarized as follows:

1. Randomly choose n feature samples as a skeleton for 7 times and choose the furthest
one.

2. Calculate m nearest neighbors of every feature sample in the skeleton.

3. Repeat step 1 to step 2 for S times to get the cluster sets Cj.s.

After the cluster set is created, we train logistic regression on each cluster. The
classification scores of a chosen feature are then concatenated to form the new rep-
resentation. Classification scores indicate the similarities between the chosen feature
and the visual concepts exemplars we created, so they can represent the correlation of
the current feature and the shared visual concepts.

4 Experiments

The primary performance evaluation experiments are executed for semi-supervised
image classification on eight standard datasets as follows:

1. Texture-25 [7]: texture images divided into 25 categories, with 40 images per class.

2. Caltech-101 [8]: 8677 images from 101 object classes, with 31 to 800 samples per
class.

3. STL-10 [9]: 100000 unlabeled images and 13000 labeled images from 10 object
classes with 500 training images and 800 test images per class.

4. Scene-15 [10]: 4485 scene images of indoor and outdoor environments divided into
15 classes, with 200 to 400 samples per class.

5. Indoor-67 [11]: 15620 images from 67 indoor classes, with at least 100 images per
class.
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6. Event-8 [12]: 1574 images from 8 sports event categories.

7. Building-25 [13]: 4794 images from 25 architectural styles, such as American
craftsman, Baroque, and Gothic.

8. LandUse-21 [14]: 2100 satellite images divided into 21 classes, with 100 samples
per class.

The inputs of our algorithm are CNN features with the dimensionality of 4096
obtained from an off-the-shelf CNN [15] pre-trained on the ImageNet dataset. For
comparison, we use the same datasets and CNN features used by [6].

4.1 Experiment Settings

Three baselines are used in our primary performance evaluation experiments: k-nearest
neighbor (k-NN) algorithm, Logistic Regression (LR) and support vector machines
(SVMs) with radial basis function (RBF) kernels for semi-supervised classification.
The original convolutional neural network (CNN) features, the features learned by the
Ensemble Projection method and features learned by our algorithm were fed into these
classifiers to evaluate the method. For different datasets, the parameters in the exper-
iments were fixed to the following values: S = 100, m = 6, n = 30, and t = 50. Dif-
ferent numbers of training images per class were tested. In keeping with most existing
systems for semi-supervised classification [16—19], we evaluate the method in the
transductive manner, where we take the training and test samples as a whole, and
randomly choose labeled samples from the whole dataset to learn and infer labels of
other samples whose labels are held back as the unlabeled samples. The reported results
are the average performance over 5 runs with random labeled-unlabeled splits.

4.2 Classification Results

Table 1 lists the precision of the methods using 5 labeled training examples per class.
Three kinds of classifiers are used: k-NN, Logistic Regression and SVMs with RBF
kernel. They worked with three feature inputs: the original CNN features, features
learned by ensemble projection (indicated by “+EP”) and features learned by our visual
concept method (indicated by “+VC”). The best performance for each dataset is
indicated in bold, and the second best is in bold italic. It is easy to observe that

Table 1. Precision (%) of image classification on the eight datasets, with 5 labeled training
examples per class

Methods | Scene-15 | LandUse-21 | Texture-25 | Building-25 | Event-8 | Caltech-101 | Indoor-67 | STL-10
k-NN 61.27 69.04 81.50 30.57 75.51 69.75 20.86 54.16
k-NN+EP | 74.86 75.73 83.97 34.64 86.35 | 70.49 24.64 64.75
k-NN+VC | 76.03 79.94 89.51 35.82 86.67 |61.86 26.75 65.71
LR 73.07 77.70 86.96 36.61 84.71 | 81.38 31.02 65.66
LR+EP 80.06 80.56 87.52 40.36 89.47 | 79.28 34.50 74.00
LR+VC 80.78 84.12 91.72 41.42 90.01 | 80.21 36.30 75.29
SVMs 72.54 73.78 82.00 38.75 83.12 | 76.92 32.05 65.62
SVMSs+EP | 79.66 77.23 83.10 39.38 87.31 | 74.77 31.76 70.99
SVMs+VC | 81.39 81.91 90.35 40.34 88.39 | 68.21 34.26 73.57
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classifiers consistently have better performance when working with our features.
Logistic regression performs best among these three classifiers. Working with our
features, logistic regression gets the highest precision on six of the eight datasets
followed by SVMs, which get higher precision than k-NN.

Scene-15 LandUse-21 Texture-25 Building-25

3
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Precision(%)
Precision(%)
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Fig. 1. Precision (%) of image classification on the eight datasets using different number of
labeled images per class. Classifiers and features used are as same as Table 1.

Figure 1 shows the classification results on the eight datasets using these three
kinds of classifiers and three feature inputs when different number of labeled training
examples are provided. Numbers of labeled images per class are chosen according to
the different structures of the datasets: different number of classes and different number
of images per class. Results achieved by the same kind of classifier are shown in the
same color and results generated by three classifiers working with same features are
shown with the same line type. The figure shows the advantages of our features over
the original CNN features and the features learned by Ensemble Projection across
different datasets and classifiers. For example, when given 5 labeled samples per class,
we obtain a 4.2% improvement over the Ensemble Projection on the Texture-25 dataset
using LR and 3.56% on the LandUse-21 dataset.

The enhancement of precision is attributed to our discriminative common vector
learning for optimal similarity measure metrics, and projecting all available data to the
lower-dimensional subspace. This projection applies the supervisory information car-
ried by the labeled sample pairs and learns a lower-dimensional visual concept in the
subspace. When given a small number of labeled data, our method can be used as an
effective feature enhancing method.

To clarify the influence and contributions of the parameters in our method on
various image datasets, we tested a variety of values. In details, the number of clusters



82 F. Liu and X. Wu

and the number of subsets per cluster and the number of exemplars per subset are
adjusted. It shows that learning more exemplars or more clusters can slightly improve
the accuracy. But in a large range of values, results are not sensitive to the parameters.
Values fixed in the experiments can achieve a promising result. The proposed method
is also efficient because the training of logistic regression is efficient.

5 Conclusion

A semi-supervised high-level feature learning method that aims to approach the
lower-dimensional visual concepts in our cognitive process is proposed. By extracting
similar and dissimilar sample pairs from labeled data and projecting features onto a
lower-dimensional subspace under the equivalence constraints, we leveraged the dis-
criminative information carried by labeled data and obtained reduced dimensional
features which are closer to the visual concepts. A rich set of concept exemplar subsets
are learned in the subspace. They not only included the difference between image
classes, but also carried the similarities among all available data in terms of visual
concepts. Images are classified and linked to these subsets. The classification scores are
stacked to form the new representation. Experiments conducted on eight standard
datasets show the effectiveness of our method.

Our method can be used in feature extraction or feature enhancement. For a specific
semi-supervised classification task, it is easy to achieve the CNN features by
fine-tuning based on a pre-trained model. Then our method can be applied to reveal the
information carried by the labeled data and enhance the feature using both labeled and
unlabeled data to improve the classification results. To prepare more comprehensive
equivalence constraints and apply the proposed method to practical tasks would be our
future work.
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