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Abstract. Trust is a key factor in human users’ acceptance of robots
in a home or human oriented environment. Humans should be able to
trust that they can safely interact with their robot. Robots will some-
times make errors, due to mechanical or functional failures. It is there-
fore important that a domestic robot should have acceptable interactive
behaviours when exhibiting and recovering from an error situation. In
order to define these behaviours, it is firstly necessary to consider that
errors can have different degrees of consequences. We hypothesise that
the severity of the consequences and the timing of a robot’s different
types of erroneous behaviours during an interaction may have differ-
ent impacts on users’ attitudes towards a domestic robot. In this study
we used an interactive storyboard presenting ten different scenarios in
which a robot performed different tasks under five different conditions.
Each condition included the ten different tasks performed by the robot,
either correctly, or with small or big errors. The conditions with errors
were complemented with four correct behaviours. At the end of each
experimental condition, participants were presented with an emergency
scenario to evaluate their current trust in the robot. We conclude that
there is correlation between the magnitude of an error performed by the
robot and the corresponding loss of trust of the human in the robot.

Keywords: Human-Robot Interaction - Social robotics -+ Robot com-
panion - Trust in robots - Trust recovery

1 Introduction

In the future, autonomous robots will be ubiquitous both in humans’ working
and private environments. For example as assistants in hospitals, scouts in mil-
itary scenarios and as home companions. In particular, in home environments
these robots can improve people’s safety by providing them with both cognitive
and physical assistance. For example, a robot could warn its human companion
about a fire started in the kitchen, or remind its older human companion to take
© Springer International Publishing AG 2017

A. Kheddar et al. (Eds.): ICSR 2017, LNAI 10652, pp. 42-52, 2017.
https://doi.org/10.1007/978-3-319-70022-9_5



How the Timing and Magnitude of Robot Errors Influence Peoples’ Trust 43

her daily pills, or it could warn its human companion that there is a broken
glass on the floor that the toddler may walk on it. On the other hand, human
users also need to trust that their robot is able to look after their well-being
without compromising their safety. For example, humans should be able to wake
up in the middle of the night to drink water, to switch on the light and rely
that they will not stumble over their robot and be injured. Trust has a key role
in any human’s acceptance of a robot as a companion. Indeed, trust also affects
the humans’ perception of the usefulness of the information and capabilities of a
robot [6,12]. Higher trust is associated with the perception of higher reliability
[22]. Furthermore, other aspects such as the appearance, type, size, proximity,
and behaviour of a particular robot will also affect user’s perceptions of the
robot [3,14]. Robots may be faulty, due to mechanical or functional errors. For
example, a robot might be too slow, the arm of the robot might cause a breakage
during a delicate task, or a robot might talk about personal and relevant infor-
mation with a stranger to its human companion without even being aware of it.
Each of these examples are errors, though their magnitude might be perceived
differently according to the resultant consequences. But which type of error has
more impact on a human’s perception of the robots? Factors may include severity
and duration, the impact of ‘big errors’, or an accumulation of ‘small errors’. For
example, Muir and Moray [19] argue that humans’ perception of the machine is
affected in a more severe and long-term way by an accumulation of small errors
rather than one single big error. However, the embodiment of a robot may have
a major impact on the perception of it by humans [3]. Trust of people is not
only affected by magnitude of the error made by the culprit but also by the type
and length of the relationship they are in. “Will people be more likely to forgive
a breach of trust in an earlier or later stage of an interpersonal relationships?”
[26, p. 15236] Schilke et al. [26] investigated how certain kinds of relationships
recover better and faster after a violation of trust, and how the timing of the
violation affects the recovery. They demonstrated that people in longer relation-
ships re-establish their mutual trust easier than those in newer relationships.
Therefore with regard to robots we believe that the order of presentation of
errors happening may affect differently the trust of human users in their robot
companions. In this study we investigated the effect of order of presentation of
robot errors on human trust towards robots during a Human-Robot Interaction.

2 Background and Related Work

Several studies define the concept of trust in Human-Human, in Human-
Computer and Human-Robot Interactions. It is not clear which kind of errors,
with trivial or severe consequences, have more impact on human users’ trust
towards robots [7,19,21,25]. Individuals also react very differently after a trust
violation [13,26,27]. Some are quick to forgive while others believe that once
the trust is broken the culprit cannot gain it back [29]. Therefore, this paper
investigate how human users’ overall trust in the robots is affected by robot’s
errors.
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2.1 Definition of Trust

Humans rely on other humans everyday for different things. For example, stu-
dents may trust their mentors to provide them with reliable information, and
travellers trust the pilot flying an aeroplane to arrive at their destination safely.
However, trust is a complex feeling [15] and it may also be influenced by differ-
ent internal and external factors. For example, Simpson [27,28] highlights four
core principles that affect trust: individuals assess the degree of trust by observ-
ing a partner acting unselfishly and supporting the best interests of both the
individuals and the relationship. The individuals may purposefully create situ-
ations to test their partner’s trust, and individuals with lower self-esteem may
be less trustful of their partner. The level of trust in short-term or long-term
relationships cannot be fully understood without considering the predisposition
of trust of all the parties involved in the relationship. Mayer et al. [17] estab-
lished that trust is constructed from a perception of ability, benevolence and
integrity. Human-human trust is also affected by the perception of the risk of an
interaction with other humans. The popular poker game is a concrete example
to how risk-taking behaviours affect the credibility of a poker player, and thus
it is important for all players to develop a good reputation during a game [4].
Deutsch [9] claims that risk-taking and trusting behaviour are different sides of
the same coin, and that a person is willing to take a risk only if the odds of
a possible positive outcome are greater than those for a potential loss. Golder
and Donath [10] claim that a good reputation is very important in enhancing
trust both in short and long term relations. Although multiple definitions exist,
and several previous studies have adopted one of the first definitions of trust [9],
there is a convergent tendency [31] towards using the definition “Trust can be
defined as the attitude that an agent will help achieve an individual’s goals in a
situation characterized by uncertainty and vulnerability” [16, p. 51]. Lee [16]’s
definition encapsulates the most important factors that can affect Human-Robot
Trust: Human-related, Robot-related and Context-related.

2.2 Trust and Errors in Human-Robot Interactions

Bainbridge et al. [3] found that participants were happy to follow a robot’s
instructions to throw books in the trash if the robot was present in the room
with them, but not when the robot was not physically in the same room. Other
studies ([7,8]) showed that the order of presentation of the decreased reliability
produces an evident drop in the trust in the robot which can be restored by
continuing the interaction. They showed also that warning the participants about
a drop in the robot’s performance can mitigate the loss in trust. However, while
in these studies the errors made by the robot have the same impact in terms of
cost in the interaction, we argue there could be a different outcome according
the severity of the error. Wang et al. [30]’s studies showed that the frequency and
significance of errors can impact humans’ trust in an imperfect on-line system.
They showed that people are not willing to follow an imperfect robot if the
outcomes are severe. No matter how close a human can feel to their avatar
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during an on-line interaction, the serious consequences of their actions do not
have a great significance in real life. Booth et al. [5] investigated participants’
responses to a robot’s request to move in a secure-access student dormitory.
They conducted the experiment with two conditions: (1) an anonymous robot
and (2) a food delivery robot, where both asked to enter the building. They
observed that participants were more likely to let the food delivery robot enter
the building or in situations when they were in a group. Robinette et al. [20]
investigated the effects of apologies, promises and additional reasons given by
a robot for its errors on participants’ trust in a simulated evacuation scenario
conducted in a virtual environment. They showed that participants’ trust was
repaired if the robot apologised and promised to not repeat the error soon after
it made the error but not during the emergency. Salem et al. [25] studied human
perception of trust in robots, and how willing they are to follow a robot showing
faulty behaviours. They showed that no matter how erratic the behaviour of the
robots, participants followed the instructions of the robots. Similarly, Robinette
et al. [21] used an emergency evacuation scenario, with artificial smoke and a
smoke detector, in which a robot guided a person to an exit, in order to study
how willing were humans to follow a robot that had previously exhibit erratic
behaviour. Their results indicated that all the participants of the experiment
followed the robot’s instruction. In both experiments participants trusted the
robots for different reasons. For example, some of them believed it was all staged,
others that they were supposed to follow it because they accepted to participate
in the experiments. Both Salem et al. [25] and Robinette et al. [21]’s works
showed that some participants did believe that they were acting according to
the experimenter decisions and that their lives where not in danger. Therefore, it
is still not clear from these results whether faulty robots are trusted by humans,
and whether humans can believe that robots can look after their safety and
well-being.

3 Methodology

Investigating trust and human perceptions of safety in Human-Robot Interac-
tion is not a simple task due to ethical concerns and risks [24]. Moreover, to
fully investigate the impact of errors with different magnitudes it is important
to create an interaction scenario with a fully-functional and versatile robot. For
example, the robot should be able to grasp objects, to move autonomously, to
detect obstacles and objects at runtime, to talk and to perform speech recog-
nition. For an initial experiment, therefore, we decided to use an interactive
storyboard through which participants interacted with a home companion robot
called Jace.

3.1 Experimental Design

We used a graphical interface to observe and analyse participants’ behaviours
during the interaction with the robot. We used a between-subject experimental
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design. The participants were asked to read the story and interact, using their
mouse and keyboard, whenever they were invited to by the robot. In order to test
our research questions, each experiment was executed under 5 different condi-
tions, as illustrated in Fig. 1: condition C1: 10 different tasks executed correctly;
condition C2: sing 10 different tasks with 3 severe errors at the beginning and at
the end of the interaction; condition C3: 10 different tasks with 3 severe errors
at the beginning and 3 trivial errors at end of the interaction; condition C4:
10 different tasks with 3 trivial errors at the beginning and 3 severe errors at
the ends of the interaction; and condition C5: 10 different tasks with 3 trivial
errors at the beginning and at the end of the interaction. All the conditions with
errors are interspersed by the same 4 correct behaviours. The classification of the
robot’s errors according to their magnitude has been validated in our precedent
study [23], in which we asked participants to rate several errors made by a robot
according their magnitude. An example of trivial error is ‘You ask for a cup of
coffee. Your robot brings you an orange.’. A severe error example is ‘Your robot
leaves your pet hamster outside the house in very cold weather.”. At the end
of each condition, the participants were presented with a final task in which a
huge fire started in their kitchen. In order to analyse the interaction between the
human participants and the robot, we asked the participants different questions.

Flawless Behavior
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Fig. 1. Experimental conditions presented to the participants.

Questionnaire 1. A pre-experimental questionnaire for (1) collecting demo-
graphic data (age, gender and country of residence), (2) the Ten Item Personal-
ity Inventory questionnaire about themselves (TIPI) [11] and (3) 12 questions to
rate their disposition to trust other humans [18], (4) and to assess participants’
experience and opinion with regard to robots.

Questionnaire 2. A post-experimental questionnaire including (1) questions to
confirm that participants were truly involved in the interactions and had noticed
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the robot’s errors, (2) to collect participants’ considerations about their feelings
in terms of trust and appeasement (e.g. “was the robot irritating/odd?” and
“why did/did not you trust the robot?”), and their perceptions of the interactions
(e.g. “did the scenario look realistic?”), (3) questions to collect the participants’
evaluation of the magnitude of the errors presented during the interactions.

Finally, objective measures were considered to confirm whether or not par-
ticipants followed the robot’s suggestions, i.e. observing the choices made during
the emergency scenario.

3.2 Experimental Procedure

Participants were asked to imagine that they lived with a robot as a compan-
ion in their home which helps them with everyday activities. They were tested
using an interactive storyboard accessible through a web application. They were
presented with 10 different scenarios, in which the robot showed flawless and
erroneous behaviours. We chose the scenarios according to the results of our
previous study [23]. Figure2 shows an example of scenario in which the robot
executes the required task (Fig. 2(a)) correctly putting the user’s phone on charge
and (Fig.2(b)) putting the user’s phone inside the toaster. At the end of each
scenario, the participants were presented with an emergency situation, i.e. ‘a fire
in the kitchen’ to finally assess their level of trust in the robot.

—
Y That's it! L

Now, your phone is charging, \

” =y

(a) The robot puts the phone on charge. (b) The robot puts the phone in the toaster.

Fig. 2. The participant asks the robot to charge her phone. In the Figure (a) the
robot does the task correctly; in the figure (b) the robot puts the phone in the toaster
making a very dangerous error. In both figures, the robot believes that it had correctly
performed the task and states this to the participant.

3.3 Participants

We analysed responses from 200 participants (115 men, 85 women), aged 18 to
65 years old [avg. age 33.56, std. dev. 9.67]. Participants’ country of residence
was: 60% USA; 34% India; 1.5% Venezuela; 1.5% Portugal; 0.5% UK; 0.5%
Canada; 0.5% Germany; 0.5% Dominican Republic; 0.5% Sweden; 0.5% Nigeria.
The recruitment was carried out by using the crowd sourcing webservice Amazon
Mechanical Turk [1]. These services are not used to replace live Human-Robot
Interactions, but provide useful data in the early phases of a research project.
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4 Results

We asked participants to rate their perception of the interaction. A seven point
rating scale, ranged from 1 to 7 (disagree to agree), was used to measure the
participants’ judgement of the realism of the scenarios. Sixty-five percent of
participants rated the scenarios as very realistic (rating values >4), 20% rated
the scenarios as not realistic (rating values <4) and 15% neither agreed nor
disagreed. We also asked participants four questions about the content of the
scenarios to verify the level of their engagement with the story presented. Cor-
rect answers were received for 79.75% (max 92%, min. 71.5%). However, for
the question “Which secret did your robot Jace tell you?”, 13% of the partic-
ipants answered with the secret that they themselves had told the robot. We
hypothesize that they misunderstood the question. We analysed the responses
of 154 participants, not including those who gave more than one wrong answer
(thus identified as not paying very much attention to the study - which can be
expected in an online survey) to the verification questions.

All participants were presented with the same final emergency scenario. The
options were been carefully chosen as indicators that the participant respectively
trusts the robot, does not trust the robot, trusts in collaboratively solving the
task or does not trust neither herself nor the robot. Figure3 shows the total
percentages of choices made by the participants for the emergency scenario. We
can observe that a majority of participants chose to deal with the emergency
situation collaboratively, and a slightly smaller majority chose to trust the robot
when tested with C1 (as described in Fig.1). A big majority of participants did
not trust the robot to deal with the emergency when tested with C2. When
tested with C3 and C4, participants chose with similar majorities to solve the
task collaboratively and to not trust the robot. The majority of participants
preferred to work in collaboration with the robot when tested with C5. Sum-
marising, participants chose not to trust the robot when it made severe errors,
while they were more inclined to trust in teamwork when the robot made small
errors. Moreover, observing the conditions C3 and C4 we notice that while
the majority of participants chose either to solve the task collaboratively or to
not trust the robot, the number of participants who chose to trust the robot
increased in C4. Therefore, we are inclined to think that participants did not
trust the robot more when the severe errors were made by the robot at the
beginning of the interaction. We observed that the association of the choices of
the participants for the emergency scenario and the experimental conditions is
statistically significant (yx?(12) = 32.91,p = 0.001). The strength of relation-
ship (Cramer’s V) between the emergency choice and experimental conditions
is moderate (¢. = 0.26,p = 0.001). We used the adjusted standardised resid-
uals (called Pearson residuals in Agresti [2]) to further analyse the differences
between the results obtained. Table 1 shows there is a correlation between the
condition C2 and the choice of the participants to not trust the robot (adjusted
value >1.96). We can observe that participants’ trust is affected more severely
when the robot made errors with severe consequences. We did not find any sig-
nificant dependency (p >0.3) between the gender of the participants and their
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Fig. 3. Responses of participants from different conditions to the Emergency Scenario.

choice in trusting the robot to deal with the emergency. We did not find any sta-
tistically significant association for different age ranges of the participants and
their emergency choices (p > 0.12). Therefore, we assume that these results can
be generalised to a generic population independently of gender and age. More-
over, in order to test the association between participants’ emergency choices
and their country of residence, we used a Chi-Square Test. Since the majority
of the countries of residence were only with one individual, we applied the test
only to India and USA. We observed that the association is not statistically
significant (x?(3) = 4.138,p > 0.24).

Table 1. The adjusted standardised residuals of the Crosstabulation between the
choices made by the participants in the emergency scenario and the different conditions
presented to the participants.

Condition Emergency choice
Do not | Trust Teamwork No trust the robot or
trust the | the with the robot | oneself
robot robot

Flawless tasks -3.5% 3.5% 1.4 -1.1

Big-Big errors 2.7* 0.4 —2.4% —0.6

Big-Small errors | 0.6 -1.6 —-0.5 1.7

Small-Big errors | 0.8 —-1.2 —-0.4 0.9

Small-Small errors | 0.0 —1.3 1.6 —-0.9




50 A. Rossi et al.

5 Discussion and Conclusion

In this study we investigated how human trust depends on the severity and order
of presentation of the errors made by a robot. We suggested that there is a cor-
relation between the severity of the error performed by the robot and humans
not trusting the robot. We observed the responses of participants of different
ages, genders and countries of residence, after interacting with a robot through
a storyboard in which their companion robot had erroneous or flawless behav-
iours. We know that there exist limitations in such online studies. For example
the embodiment of a robot plays an important role, but a large percentage of
participants (77%) seemed to be truly engaged with the scenarios. We did not
find any significant differences in trust tendencies for different ages and different
genders of the participants. Our study shows that the magnitude of the errors
made by the robot, and humans not trusting the robot are correlated. In partic-
ular, participants’ trust was affected more severely when the robot made errors
having severe consequences. Our results suggest also that there is a higher ten-
dency to not trust the robot when severe errors happen at the beginning of an
interaction. Our findings are also corroborated by Yu et al. [31]’s study. They
investigated the correlation between a user’s reliance on a system and their trust
level. They showed that participants formed their judgements at the beginning
of interaction and eventually adjusted it later on, depending on the systems per-
formance. Further investigations will address other open questions. For example,
investigating the effect of mechanisms to regain a loss of human trust when the
robot has made severe errors.
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