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Preface

The twenty-first century is a visual century. With the advent of Industry 4.0 or Fourth
Industrial Revolution (4IR), visual informatics has become a crucial aspect of computer
science. Specifically, it is a multidisciplinary field of computer science, information
technology, and engineering, which integrates areas such as computer vision, image
processing, pattern recognition, computer graphics, simulation, virtual reality, data
visualization and analytics, cyber security as well as social computing, applied in
various knowledge domains such as education, medical and health, finance, agriculture,
and security. The Institute of Visual Informatics (IVI), Universiti Kebangsaan Malaysia
(UKM) – or The National University of Malaysia – is a centre of excellence
(CoE) established as an outcome of the First Visual Informatics Conference (IVIC)
held in 2009. The institute, which conducts research in the aforementioned basic areas,
conducts master’s and doctoral (PhD) degree programs by research, as well as short
professional practical certifications currently in the areas of data science and visual
analytics. The institute has successfully graduated five master’s and 28 PhD students
since its inception in 2010 through 2017. We are indeed indebted to the international
fraternity from the last four IVIC conferences (2009, 2011, 2013, and 2015), who have
given us support that has resulted in the establishment of the institute. Our smart
partnerships, through this conference, will not only help the institute to grow but will
enhance research in this area internationally that can be applied by private organiza-
tions and governments in the respective countries.

The Visual Informatics Research Group and the Institute of Visual Informatics
(IVI) at UKM once again hosted this 5th International Visual Informatics Conference
(IVIC 2017), with the objective of bringing together experts to discuss and share new
knowledge and ideas in this research area so that more concerted efforts can be
undertaken nationally and globally. Like the previous IVIC conferences, this confer-
ence was conducted collaboratively by the visual informatics fraternity from various
public and private universities and industry from different parts of the world. This fifth
conference was co-sponsored by MyVIC Sdn. Bhd. (a local private company), the ICT
Cluster of the National Council of Professors (MPN), the Malaysian Information
Technology Society (MITS), the Malaysian Research Education Network (MyREN),
the Malaysian Digital Economy Corporation (MDeC), the Malaysian Communications
and Multimedia Commission (MCMC), and the Malaysian Administrative Modern-
ization Planning Unit (MAMPU). The conference was co-chaired by six professors
from UK, Ireland, Spain, Japan, Taiwan, and Malaysia.

The theme of the conference, “Visual Informatics: Changing Landscapes in 4IR
Through Data-Driven Decisions” reflects the importance of big data in this fourth
industrial revolution digital economy. It also portrayed the belief of the organizers
(both locally and globally) of the importance of open data and sharing of big data and
analytics, which would lead to the creation and innovation of new products through
data-driven decisions. The changing landscapes of industry 4.0 (4IR) require



data-driven decisions be made, based on big data analytics that would allow for more
comprehensive and accurate visual insights, for more précise predictions of data that
would result in an efficient data-driven decision-making for economic and social good.
Thus, the theme of the conference was relevant, apt, and timely.

The conference focused on four tracks — Visualization and Data-Driven Tech-
nology, Engineering and Data-Driven Innovation, Data-Driven Societal Well-Being
and Applications, and Data-Driven Cyber Security — which lasted for two days
(November 28 and 29, 2017) and ended with a one-day workshop (November 30,
2017). There were five keynote speakers and 68 paper presentations based on topics
covered by the four main tracks. The reviewing of the papers was conducted by experts
who represented the Program Committee from Asia, Europe, Oceania, and USA. Each
paper was reviewed by three reviewers and the acceptance rate was 51%. The
reviewing process was managed using EasyChair.

The conference also included the first meeting of a national task force on big data
represented by stakeholders from the private sector, academia, and government
agencies in Malaysia. The objective of the task force is to consolidate big data and big
data analytics initiatives, and help the government in formulation of policies relating to
BD, BDA, as well as open data. The conclusion and recommendations made by the
task force will be submitted to the appropriate governing body.

On behalf of the Organizing and Program Committee of IVIC 2017, we thank all
authors for their submissions and camera-ready copies of papers, and all participants
for their thought-provoking ideas and active participation in the conference. We also
thank the vice-chancellor of UKM (host university), and the vice-chancellors and deans
of all IT faculties of the IHLs for their support in organizing this conference. We also
acknowledge the sponsors, members of the Organizing Committees, Program Com-
mittee members, support committees, and individuals who gave their continuous help
and support in making the conference a success. IVIC has grown from strength to
strength and it is our fervent hope that it can one day be held in different host countries
in Asia, Europe, Oceania, the UK or the USA.

November 2017 Halimah Badioze Zaman
Peter Robinson
Alan Smeaton
Timothy Shih

Sergio Velastin
Tada Terutoshi
Azizah Jaafar

Nazlena Mohamad Ali
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Abstract. This paper presents a comparative study of two deep learning models
used here for vehicle detection. Alex Net and Faster R-CNN are compared with
the analysis of an urban video sequence. Several tests were carried to evaluate
the quality of detections, failure rates and times employed to complete the
detection task. The results allow to obtain important conclusions regarding the
architectures and strategies used for implementing such network for the task of
video detection, encouraging future research in this topic.

Keywords: Convolutional Neural Network � Feature extraction � Vehicle
classification

1 Introduction

Currently traffic management is supported by urban traffic analysis. Traditionally,
vehicle counting and road density evaluations are done with inductive loop sensors and
increasingly with video information. Nevertheless, video detection faces different
challenges due to changes in illumination conditions and high vehicle densities with
frequent occlusions. Most video detection systems are based on appearance features or
motion features. Appearance features [1–4] such as shape, color, edge maps and tex-
ture, are used to detect vehicles even in stationary positions. Other works are based on
HOG (Histogram of Oriented Gradients) and some variations of it [5, 6]. Motion
features are obtained based on the dynamics of the traffic movement. Such methods are
generally based on background subtraction [7], use of frame difference [8], Kalman
filter [9], optical flow [10, 11], etc. For a detailed survey of traditional vehicle detection
methods please see [12].

On the other hand, deep learning theory (DL) applied to image processing is the
current dominant computer vision theory especially in tasks such as image recognition.
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Since 2010 the annual image recognition challenge known as the ImageNet
Large-Scale Visual Recognition Competition (ILSVRC) [13] is being dominated by
this approach.

For vehicle detection, several works using Deep Learning in vehicle detection are
reported in the literature. Earlier approaches relied on 2D Deep Belief Networks
(2D-DBN) [14], learning features by means of this architecture and using a pre-training
sparse filtering process [15] or Hybrid architectures (HDNN) which overcome the issue
of the single scale extraction features of traditional DNNs [16]. Color as a discriminative
feature is used in [17] and [18]. There are also pre-training schemes [19] that obtain
competitive results even with low resolution images and implementable in real time as in
[20]. More recently, detection and classification of multiples classes is performed using
integrated models as Fast R-CNN and Faster R-CNN [21–26]. Reports exist of methods
able to recognize vehicle make and models (MMR) [27, 28], re-identification archi-
tectures for security urban surveillance [29–31], strategies using DBN [14, 32–34] that
work with relatively few labelled data and models that are able to classify even the pose
or orientation of the vehicle [23, 35, 36]. Generally most of the detection and classifi-
cations models are implemented using different CNN architectures such as CaffeNet [37,
38], GoogLeNet [39], and VGGNet [26] used in [27]. AlexNet [40] is used by Su et al.
[18] in conjunction with GoogleNet [39] and NIN (Network in Network) [41].

Nevertheless, as far as we know, there are no comparative studies of DL strategies
used for vehicle classification, nor on the use of CNNs already trained for feature
extraction to perform vehicle discrimination in video sequences.

This work compares the results of a CNN used for feature extraction and a CNN
integrated model network, both used for the task of classifying vehicles in video
sequences. The paper is organized as follows: Sect. 2 gives a brief explanation of the
architecture of the convolutional neural networks, explaining the advantage of the use
of an already-trained network for feature extraction and the benefits of the integrated
CNN model. Section 3 shows the classification approaches, describing the character-
istics of the models built for the video detection task. Section 4 shows the results of the
two models, comparing and explaining the results. Section 5 presents the conclusions
and proposes some future work.

2 CNN Architectures Used

In this section, we describe the principal characteristics of the CNN AlexNet and the
Faster R-CNN networks used in this comparative study.

2.1 AlexNet

AlexNet is considered the pioneer work of CNN networks, even after the work of Yann
LeCun [42]. The AlexNet model was introduced in the paper “ImageNet Classification
with Deep Convolutional Networks”, were the authors created a “large, deep convo-
lutional neural network”, used to win the 2012 ILSVRC (ImageNet Large-Scale Visual
Recognition Challenge) [43]. The network was trained on ImageNet data, with over 15
million annotated images from a total of over 22,000 categories.

4 J.E. Espinosa et al.



The architecture of “AlexNet” has 23 layers, integrating 5 convolution layers, 5
ReLu layers (Rectified units), 2 layers for normalization, 3 pooling layers, 3 fully
connected layers, one probabilistic layer with softmax units and finally a classification
layer ending in 1000 neurons for 1000 categories (Fig. 1).

The main characteristics of the network includes the use of ReLU for the nonlin-
earity functions that decrease the training time as ReLUs are faster than the conven-
tional tanh function used in MLP. For training proposes, the authors used techniques as
data augmentation consisting in horizontal reflections, image translations or even patch
extractions. Dropout layers were also included to overcome the problems of vanishing
gradient and overfitting. The model was trained using batch stochastic gradient descent,
using specific values for momentum and weight decay. It took nearly six days for
training using two GTX 580 GPUs.

2.2 Faster R-CNN

The problem of object detection involves the detection of different classes of objects in
each image. Traditionally, the strategy used was to deploy a two-class classifier (object
vs non-object) in conjunction with a sliding window search. The amount of all win-
dows scales and ratios returned could be huge, and then it was necessary to implement
methods like non-maximal suppression for reducing the redundant candidates. This
was the origin of object proposal algorithms, with strategies to limit search using
calibration information [44], Branch & Bound [45] or grouping adjacent pixels
merging them to find a blob region as in Selective Search [46]. These methods also
included pre defining windows based on objects candidates as in Spatial Pyramid
Pooling [47], or Edge boxes [48]. A valuable comparison of such methods was done by
Hosang et al. [49]. The pre- filtering strategy has been used with positive results
combining it with CNN networks for classification as in R-CNN [50] but employing
too much time in the training process. To improve the training process time, Fast
R-CNN [21] has been proposed that swaps the extracting strategy of detecting regions
and running CNN. A high-resolution image is fed to the CNN network, the network
produces a high resolution convolutional feature map. The region proposal produces
regions over the feature map (conv5). The convolutional features of these regions are

Fig. 1. Alex Net architecture. [40]
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then fed into fully connected layers, with a linear classifier and a bounding box linear
regression module to define regions. This model continues slowly at test time. Faster
R-CNN addressed this issue by combining features of a fully convolutional network to
perform both region proposals and object detection. Since region proposals depended
on features of the image that were already calculated with the forward pass of the CNN
(first step of classification), the model reuses the same CNN results for region proposals
instead of running a separate selective search algorithm. The region proposal network
(RPN) shares convolutional layers with the object detection network, then only one
CNN needs to be trained and region proposals is calculated almost for free. Then,
additional convolutional layers are used to regress region bounds with scores for object
proposal at each location. The RPN works by moving a sliding window over the CNN
feature map and at each window, generating k potential bounding boxes and scores
associated for how good each of those boxes is expected to be. This k represents the
common aspect ratios that candidates to objects could fit, caller anchor boxes. For each
anchor box, the RPN output a bounding box and score per position in the image. This
model improves significantly the speed and the object detection results.

Besides achieving the highest accuracy on both PASCAL VOC 2007 and 2012,
Faster R-CNNwas the basis of more than 125 proposed entries in ImageNet detection and
localization at ILSVRC2016 [51] and in theCOCOchallenge 2015was the foundation of
the winners in several categories [25]. Figure 2 shows the network structure of the Faster
R-CNN framework. Both the region proposal network and the object classifier share fully
convolutional layers. These layers are trained jointly. The region proposal network
behaves as an attention director, determining the optimal bounding boxes across a wide
range of scales and using nine candidate aspect ratios to be evaluated for object classi-
fication. In other words, the RPN tells the unified network where to look.

3 Detection and Classification Approaches

An initial ROI (region of interest) step is implemented, allowing the user to select the
precise area of analysis. This step optimizes performance and speeds up the processes
of detection and classification, by reducing the area of analysis in the video sequences.
Two models, AlexNet and Faster R-CNN were used for vehicle detection and classi-
fication in this research.

Fig. 2. Faster R-CNN network structure. Modified from [24]
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3.1 AlexNet Model

In the AlexNet model, object detection is performed based on background subtraction,
using a Gaussian Mixture Model according to Zivkovic [52, 53]. Once the objects are
detected, these are classified as vehicles on three categories: motorcycles, cars or buses.
Other possible objects detected are classified as part of the urban environment (“urb-
Tree”), any possible remaining detection is assigned to the “unknown” class. The
classifier is constructed using a multiclass linear SVM trained with features obtained
from a pre-trained CNN. Those features have been extracted for a set of 80 images per
category, including the “urbTree” category created from the urban traffic environment.
This approach to image category classification is based on the work published by
Matlab in “Image category classification using deep learning” [54] and extended in [55]
for Motorcycles classification. Here, we extend the categories to include the bus set.
The classifier trained using CNN features provides close to 100% accuracy, which is
higher than the accuracy achieved using methods such as Bag of Features and SURF.
As in [55] the set of images categories has been created corresponding to images
related to motorcycles, cars, buses and urban environment related objects (“urbTree”).
Those images were obtained from different angles and perspectives in urban traffic in
Medellin City (Colombia). Examples of each category are shown in Fig. 3.

Following the strategy described in [55] by using the selected images, the
pre-trained CNN “AlexNet” network is used for feature extraction, this technique is
detailed described by Razavian et al. in [56]. For this work, the AlexNet network is
only used to classify four categories. This pre-trained network was used to learn
motorcycles, cars and buses features obtained from the extended dataset, with 80
images per category and 80 examples of the class “urbTree” created from the urban
environment. In the end, the total number of examples is only 320.

Features are extracted from the training set, propagating images through the net-
work up to a specific fully connected layer (fc7), extracting activations responses to
create a training set of features, which is used later for classification.

For classification, as in [55], a multiclass SVM classifier is trained using the image
features obtained from the CNN. Since the length of the feature vector is 4096, a fast
stochastic gradient descent solver is used as training algorithm. In this case the clas-
sifier is trained with only 96 examples (24 per category). The validation set, which

Fig. 3. Examples of cars, motorbikes and buses.
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corresponds to the remaining 224 examples (56 by category) is then classified. The
classifier accuracy is evaluated now with the features obtained on this set. Figure 4
shows the results in a confusion matrix. The classifier mismatches three bus images
classifying those as cars; one car image is classified as bus and another as a motorcycle.
The mean accuracy obtained is 0.978.

3.2 Faster R-CNN Model

The Faster R-CNN [25] model used in this research, is the one available for download
at https://github.com/ShaoqingRen/faster_rcnn. The model is an object detection
framework based on deep convolutional neural networks, which includes two net-
works: A Region Proposal Network (RPN) and an Object Detection Network. Both
networks are trained for sharing convolutional layers to obtain real time results.

The model can be run based on two referenced CNN networks: ZF Net [57] or
VGG16 [26]. In this research, we chose VGG16, which corresponds to the best per-
formance results given the network layer configuration that the literature reports on the
use of this architecture.

The VGG16 based model is pretrained with the ImageNet dataset. After down-
loading, both networks (RPN and ODN) are retrained in the PASCAL VOC 2007
dataset (Fig. 5) [58]. Based on the dataset used for retraining, the ODN is able to
classify detections on 20 categories as follows:

• Person: person
• Animal: bird, cat, cow, dog, horse, sheep
• Vehicle: aeroplane, bicycle, boat, bus, car, motorbike, train
• Indoor: bottle, chair, dining table, potted plant, sofa, tv/monitor

Fig. 4. Confusion matrix of the experiments (Class 1: Buses 2: Cars 3: Motorcycles 4: urbTree)
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For this experiments all classes different to bus, car or motorbike, are renamed as
“unknown” to obtain comparative metrics for the results evaluation. As a preliminary
step for video detection and classification, the user defines a ROI within which the
detection and classification takes place.

4 Experiments and Results

We selected a video sequence of a real urban environment took in Medellín Colombia,
over a secondary street of two lanes. The sequence consists of 1812 RGB frames
(640 � 480), during daylight and good weather conditions. The sequence includes 36
different cars to detect (including sedan, VAN or taxis), 7 motorbikes and 1 Bus, which
is the class assigned to a detected truck.

An XML-coded ground truth was obtained by means of ViPER [59] tool for
annotation, and is used to compare the results of the two models. We use the perfor-
mance metrics reported in [60]. These metrics have been extended to take into account
the multiclass nature of the experiment.

The evaluations for Faster R-CNN are performed based on the NMS parameter
threshold, used to reduce the redundancy on proposed regions. This threshold corre-
sponds to the IoU overlap of the proposed regions. Results described in Table 1 and
Fig. 6, show that decreasing the IoU threshold criteria increases the correct detection
rate in total and for each class analyzed, but at the same time increases the False Alarm
Rate. Best results correspond to a NMS threshold of 0.6 with a F1-Score of 0.76.

Fig. 5. Examples of each category in PASCAL VOC 2007 dataset [58].

Table 1. Rates of Faster R-CNN results. NMS (non maximal suppression) – CDR: correct
detection rate, Bikes: CDR for motorcycles, Cars: CDR for cars, Bus: CDR for buses or trucks.
DFR: Detection Failure Rate. FAR: False Alarm Rate. PR: Precision. RC: Recall. F1:F1-score.

NMS threshold CDR CDR bikes CDR
cars

CDR buses DFR FAR PR RC F1

0.30 0.75 0.26 0.83 0.33 0.25 0.38 0.62 0.75 0.68
0.40 0.73 0.21 0.81 0.32 0.27 0.31 0.69 0.73 0.71
0.50 0.72 0.18 0.80 0.33 0.28 0.22 0.78 0.72 0.75
0.60 0.70 0.13 0.78 0.29 0.30 0.16 0.84 0.70 0.76
0.70 0.65 0.09 0.74 0.23 0.35 0.13 0.87 0.65 0.75
0.80 0.61 0.06 0.70 0.07 0.39 0.10 0.90 0.61 0.73
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Meanwhile, working with the AlexNet classifier in conjunction with the GMM
background subtraction, results are obtained in terms of the parameters of the back-
ground subtraction algorithm. First, the history parameter is evaluated against a fixed
Mahalanobis distance of 128. History corresponds to the number of frames (LoH) that
constitutes the training set for the background model. The best results obtained are for a
history of 500 frames (F1 = 0.57). Fixing this number, we then proceed to change the
Mahalanobis distance parameter (Tg). This parameter is a threshold for the squared
Mahalanobis distance that helps decide when a sample is close to the existing com-
ponents. A smaller Tg value generates more components. A higher Tg value may result
in a small number of components but they can grow too large. The best result is
obtained with LoH of 500, and Tg of 20, achieving a CDR of 0.66 with a FAR of 0.32
(Fig. 7 and Tables 2, 3).

Fig. 6. Faster R-CNN rates results.

Fig. 7. Alex Net rates results
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The results obtained show that Faster R-CNN outperforms Alex Net+GMM model,
not only in the correct detection rate obtained while producing less false detections, but
also in time spending in the analysis. Both model were analyzed on a Windows 10
Machine with a core i7 7th generation, 4.7 GHz, and 32 GB of RAM, using an NVidia
Titan X (Pascal) 1531 MHz GPU, achieving close to real time in Faster R-CNN model
(40 ms per frame) while AlexNet+GMM took almost 100 ms per frame.

5 Conclusions and Future Work

This paper has compared the performance of two deep learning models for vehicle
detection and classification in urban video sequences. Although the AlexNet model is
used for feature extraction in an ad-hoc set of examples oriented to urban scenarios, the
pre-trained Faster R-CNN model achieves better results in correct detections according
to F1-score measure. It is important to remark that the Faster R-CNN model does not
use any dynamic attributes for vehicle detection whereas GMM background subtraction
used in AlexNet model. In fact, as the merge rates (MR) result shows, GMM

Table 2. Rates of Faster R-CNN results. NMS (non maximal suppression) – CDR: correct
detection rate, Bikes: CDR for motorcycles, Cars: CDR for cars, Bus: CDR for buses or trucks.
DFR: Detection Failure Rate. FAR: False Alarm Rate. MR: Merge Rate. PR: Precision. RC:
Recall. F1:F1-score.

LoH CDR CDR bikes CDR
cars

CDR buses DFR FAR MR PR RC F1

100 0.32 0.45 0.29 0.24 0.66 0.43 0.02 0.57 0.34 0.41
200 0.46 0.60 0.41 0.47 0.51 0.36 0.02 0.64 0.49 0.54
300 0.50 0.57 0.45 0.68 0.47 0.33 0.01 0.67 0.53 0.57
400 0.51 0.53 0.46 0.68 0.46 0.36 0.01 0.64 0.54 0.57
500 0.52 0.53 0.47 0.66 0.44 0.36 0.01 0.64 0.56 0.58
600 0.51 0.51 0.47 0.67 0.45 0.38 0.01 0.62 0.55 0.56

Table 3. Rates of Faster R-CNN results. NMS (non maximal suppression) – CDR: correct
detection rate, Bikes: CDR for motorcycles, Cars: CDR for cars, Bus: CDR for buses or trucks.
DFR: Detection Failure Rate. FAR: False Alarm Rate. MR: Merge Rate. PR: Precision. RC:
Recall. F1:F1-score.

Tg CDR CDR bikes CDR
cars

CDR buses DFR FAR MR PR RC F1

16 0.64 0.50 0.66 0.22 0.36 0.42 0.08 0.58 0.64 0.61
20 0.66 0.50 0.68 0.24 0.33 0.38 0.08 0.62 0.67 0.64
32 0.68 0.53 0.69 0.29 0.31 0.33 0.07 0.67 0.69 0.67
40 0.67 0.53 0.67 0.32 0.32 0.31 0.06 0.69 0.68 0.68
48 0.66 0.54 0.65 0.37 0.33 0.31 0.06 0.69 0.67 0.67
64 0.64 0.55 0.62 0.45 0.35 0.30 0.05 0.70 0.65 0.66
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background subtraction still has issues with stationary vehicles and occluded scenarios.
In Faster R-CNN, the RPN component results could be improved providing some
urban context information as restriction size of the regions.

For future work, we intend to improve the results of the RPN component of the
Faster R-CNN model enriching it with traffic context information, and improve the
classification component with feature extraction using a Deep Architecture as AlexNet,
ZF or VGG, with a wider set of urban road user classes (e.g. trucks, vans, cyclists,
pedestrians).

Acknowledgments. S.A. Velastin is grateful to funding received from the Universidad Car-
los III de Madrid, the European Union’s Seventh Framework Programme for research, techno-
logical development and demonstration under grant agreement no. 600371, el Ministerio de
Economía y Competitividad (COFUND2013-51509) and Banco Santander. The authors wish to
thank Dr. Fei Yin for the code for metrics employed for evaluations. Finally, we gratefully
acknowledge the support of NVIDIA Corporation with the donation of the GPUs used for this
research. The data and code used for this work is available upon request from the authors.

References

1. Tsai, L.W., Hsieh, J.W., Fan, K.C.: Vehicle detection using normalized color and edge
map. IEEE Trans. Image Process. 16(3), 850–864 (2007)

2. Ma, X., Grimson, W.E.L.: Edge-based rich representation for vehicle classification. In: 10th
IEEE International Conference on Computer Vision (ICCV 2005), vol. 1–2, pp. 1185–1192
(2005)

3. Buch, N., Orwell, J., Velastin, S.A.: 3D extended histogram of oriented gradients (3DHOG)
for classification of road users in urban scenes (2009)

4. Feris, R.S., et al.: Large-scale vehicle detection, indexing, and search in urban surveillance
videos. IEEE Trans. Multimed. 14(1), 28–42 (2012)

5. Chen, Z., Ellis, T.: Multi-shape descriptor vehicle classification for urban traffic. In: 2011
International Conference on Digital Image Computing Techniques and Applications
(DICTA), pp. 456–461 (2011)

6. Chen, Z., Ellis, T., Velastin, S.A.: Vehicle detection, tracking and classification in urban
traffic. In: 2012 15th International IEEE Conference on Intelligent Transportation Systems,
pp. 951–956 (2012)

7. Gupte, S., Masoud, O., Martin, R.F., Papanikolopoulos, N.P.: Detection and classification of
vehicles. IEEE Trans. Intell. Transp. Syst. 3(1), 37–47 (2002)

8. Cucchiara, R., Piccardi, M., Mello, P.: Image analysis and rule-based reasoning for a traffic
monitoring system. IEEE Trans. Intell. Transp. Syst. 1(2), 119–130 (2000)

9. Messelodi, S., Modena, C.M., Zanin, M.: A computer vision system for the detection and
classification of vehicles at urban road intersections. Pattern Anal. Appl. 8(1–2), 17–31
(2005)

10. Huang, C.-L., Liao, W.-C.: A vision-based vehicle identification system. In: Proceedings of
17th International Conference on Pattern Recognition, ICPR 2004, vol. 4, pp. 364–367
(2004)

11. Ottlik, A., Nagel, H.-H.: Initialization of model-based vehicle tracking in video sequences of
inner-city intersections. Int. J. Comput. Vis. 80(2), 211–225 (2008)

12 J.E. Espinosa et al.



12. Tian, B., et al.: Hierarchical and networked vehicle surveillance in its: a survey. IEEE Trans.
Intell. Transp. Syst. 16(2), 557–580 (2015)

13. ImageNet Large Scale Visual Recognition Competition (ILSVRC). http://www.image-net.
org/challenges/LSVRC/. Accessed 24 Oct 2016

14. Wang, H., Cai, Y., Chen, L.: A vehicle detection algorithm based on deep belief network.
Sci. World J. 2014, e647380 (2014)

15. Dong, Z., Pei, M., He, Y., Liu, T., Dong, Y., Jia, Y.: Vehicle type classification using
unsupervised convolutional neural network. In: 2014 22nd International Conference on
Pattern Recognition (ICPR), pp. 172–177 (2014)

16. Chen, X., Xiang, S., Liu, C.L., Pan, C.H.: Vehicle detection in satellite images by hybrid
deep convolutional neural networks. IEEE Geosci. Remote Sens. Lett. 11(10), 1797–1801
(2014)

17. Hu, C., Bai, X., Qi, L., Chen, P., Xue, G., Mei, L.: Vehicle color recognition with spatial
pyramid deep learning. IEEE Trans. Intell. Transp. Syst. 16(5), 2925–2934 (2015)

18. Su, B., Shao, J., Zhou, J., Zhang, X., Mei, L.: Vehicle color recognition in the surveillance
with deep convolutional neural networks (2015)

19. Zhang, F., Xu, X., Qiao, Y.: Deep classification of vehicle makers and models: the
effectiveness of pre-training and data enhancement. In: 2015 IEEE International Conference
on Robotics and Biomimetics (ROBIO), pp. 231–236 (2015)

20. Bautista, C.M., Dy, C.A., Mañalac, M.I., Orbe, R.A., Cordel, M.: Convolutional neural
network for vehicle detection in low resolution traffic videos. In: 2016 IEEE Region 10
Symposium (TENSYMP), pp. 277–281 (2016)

21. Girshick, R.: Fast R-CNN. In: Proceedings of IEEE International Conference on Computer
Vision, pp. 1440–1448 (2015)

22. Wang, S., Liu, F., Gan, Z., Cui, Z.: Vehicle type classification via adaptive feature clustering
for traffic surveillance video. In: 2016 8th International Conference on Wireless Commu-
nications Signal Processing (WCSP), pp. 1–5 (2016)

23. Chabot, F., Chaouch, M., Rabarisoa, J., Teulière, C., Chateau, T.: Deep MANTA: a
coarse-to-fine many-task network for joint 2D and 3D vehicle analysis from monocular
image. arXiv preprint arXiv:170307570 (2017)

24. Fan, Q., Brown, L., Smith, J.: A closer look at faster R-CNN for vehicle detection. In: 2016
IEEE Intelligent Vehicles Symposium (IV), pp. 124–129 (2016)

25. Ren, S., He, K., Girshick, R., Sun, J.: Faster R-CNN: towards real-time object detection with
region proposal networks. In: Advances in Neural Information Processing Systems, pp. 91–
99 (2015)

26. Simonyan, K., Zisserman, A.: Very deep convolutional networks for large-scale image
recognition. arXiv preprint arXiv:14091556 (2014)

27. Liu, D., Wang, Y.: Monza: image classification of vehicle make and model using
convolutional neural networks and transfer learning. http://cs231n.stanford.edu/reports/2015/
pdfs/lediurfinal.pdf. Accessed 16 Oct 2017

28. Gao, Y., Lee, H.J.: Local tiled deep networks for recognition of vehicle make and model.
Sensors 16(2), 226 (2016)

29. Liu, X., Liu, W., Mei, T., Ma, H.: A deep learning-based approach to progressive vehicle
re-identification for urban surveillance. In: European Conference on Computer Vision,
pp. 869–884 (2016)

30. Bromley, J., et al.: Signature verification using a “siamese” time delay neural network.
IJPRAI 7(4), 669–688 (1993)

31. Su, B., Shao, J., Zhou, J., Zhang, X., Mei, L., Hu, C.: The precise vehicle retrieval in traffic
surveillance with deep convolutional neural networks. Int. J. Inf. Electron. Eng. 6(3), 192
(2016)

Vehicle Detection Using Alex Net and Faster R-CNN Deep Learning Models 13

http://www.image-net.org/challenges/LSVRC/
http://www.image-net.org/challenges/LSVRC/
http://arxiv.org/abs/170307570
http://arxiv.org/abs/14091556
http://cs231n.stanford.edu/reports/2015/pdfs/lediurfinal.pdf
http://cs231n.stanford.edu/reports/2015/pdfs/lediurfinal.pdf


32. Cai, Y., Sun, X., Wang, H., Chen, L., Jiang, H.: Night-time vehicle detection algorithm
based on visual saliency and deep learning. J. Sens. 2016 (2016)

33. Wu, Y.Y., Tsai, C.M.: Pedestrian, bike, motorcycle, and vehicle classification via deep
learning: deep belief network and small training set. In: 2016 International Conference on
Applied System Innovation (ICASI), pp. 1–4 (2016)

34. Huang, B.-J., Hsieh, J.-W., Tsai, C.-M.: Vehicle detection in Hsuehshan Tunnel using
background subtraction and deep belief network. In: Asian Conference on Intelligent
Information and Database Systems, pp. 217–226 (2017)

35. Zhou, Y., Liu, L., Shao, L., Mellor, M.: DAVE: a unified framework for fast vehicle
detection and annotation. In: Leibe, B., Matas, J., Sebe, N., Welling, M. (eds.) ECCV 2016.
LNCS, vol. 9906, pp. 278–293. Springer, Cham (2016). doi:10.1007/978-3-319-46475-6_18

36. You, R., Kwon, J.-W.: VoNet: vehicle orientation classification using convolutional neural
network. In: Proceedings of 2nd International Conference on Communication and
Information Processing, pp. 195–199 (2016)

37. Caffe — Deep Learning Framework. http://caffe.berkeleyvision.org/. Accessed 05 Sept 2016
38. Luo, X., Shen, R., Hu, J., Deng, J., Hu, L., Guan, Q.: A deep convolution neural network

model for vehicle recognition and face recognition. Procedia Comput. Sci. 107, 715–720
(2017)

39. Szegedy, C., et al.: Going deeper with convolutions. In: Proceedings of IEEE Conference on
Computer Vision and Pattern Recognition, pp. 1–9 (2015)

40. Krizhevsky, A., Sutskever, I., Hinton, G.E.: ImageNet classification with deep convolutional
neural networks. In: Advances in Neural Information Processing Systems, pp. 1097–1105
(2012)

41. Lin, M., Chen, Q., Yan, S.: Network in network. arXiv preprint arXiv:13124400 (2013)
42. Lecun, Y., Bottou, L., Bengio, Y., Haffner, P.: Gradient-based learning applied to document

recognition. Proc. IEEE 86(11), 2278–2324 (1998)
43. ImageNet Large Scale Visual Recognition Competition 2012 (ILSVRC 2012). http://www.

image-net.org/challenges/LSVRC/2012/. Accessed 30 Aug 2017
44. Brown, L.M., Fan, Q., Zhai, Y.: Self-calibration from vehicle information. In: 2015 12th

IEEE International Conference on Advanced Video and Signal Based Surveillance (AVSS),
pp. 1–6 (2015)

45. Lampert, C.H., Blaschko, M.B., Hofmann, T.: Efficient subwindow search: a branch and
bound framework for object localization. IEEE Trans. Pattern Anal. Mach. Intell. 31(12),
2129–2142 (2009)

46. Uijlings, J.R., Van De Sande, K.E., Gevers, T., Smeulders, A.W.: Selective search for object
recognition. Int. J. Comput. Vis. 104(2), 154–171 (2013)

47. He, K., Zhang, X., Ren, S., Sun, J.: Spatial pyramid pooling in deep convolutional networks
for visual recognition. IEEE Trans. Pattern Anal. Mach. Intell. 37(9), 1904–1916 (2015)

48. Zitnick, C.L., Dollár, P.: Edge boxes: locating object proposals from edges. In: Fleet, D.,
Pajdla, T., Schiele, B., Tuytelaars, T. (eds.) ECCV 2014. LNCS, vol. 8693, pp. 391–405.
Springer, Cham (2014). doi:10.1007/978-3-319-10602-1_26

49. Hosang, J., Benenson, R., Dollár, P., Schiele, B.: What makes for effective detection
proposals? IEEE Trans. Pattern Anal. Mach. Intell. 38(4), 814–830 (2016)

50. Girshick, R., Donahue, J., Darrell, T., Malik, J.: Rich feature hierarchies for accurate object
detection and semantic segmentation. In: 2014 IEEE Conference on Computer Vision and
Pattern Recognition, pp. 580–587 (2014)

51. ILSVRC2016. http://image-net.org/challenges/LSVRC/2016/results. Accessed 30 Aug 2017
52. Zivkovic, Z.: Improved adaptive Gaussian mixture model for background subtraction. In:

Proceedings of 17th International Conference on Pattern Recognition, ICPR 2004, vol. 2,
pp. 28–31 (2004)

14 J.E. Espinosa et al.

http://dx.doi.org/10.1007/978-3-319-46475-6_18
http://caffe.berkeleyvision.org/
http://arxiv.org/abs/13124400
http://www.image-net.org/challenges/LSVRC/2012/
http://www.image-net.org/challenges/LSVRC/2012/
http://dx.doi.org/10.1007/978-3-319-10602-1_26
http://image-net.org/challenges/LSVRC/2016/results


53. Zivkovic, Z., Van Der Heijden, F.: Efficient adaptive density estimation per image pixel for
the task of background subtraction. Pattern Recognit. Lett. 27(7), 773–780 (2006)

54. Image Category ClassificationUsingDeep Learning -MATLAB&Simulink Example. https://
www.mathworks.com/help/vision/examples/image-category-classification-using-deep-learni
ng.html. Accessed 28 Feb 2017

55. 8th International Conference on Pattern Recognition Systems |Universidad Carlos III de
Madrid — Madrid, Spain. http://velastin.dynu.com/icprs17/programme.php. Accessed 30
Aug 2017

56. Razavian, A.S., Azizpour, H., Sullivan, J., Carlsson, S.: CNN features off-the-shelf: an
astounding baseline for recognition. In: 2014 IEEE Conference on Computer Vision and
Pattern Recognition Workshops, pp. 512–519 (2014)

57. Zeiler, M.D., Fergus, R.: Visualizing and understanding convolutional networks. In: Fleet,
D., Pajdla, T., Schiele, B., Tuytelaars, T. (eds.) ECCV 2014. LNCS, vol. 8689, pp. 818–833.
Springer, Cham (2014). doi:10.1007/978-3-319-10590-1_53

58. The PASCAL Visual Object Classes Challenge 2007 (VOC 2007). http://host.robots.ox.ac.
uk/pascal/VOC/voc2007/index.html. Accessed 31 Aug 2017

59. ViPER: The Video Performance Evaluation Resource. http://viper-toolkit.sourceforge.net/.
Accessed 31 Aug 2017

60. Yin, F., Makris, D., Velastin, S.A.: Performance evaluation of object tracking algorithms. In:
IEEE International Workshop on Performance Evaluation of Tracking and Surveillance, Rio
De Janeiro, Brazil, p. 25 (2007)

Vehicle Detection Using Alex Net and Faster R-CNN Deep Learning Models 15

https://www.mathworks.com/help/vision/examples/image-category-classification-using-deep-learning.html
https://www.mathworks.com/help/vision/examples/image-category-classification-using-deep-learning.html
https://www.mathworks.com/help/vision/examples/image-category-classification-using-deep-learning.html
http://velastin.dynu.com/icprs17/programme.php
http://dx.doi.org/10.1007/978-3-319-10590-1_53
http://host.robots.ox.ac.uk/pascal/VOC/voc2007/index.html
http://host.robots.ox.ac.uk/pascal/VOC/voc2007/index.html
http://viper-toolkit.sourceforge.net/


Visualisation and Data Driven
Technology



Improvement on the Efficiency of Technology
Companies in Malaysia with Data

Envelopment Analysis Model

Lam Weng Hoe1,2,3(&), Lam Weng Siew1,2,3, and Liew Kah Fai1,2

1 Department of Physical and Mathematical Science, Faculty of Science,
Universiti Tunku Abdul Rahman, Kampar Campus, Jalan Universiti,

Bandar Barat, 31900 Kampar, Perak, Malaysia
whlam@utar.edu.my

2 Centre for Mathematical Sciences, Universiti Tunku Abdul Rahman,
Kampar Campus, Jalan Universiti, Bandar Barat,

31900 Kampar, Perak, Malaysia
3 Centre for Business and Management, Universiti Tunku Abdul Rahman,

Kampar Campus, Jalan Universiti, Bandar Barat,
31900 Kampar, Perak, Malaysia

Abstract. Efficiency evaluation is vital as it is able to determine the financial
performance of the companies. Efficiency describes how well the companies in
utilizing their inputs to generate outputs. The objective of this study is to pro-
pose a financial ratio based Data Envelopment Analysis (DEA) model to
evaluate and compare the efficiency of listed technology companies in Malaysia
for the period of 2011–2015. In DEA model, the efficiency is defined as the ratio
of sum-weighted outputs to sum-weighted inputs. In this study, LINGO software
is used to solve the DEA model. The results of this study indicate that ELSOFT,
GTRONIC, KESM, MPI and VITROX are ranked as efficient technology
companies in Malaysia. Besides that, the potential improvement for each inef-
ficient company can be identified based on the benchmark efficient companies.
This study is significant because it helps to identify the efficient technology
companies which can serve as benchmarks to other inefficient companies for
further improvement. Moreover, it is a pioneer study of proposing DEA model
with financial ratio to evaluate and compare the efficiency of technology com-
panies in Malaysia.

Keywords: Data Envelopment Analysis � Technology company � Linear
programming model � LINGO software

1 Introduction

Technology sector is one of the dominating sectors in Malaysia as this sector has made
a significant contribution in the economic growth of Malaysia. Technology company is
a type of business entity that focuses primarily on the development and manufacturing
of technology. Nowadays, technology has become an important dimension of national
growth and development [1]. Furthermore, continuous improvement in technology is
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essential for the economic growth in this competitive world. Therefore, efficiency
evaluation is used to measure and assess the financial performance of the technology
companies [2].

Data Envelopment Analysis (DEA) is a mathematical linear programming model
which measures the relative efficiency of a set of companies [2]. In DEA model, the
efficiency of the company is measured as the ratio of as sum-weighted outputs to
sum-weighted inputs [3]. Charnes et al. [4] introduced the DEA model to measure the
efficiency of the companies with multiple inputs and outputs. Mohamad and Said [5]
mentioned that continuous improvement in performance is the first priority in today’s
world of business. Based on the past studies, DEA model has been applied to evaluate
the financial performance of the companies by using financial ratio such as bank [3, 6,
7] and healthcare company [8] in different countries. However, the influence of
financial performance on the survival of the technology companies is usually ignored.
In fact, the financial performance of the technology companies is important because it
gives impact on the economic growth of the country. Therefore, this paper aims to fill
the research gap by studying the financial performance of the technology companies in
Malaysia. The objective of this paper is to propose a financial ratio based DEA model
to evaluate and compare the financial performance of listed technology companies in
Malaysia stock market. The rest of the paper is organized as follows. The next section
discusses about the data and methodology of the study. Section 3 presents the empirical
results of this study. Section 4 concludes the paper.

2 Data and Methodology

2.1 Data

The data of this study consists of all listed companies from technology sector in
Malaysia Main Market. These listed companies represent the overall performance of
technology sector in Malaysia stock market. The data of this study are collected from
the companies’ financial annual reports from the year 2011 until 2015 [9].

Based on the past studies [10–15], the financial ratio such as current ratio, debt to
assets ratio, debt to equity ratio, return on asset, return on equity and earnings per share
are considered in this study. Current ratio is defined as the capability of the company to
satisfy its current liabilities with current assets [16, 17]. Debt to asset ratio indicates the
proportion of all assets that are financed with debt [18, 19]. Debt to equity ratio is
defined as the measurement of the riskiness of the company’s capital structure in terms
of the relationship between the funds supplied by investors and creditors [18, 19].
Earnings per share (EPS) is the amount of earning gained during a period per share of
common stock [18]. Return on assets (ROA) is the amount of net profit earned relative
to the level of investment in total assets [19, 20]. Return on equity (ROE) measures the
overall efficiency of the company in yielding the return in comparison to the total
amount of shareholders’ equity [17, 19, 21]. In this study, current ratio, debt to assets
ratio and debt to equity ratio are treated as inputs that needed to be minimized. On the
other hand, return on asset, return on equity and earnings per share are adopted as
outputs that needed to be maximized.
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2.2 Data Envelopment Analysis

DEA is a linear programming model which evaluates the relative efficiency of a set of
companies by considering multiple inputs and outputs [7, 22, 23]. In DEA model, the
efficiency is defined as the ratio of sum-weighted outputs to sum-weighted inputs. The
formulation of the DEA model is presented as follows:

Maximize hk ¼
Ps
r¼1

tryrk

Pm
i¼1

wixik
ð1Þ

Subject to
Ps
r¼1

tryrj

Pm
i¼1

wixij
� 1; j ¼ 1; 2; 3; . . .; n

ð2Þ

tr � e; r ¼ 1; 2; 3; . . .; s ð3Þ

wi � e; i ¼ 1; 2; 3; . . .;m ð4Þ

where
hk is the relative efficiency of decision making unit-k (DMUk)
s is the number of outputs
tr is the weights to be determined for output r
yrj is the observed value of r-type output for entity j
m is the number of inputs
wi is the weights to be determined for input i
xij is the observed value of i-type input for entity j
e is the positive value
n is the number of entities

The objective function (1) aims to maximize the efficiency of k-decision-making
unit (DMU). Constraint (2) ensures that the efficiency of each company is within the
range, 0\hk � 1. The fractional objective function can be converted into a linear
programming form by maximizing the sum-weighted outputs and setting the
sum-weighted inputs equal to unity as shown in constraint (5) and (7) [7, 24]. The
weights tr and wi represent the importance of each output and input variable to max-
imize the efficiency of each company.

Maximize hk ¼
Xs

r¼1

tryrk ð5Þ
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Subject to
Xm
i¼1

wixij �
Xs

r¼1

tryrj � 0; j ¼ 1; 2; 3; . . .; n
ð6Þ

Xm
r¼1

wixik ¼ 1 ð7Þ

tr � e; r ¼ 1; 2; 3; . . .; s ð8Þ

wi � e; i ¼ 1; 2; 3; . . .;m ð9Þ

In this study, LINGO software is used to solve the DEA model. LINGO is an
optimization software for solving linear programming model, non-linear programming
model, goal programming model and integer programming model [25–30].

3 Empirical Results

Table 1 presents the empirical results of the efficiency and ranking of technology
companies in Malaysia.

Table 1. Efficiency and ranking of technology companies

Companies Efficiency (%) Rank

AMTEL 42.93 13
CENSOF 16.76 17
CUSCAPI 27.35 14
DIGISTA 4.77 18
ECS 43.16 12
EFORCE 66.13 10
ELSOFT 100.00 1
GRANFLO 78.74 7
GTRONIC 100.00 1
INARI 82.82 6
JCY 50.30 11
KESM 100.00 1
MPI 100.00 1
NOTION 24.29 15
PANPAGE 21.90 16
UNISEM 67.92 9
VITROX 100.00 1
WILLOW 73.32 8
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As shown in Table 1, the major findings of this study show that five technology
companies are ranked efficient since they manage to achieve 100.00% efficiency score.
These efficient companies are ELSOFT, GTRONIC, KESM, MPI and VITROX. This
implies that these efficient companies have fully utilized their inputs optimally in
maximizing the outputs. Therefore, these efficient companies obtain the first ranking
based on the DEA model. On the other hand, AMTEL, CENSOF, CUSCAPI,
DIGISTA, ECS, EFORCE, GRANFLO, INARI, JCY, NOTION, PANPAGE, UNI-
SEM and WILLOW are classified as inefficient companies since their efficiency score
are less than 100.00%. The efficiency score for GRANFLO, INARI and WILLOW are
in the range of 73.32% to 82.82%. In summary, ELSOFT, GTRONIC, KESM, MPI
and VITROX are ranked as efficient companies among the technology companies in
Malaysia over the study period.

Table 2 presents the contribution of input and output weights in maximizing the
efficiency for each technology company.

As shown in Table 2, DEA model provides the contribution of input and output
weights in maximizing the efficiency for the technology companies in Malaysia. In this
study, the overall output weights in the maximization of efficiency of the technology

Table 2. Contribution of input and output weights in maximizing efficiency.

Companies Current
ratio
(Input 1)

Debt to
assets ratio
(Input 2)

Debt to
equity ratio
(Input 3)

EPS
(Output 1)

ROA
(Output 2)

ROE
(Output 3)

Efficiency
(%)

AMTEL 0.40 0.00 99.60 99.57 0.43 0.00 42.93
CENSOF 1.54 98.46 0.00 0.30 99.40 0.30 16.76
CUSCAPI 2.07 0.00 97.92 0.21 99.57 0.21 27.35
DIGISTA 0.23 99.77 0.00 0.87 98.26 0.87 4.77
ECS 0.16 0.00 99.84 100.00 0.00 0.00 43.16
EFORCE 2.94 0.00 97.06 99.12 0.88 0.00 66.13
ELSOFT 0.40 0.00 99.60 99.57 0.43 0.00 100.00
GRANFLO 2.07 0.00 97.93 0.14 99.73 0.14 78.74
GTRONIC 0.40 0.00 99.60 99.57 0.43 0.00 100.00
INARI 0.24 0.00 99.76 0.23 0.23 99.53 82.82
JCY 0.21 99.78 0.00 0.33 0.33 99.33 50.30
KESM 0.54 99.46 0.00 99.69 0.00 0.31 100.00
MPI 0.81 0.00 99.19 99.77 0.00 0.23 100.00
NOTION 0.81 0.00 99.19 99.77 0.00 0.23 24.29
PANPAGE 0.98 99.01 0.01 0.69 0.69 98.63 21.90
UNISEM 99.98 0.01 0.01 97.89 2.11 0.00 67.92
VITROX 1.36 0.00 98.64 0.27 0.27 99.47 100.00
WILLOW 0.24 0.00 99.76 0.24 0.24 99.52 73.32
Overall
(average)

6.41 27.58 66.01 49.90 22.39 27.71 61.13
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companies is mostly contributed by EPS (49.90%), followed by ROE (27.71%) and
lastly ROA (22.39%). On the other hand, the overall input weights in the maximization
of efficiency of the technology companies is mostly contributed by debt to equity ratio
(66.01%), followed by debt to assets ratio (27.58%), and finally current ratio (6.41%).

Table 3 displays the reference set of efficient companies which serve as benchmark
to inefficient companies for further improvement.

As shown in Table 3, the efficient companies such as ELSOFT, GTRONIC,
KESM, MPI and VITROX serve as reference sets or benchmark to the inefficient
companies for further improvement. AMTEL has an efficiency score of 42.93% and it
is inefficient when compared with ELSOFT, GTRONIC and MPI according to the
optimal coefficients. Based on the optimal solution of DEA model, AMTEL needs to
benchmark the efficient companies such as ELSOFT, GTRONIC and MPI as reference
sets with their optimal coefficients of 0.126, 0.084, and 0.029 respectively in order to
achieve 100% efficiency score. The target improvement value for the inefficient
company is determined as sum of the products of respective optimal coefficients for the
reference sets multiplied by the matrix column ratios of reference sets. Based on
Table 3, the target improvement values for inputs and outputs of AMTEL are deter-
mined as follows:

Table 3. Reference set for inefficient companies

Inefficient companies Efficiency (%) Efficient companies (optimal coefficients)
ELSOFT GTRONIC KESM MPI VITROX

AMTEL 42.93 0.126 0.084 0.029
CENSOF 16.76 0.005 0.225
CUSCAPI 27.35 0.103 0.178
DIGISTA 4.77 0.082 0.099
ECS 43.16 0.463 0.005
EFORCE 66.13 0.121 0.007 0.542
GRANFLO 78.74 0.529 0.041
INARI 82.82 0.784 0.151
JCY 50.30 0.504 0.257
NOTION 24.29 0.179 0.039 0.017
PANPAGE 21.90 0.738 0.025
UNISEM 67.92 0.093 0.041
WILLOW 73.32 0.084 0.593
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Target Value
EPS
ROA
ROE

Current ratio
Debt to asset ratio
Debt to equity ratio

2
6666664

3
7777775
¼ 0:126

0:060730
18:542089
19:656255
9:440078
0:069970
0:077571

2
6666664

3
7777775
þ 0:084

0:163180
26:940999
27:064339
55:651241
0:004975
0:005007

2
6666664

3
7777775
þ 0:029

0:300132
11:115824
11:728142
45:697625
0:087334
0:101352

2
6666664

3
7777775

¼

0:030221
4:936188
5:104988
7:224925
0:011800
0:013172

2
6666664

3
7777775

In summary, the target improvement values of inputs and outputs for other ineffi-
cient technology companies are determined and presented in Table 4.

Table 4. Potential improvement for inefficient technology companies

Companies Current
actual value

Target
value

Potential
improvement (%)

AMTEL Outputs EPS 0.030221 0.030221 0.00
ROA 4.936188 4.936188 0.00
ROE 5.031504 5.104988 1.46

Inputs Current ratio 16.827984 7.224925 −57.07
Debt to asset
ratio

0.029428 0.011800 −59.90

Debt to
equity ratio

0.030679 0.013172 −57.07

CENSOF Outputs EPS 0.005701 0.010433 83.01
ROA 5.062774 5.062774 0.00
ROE 5.151173 6.127274 18.95

Inputs Current ratio 8.879676 1.489521 −83.23
Debt to asset
ratio

0.215517 0.036152 −83.23

Debt to
equity ratio

0.356991 0.044227 −87.61

CUSCAPI Outputs EPS 0.012019 0.014238 18.47
ROA 5.835332 5.835332 0.00
ROE 6.599691 6.788561 2.86

Inputs Current ratio 7.709120 2.108511 −72.65
Debt to asset
ratio

0.130954 0.035531 −72.87

Debt to
equity ratio

0.156042 0.042679 −72.65

(continued)
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Table 4. (continued)

Companies Current
actual value

Target
value

Potential
improvement (%)

DIGISTA Outputs EPS 0.007584 0.021090 178.07
ROA 4.177063 4.177063 0.00
ROE 4.088619 4.280195 4.69

Inputs Current ratio 131.529626 6.272770 −95.23
Debt to asset
ratio

0.130060 0.006203 −95.23

Debt to
equity ratio

0.203774 0.006826 −96.65

ECS Outputs EPS 0.076939 0.076939 0.00
ROA 10.559108 12.518402 18.56
ROE 10.628793 12.578403 18.34

Inputs Current ratio 60.109887 25.967853 −56.80
Debt to asset
ratio

0.006443 0.002720 −57.78

Debt to
equity ratio

0.006487 0.002802 −56.80

EFORCE Outputs EPS 0.033255 0.033255 0.00
ROA 14.228041 14.228041 0.00
ROE 16.744300 16.918789 1.04

Inputs Current ratio 7.006728 4.633442 −33.87
Debt to asset
ratio

0.148933 0.096169 −35.43

Debt to
equity ratio

0.177050 0.117080 −33.87

GRANFLO Outputs EPS 0.023372 0.033934 45.19
ROA 10.701505 10.701505 0.00
ROE 10.983147 11.482543 4.55

Inputs Current ratio 6.667781 5.250821 −21.25
Debt to asset
ratio

0.057235 0.043477 −24.04

Debt to
equity ratio

0.062164 0.048953 −21.25

INARI Outputs EPS 0.060246 0.072243 19.91
ROA 18.177910 18.602827 2.34
ROE 19.494864 19.494864 0.00

Inputs Current ratio 19.079734 15.801995 −17.18
Debt to asset
ratio

0.067297 0.055602 −17.38

Debt to
equity ratio

0.074336 0.061566 −17.18

(continued)
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Table 4. (continued)

Companies Current
actual value

Target
value

Potential
improvement (%)

JCY Outputs EPS 0.050977 0.072472 42.17
ROA 15.654375 16.255608 3.84
ROE 16.848608 16.848608 0.00

Inputs Current ratio 37.846108 19.037314 −49.70
Debt to asset
ratio

0.072620 0.036529 −49.70

Debt to
equity ratio

0.080767 0.040368 −50.02

NOTION Outputs EPS 0.024927 0.024927 0.00
ROA 3.358685 3.716970 10.67
ROE 3.965568 3.965568 0.00

Inputs Current ratio 10.841365 2.633715 −75.71
Debt to asset
ratio

0.102424 0.022801 −77.74

Debt to
equity ratio

0.115372 0.028028 −75.71

PANPAGE Outputs EPS 0.020611 0.045947 122.93
ROA 12.220372 14.233494 16.47
ROE 15.171770 15.171770 0.00

Inputs Current ratio 32.521280 7.127714 −78.08
Debt to asset
ratio

0.253556 0.055572 −78.08

Debt to
equity ratio

0.374153 0.062062 −83.41

UNISEM Outputs EPS 0.023502 0.023502 0.00
ROA 1.431203 1.431203 0.00
ROE 1.584330 1.720194 8.58

Inputs Current ratio 0.983460 0.668051 −32.07
Debt to asset
ratio

0.217768 0.027873 −87.20

Debt to
equity ratio

0.284897 0.038122 −86.62

WILLOW Outputs EPS 0.032264 0.101918 215.89
ROA 17.482116 17.543850 0.35
ROE 17.710862 17.710862 0.00

Inputs Current ratio 46.111377 33.808849 −26.68
Debt to asset
ratio

0.012786 0.008844 −30.83

Debt to
equity ratio

0.012962 0.009504 −26.68
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Based on the optimal solution of DEA model, each inefficient company is rec-
ommended for the target improvement values of inputs and outputs as shown in
Table 4. For AMTEL, it is recommended to reduce the inputs and increase the output
in order to become efficient company. Therefore, the input potential improvements of
current ratio, debt to asset ratio and debt to equity ratio for AMTEL are −57.07%,
−59.90% and −57.07% respectively. As for the output potential improvement, AMTEL
is recommended to increase the ROE from 5.031504 to 5.104988 which contributes
1.46% improvement. As shown in Table 4, all inefficient technology companies are
recommended to reduce further on the inputs such as current ratio, debt to asset ratio
and debt to equity ratio in order to become efficient companies.

4 Conclusion

This paper aims to propose a financial ratio based DEA model to evaluate and compare
the financial performance of the listed technology companies in Malaysia stock market.
The results of this study show that ELSOFT, GTRONIC, KESM, MPI and VITROX
are ranked as efficient technology companies since they manage to achieve 100%
efficiency score. In this study, the overall output weights in the maximization of effi-
ciency of the technology companies is mostly contributed by EPS, followed by ROE
and ROA. On the other hand, the overall input weights in the maximization of effi-
ciency of the technology companies is mostly contributed by debt to equity ratio,
followed by debt to assets ratio and finally current ratio. Besides that, the potential
improvement for each inefficient company can be determined based on the benchmark
efficient companies identified by the DEA model. This study is significant because it
helps to identify the efficient technology companies which can serve as benchmarks to
other inefficient companies for further improvement.
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Abstract. Visualization is essential to facilitate human cognitive activities
especially to handle information complexities. There is a huge effort to develop
various kind of visualization tools in order to facilitate human cognitive activ-
ities in the organization. One of the major activity in the organization is the
strategy development process (SDP). This activity often involves complex
cognitive activities (CCA) and always happen in the collaborative settings in the
organization. Therefore, it is essential for visualization to facilitate SDP from
Collaborative-CCA perspectives. In order to do that, this paper intend to
highlight three visualization principles that able to facilitate SDP in the orga-
nization. Using the systemic view as a fundamental, the visualization principles
are; (i) higher level visual structure, (ii) lower level visual structure, and (iii) the
interconnection between higher and lower level visual structure. Consequently,
by applying focus group observation, this paper demonstrates the usefulness of
the visualization principles in facilitating SDP. Finally, this research will further
evaluate and consult current visualization techniques, methods and tools in
facilitating SDP.

Keywords: Visualization � Knowledge Visualization � Strategy � Strategy
Development Process � Complex Cognitive Activities � Collaboration

1 Introduction

Knowledge Visualization (KV) has been widely used to facilitate the cognitive process
in an organization. From basic presentations aids like Power Points, Prezi and Keynote
to more sophisticated tools like Decision Support System, Knowledge Management,
Business Intelligent and currently Big Data – visualization has been used to facilitate
cognitive process. This is because, visualisation provides ways to ease the under-
standing of complex knowledge and improving managerial judgement by transforming
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complex text into visual representation form. According to [1], the importance of visual
representation to support decision making has been emphasized and explored by many
researchers [1–3]. Align with visualization advancement, we can see the trend of
visualization use has been expanding rapidly to support specific and special application
like strategy planning in the organization. So far, we can see the visualization paradigm
shift towards creating an effective, rightful and valuable solution for the users is parallel
to the increasing complexities and massiveness of information in the organization [4]. It
is clearly that understanding the human perceivedness and organizational context of use
are essential for current visualization needs. Because through these understanding, it
can help generate a more useful, relevant and comprehensive visualization solution for
strategy development process.

Therefore, this paper is focusing on visualization for strategy planning in the
organization. In brief, As CCA, Strategy Development Process (SDP) has higher level
of cognitive complexities and when doing strategy planning collaboratively, it
increases the difficulties to communicate among the group members and pose
numerous cognitive overload, emotional and social challenges. Therefore, in facili-
tating strategy planning, it is essential for visualization to tackle the CCA and col-
laborative challenge as well (Collaborative-CCA).

2 Working Background

Knowledge visualization (KV) was introduced in 2004 and has been well accepted
since then. Burkhard and Eppler [5] define KV as “the use of visual representations to
improve the transfer and creation of knowledge between at least two persons”.
Through an understanding of users, knowledge transfer and perception should be
better, more efficient, and generate further aggregate knowledge. With a focus on
business and management, KV designates all graphic means that can be used to con-
struct and convey complex insights, experiences, attitudes, values, expectations, per-
spectives, opinions and predictions to enable someone to re-construct, remember and
apply these insights correctly. KV aims at understanding the functions, augmenting
knowledge creation, and identifying the cognitive and organization needs of users from
the perspective of cognitive, perception and social communication, and as such can
supply some insights for us to determine how to design visualizations.

Meanwhile, strategy is a designation of method, action or plan to achieve a desired
future such as long-term business goal or the solution for any problem. In pursuit of
that, strategy development process is the course of action to plan and design the
method, action or plan and making decision on allocating its resources to pursue the
strategy. Usually, the outcomes is the strategy planning that use as a mechanism to
control and guide the strategy development that widely used by military, companies,
government sectors and communities. According to [2, 6], SDP can be overwhelming
challenge because it compounds with time pressures, uncertainty, constant distraction
and internal tensions. From visualization perspectives, SDP is mainly dealing with
information complexities and uncertainties. Thus, SDP is a Complex Cognitive
Activities (CCA) that requires interaction between various parts of tasks, actions and
events for solving a higher level of cognitive activities [7]. In contrast with basic
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cognition, CCA is a higher cognitive process that involved more that storing and
encoding memories as it must come with the ability to presuppose the availability of
knowledge and put it to use. [8] recognized CCA as the processes that lead to
understanding and the ability to transform and use knowledge in the appropriate
context settings. Since CCA often involves a higher level of thinking and knowledge,
the process of strategy planning tends to answer the questions of ‘how’ and ‘why’
(higher level knowledge). The questions of how and why require an understanding of
the lower level of knowledge (remembering, understanding and knowing) before a user
can make an analysis and a synthesis in response to higher levels of knowledge [9] in
which the visualization need to support the reasoning in this kind of cognitive process.
By focusing to SDP from CCA perspective, we concentrate to facilitate the uncer-
tainties of information and higher level of cognitive complexities.

In the organization, [10] has observed that SDP always happen in the collaborative
settings. Apparently, the meetings, discussions and brainstorming are among the
familiar settings to plan the strategy in the organization. This is because, to develop the
comprehensive strategy, it is not feasible to tackle by single people, the organization
needs the view and opinion from experts and skilful managers from various domain.
Based on [11], collaborative enhances the traditional interaction by bringing together
many experts so that each can contribute toward the common goal of the understanding
of the object, phenomenon, or data under investigation. In this condition, experts and
decision makers are among the most potential collaborators to handle the increasingly
large, complex and various domain and fields that are involved in the SDP [12]. Thus,
by having multiple collaborators is what transforms the cognitive process and give rise
to its challenges.

The crucial challenges of SDP learned from [13] highlighted the lack of facilitation
for the convergence (synthesis) during Collaborative-CCA. To handle convergence
challenge, [14] suggested the approach of summarization and abstraction. Summa-
rization can be achieved by capturing the essence of information with fewer infor-
mation elements and representing it with fewer information elements. Through
summarization methods, we will select only unique information, then merge similar
contributions to keep only the essential, and finally select an instance of similar pieces
of information to represent multiple instances. Abstracting information can be per-
formed by creating higher level concepts that encompass relevant information from the
original set. The purpose of abstraction is to make the content more cognitively
manageable by allowing people to pay attention to relevant information and to ignore
other details. Abstraction can be done by generalizing a set of similar objects regarded
to be a specific generic type/object. It can also be attained by aggregating the rela-
tionships between objects in a hierarchical manner. Both of abstraction and summa-
rization approach can help to eliminate redundancy, similarity and overlap during the
convergence of cognitive.

When dealing with visualizations, abstraction and summarization techniques can be
automatic and carried out by users. As of yet, there is little research about summa-
rization and abstraction techniques in complex visualizations, and as such, these
techniques will need to be developed and tested. In order to support summarization and
abstraction for visual structure synthesizing, the research considers three kernel theories
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as the foundation. Each of the theories will be described in the next paragraph:
(i) General System Theory, (ii) Overview concept, (iii) Cycle of expectation formation.

2.1 Overview Concept

The concept of summarization and abstraction is closely related to understand the
interconnection and provide the big picture in the sense of holism. Hence, from the
visualization-computational based perspective (for instance – IV, KV, Visual Analyt-
ics, Data Visualization), an overview concept is the key element that should consider
the systemic view for big data interfaces. Overview is the key element in the classical
visual information-seeking mantra - Overview first, zoom and filter then details on
demand by Schneiderman [15]. However, the context of meaning for overview is
incomplete for the systemic point of view. According to [16], the meanings and uses of
the notion of overview from an information visualization research mainly discuss a
technical sense of systemic, in which an overview is a display that shrinks an infor-
mation space and shows information about it at a coarse level of granularity. Although
this mantra suggests the importance of a user’s initial high-level view of the data in
framing further analysis, it seems to capture only the modest parts of overview. In
particular, the emphasis on getting an overview first and preferably pre-attentively is at
odds with descriptions of overviewing as actively created throughout a task. By having
the synthesis through summarization and abstraction means the users should be able to
understand the reality and overall situation. They should be clear of the main driver,
capable of identifying the key points and see the interconnections between various
perspectives, understand the interconnection between various elements and finally, give
them readiness to handle any emergence of ideas, information or tasks during
Collaborative-CCA. Therefore, we attempt to extend the technical function of an
overview to suffice the demonstration of the systemic view. Thus, we extend an
overview concept towards the systemic view.

2.2 General System Theory

Since the inevitable of the systemic view in the current visualization-computational
base is rooted from the theory of analytical reductionism. It states that the system is a
‘sum of its parts’ and the account system can be broken down into different individual
accounts. That theory is applicable for a complicated system but clearly a mismatch for
complex matters. Therefore, it is important to implement the theory that can provide the
overview in the sense of systemic. The systemic concept has been mentioned by
Aristotle 2000 years ago when he explained the significant holism is something over
and above its parts and not just the sum of them all [17]. According to [18], the concept
of system thinking is rooted from the General System Theory (GST). GST had been
introduced by Von Bertalanffy in the 1930s and under system science, GST evolved to
System Thinking around 1950 to the current date. Within that, Checkland, Ackoff and
Senge are among the key persons that contributed to the significance of GST in
handling complex challenges, especially for the organization and management
perspectives.
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GST approaches the problem like a supply chain. Rather that reacting to individual
parts that arise, GST will understand the underlying interconnection between various
elements within a system – looks for patterns over time and seek for the root case. One
of the famous metaphors to describe GST is an Iceberg Model [19]. There are four
levels of GST from the Iceberg Model, namely: (i). Events as the reaction on what just
happened, (ii). Pattern and trends to anticipate what trends been there over time, (iii).
Underlying structure is the design that influenced the pattern to understand the inter-
connection between parts and (iv). Mental model as the platform to transform the
assumptions, beliefs and values that people hold about the system as illustrated in
Fig. 1.

Because of the large extent of the GST level to be examined, we propose to
concentrate the systemic view for visual representation on level three – underlying
structures. Our study seeks an importance of the underlying structure of the Iceberg
metaphor to clarify the interconnectedness between elements of information to repre-
sent system as a whole. Based on [18, 20], the research is aware that presenting
visualization for the systemic view must at least contain the interconnection between
elements and also between the higher levels of information (for instance: abstraction,
key points and perspectives) and lower level information (details). So far, literature
review in the visualization-computational field finds that the visual representation
design focus is sufficient in presenting data part by part for lower level details.
Therefore, to achieve a higher level of information, we argue to have higher level
structure to complement a lower level of object data in forming the cycle of
expectation.

Research focus 
on GST only for 
Underlying 
Structures

Fig. 1. Iceberg model as metaphor for general system thinking (Source: [19])
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2.3 Forming the Cycle of Expectation

For higher level thinking (analysis, synthesis and create), [19] describes the process as
how people interpret the visualization as ‘the cycle of forming expectation’. Basically,
to interpret visualization, the process is between making hypotheses at a higher level
structure and later confirming the hypotheses. The confirmation can be done through
checking the relevant details at a lower level. Object data will recur iteratively until the
users are satisfied and get the full understanding of the problem or the phenomena.
From the cycle of formation, [20] emphasizes the importance of a higher level of visual
structure to fill the gap in understanding how people communicate and reason with
visual information, especially for complex cognitive processes. Meanwhile, IV from
the overview concern basically operates at a lower level of abstraction and focuses
mainly on raw data and information. A study from [15] mentioned that overview
basically operated at a lower level of abstraction and focus mainly on the raw
data/information. Therefore, to achieve a higher level of abstraction, [19, 20] suggest to
have higher level structure of IV to complement the lower level of object data in
forming the cycle of expectation. They argue that the encoding of visualization
structure which is similar to how human structure information in their cognitive
thinking would be useful in understanding the complex cognitive processes.

3 Visualization Principles for Facilitating SDP

Based on the convergence challenge and approaches described in Sect. 2 and sug-
gestion by [10], the research propose the systemic concept as a visualization principles
basis for SDP facilitation. Since visualization is capable to explicitly present the
underlying structures between the information parts, it will help to show and draw the
visual representation structure in order to synthesize the information complexities
during SDP. This will help to clarify the interconnection and provide the big picture of
the SDP context of use. Basically, this visualization principles have been theorized by
extending the overview concept towards the systemic view. Then using GST, the
research proposed the systemic view by embedding the underlying structure (layer 3 of
the iceberg) to underpin the concept of the synthesis visual structure. Moreover, the
cycle of formation will help to strengthen the needs for higher level and lower level of
multi-view visual structure as to support synthesis for higher level thinking. The visual
structure synthesizing claims three elements within this principle; (i) higher level visual
structure, (ii) lower level visual structure, and (iii) the interconnection between higher
and lower level visual structure.

3.1 Higher Level Visual Structure

In terms of the higher levels, [20, 21] have argued that the encoding of the visualization
structure should be similar to how people structure information and this would be
useful in helping them carry out complex activities. In addition, they highlight the use
of metaphors to frame higher level visual structures and, by doing so, allow the abstract
overviews. It is important that the overviews will allow users to make hypotheses about
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the information space at a higher level and enable them to confirm (or reject) these
hypotheses at a lower level. Thus, it is clearly understood that the context of use for the
macro level is essential as the rationales for this part (steps 1–3 from the context of
use). As many cycles would need to be carried out, the structure need to be fluid, and
fluidity of visualizations may not be easy to have when metaphors alone are used.
There is a need to go beyond the metaphors. This is because, the importance of the
metaphor has been highlighted as higher level visual structures to allow for the
abstraction overviews for the visual representation. We argue that lack of metaphor
alone as higher level visual structures to handle complexities and provide a systemic
structure. Thus, we propose multiple-view properties as a synthesis visual structure to
complement the concept of higher level information with the lower details to generate
the systemic view of visual representation design. In order to create multiple-view
properties of the visual structure, the context of use from the perspective details is also
important to indicate the elements needed in the multiple-view properties. Thus, we
suggest step 4 of the tasks-processes, step 5 of function and step 6 of knowledge needed
is important to rationalize multiple-view properties for the higher level visual structure.
The combination of these will help to form a more comprehensive visual structure as to
guide the higher level of abstraction during the collaborative-CCA process.

3.2 Lower Level Visual Structure

Much of the literature has focused on the lower level representations. Thus, the
research can easily choose, apply and combine the current visual structure as the lower
level to present and guide the detailed information. The selection of these can be
rationalized from the context of use on the detail parts in which are step 4, 5 and 6.
According to [22], to reduce and manage the cognitive load, the overwhelming of the
details can be clustered and categorized according to the key components. The selec-
tion of the key components can be according to the priority business and activity
goal in the context of use – either based from function, tasks or knowledge in the
context of use.

3.3 Interconnection Between Higher and Lower Level Visual Structure

According to [18, 20], contextual visual design must at least show the interconnection
between higher levels of the information space (abstraction, key points, and perspec-
tives) and lower levels (concrete details). It is important to handle the analytical and
synthetical process and furthermore the divergence to the convergence phase. This is
because the users develop abstractions of the higher levels by accessing and manipu-
lating the lower level details. Therefore, the relationship between these lower and
higher elements is important to facilitate the reasoning process. To support the process,
the cycle of formation can strengthen the main relationship between the higher level
and lower level of visual structures.
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4 The Demonstration of Visualization Principles for SDP

The research has demonstrated and evaluated the visualization principles for
SDP. Based on the needs to identify how visualization principles can effectively
facilitate SDP, the unit of analysis for this research is the interactivity process between
the user and visualization design. The demonstration and evaluation has been made
through focus group observation by applying case study in the natural and collaborative
settings. Initially, the visualization principles design has translated into paper-based
visual representation. The paper based instrument has been used because it is open
ended, free and easy to use and, due to the unfinished look has encouraged the users to
amend it during SDP. Therefore, from the observation, the research can see the
potential of this instrument to facilitate the users to develop the strategy planning. The
paper-based instruments will be put in front of the group to facilitate them during the
experiment and the users were reminded to use the instrument as the guidelines,
reference and central point of view during SDP. Three collaborative groups have been
selected to perform SDP in the meeting settings as shown in Fig. 2. Each of the group
consists 4–6 people. During the focus group, the group members need to collaborate
during the SDP to achieve the goal. Within 120 min (2 h), the group has been assigned
to develop 3 strategy plan for inter-agencies collaboration in the public sector. Since the
demonstration and evaluation is a case study basis, the focus group seems to be more
flexible and opened to adapt the real case necessities. Due to the limited pages, this
paper will focus only on the demonstration part and the evaluation findings will be
presented in the future work.

4.1 The Usefulness of Visualization Principles for SDP

Generally, the demonstration found the usefulness of visualization principles as visual
representation instrument to facilitate SDP during the focus group observation, in other
words, it justified the usefulness of visual structure synthesizing to facilitate SDP. The
visual representation instrument is useful as a main reference during the discussion
among the group members. The group used the instrument to guide them to handle

Fig. 2. The settings for paper-based instruments in the strategy development process.
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each of the task in achieving the activities’ goal. The elements provided in the higher
level visual structure (the paper in blue color) serve as the points to guide the process
and trigger an ideation in the lower level visual structure (List-shortlist, journey
mappings and free style sketching). They also can write, draw, delete, connect and
mark any information in the lower level visual structure based on the need during the
SDP. Hence, interactivity between all these information (content and context) are
explicitly shown, pointed and remarked. These can influence the interactivity between
the users and the instruments and the communication among themselves. One of the
examples is when one of the participant communicated among the group members to
convince the abstraction of the think-tank group as the second strategy by using the
details and elaboration from the lower level instrument (visual mappings). To convince
this point of abstraction, the content inside the instrument will evolve when other group
members give feedbacks during the communications. This process will iterate until the
group is satisfied to decide the think-tank group as one of the public service collabo-
rative professionalism strategies.

4.2 The Usefulness of Higher Level Visual Structure

From demonstration, the applicable design for the higher level visual structure has been
transformed into a paper-based platform and highlighted using a blue color background
paper. During the experiments, the research found 2 from 3 groups rarely put any
content inside the higher level visual structure. Then after the experiments, the
researcher had asked the group member about the function of the higher level visual
structure (the diagram in the blue paper). The respondents from group 2 said that the
higher level visual structure was useful because it eased their understanding about the
process to be taken and the elements to consider during the experiment. Hence, they
used it as the guidelines, while the content for details discussion about the under-
standing will be put in the lower level structure since it is a more proper place. The
respondents from group 3 also agreed with the usefulness of the higher level visual
structure as easy guidelines. Additionally, they mentioned the guidance on the basic
elements let them have the similarity points of view to consider during the strategy
development, especially for group 3 since each of the group members came from a
different scheme of service in the public sector. They have different background, scope
of works and interests that might lead them to have different points of consideration
during the strategy development.

4.3 The Usefulness of Lower Level Visual Structure

There are three types of diagrams that have been used as lower level visual structures
for the experiment namely List-shortlist, Journey Mappings and Freestyle sketching.
Firstly, list-shortlist contributes as an intermediate between the higher and lower level
visual structure. The list as shown in (a) plays a role to support the divergence phase in
identifying the possible strategies. Then, from the lists, the group must converge to
choose three best strategy plans using the shortlist visual structure as shown in (b). We
can see that the users quite hesitated about the convergence process and took long time
to come out with the three selections. For this reason, it is important to further clarify
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the convergence from the lists into the shortlist of 3 strategy plans. Secondly, Journey
Mappings has been used to elaborate and discussed for each of the strategy that has
been develop during SDP. Each of the visual mapping hold the details discussion for
each of the strategy plan. The experiments showed the usefulness of the lower level
visual structure to hold the content of discussion. It is explicit about the points of
discussion in which the users can see the evolvement of the constructive content
throughout the discussion. From here, the users have the reference to refine, amend and
rationalize the convergence for each of the strategies as an abstraction point. Thirdly,
the research also provided freestyle sketching (blank paper without any structure)
because SDP is context dependent, thus any emergence condition can occur during the
process. The free style sketching is useful to cater this need. As an example, group 3
needed an additional blank paper to explain the details about the value of the strategy to
the stakeholders and power redundancies among the agencies for the third strategy plan
– the central knowledge base. The freestyle sketching helped the users to understand
situation clearly.

Additionally, we want to clarify the importance for the cycle of formation during
the collaborative CCA process especially between the lower level visual structure (in
this case is the visual mappings) and its intermediate-higher level visual structure (in
this case is the lists-shortlist). As mentioned above (in paragraph i), the intermediate
higher levels structure used the list to diverge all the possibilities and then used the
shortlist to converge into 3 strategy plans. For the lower level visual structure, each
plan will be discussed and elaborated in detailed using visual mappings. The elabo-
ration from the lower level visual structure was useful to rationalize the convergence
for each of the strategy plans. The feedback looping process from lower level to the
higher level and vice versa helped to refine, amend and rationalize the abstraction for
each of the strategy plan. Furthermore, the highest level visual structure (the Kaplan
Model House on the blue paper) helped to elaborate and describe the lowest level of
visual mappings in a more centered and relevant point of view, which indirectly helped
to refine the abstraction to be more relevant. From here, the research found the
convergence-divergence process from top-down or right-left (higher level to the lower
level) help to identify the possible abstraction. Then the feedback loop from bottom-up
or left-right (lower level to the higher level) helps to refine, rationalize and confirm the
abstraction.

4.4 The Usefulness of Open Ended Organizing and Structuring

The visual representation instrument is useful as contextual guidelines. The combi-
nation of multiple visual structures helped to coordinate, manage and organize the
incoming of information content during the experiment. Through an open-ended and
multiple feedback loops, users are free to amend and put new input in the instruments
for every emerging information and idea, in addition to the instrument morphing itself
to include new information. As a result, the users were able to construct and develop
their knowledge according to the content construction in the instrument. At the end of
the experiment, the visual structure has been filled in and well utilized. The visual
structure arranged the information according to the tasks given, thus it helped to reduce
the cognitive load by chunking the big amount of information into smaller portion and
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then structuring and organizing the information that helped to enhance the information
processing. Further than that, an explicit visual structure was useful to hold the cen-
tralized memory during SDP. The users have one point of reference center to clarify
and check the collective memories.

5 Conclusions and Future Works

Strategy Development Process is a complex cognitive activity that involves informa-
tion complexities and required higher level thinking. Since SDP always take place in
the collaborative settings in the organization, it has increase the complexity challenge
and the convergence issue has become more significant since it involves distinguished
background of the multiple collaborators that increase the cognitive processes.
Therefore, this paper has concentrate and elaborate three visualization principles for
Strategy Development Process and the demonstration of it. From the demonstration, the
research found the usefulness of: (i) higher level visual structure, (ii) lower level visual
structure and (iii) the interconnection between higher level and lower level visual
structure to facilitate SDP. Due to the limited pages in this paper, the evaluation results
and findings from the demonstration will be presented in the future work. Through the
observation during the demonstration, the results show the effectiveness of visualiza-
tion principles to facilitate SDP. At the same time, the observation also gain deeper
understanding about how these challenges has being taken in the real organization
settings. Furthermore, using description and task settings from the real users’ own job
perspectives enrich and expand the description for each of the visualization principles.
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Abstract. Visually Impaired (VI) users who assist by screen reader use various
navigation techniques during their web navigation activities. This paper ana-
lyzed the usage of various navigation techniques in complex and non-complex
layout. This study also examines the navigation behavior of VI users based on
navigation techniques employed by VI users. This paper emphases on method
called Spectrum which used to represent their navigation techniques in complex
and non-complex layout. This effort provided a new frontier in analysing
qualitative data in more efficiently. This study proven that VI users’ navigation
techniques in complex layout is differ from non-complex layout and it strongly
influenced by information scent.

Keywords: Visually impaired users � Spectrum � Navigation � Modular
layout � Complex layout

1 Introduction

Internet become the inseparable element in our daily life. The rapid growth of infor-
mation technology (IT) pushed towards the needs of Internet as the main communi-
cation medium particularly among Visually Impaired (VI) Users. VI users rely on
interpretation of screen reader to proceed with their navigation activities in web pages.
However, VI users facing more challenges in the web sites consist of multi column
layout which referred as complex or modular layout [1–4]. VI users employed various
types of navigation techniques such as browsing, searching techniques in screen reader
and general searching techniques [4] during their navigation activities. The adaption of
various types of navigation techniques by VI users as hunter mode or tourist mode
influences their navigation behaviour. Users with hunter mode have targeted infor-
mation they are looking for when accessing a web site [4]. However, users with tourist
mode prefer to navigate around the web site to have an overview of the web pages
before looking for any information [4].The objective of this study is to examine the
navigation techniques used by VI users and analyze their navigation behavior in
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complex and non-complex layout. The major questions motivating this research are
(a) What are the navigation techniques used by VI users in complex and non-complex
layout (b) What is VI users’ navigation behavior in complex and non-complex layout?

2 Web Navigation by VI Users

For a VI user, an audio mediated software called screen reader read the web content
directly from the source code. As we know, source code only has one column with
information one after another line and the screen reader will read the source code starts
from the heading followed by navigation bar, body text and images. Therefore, the
images that appear first for the sighted users may appear as last item for VI users. VI
users only able to navigate the web pages without any barriers if the web pages are
designed to be flexible [5, 6] for the various navigation techniques used by VI users
such browsing, searching techniques in screen reader and general searching techniques.

Browsing is the technique employed by VI users to glance random through the web
sites by using screen reader [2, 7]. VI users obtained the overview of the web page by
using arrow and tab for general browsing. This technique consumes more time since it
jumps from one link to another link displayed in the web page. Searching techniques
through screen reader is the most common navigation method employed VI users.
Screen reader such as JAWS could display link list tab, link list arrow and heading tags
[8]. Keyboard shortcuts such as “insert+F6” for links and “insert+F6” for headings are
very useful for VI users to continue their web navigation. For instance, when they press
on “insert+F7”, it will display a list of links within the web page.VI users will continue
their navigation based on the links displayed in a pop-up box. Navigation by using
headings and subheadings techniques in screen reader will allow VI users to jump from
one section to another section or other subsections effortlessly. General searching
techniques consists of searching by using keywords and search box [2]. They will track
the destination point by correlate the keyword and search results by moving from one
section to another section.

Since VI users adapting multiple techniques during their web navigation, it is vital
to explore about the influences towards their navigation behavior in various types of
layout. There are number of studies focused on accessibility issues in various types of
web sites and user experiences [9–16]. However, in-depth investigation about VI users’
navigation techniques that influences their navigation behavior is needed to unfold the
hidden reason behind the issues occurs rather than focusing on finding drawbacks of
existing web sites which is incompatible for VI users.

3 Spectrum

There are number of existing research explored about VI users’ experiences and navi-
gation behavior [17–21]. In these studies, the data obtained from finding were presented
in column and charts. It is difficult to see underlying behavior by using table form even it
is become norm in usability studies. Therefore, it is important to represent information to
have more visually encapsulate form to show the relationship among the information in
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a way that makes it visually accessible. Slone [22] developed semi pie chart called
Spectrum for this purpose. Spectrum could represents various forms of related data with
multiple layers. This paper adapted a method called Spectrum [22] in representing VI
users’ navigation techniques in complex and non-complex layout. The exploration in
this method is highly required in order convert the navigation techniques into navigation
behavior to have in-depth understanding of VI users’ interpretation process.

4 Methodology

4.1 Participants

There were total of twelve VI users participated in the study. They were selected based
on experience in internet and screen reader. They were six males and six females. All of
them are VI users who are active internet users. The range of age of the participants is
between 21–64 years old. All participants use JAWS for their web activities.

4.2 Platform

Facebook was selected as an observation platform in this study. There are two versions
of Facebook: a desktop version (https://www.facebook.com/) and mobile version
(https://m.facebook.com/). Facebook desktop version designed for desktop users and
its considered as complex layout since the information arranged in multi column to
include large amount of information in single page [1]. The Facebook mobile version is
designed for mobile users and it’s considered as non-complex layout since the infor-
mation arranged in single column layout. These two versions of Facebook pages are
selected as platform for this study to observe VI users’ web activities in windows
environment and analyse their navigation techniques.

4.3 Data Collection

Participants were given five tasks within the desktop version Facebook pages and
mobile version Facebook pages. The participants are been requested to make best guess
about how to proceed with their tasks using the information that have been given in the
webpage. Equipment such as computer, audio recorder and camcorder were used for
the observation. The observation was conducted in naturalistic environment.

4.4 Qualitative Data Analysis

Data such as navigation techniques were recorded based on the observation of VI
users’ navigation activities. Spectrum was employed to represent the navigation
techniques. Web navigation techniques particularly, browsing, searching techniques in
screen reader, general searching using keywords were conceptualized based on specific
codes in spectrum as shown in Table 1. Participants are grouped within regions A if
combinations of three navigation techniques are employed by VI users during their
navigation activities. However, participants are grouped within regions B if combi-
nations of two navigation techniques and region C if combinations of one navigation
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technique is employed by VI users during their navigation process. For example, if a
participant uses two navigation techniques such as browsing and searching techniques
in screen reader, they would be grouped within region B.

5 Results and Discussions

The participants were grouped under three types of region based on the usage of
navigation techniques. Figure 1 shows the summary of navigation techniques in
Facebook Desktop version in form of spectrum. The plotted spectrum indicates that
58.3% (7 out of 12) of participants classified under region A where VI users applied
combinations of three types of navigation techniques in completing their assigned
tasks. However, there are 33.3% (4 out of 12) of the participants are classified under
region C where they employed one combinations of navigation techniques in com-
pleting their tasks. There are only 8.3% (1 out of 12) of participants are classified under
region B where they employed combination of two types of navigation techniques in
completing their tasks. The majority of VI users employed combination of multiple
techniques in completing their tasks in desktop version Facebook web layout.

Figure 2 shows the summary of navigation techniques in mobile version Facebook
web layout. The plotted spectrum indicates that the total of twelve participants clas-
sified under region C. All of them employed single navigation technique in completing

Table 1. Details of data collection

Region Details of data

A
B
C

Combination of Three navigation techniques only
Combination of Two navigation techniques only
Combination of One navigation technique only

Browsing

Searching techniques in 
screen reader

General searching using 
keyword

N=12

B

C
A

Fig. 1. Summary of navigation techniques in Facebook desktop version
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their tasks. However, none of the participants are classified under region A and B in
Facebook mobile version. In addition, majority of participants used searching tech-
niques in screen reader in performing their tasks in mobile version Facebook layout.
The plotted spectrum for desktop version Facebook web layout look more composite
compare to spectrum for mobile version Facebook layout. As discussed earlier,
Facebook desktop version is classified as complex layout however Facebook mobile
version is classified as non-complex layout. The plotted spectrums in Figs. 1 and 2
clearly shows that navigation techniques used by VI users are strongly influenced by
complexity of web layout. The selection of their navigation techniques created comfort
zone among VI users to continue with their navigation activities. If the web layout is
less complex, single navigation techniques employed by the VI users. However, they
encountered multiple failures and not able to reach to their destination point if they
used single navigation techniques in Desktop version Facebook layout. Therefore, VI
users used multiple techniques in Desktop version and it directed them to their desti-
nation point more rapidly. This shows that the complication of web content strongly
influences their navigation pattern.

This study also discovered that there is strong effect of information scent in VI
users’ navigation behavior and this become the hidden reason of adapting various types
of navigation techniques in complex and non-complex layout. Information scent is part
of information foraging which had been discussed by researchers [24–30]. However,
there is only limited research had discussed the important and the influence of infor-
mation scent during the navigation activities among VI users such as Takagi [23] and
Vigo [27]. Contrary to the recent research by Vigo [30], this study proven that VI
users’ navigation techniques is depends on layout complexity where it strongly
influenced by information scent. This unexpected finding provides useful evidence
about information scent which previously applied among sighted users only.

Browsing

Searching techniques in 
screen reader

General searching using 
keyword

C

N=12

Fig. 2. Summary of navigation techniques in Facebook mobile version
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6 Conclusion and Future Work

In this research, analysis of navigation techniques were carried out in complex and
non-complex layout by using spectrum. Slone [22] employed this method to group the
participants based on pattern similarity. This method had been modified to the form
which is suitable to convert the qualitative data collected from VI users’ navigation
techniques in this study. This method able to show the relationship between navigation
techniques and complexity of web page which it make visually accessible. This is very
rare approach introduced by Slone [22]. This effort provided a new frontier in ana-
lyzing qualitative data in more efficiently. This study also has discovered the influence
of information scent and this become the reason of adapting multiple techniques in
complex layout. This research responded the needs to further investigate the influence
of information scent in order to explain VI users’ navigation behavior in more detail.
To conclude, this research outcome will provide insights into VI users’ navigation
behavior especially for user interface designers who want to have better understanding
on how VI users who solely depend on screen reader navigate in complex and
non-complex web pages.
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Abstract. The DengueViz is a knowledge-based expert system integrated with
parallel coordinates as its visualization technique to diagnose dengue. The
dengue diagnosis results includes the dengue classifications and their probability
according to the interactions of users with the system. The knowledge base of
this system consists of 140 rules for the classification of dengue. The integration
of parallel coordinates visually presents the large amount of dengue information
into a single visualization, where data interactions such as the selection of axes,
filtering and highlighting reduces the clutter for it to be more comprehensible
and enhances the correlation between the attributes of the information.

Keywords: Dengue � Knowledge-based expert system � Information
visualization � Parallel coordinates � Visual data interactions � Dengue
classification � Probability diagnosis

1 Introduction

Dengue is one of the most rapidly spreading mosquito-borne viral diseases in the
world, with an estimation of 3.9 billion people across 128 countries at risk of dengue
infections worldwide [1]. In Malaysia, there was an average of 110 dengue cases each
day and 28 deaths per month in 2015; this was more than a 50% increase in the number
of deaths compared with the previous year [2]. In 2016, the trend was expected to
continue rising with the increasing number of dengue cases, where the Malaysian
Ministry of Health had expected the number of dengue cases to spike between the
months of June and August [3].

One of the root cause of the upward trend in the number of dengue cases and deaths
despite the many efforts of the World Health Organization (WHO) [1], government and
non-government organizations in prevention and control of dengue transmission is due
to the characteristics in the classification of dengue infections which are similar to those
of influenza and other diseases such as Chikungunya and Malaria [4]. Therefore, clinical
diagnosis of dengue is often difficult; the dengue infection would have most probably
evolved to a more severe form by the time a diagnosis is made, which significantly
increases the mortality rates of dengue patients [1]. In addition, when dengue is not
diagnosed accurately, proper dengue patient management could not be provided,
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exposing the dengue patient to bites from female Aedes aegypti mosquitoes. When the
infected mosquito bites another person, the dengue virus will be transmitted [1], leading
to a higher risk of the widespread transmission of dengue virus in the neighborhood.

In order to overcome the problems mentioned above, the main aim of DengueViz is
to assist in the diagnosis of dengue from the clinical and blood test characteristics of
patients by integrating parallel coordinates as the information visualization technique
into the knowledge-based expert system. The outline of the rest of the content is as
follows: Sect. 2 Literature Review – describes expert systems, dengue diagnosis,
parallel coordinates as an information visualization technique; Sect. 3 Methodology –

describes the process flow of the system; Sect. 4 Implementation – describes the
implementation techniques of the components of the knowledge-based expert system
and the plotting of parallel coordinates; Sect. 5 Results – explains the end products of
the system; and Sect. 6 Conclusion summarizes the system.

2 Literature Review

2.1 Expert Systems

Knowledge-Based Expert System. An expert system is one of the branches of arti-
ficial intelligence, where the system is capable of stimulating behaviors of (human)
experts in reasoning and problem-solving using its domain-specific expert knowledge
base [5]. Its high performance and responsiveness in distributing expertise in a reliable
and consistent manner provides quality problem solving in its expert domain. Although
its application is capable of solving real world problems, the expert system is limited to
the extent of knowledge provided. This means, an inadequate knowledge base will still
produce inaccurate or inefficient solutions.

The knowledge-based expert system provides the system with its ability for dengue
diagnosis and classification from the clinical and blood test characteristics of patients.
The two main components in knowledge-based expert system are described below:

• Knowledge Base. The knowledge base of an expert system contains the collection
of facts acquired and represented in a specific manner to be integrated and processed
by the inference engine of the expert system [6]. Typically, the knowledge base of
an expert system is developed from a combination of several verified sources,
including human experts, to provide sufficient knowledge of high integrity for the
reasoning of the inference engine in order to solve real-world problems. To assist in
the diagnosis of dengue, the knowledge base of DengueViz should contain clinical
and blood test characteristics for the classification of dengue.

• Inference Engine. The inference engine holds the reasoning ability of the expert
system based on the facts and rules from the knowledge base, through forward or
backward chaining mode [7]. If the goal of the system is not known, the inference
engine implements the forward chaining mode, where rules from the knowledge
base are applied to produce possible outcomes as its goal; on the contrary, if the goal
is known, the inference engine applies its rules to prove the desired outcome in a
goal-driven backward chaining mode, to avoid any superfluous reasoning paths [7].
The goal of DengueViz is the classification of dengue, hence it implements the
backward chaining mode.
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Applications in Medicine. One of the earliest knowledge-based expert system in the
field of medicine was developed in 1974 at the Stanford University, called MYCIN,
which was developed to diagnose bacterial infections [8]. The efficiency of MYCIN
was demonstrated with a series of successful experiments by the developers, proving
the capabilities of medical expert systems in generating an accurate diagnosis, as well
as providing drug prescriptions at the dosage adjusted for each patient according to the
patient’s health and conditions [8]. Since then, more expert systems have been
developed in this field to improve the quality of healthcare all around the world. Main
applications include the replication and transfer of knowledge from experts to the
public, with roles in disease diagnosis, medical procedure interpretation, and prediction
of medical complications and instructions of proper medical care [5].

2.2 Dengue Diagnosis

Dengue Clinical and Blood Test Characteristics. Clinical characteristics of dengue
include: sudden high fever of 38.5°C and above; severe headache; pain behind eyes;
muscle or joint pain; rash; abdominal pain; bleeding from gums nose, or mouth; skin
bruising; anorexia; vomiting or nausea; fatigue or lethargy; black stools; lymph node
enlargement; liver enlargement; shock; and positive tourniquet test [4]. Besides the age
of patient and duration of fever, blood test characteristics include: platelet count (/
mm3); white blood cell count (WBC) (/mm3); hemoglobin count (g/dL); hematocrit
levels (%); aspartate aminotransferase count (AST) (units/L); and alanine transaminase
(ALT) (units/L) [4].

While the WHO publication serves as useful guidelines for dengue classification,
the characteristics are still considered not specific enough [9], causing dengue to often
be misdiagnosed as other diseases. To get a better insight on the dengue characteristics,
dengue-related research journals are studied and summarized, as in Table 1 below.
Common characteristics are noted, where they appear in more than one research journal
and affect the majority of the sample size of that particular research.

Table 1. Common characteristics in dengue classification for adults and children

Researchers Location Description Common characteristics

Watt et al., 2003 [10] Thailand Dengue in adults • Headache
• Muscle joint pain
• Rash
• Bleeding
• Decreased platelet count
• Increased AST and ALT

Chang et al., 2009 [11] Taiwan
Mitra et al., 2017 [12] India

Xuan et al., 2004 [13] Vietnam Dengue in children • Headache
• Vomiting
• Anorexia
• Abdominal pain
• Rash
• Skin bruising
• Bleeding
• Decreased platelet count
• Increased AST and ALT

Pongpan et al., 2013 [14] Thailand
Pone et al., 2016 [15] Brazil
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Dengue Classifications and its Probabilities. According to WHO, classifications of
dengue include: Dengue Fever, Dengue Hemorrhagic Fever (a more severe form of
dengue fever with the presence of bleeding), and Dengue Shock Syndrome (the most
severe form of dengue fever with the presence of shock or plasma leakage) [4].

For an increased specificity in the dengue diagnosis in DengueViz, each dengue
classification will be generated along with its probabilities respectively. The probability
of each classification is derived from the sum of the certainty points associated with
each clinical characteristic. The default value for the certainty point of each charac-
teristic is 1; the value is increased with the increase in severity and importance of the
characteristic. The certainty points for each characteristic according to their respective
dengue classification is summarized in Table 2 below.

2.3 Integrating Parallel Coordinates Visualization

The main aim of information visualization is to visually present data in a way that is
more intuitive and comprehensive, in a format that could be easily recognizable,
navigated and managed, while preventing information overload [16]. One of the most
suitable information visualization technique for presenting a large amount of data with
multiple attributes is the parallel coordinates. The scalability of its framework allows as
many axes to be plotted as required [17]. However, the visualization of large multi-
dimensional data tend to look messy and too complicated to comprehend. Therefore,
visual data interactions is an important part of the visualization to find correlation
between the information.

Table 2. Clinical characteristics of dengue and their certainty points

Classification Clinical characteristics Certainty
points

Remarks

Dengue fever Sudden high fever 2 Common dengue
characteristicsSevere headache 2

Pain behind eyes 1 Default points
Muscle or joint pain 2 Common dengue

characteristicsRash 2
Abdominal pain 2
Vomiting or nausea 2
Anorexia 2
Fatigue or lethargy 1 Default points
Positive tourniquet test 6 Preliminary dengue test

Dengue
hemorrhagic Fever

Skin bruising 10 Blood below skin
Bleeding from gums nose,
or mouth

12 Hemorrhagic indicator

Black stools 10 Blood in stools
Dengue shock
syndrome

Lymph node enlargement 15 Internal organs affected
Liver enlargement 15
Shock 25 Shock indicator
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There are many interactions that could reduce the clutter in parallel coordinates;
common interactions include deletion and addition of axes, highlighting and filtering of
data [18]. A brief overview of the interaction techniques in DengueViz are explained
below:

• Deletion and addition of axes: allows unnecessary information to be temporarily
taken off the parallel coordinates and added back whenever required with ease [18].

• Highlighting: helps bring to attention only important details in the parallel coor-
dinates [18].

• Filtering: presents only a range of data values to be further analyzed in detailed as
well as shows the differences between filtered and unfiltered data values [18].

3 Methodology

The system flow will be explained in a chronological order of 4 parts as shown in the
Fig. 1 above:

• The knowledge base of DengueViz is first filled with knowledge extracted from
expert sources, i.e. research journal and WHO publications, in forms of IF-THEN
rules.

• Users interact with the system either through visual queries, or import a CSV
dataset of dengue information for the visualization in parallel coordinates. The
user’s inputs are passed to the inference engine of the system.

• The inference engine then processes the information and checks the knowledge base
for rules that match the conditions of the user’s inputs. For inputs that match more
than one rule, the certainty points from each rule is combined to obtain the prob-
ability of the related dengue classifications.

• Finally, the inference engine returns the results to the user interface, displaying the
dengue diagnosis in terms of its classification and probability. The parallel coor-
dinates visualizes the information with parallel coordinates along with the newly
generated dengue diagnosis.

Fig. 1. System flow

54 J.Y.L. Ooi and J.J. Thomas



4 Implementation and Experiments

4.1 Knowledge Base

The knowledge base contains the characteristics for the classification of dengue in the
diagnosis process, as facts derived from the WHO publications and research journals.
The facts are stored in the form of IF-THEN rules. There is a total of 140 rules in the
knowledge base of the system, each containing a different combination of clinical and
blood test characteristics for the respective dengue classifications.

There are certain conditions that must be adhered in the implementation of the
knowledge base. For a disease to be classified as Dengue Fever in the system, the
sudden high fever clinical characteristic must be present, accompanied by at least 2
other clinical characteristics [4], as referred from the dengue fever classification in
Table 2 above. As Dengue Hemorrhagic Fever is a more severe form of Dengue Fever
[4], the conditions in the Dengue Fever rules must first be fulfilled and similarly, the
Dengue Shock Syndrome is a more severe form of the Dengue Hemorrhagic Fever and
the same condition applies. The relationships between the 3 dengue classifications are
illustrated in the Fig. 2 below.

Fig. 2. Relationship between the dengue classifications
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4.2 Inference Engine

In DengueViz, the C Language Integrated Production System (CLIPS) expert system
shell [19] is integrated to play a role as its inference engine. CLIPS provides a
ready-made framework for the development of the expert system inference engine,
without its knowledge base [20]. As CLIPS runs from only a command line interface
(CLI), an additional extension library, CLIPSJNI [19] is required to run it in a Java
environment for the graphical user interface (GUI) of the system.

The main role of the inference engine is to check for rules with conditions matching
the user’s inputs. From the rule structure of the knowledge base as discussed above, it
is common that there is more than one matching rule especially when more charac-
teristics are selected by the user. As several rules are matched at the same time,
probability for the respective dengue classification is calculated as mutually inclusive
events, represented by the following mathematical expression:

Probability DFð Þ ¼ 100 cer1þ cer2ð Þ � cer1� cer2ð Þ
100

ð1Þ

; where cer1 and cer2 are probabilities from rules 1 and 2 respectively.

Example. Some rules from the knowledge base of the system are described below for
this example, where the clinical characteristics and certainty points of the character-
istics are referred from Table 2 above. The sum of certainty points from each char-
acteristic is used to provide a probability value in classifications for each rule
respectively.

Rule 1: If sudden high fever, severe headache and rash is present, then dengue
diagnosis is dengue fever with a probability value of 6.

Rule 2: If sudden high fever, severe headache, rash, and skin bruising is present, then
dengue diagnosis is dengue fever with a probability value of 6 and dengue
hemorrhagic fever with a probability value of 12.

Rule 3: If sudden high fever, severe headache, rash, skin bruising, and shock is pre-
sent, then dengue diagnosis is dengue fever with a probability value of 6 and
dengue hemorrhagic fever with a probability value of 12 and dengue shock
syndrome with a probability value of 25.

From the rules above, if the patient experiences sudden high fever, severe head-
ache, and rash, it fulfils the conditions of Rule 1. Therefore the dengue diagnosis is a
6% probability of Dengue Fever.

Later, if the patient starts experiencing skin bruising, it would match the conditions
of both Rules 1 and 2. To calculate the new probability of the Dengue Fever classi-
fication, the Eq. (1) above is used. The dengue diagnosis is now an 11.64% probability
of Dengue Fever from the probability calculated in (2), with a 12% probability of
Dengue Hemorrhagic Fever.

Probability DFð Þ ¼ 100 6þ 6ð Þ � 6� 6ð Þ
100

¼ 11:64% ð2Þ
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If the condition of the patient worsens with the presence of shock, it would match
the conditions of Rules 1, 2, and 3 as above. The new Dengue Fever probability would
be 16.94% as calculated in (3), and 22.56% for the probability of Dengue Hemorrhagic
Fever as in (4), with a 25% probability of Dengue Shock Syndrome.

Probability DFð Þ ¼ 100 11:64þ 6ð Þ � 11:64� 6ð Þ
100

¼ 16:94% ð3Þ

Probability DHFð Þ ¼ 100 12þ 12ð Þ � 12� 12ð Þ
100

¼ 22:56% ð4Þ

The certainty point of the rules are then doubled if the patient belongs to a more
vulnerable age group, such as a child or elderly, or has blood test results that deviates
from the healthy range. For example, if the patient above is a child with sudden high
fever, severe headache, and rash, the probability of Dengue Fever would be calculated
as in (5), resulting in a 21.93% probability.

Probability DHFð Þ ¼ 100 11:64þ 11:64ð Þ � 11:64� 11:64ð Þ
100

¼ 21:93% ð5Þ

4.3 Plotting the Parallel Coordinates

The parallel coordinates is plotted using the Java Graphics 2D library, each element
had to be plotted individually according to the following implementation flow as
below:

• Read dataset. The dataset from the CSV file of patient information is first pro-
cessed. Each attribute is plotted as the axes, and each data row is plotted as the data
line of the parallel coordinates.

• Axes plotting. The number of axes in the parallel coordinates depends on the
number of attributes in the CSV file. Each axis is labelled according to the attribute
it represents, with data tics as labels to represent data values in the attributes.

• Data line plotting. Data lines are plotted to show the relationships between the
dengue information attributes. As data lines are plotted from one axis to the other,
their positions in each axis should always be noted to plot a continuous line in the
parallel coordinates.

4.4 Visual Data Interactions

The system allows three basic parallel coordinates interactions. As the interactions are
only mouse-related events, they are registered by the system using the Java Mou-
seEvent library. The visual data interactions are implemented as below:

• Filtering. The main aim of the filter is to isolate a range of data value in the selected
axes. The filter (upper and lower) boundaries are at the highest and lowest points of
the axes by default. However, the boundaries can be changed by mouse dragging
motion over the upper or lower boundaries. Filtering changes the color of data
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values outside the filter boundaries to a lighter color to allow a better visibility of
the selected data value range.

• Highlighting. The highlighting brings attention to only one or more selected data
value in the parallel coordinates. By mouse hovering over the data line, it temporarily
changes it to a brighter color to provide a preview. By clicking on the data line, the
data line is highlighted, and the mouse is free for other interactions. Clicking on the
same data line again reverts the highlighted data line to its original state.

• Axes selection. The list of attributes in the dataset of the dengue information is
displayed at the side of the system application window as checkboxes for each
individual attribute. Selecting the checkbox enables the attribute to be plotted as an
axis in the parallel coordinates and vice versa.

5 Results

Following the implementation, the final result is a system capable of producing a
dengue diagnosis of the dengue classifications with its respective probabilities, inte-
grated with the parallel coordinates as the information visualization technique.

Figure 3 above shows a screenshot of the system at default state where no visual
data interactions had been applied. The panel at the utmost left shows the list of
attributes in the CSV file of dengue information in checkboxes. All the checkboxes are
selected by default; this means all the attributes are plotted as the axes of the parallel
coordinates. As for the parallel coordinates, the axes and its labels are in blue, whereas
the data lines are in dark blue. The red triangles at the top and the bottom of the axes
shows the upper and lower filter boundaries respectively. The legends of the parallel
coordinates are displayed at the bottom of the window for reference purposes.

Fig. 3. Parallel coordinates prior to any data interactions
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The Fig. 4 above shows the parallel coordinates after applying visual data interac-
tions. As only several attributes are selected from the left panel, only several axes plotted.
The positions of the filter boundaries have been moved, the data lines outside the filter
boundaries are in light blue to differentiate them from the filtered data lines. In this case,
the filter boundaries only select dengue patients between the ages 0–12. After filtering,
there are only 4 patients left. One of the data line is orange in color to demonstrate the
highlighting of the selected data line. The parallel coordinates displays the Dengue Type
and the Probability axis to show the classification of dengue and its probabilities in
percentages accordingly, as diagnosis results generated from the inference engine of the
system.

6 Conclusion

In conclusion, DengueViz demonstrates its capabilities in assisting dengue diagnosis
by generating the dengue classification with its probability respectively; integrating the
diagnosis results to the parallel coordinates for information visualization purposes. The
terms probability is associated with the diagnosis result as an indication that the system
is still in its prototyping stage, and it is not able to replace a medical care expert. More
testing in the real world environments are required to improve the accuracy and the
reliability of the system. However, it is able to assist medical care experts in making a
more informed decision on dengue diagnosis so that the suitable treatment can
administered to the patient.
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Abstract. In the rapid development of science and technology, indigenous
knowledge needs to be preserved to avoid the extinction of knowledge.
Indigenous knowledge can be defined as the knowledge that is being used by the
local people in a certain community to live. The indigenous knowledge that is
widely used in Malaysia is the Malay Confinement Dietary (MCD). Confine-
ment is the restrictions that are placed on the diets and practices for the mothers
during the month right after the delivery of their baby. Mothers in confinement
needs to consume confinement dishes to restore back their health. However,
mothers in confinement might not get the correct nutrients due to the intake and
preparation of the confinement dish. The knowledge of the intake and prepa-
ration of the confinement dish are based on the knowledge and experiences of
the midwives which will lead to data extinction if it is not being preserved.
Therefore, ontology framework to preserve the knowledge of the intake and
preparation of MCD is proposed in this paper. By preserving this kind of
knowledge, it can be valuable and useful for the future generation to get to know
previous generation’s practice regarding MCD.

1 Introduction

In general, science and technology are two different disciplines, but they form a tight
relationship among each other especially for research and development of society. The
objective of science is to organize and grow knowledge by constructing and testing
theory based on acknowledged and significant data. The objective of technology is to
apply the findings to produce goods and services or to enhance the techniques used in
industry or science. Indigenous knowledge (IK) cannot be left aside even in the rapid
evolution of science and technology. The term ‘indigenous knowledge’ is defined as
the knowledge systems developed by a society which adverse to the scientific
knowledge that is commonly known as ‘modern’ knowledge [1]. In Malaysia, one of
the IK that widely being practiced up until today is Malay Confinement Dietary
(MCD). IK plays a big role in the MCD. Confinement is defined as the restrictions
placed on diet and practices during the month right after delivery. During the con-
finement period, consumption of certain foods helps in improving or recovering health,
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while other foods are restricted as they might cause illness either immediately or in the
future [2]. Usually, mothers in confinement will need nutrients like carbohydrates,
proteins, fats, minerals (mainly calcium and iron), vitamins, and water [3]. This
nutrition can be found in the foods taken by the mothers in confinement [4].

However, the intake and preparation of the foods may affect the number of nutrients
in food. When preparing the confinement dish, the number of nutrients in food is
reduced. In other words, nutrient is altered from the food when it is exposed to oxygen,
light or heat. Moreover, nutrients can also be completely conveyed out of food to the
fluids that are introduced during a cooking process [5]. As an example, when boiling
mud crabs in the plain water, the nutrients from the mud crab will be transferred to the
broth. The broth is compact with nutrients and benefits of the mud crab like curing
dengue fever [6] Besides that, the right way for the intake of confinement dish helps in
nutrient absorption. Nutrient absorption takes place when digestive bacteria and
enzymes work together to breakdown foods into molecules. Most of these molecules
enter the blood stream that will eventually give benefits to the body [7].

Apparently, the information of the intake and preparation that need to be integrated
with MCD is going to an extinction because the distributed, disorganized and unap-
proved information is not been preserved [8]. Hence, an ontology model is being used
to preserve this knowledge. An ontology comprises of a illustrational terminology with
express meanings by the implications of the terms in the terminology in addition to a
group of definite proverbs which restrain the understanding and refined use of these
terms [9]. An ontology can be helpful in depicting and characterizing the information
of knowledge and making it simple for individuals to learn and convey the structure of
information [10]. Furthermore, ontology is utilized for computational derivation as in
breaking down the algorithms, inputs and outputs of implemented systems and internal
structures to theoretical and conceptual terms. Besides that, ontology plays a big role in
advancing correspondence between executed computational system, human and
amongst people and actualized computational systems [11].

Currently, there is an existing ontology model that represents the nutrients required
for mothers in postpartum period. The ontology model is then integrated with the
phytochemicals from herbs, fruits and vegetables along with the colors of the phyto-
chemicals in MCD ontology model. However, the current ontology model does not
emphasize on the intake and preparation of MCD [12]. Therefore, if the intake and
preparation ontology can be integrated with the current MCD ontology, mothers in
confinement are able to know methods of preparing the dish and what is the appropriate
intake needed according to the midwives’ knowledge. Hence, this paper intends to
construct ontology framework of intake and preparation for MCD that can be integrated
with the existing MCD ontology model to preserve the knowledge held by the tradi-
tional midwives.

2 Knowledge

Knowledge is defined as facts, information and skills required through experience. As
per stated by Miller and Bakrania [13], knowledge can be divided into tacit and
explicit. Explicit knowledge comprises of rules, facts, policies and relationships which
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can be organized in electronic form or paper like manuals, documents, databases and
procedures which is very easy to be disseminated to others [14–16]. In addition,
journals, books and other information that can learned from the computer can be
categorized as explicit knowledge. Meanwhile for tacit knowledge, it is defined as the
knowledge that governs personal skills, and its transfer requires face-to-face contact or
even coaching [16]. This type of knowledge is usually hard to be disseminated to
another individual by writing it down or verbalizing it as it can be found in the minds of
human like cultural beliefs and mental models [14, 17]. For example, tacit knowledge
can be the knowledge that a child learned from their mother how to chew food based on
his personal experience.

Tacit knowledge is the intuitive knowledge which is rooted in context, experience,
practice and values. This type of knowledge is also hard to communicate as it is
transferred through socialization and mentoring. One of the example of tacit knowledge
is the indigenous knowledge. Based on [18, 19], IK is a form of knowledge that being
utilized by the local people in certain group in order to live. IK can be disseminated via
laws, songs, stories, legends, rituals and folklore. Furthermore, IK adopts a holistic
approach as it exists in all aspects of life [20]. The existence of IK is crucial for the
protection and the development of biodiversity [21, 22]. Barker [23] stated that, IK is
more specialized to natural resources like the knowledge of plants, trees, animals, folk
medicine, health and nutrition. However, this type of knowledge varies based on the
geographical area [24]. Different area might have different cultural beliefs and
knowledge because IK depends on the knowledge of the people for them to adapt with
the area they are staying. These IK can be preserved through the knowledge man-
agement technique.

3 Knowledge Management and Ontology

When it comes to knowledge management, it is the process that integrates the tacit and
explicit knowledge. Recapping about these two types of knowledge, tacit and explicit
knowledge are very dependent with one another. Explicit knowledge implies the means
of “collecting” the knowledge management methodologies, while on the other hand,
tacit knowledge implies the means of “connecting” knowledge management method-
ology [25]. Knowledge management is the process of managing tacit and explicit
knowledge and their activities that supports the entire process of discovering, illus-
trating, disseminating and use of knowledge [26]. According to Ruggles and Holt-
shouse [27], one of the vital characteristics of knowledge management is representing
knowledge in documents, databases and software. For the sake of representing
knowledge, conceptual models will be developed based on the decisions which is the
modelling of knowledge. Knowledge modelling according to [28] is an interdisci-
plinary field that extents the approaches to obtain, clarify, evaluate, apprehend, model
and express knowledge in a way to ease its preservation and to guarantee that it can be
accumulated, replaced, makeshift, disseminated and reapplied.

Therefore, an example of knowledge model that is widely used is ontology [29].
According to [30], there are two different views on the term “ontology” which are the
philosophical roots view and in its application to computer science. In the view of

64 N.L. Lazim et al.



philosophical roots, philosophers are more interested in the philosophical ideas. In the
context of its application to computer science, ontology engineers focus more on how
ontologies can be used to illustrate, use and disseminate pieces of domain knowledge
and how they can be applied in application. Hence, ontologies are the pieces of domain
knowledge that will be developed in a machine interpretable language. [31–33] agreed
with the proposed definitions that explains ontology in the computer science aspect:
“An ontology is a formal and explicit specification of a shared conceptualization”.
Ontology is important as it explains the most commonly used terms in a specific
domain which leads to constructing a skeleton and it allows the dissemination of
knowledge. In Malaysia, the IK that is widely used among the Malays is the Malay
Confinement Dietary (MCD) which can be preserved by using ontology.

4 Malay Confinement Dietary

MCD is the prohibition from consuming a numerous food items. Malays believe that
foods are divided into ‘hot’ and ‘cold’. After giving birth, it is believed that mothers
lost a lot of ‘hot’ blood, thus, mothers need to balance the ‘hot’ and ‘cold’ states within
the body through heat therapy [34, 35]. The heat therapy involves the consuming of
‘hot’ foods during confinement. Furthermore, mothers in confinement need to cover
back the nutrients that they have lost due to giving birth. Mothers in confinement will
need nutrients like carbohydrates, proteins, fats, minerals (mainly calcium and iron),
vitamins, and water [3]. These nutrients can be found in the food intakes of confine-
ment dietary. However, mothers in confinement might not get the correct nutrients due
to the lack of knowledge of the volume of intake and the preparation method of the
confinement dietary [36, 37]. The intake of confinement dietary is crucial for mothers
to know during their confinement period. The intake in this research covers the time for
a particular food needed to be taken for a mother to achieve the correct nutrients for
their body. Most of the intake knowledge can only be fetched from midwife’s expe-
rience [38]. Besides that, the preparation of confinement dish is as important as the
intake because these preparation methods may lead to the loss of nutrition. Preparation
of the confinement dish can be classified to five different processes which are, freeze,
dry, cook, cook and drain, and reheat. The 2-D column representation in Figs. 1 and 2
below show the nutritional loss due to the preparation of the confinement dish [39].

Based on the data, most of the vitamin lost from the preparation of food is when it is
dried up, but there are no minerals lost. However, a mineral lost the most is when the
food is cooked and drained. Besides the method of preparation for the confinement dish
which is stated before, this study also focuses on intake of the food. According to [35]
mothers in confinement are just permitted to eat grilled meat or fish with rice. They are
not allowed to eat oily or fried foods along with drinking cold water as they disrupt the
blood circulation and cause muscle aches and back pain [40]. However, since this tacit
knowledge of how the food should be prepared and taken, traditional Malay midwives’
advices are needed according to the food data had been collected by the previous
ontology knowledge model by [12].
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5 Designing Ontology Framework

A research methodology is supposed to support the overall of research development. In
this paper, the methodology that will be used for designing the ontology framework of
the intake and preparation of MCD consists of seven steps as shown in Fig. 3.

Fig. 1. 2-D column representation on the vitamins loss [39]

Fig. 2. 2-D column representation on the minerals loss [39]
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According to Fig. 3, the step of creating an ontology framework starts by defining
the domain or scope of the ontology model which is the MCD. Then the choice of
reusing existing ontology model which is An Ontological Model for Indigenous
Knowledge of Malay Confinement Dietary. Then the related terms of the intake and
preparation of MCD is listed down. The terms are divided into types and subtypes
where the type method of preparation has subtypes like steam, grill and boil. The type
and subtypes are defined based on the top-down development process where the type is
defined first then the subtypes which is then organized into a hierarchical taxonomy.
Furthermore, more details on the classes are defined such as the properties of the class
which is then became the slots of the class. The slots of each classes must be described
with the value type, allowed values, cardinality and other features. For example,
slot-value type for nutrient deficiency is number. Lastly, the individual instances of a
class are defined.

6 Intake and Preparation of MCD Ontology Framework

At this moment, the collection of intake and preparation for MCD is unorganized and
unstructured. There are few journals suggesting the food preparation for the mother in
confinement period. However, there is less information about the intake as it only can

Fig. 3. Steps in developing ontology model.
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be gathered through a tacit knowledge of Malay midwives. Hence, data collection
needs to be done to make the traditional Malay midwives’ knowledge explicit.

Nevertheless, in this framework, the main purpose the categories of intake and
preparation is taken from literature review. From the data collection and analysis, the
framework comprises of 2 main classes. The classes are the Intake and Preparation as
shown in Fig. 4.

The framework consists of the intake and preparation where the intake of MCD is
categorized to three subclasses which are the breakfast, lunch and dinner. Basically,
most of the basic food intake must be taken 3 times a day even though there are no hard
rules to say that it is must be that number. However, in this framework, food intake is
categorized into those 3 subclasses.

Meanwhile for preparation of MCD, it is divided into five classes which are freeze,
dry, cook, cook and drain, and reheat [31]. This preparation is important as the mother
need to have right amount of nutrient and mineral to heal faster. The most important
class of preparation is Cook. This Cook class can be divided into five subclasses which
are the steaming, microwaving, boiling, grilling and frying. According to [27], most of
the Malay traditional midwives would suggest that the method of preparation is
Grilling. However, the details of intake and preparation can only be gathered through
midwife’s experience. Hence, this framework can only be completed into an ontology
model once the interview with a traditional Malay midwife is done.

7 Discussion

If knowledge is not being preserved properly, it may lead to its extinction. In this paper,
intake and preparation of MCD is considered as knowledge that needs to be preserved.
This is because, mothers in confinement need to have right amount of nutrient and

Fig. 4. Suggested main class of ontology framework.
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mineral to heal faster. One of the ways to boost the nutrients and mineral is through the
foods taken during confinement. Hence, a proposal of the ontology framework is
hoping to overcome the problem. Based on the framework, the food intake will have a
relationship on how the food should be prepared. However, now, the classes in the
framework is just some main classes that are taken from literature review. It can only be
completed to a model after the data collection through interview with traditional Malay
midwives is done. In the interview later, for each food in the existing MCD model, the
intake and preparation method according to this framework will be gathered from the
knowledge of the midwives. Nevertheless, with this framework, it gives a clearer idea
on how to lead the interview with midwives to preserve the indigenous knowledge of
intake and preparation of MCD.

Acknowledgments. The authors are grateful from the support to this work financially by UiTM
Melaka.
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Abstract. This paper proposed a hybrid improved bacterial swarm optimiza-
tion (HIBS) algorithm by combining bacterial foraging optimization algorithm
(BFO) with particle swarm optimization (PSO) to improve the performance of
the classical BFO algorithm. Adaptive step size is introduced instead of fixed
step size by random walk of the Fire Fly Algorithm (FFA) in the tumble move of
the bacterium at the chemo-taxis stage of BFO. So that, the slow convergence of
the BFO algorithm is mitigated. PSO algorithm is acted as mutation operator to
attain the global best. So, the trapping out in the local optima by PSO is being
avoided. BFO algorithm is used to attain the local best optimality. The new
algorithm is tested on a set of benchmark functions. The proposed hybrid
algorithm is compared with the original BFO and PSO algorithm. It has been
proved that the proposed algorithm shows the significance than the classical
BFO and PSO algorithms.

Keywords: Adaptive step size � Bacterial Foraging Optimization � Particle
Swarm Optimization � Fire Fly Algorithm

1 Introduction

Bacterial Foraging Optimization (BFO) is a swarm intelligence algorithm used to solve
real time applications and engineering optimization [3]. Similarly, Particle Swarm
Optimization is also most successful swarm intelligence based algorithm in solving the
optimization problems for more than a couple of decades [18]. Moreover, the BFO
algorithm is being suffered by the slow convergence. This is due to the fixed step size
in the tumble stage of bacterium in BFO, it faces two serious issues:

(i) If the step size is very small then it requires many generations to reach optimum
solution. It may not achieve global optima with less number of iterations.

(ii) If the step size is very high then the bacterium reaches to optimum value quickly
but accuracy of optimum value is very low [12].

The PSO algorithm has its own limitations like ending up in the local minimum.
The underlying principle behind this problem is the fast rate of information flow

© Springer International Publishing AG 2017
H. Badioze Zaman et al. (Eds.): IVIC 2017, LNCS 10645, pp. 71–78, 2017.
https://doi.org/10.1007/978-3-319-70010-6_7



between particles, resulting in the creation of similar particles with a loss in diversity
that increases the possibility of being trapped out in the local optima resulting in
premature convergence. The premature convergence of the PSO algorithm and the slow
convergence of the BFO algorithm is mitigated by deploying the proposed hybrid
improved bacterial swarm (HIBS) algorithm.

2 Related Works

The combination of more than one swarm based meta-heuristic algorithms is hybri-
dized in order to yield the optimized solutions and better accuracy than the individual
algorithm. The classical swarm intelligence algorithms namely bacterial foraging
optimization (BFO), particle swarm optimization (PSO), ant colony optimization
(ACO), artificial bee colony (ABC) and fire fly algorithm (FFA) are being hybridized
among themselves by combining its continuous and discrete versions and they have
their own hybrid variants [8, 16, 19]. Similarly, the algorithm is being combining with
another algorithm to form the hybridized algorithms like BFO-PSO [4, 6, 7, 13, 15,
17], FFA-PSO [21]. In addition to that, they might be hybridized with the evolutionary
based algorithms to form the hybridized versions like GA-PSO [11], DE-BFO-PSO [4].

The key motivation of the hybridized swarm intelligence algorithm is to mitigate
the weaknesses of the individual algorithms. Biswas [4] proposed the hybrid BFO-PSO
algorithm in order to increase the convergence speed and accuracy of the BFOA
algorithm and at the same time, PSO algorithm is used as a mutation operator to attain
the global best value. This algorithm showed its effectiveness in solving certain difficult
real-world multimodal optimization problems. Bakwad [2] proposed BFO-pfPSO
algorithm in which all the bacteria position and direction are updated after all fitness
evaluations instead of each fitness evaluation in chemotaxis step. In order to accelerate
the global performance of BFO, the bacteria update their current positions by pfPSO
called as a mutation in which no velocity updates and also no inertia weights and
acceleration constants.

An Improved Bacterial Foraging optimization (IBFO) algorithm is introduced by
Yan et al [8]. Here, the social co-operation is introduced in order to guide the bacteria
tumbling towards better directions and also step size is adjusted adaptively using
decreasing step size. The BFO algorithm is hybridized with the PSO algorithm for
velocity updates and crossover DE for the position and adaptation is done in the step
size of chemotaxis is implemented as ACBSFO_DES in (Jarraya et al. 2013). In
ABFO_PSO algorithm, the step size is used to calculate the magnitude of the velocity
of the particle in PSO [1].

The hybrid BFO-PSO is used as the feature selection algorithm for detecting the
bundle branch block in which the size of the database used might be reduced gradually
and also classifier training time might be increased in [6]. In FABFO [9], the elimi-
nation –dispersal and reproduction steps are discarded in order to increase the speed of
convergence and time complexity is reduced. The feature selection of muzzle point
pattern of cattle is done by using the hybrid chaos BFO and PSO algorithm [17]. The
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hybrid BFO and PSO algorithm proved its state-of-the-art nature which is shown in the
recent research of feature selection of face modality in the multimodal biometric
recognition [7].

3 Proposed Methodology

The proposed Hybrid BF-PSO algorithm, a new algorithm that combines BFO with
PSO algorithm, is endowed with high convergence speed and excellent accuracy. The
combination of Bacterial Foraging Optimization and Particle swarm optimization
algorithms are merged to form hybrid BF-PSO algorithm to mitigate the weakness of
the individual.

This can be otherwise stated as the PSO performing a global search and providing a
near optimal solution very quickly which is followed by a local search by BFO at the
chemo taxis which fine-tunes the solution and gives an optimum solution of high
accuracy. PSO has an inherent disability of trapping in the local optima, but it has high
convergence speed whereas BFO has the drawback of having a very poor convergence
speed but the ability not to trap in the local optima [13]. The proposed Hybrid BF-PSO
method performs a local search through the chemotactic movement operation of bac-
terial foraging whereas the global search over the entire search space is accomplished
by a particle swarm operator. There are three major changes have been deployed in the
proposed Hybrid BF-PSO algorithm.

3.1 Adaptive Step Size in the Tumbling of Bacterium at Chemotaxis

The Step size C(i) is calculated in the tumble stage of the ith bacterium. It is used for
the bacterium movement with fixed step size value in the random direction within the
range of −1, 1. It delays in reaching the global solution. So, in the proposed BFO, the
fixed step size is changed into varying step size ranging between [0, 1] using the
random walk procedure of the firefly algorithm to reach the optimum at the earliest
convergence which is given as following:

C ið Þ ¼ a rand �1=2ð Þ ð1Þ

where a is the randomization variable, rand is a random number generator within the
range between [0, 1]. The step size C(i) is deployed into the given below, which is
responsible for the Tumble move of the ith bacterium.

hi jþ 1; k; lð Þ ¼ hi j; k; lð ÞþC ið Þ � ;j ð2Þ

where ϴi(j + 1, k, l) is the new position of the ith bacterium, ϴi(j, k, l)-previous
position of the ith bacterium, C(i)-step size, Øj–previous direction of the ith bacterium.

3.2 Local Best by BFO Algorithm

In the proposed HBF-PSO algorithm, the BFO algorithm is used for local search
whereas the PSO algorithm is influenced into the BFO algorithm as mutation operator
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in the reproduction stage of BFO, performing a global search and providing a near
optimal solution very quickly. The PSO algorithm has an inherent disability of trapping
in the local optima, but it has high convergence speed whereas BFO has the drawback
of having a very poor convergence speed but it has the ability not to trap in the local
optima [17]. The proposed Hybrid BF-PSO method performs a local search through the
chemotactic movement operation of bacterial foraging whereas the global search over
the entire search space is accomplished by a particle swarm operator. The BFO
algorithm is used to find the local best (pbest) in the HBF-PSO algorithm:

hi jþ 1; k; lð Þ ¼ hi j; k; lð ÞþC ið Þ � ;j ð3Þ

Pbest ¼ f hi jþ 1; k; lð Þð Þ ð4Þ

where ϴi(j + 1, k, l) is the new position of the ith bacterium, ϴi(j, k, l) previous
position of the ith bacterium, C(i)-step size, Øj –previous direction of the ith bacterium
and Pbest is the local best of fitness value of ϴi(j + 1, k, l).

3.3 Global Best by PSO Algorithm

The PSO algorithm is used to find the global best (gbest) value in the HBF-PSO
algorithm. PSO algorithm is acted as mutation operator in the BFO algorithm to update
the direction and position of the ith bacterium which is given as followings:

; jþ 1; k; lð Þ ¼ w � ; jð Þþ c1 � rand � pbest� h ið Þð Þþ c2 � rand � gbest� h ið Þð Þ ð5Þ

h jþ 1; k; lð Þ ¼ h j; k; lð Þþ ; jþ 1; k; lð Þ ð6Þ

where Ø(j + 1, k, l)– new direction of the ith bacterium, Ɵ(j + 1, k, l)-new position of
the ith bacterium, w-inertia weight, c1, c2 – acceleration constants, rand-random
number between the range[0,1], pbest- local optimum value, gbest-global optimum
value, Ɵ(j, k, l) previous position of the ith bacterium, Ø(j)- previous direction of the
ith bacterium. Positions and directions of the bacteria is updated by PSO algorithm only
after the chemo taxis stage in which all the fitness evaluations is done in the chemo
taxis.

The Database used for the proposed research is Bhosphorous hand image database.
It consists of 642 persons left and right-hand images. The left and right-hand images
belong to the same person in which each person has 3 poses of images from left as well
as right hands. Total of 642 � 2 � 3= 3,852 samples l, 828 samples of the left hand
and 816 samples of right-hand images are used for training. The sample images of the
left-hand and right-hand images with 3 poses are shown in Fig. 1. The segmenting of
the features of the hand can be optimised using segmentation strategy either by
boundary based or region based approaches [21–25].
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4 Results and Discussions

In order to test the effectiveness of the proposed HIBS algorithm, the performance of
the proposed HIBS algorithm will be evaluated by using the well-known four
benchmark objective functions and being compared with the performance of the
individual BFO, PSO algorithms which are also shown in detail in Table 1. It has been
observed that the hybrid BFO-PSO algorithm is performed better than the original BFO
and PSO algorithms on all the three benchmark functions except in the Ackley
function.

The Equal Error Rate (EER) value of HBF-PSO is compared with other hybrid
algorithms like Genetic Algorithm and Bacterial Foraging Algorithm (GA-BFO), GA-
Genetic Algorithm and Bacterial Foraging Algorithm and Particle Swarm Optimization
(PSO) using the Bhosphorous database along with the weighted sum score fusion.
Among all the algorithms, the HIBS algorithm is reported with the minimal EER value
0.03827 and 0.04371 for left and right hand based samples respectively. The

(a)  

(b) 

Fig. 1. Sample images from the hand database Bhosphorus (a) left-hand images of the same
person with 3 poses (b) right-hand images of the same person with 3 poses.

Table 1. Results obtained by BFO, PSO and HIBS (HBF-PSO) algorithms using benchmark
functions

Function BFO PSO HIBS (HBF-PSO)

F1-Rosenbrock 0.31628 0.63834 0.04371
F2-Ackley 3.7583 2.38452 3.2183
F3-Griewank 3.0254 3.8596 2.7563
F4-Rastrigin 4.2356 6.29718 3.38678
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Bhosphorus database comprises of 3852 samples. The Fig. 2 shows the EER value
comparison of HBF-PSO with other algorithms like GA-BFO and GA-PSO using
weighted sum score fusion. The Fig. 3 shows the EER value evaluation for BFO, PSO
and HBF-PSO respectively.

5 Conclusion

In this paper, the HIBS algorithm (Hybrid BFO-PSO) is proposed to mitigate the
individual weaknesses of original BFO and PSO algorithm. In addition to that, the best
fitness is achieved by adapting the step size in the tumble stage of bacteria at the
chemotaxis stage in the BFO algorithm using random walk procedure of Fire Fly
Algorithm (FFA). Moreover, the local best and global best is achieved by using BFO
and PSO respectively in the Hybrid Improved Bacterial Swarm (HIBS) algorithm. The
optimization performance of HIBS algorithm is tested with the set of benchmark
functions and compared with the original BFO and PSO algorithms. The results proved
that the proposed HIBS algorithm performed better on three benchmark functions out
of four functions.
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Fig. 2. EER value comparison of HBF-PSO with other algorithms like GA-BFO and GA-PSO
using weighted sum score fusion

Fig. 3. EER value comparison of HBF-PSO with other algorithms like GA-BFO and GA-PSO
using weighted sum score fusion
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Abstract. This paper is about the conceptual development of the Big Data
Quality Framework for Malaysia’s Public Sector Open Data Initiative
(My-PSODI). At the moment, there is a lack of Big Data Quality Framework in
existence particularly that is focusing on the specific context and needs of
Malaysia’s Public Sector Open Data initiative. Most of existing data quality
frameworks are catering the needs of traditional data types (i.e., structured data)
and are very generic in nature. Due to the explosion of big data which consists
mostly of unstructured data and structured data, and Malaysia’s vision of
leveraging data in modernizing its service delivery, a new framework addressing
the needs of Big Data for Malaysia is needed. Based on an extensive literature
review, we develop a conceptual framework and systematic methodologies of
how to construct the said framework to its fruition.

Keywords: Big data � Open data � Data quality framework

1 Introduction

In 2015, Malaysia was ranked 51st in the Open Data Barometer against ninety two
other countries in terms of our open data readiness, implementation, and impacts [1].
Malaysia’s standing in the said Open Data Barometer is indeed worrying. Malaysia was
ranked much lower than our neighbouring countries such as Singapore in 24th position,
the Philippines in 36th position, and Indonesia in 40th position.

The reasons for this are, in many aspects, some data champions in the ministries
and government agencies tasked with sharing their datasets for the Malaysia’s Open
Data portal (http://data.gov.my) still do not share their data, or if the data are shared,
they are not in machine-readable format such as still in PDF format. Further, data are
not timely available and updated, not free and not openly licensed, not accurate and in
general is of not good quality. Thus, we feel that this research is timely and set the tone
for Malaysia’s long term strategy in enhancing its open and big data quality strategy,
and also in improving its position in the Open Data Barometer ranking.
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2 Malaysia’s Public Sector Open Data Initiative (My-PSODI)

Malaysian Administrative Modernisation and Management Planning Unit (MAMPU)
or Unit Pemodenan Tadbiran dan Perancangan Pengurusan Malaysia) has been given
the mandate by the Government of Malaysia to spearhead the modernisation of gov-
ernment service delivery by leveraging on big data on the platform called Open Data
portal.

MAMPU, in its “Analitis Data Raya Sektor Awam (DRSA) - Strategi, Cabaran dan
Halatuju” document has stated that data readiness and data quality is one of the six
critical success factors for Malaysia’s Public Sector Open Data initiative [2, 3]. In
addition to that, MAMPU’s Data Engineering Process, in its Step 3 also placed high
importance on Data Acquisition and Exploration (see Fig. 1) and specifically men-
tioned on Data Quality issue (see Fig. 2).

As can be seen in the figures above, each data needs to be explored and verified its
quality before a “data exploration report” and “data quality report” can be produced.
However, this methodological approach has not been properly implemented and the
procedural way of exploring the data for ensuring and verifying its quality has not been
performed by the data champions. Thus, this research is imperative to be performed to
help data champions in the ministries and agencies specifically, and MAMPU generally
to ensure the data and datasets that they share with the Malaysian publics in the
My-PSODI are of high quality.

Fig. 1. Big data engineering process [Source: 2]
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3 Literature Review

Data is part of our everyday life and an essential asset in numerous businesses and
organisations [4]. The quality of the data (i.e., the degree to which the data charac-
teristics fulfill specific requirements) can have a tremendous impact on the businesses
themselves, the companies, or even in human lives. In fact, research and industry
reports show that huge amounts of capital are spent to improve the quality of the data
being used in many systems, sometimes even only to understand the quality of the
information in use. Considering the variety of dimensions, characteristics, business
views, or simply the specificities of the systems being evaluated, understanding how to
measure data quality can be an extremely difficult and challenging task.

3.1 Big Data, Open Data, and Government Data

Big data is defined as linkable information that has large data volumes and complex
data structures [5]. Gartner defined big data as “high-volume, - velocity and - variety
information assets that demand cost-effective, innovative forms of information pro-
cessing for enhanced insight, decision making and process automation.” [6]. Mining
big data for beneficial use requires capability of extracting valuable and quality
information from large datasets or streams of data that due to its volume, variety and
velocity [7]. The characteristics of big data include the “5Vs”: Volume, Velocity,
Variety, Veracity and Value. Open data is defined by its use. [29] defines open data as
“accessible public data that people, companies, and organisations can use to launch
new ventures, analyse patterns and trends, make data-driven decisions, and solve
complex problems”. On the other hand, government data is usually data created and
held by public authorities such as ministries and government agencies.

The different terms used to describe data (i.e., big data, government data, and open
data) can sometimes create confusion. Table 1 below shows the different and common

Fig. 2. The importance of data quality in the data acquisition and exploration stage [Source: 2]
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characteristics of big data, government data, and open data. In general, government
data and open data are almost similar except that not all government data are neces-
sarily available for public consumption, use and knowledge.

3.2 Consequences of Poor Quality Data

It is posited by [11] that the data quality rule remains “garbage-in, garbage-out,” where
one cannot expect accurate results based on inaccurate data, and therefore this rules
applies in the context of large datasets or big data too. With the huge volume of
generated data, the fast velocity of arriving data, and the large variety of heterogeneous
data, the quality of data is far from perfect [9]. Studies have shown that poor quality big
data is prevalent in large databases and on the Web which caused waste in resource,
low service efficiency and high costs in repairing the data and even causing severe
losses [10, 12, 16]. Since poor quality data can have serious consequences on the
results of data analyses, the importance of veracity (the fourth characteristic of big data)
and value of big data is increasingly being recognised.

It has been estimated that erroneous data costs US businesses 600 billion dollars
annually [1]. In some enterprises, they find data error rate of approximately 1%–5%,
and for some companies, it is above 30% [14]. The direct consequence of poor data
quality is in terms of the data cleaning process (discovering rules, detecting/checking
for inconsistencies, and data repairing) which will cost companies for about 30%–80%
of the development time and budget for improving the data rather than quickly using
the data for actual analysis, visualisation and decision making [9]. Therefore, it is very
vital that data quality is ensured and verified right from the earliest stage of data
preparation.

4 Conceptual Big Data Quality Framework

Currently, comprehensive analysis and research of data quality standards and quality
assessment methods for big data are still lacking [8]. Quality is basically defined as “the
degree to which a set of inherent characteristics fulfill the requirements” [15]. Other

Table 1. Big data, open data and government data [Source: 29]

Characteristics Big
data

Gov.
data

Open
data

Non-public data for marketing, business analysis, national
security

√ – –

Mostly still non-public data and information created and
gathered by government

– √ √

Public data from state, local and government √ √ √

Large datasets from scientific research, social media and other
non-government sources

√ √ √

Large public government datasets √ √ √
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people define quality as “fitness for use” [16] and “conformance to requirements” [17].
[18] claims that data are of high quality if they are fit for their intended uses in
operations, decision making and planning.

Data quality is said to be demonstrated through “data quality dimension”, which is
a set of data quality attributes that represent a single aspect of data quality and fifteen
data quality dimensions were identified [16]. These 15 dimensions are: believability,
accuracy, objectivity, reputation, value-added, relevancy, timeliness, completeness,
appropriate amount of data, interpretability, ease of understanding, representational
consistency, concise representation, accessibility, and access security.

Researchers such as [19] describe six evaluation criteria of data, namely authority,
accuracy, objectivity, currency, coverage/intended audience, and interaction/transaction
features of data. [20] study data quality and set up an emiotic-based framework for data
quality with 4 levels and a total of 11 quality dimensions. These 4 levels are syntactic,
semantic, pragmatic and social while the data dimensions are well-defined, compre-
hensive, unambiguous, meaningful, correct, timely, concise, easily accessed, reputable,
understood, and awareness of bias.

[21] propose six quality metrics of high quality data including currency, avail-
ability, information-to-noise ratio, authority, popularity, and cohesiveness. [22] sum-
marise the following data quality dimensions: accuracy, correctness, completeness,
currency, volatility, timeliness, consistency, accessibility, believability, reputation,
objectivity, value- added, relevancy, and ease of understanding. In more recent liter-
ature, [12] identifies the following data quality dimensions: accuracy, completeness,
timeliness, consistency, and relevancy.

[23] investigates data quality from the aspects of physical, empirical, syntactic,
semantic, pragmatic, social, and deontic quality. [13] propose the data quality attributes
of accuracy, integrity, consistency, completeness, validity, timeliness, and accessibility.
[24] claim that data quality have two dimensions: intrinsic and contextual dimensions.
From the intrinsic dimension, the attributes are accuracy, timeliness, consistency, and
completeness. Whereas, the contextual attributes are reputation, accessibility, believ-
ability, relevancy, value-added, and quantity. [25] highlights the data quality dimen-
sions as accessibility, appropriate amount of data, believability, completeness,
consistent representation, ease of manipulation, free-of-error, interpretability, objec-
tivity, relevancy, reputation, security, timeliness, understandability, and value-added.
[26] identify the data quality dimensions of accuracy, completeness, redundancy,
readability, accessibility, consistency, and trust.

5 The Proposed Big Data Quality Framework for My-PSODI

As shown by the brief literature review on data quality above, and as agreed by a
number of researchers such as [8, 12, 22, 24, 27] who argue that data quality is indeed
being presented in the literature as a multidimensional, and multifaceted concept. There
is no consensus among the various proposals, neither on the number of dimensions, nor
on their definitions or metrics of data quality. Further, [10] claim that nearly 200 terms
have been identified on data quality elements, and there is little agreement in their
nature, their definitions or even measures. In probably to ratify this issue, [24] suggest
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that the definition of data quality should be seen as “domain aware” and should be
defined by the data owners and users themselves.

According to [8, 9], data quality depends not only on its own features but also on
the business environment using the data such as who produces the data, the processes
surrounding the preparation of data, and also the data users themselves (i.e., what
specific purpose the data is used for). Generally, the principle of ‘the one whom
providing the data is the one who responsible for quality’ is commonly found [12].
However, the problem with this notion is that user’s requirements which are considered
to be important are not taken into account. This view is supported by [8] who argue that
data quality standards are regularly developed from the perspective of data producers
(data champions) instead of the data consumers (data users). Thus, in this research, we
are developing the big data quality framework by combining the perspectives of the
data producers (data champions), data drivers (the main government stakeholder), data
experts and also the data users themselves. Thus, the definition, dimension, elements,
and measures of data quality will be more comprehensive and holistic.

Furthermore, as to scope down our research, adapting from [8], the data quality
elements that we are proposing in the Malaysia’s Big Data Quality Framework for
My-PSODI are: Accessibility, Timeliness, Authorisation, Credibility, Clarity, Accu-
racy, Authenticity, Integrity, Consistency, Completeness, Auditability, Fitness for Use,
Readability, and Structure. These data elements are grouped into five data quality
dimensions of Availability, Usability, Reliability, Relevance, and Presentation
Quality [8].

Fig. 3. The proposed radar plot to measure the big data quality.
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The indicator of either the data is of highest quality or lowest quality will be
measured, assessed, compared and given by the data champions and data owners
themselves based on our to be developed metrics tool. Additionally, upon collating all
the data, the data champions or data owners would be able to provide a certain ranking
on their dataset according to a radar plot that we are also proposing (refer Fig. 3). For
example, in Fig. 3, the data champion would state that the Availability of their Dataset
1 is at DQ 4 level, the Usability of their Dataset 1 is at DQ 3 level, the Reliability of
their Dataset 1 is at DQ 2 level, Relevance of their Dataset 1 is at DQ 3 level, and the
Presentation Quality of their Dataset 1 is at DQ 1 level. This will easily provide a
snapshot of Dataset 1 is actually of poor quality overall. On the other hand, Dataset 2
will be relatively at a higher data quality rank as it scored 5 for Usability, 5 for
Relevance, 4 for Presentation Quality, 4 for Reliability, and 3 Availability.

6 Conclusion

“BigData andOpenData” areMalaysia’s latest ICT initiatives as supported by the Prime
Minister’s Office of Malaysia. Thus, this research is directly relevant and linked to the
Government Policy, namely the 11thMalaysian Plan for 2016 to 2020. The 11thMalaysia
Plan in its Chap. 9 on “Transforming Public Service for Productivity” emphasises on
leveraging data to enhance outcomes and to lower costs” [28].

The strategy to achieve this broad objective is by proliferating open data among
government ministries and agencies, encouraging cross-agency data sharing, and
leveraging big data analytics (BDA). For this task, MAMPU is appointed as the
strategic advisor for My-PSODI and play its role in modernising of government service
delivery.

The Public Sector Open Data initiative also allows the creation of new products
from the government based on the big data and will enhance the service quality which
takes into account the needs of the citizens. In broader sense, the Public Sector Open
Data initiative will not only improve service delivery, but also to help support the
Malaysia Goverment to achieve Vision 2020. The proposed Big Data Quality
Framework in this paper includes the data elements of Accessibility, Timeliness,
Authorisation, Credibility, Clarity, Accuracy, Authenticity, Integrity, Consistency,
Completeness, Auditability, Fitness for Use, Readability, and Structure. These data
elements are then grouped into five relevant data quality dimensions of Availability,
Usability, Reliability, Relevance, and Presentation Quality, accordingly. Thus, this
research is imperative and highly relevant as our proposed Big Data Quality Frame-
work will certainly facilitate better data analytics and meaningful decision making, and
subsequently help materialising the 11th Malaysia Plan, Vision 2020 and the longer
term vision of Transformasi Nasional 2050 (TN50).
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Abstract. Personalised medicine has been visualised as the ultimate healthcare
practise, as the treatment will be customised to the patient’s need. This will
eliminate the “one-for-all” approach, thus reducing the potential drug’s side
effects, ineffective drug doses and severe complications due to unsuitable drugs
prescribed. As the cost for genomics sequencing started to plummet, this con-
dition has driven extensive studies on many disease genomics, generating
genomics big data. However, without an in-depth analysis and management of
the data, it will be difficult to reveal and relate the link between the genomics
with the diseases in order to accomplish personalised medicine. The main reason
behind this is that genomics data has never been straightforward and is poorly
understood. Therefore, this paper purposely discusses how the advances in
technology have aid the understanding of genomics big data, thus a proposed
framework is highlighted to help change the landscape of personalised medicine.

Keywords: Big data � Personalised medicine � Data driven genomics

1 Introduction

Genome, the complete set of genes, contains DNA genetic makeup. Human has
approximately three billions DNA base pairs, organised in 23 sets of chromosomes. On
average, sequencing a whole human genome will yield approximately 100 gigabytes of
raw data [1]. In support towards personalised medicine, genomics studies are vigor-
ously carried out to help scientists understand the different pharmacological responses
between patients when they are subjected to the same medical treatment. Several
related genomics research areas [2–4] include pharmacogenomics (the study on how
genes affect the drug responses), functional genomics (the study on genes’ functions
and interactions at the level of DNA, RNA and protein) and computational genomics
(the use of computational analysis to interpret genomics data). With respect to per-
sonalised medicine, many disease research are concentrating on the study of genetic
variations and gene expression profiling, utilising thousands of genome, thus gener-
ating petabytes of biological data [5].

Personalised medicine main objective is to improve the diagnostic and treatment of
diseases at a molecular level in order to be able to tailor the medical treatment to one’s
personal need [6]. Thus, without the availability of reliable tools and systems to analyse
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abundant datasets, this will definitely be challenging. Nevertheless, progress in these
data-intensive genomics research, computational advances, and development towards
better healthcare management has uplift the biomedical research from hypothesis-
driven into a data-driven research paradigm.

Since the completion of Human Genome Project in 2003, the genomic research had
exposed new avenues to allow better understanding of human diseases, yet we are also
dealing with new problems due to the deluge of biological data within a short span of
time. With patients getting more control of their health information, this has impacted
the health decision and treatment. It is imminent that the future personalised medicine
will be genotype-guided.

The reduction of genomics sequencing cost is one of the keys that led to the massive
accumulation of diverse, digital data. These data or known as “Big Data” can no longer
be handled by the traditional database software; thus the urgency for reliable analytic
tools. Big data differs from the normal data based on these parameters (4V’s); volume,
variety, velocity and veracity. In terms of volume, the amount of biological data gen-
erated from genomics research may exceed beyond Exabytes (1 billion gigabytes). The
second ‘V’ is variety in which the data comes from many forms (structured,
semi-structured and unstructured) and sources (databases, digital health information,
publications, reports etc.); leading to a challenge to standardise the data. In addition,
velocity is also an important aspect since genomics data is increasing exponentially.
Veracity or authenticity, ensures data reliability without compromising the data security.

The genomics big data are now changing the way data is generally handled; i.e.
data storage, data integration, data management, data processing, data analysis and data
security. We envisioned the overall perspectives of the challenges associated with the
genomics big data in regard to personalised medicine, the solution from progressive
information technology and at the end of this paper, we will proposed a framework that
unifies the concepts and ideas to pave the way towards the genomics-dependent per-
sonalised medicine in this digital fourth industrial revolution (4IR) era.

2 Data Driven Genomics Challenges in Personalised
Medicine

Genomics research has been extensively carried out in the last decade, which includes
the Human Genome (HG) project, International HapMap project, Cancer Genome Atlas
[7], genome wide association studies (GWAS) [8] and 1000 Genome to name a few.
Human Genome project, for instance, aimed to complete the mapping of the entire
human genes to enhance a better understanding of the genes function and its correlation
to the human diseases [9]. Meanwhile, International HapMap project focused to identify
the patterns of the genetic variation in human that can be associated with certain diseases,
drug responses, health conditions and even variations that are influenced by environ-
ments [10]. In addition, Cancer Genome Atlas catalogued the cancer-linked genetic
mutations while Genome Wide Association Studies (GWAS) searched for genes
responsible for other diseases, i.e. diabetes, cardiac diseases and hypertension, by
comparing genetic variants frequency in people with and without the disease. The study
on human genetic variations is carried out in-depth by the 1000 Genome project.
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All of the mentioned projects are carried out purposely to bridge the gap in per-
sonalised medicine in the context of genomics. By definition, personalised medicine is
an individualised, genetic-guided approach that utilises predictive tools to determine
the health risks and to design personalised health plans in order to precisely manage a
patient’s disease or predisposition to disease [11]. As mentioned, the important pre-
dictive tools include big data capture and storage tool (to keep genomics big data and
medical records), collaboration tools (to allow data sharing among experts), predictive
analysis tool (to improve data analysis) and decision support tools (to guide treatment
decisions by the clinicians).

Despite having enormous collection of genomics data from the genomics research,
there are many challenges that we need to overcome before personalised medicine can
be implemented successfully. Among the challenges are (i) high cost to store data,
(ii) complex genomics data, (iii) lack of depositories, (iv) difficult data integration,
(v) limited analytical tools and (vi) concern on data protection.

2.1 High Cost to Store Data

One of the challenge is the cost to store data versus the cost to obtain data [5]. As
claimed by [12], storing genomics data is very much pricier due to the need for vast
computing power and advanced software tools. Handling massive amount of genomics
data not only require data storage solutions, it also need feasible computational algo-
rithms for genomics data assembly, data compression, parallel cloud computing as well
as practical protocols to secure private data within a cloud-computing environment. In
addition, getting more localised servers to handle the data is no longer a reasonable
solution due to limitations in data integration and mobility. Due to this, many scientists
opt to simply store the real sample and re-sequence the genes of interest (when needed)
rather than storing the data itself. This practise is discouraging, as there is a high
probability that when the data is not stored, it is also unlikely to be shared. As a result,
we will continuously have gaps in understanding the relationships between genes and
diseases. Nonetheless, for personalised medicine, we need to gather and analyse as
much personalised genomics data for the data to be significant, before any precise
decision on personalised medicine can be derived.

2.2 Complex Genomics Data

In addition, the genomics data is also complex and harder to define. At most time, there
are too many different variables interacting in which we do not have a good under-
standing of. For example, to pave the way towards personalised medicine for breast
cancer treatment, scientists need to analyse the data from many different aspects.
Genomics data had revealed that (i) individual with BRCA1 or BRCA2 genes muta-
tions have an increased risk of breast cancer [13] and (ii) individual expressing the
HER2 protein [14] are at greater risk of breast cancer recurrence. As such, these genes
have been used as one of the many predictive biomarkers in genetic screening test to
obtain a personalised genomics data. However, adding in data such as the analysis of
gene regulatory network to determine the expression of gene of interest, analysis of
pharmacogenomics datasets to depict the suitability for the drug therapy, combined
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with detailed family histories will lead to a very complicated problem before a con-
clusive decision can be made.

2.3 Lack of Depositories

Next, lack of depositories that can house the petabytes of data also becomes a limitation
towards realising personalised medicine. It is estimated that the completion of Inter-
national Cancer Genome Consortium (ICGC) and The Cancer Genome Atlas (TCGA)
project in 2018 will yield around 15 petabytes of data from 450 thousand individual
genomes [15]. In other words, a personalised genomics data particularly the human
oncology study had yielded more than 30 Gigabytes. This ultimately showed how
massive a genomic data can be, elevating the need for advance computational infras-
tructure, beyond the common technical capacity of any single site or server. In addition,
the depositories need to be able to sustain the data migration and allow access from
many different locations with acceptable downloading capability. There is definitely no
point of having genomics big data without having the appropriate technology to sup-
port the outcome in parallel.

2.4 Difficult Data Integration

Besides that, there is also difficulty in data integration due to the different data types
[16]. For example, sequencing will reveal personalised genomics data while healthcare
will have the patient’s electronic medical records. Although both are digital data, there
is yet to be any tools that can easily merge and integrate these different data types to
expedite the understanding of disease and treatment. So far, a considerable amount of
medical information has been collected, but majority remained inaccessible for research
or public health purposes. In many countries, the available data not only is managed
poorly, but insignificant amount of it was kept up-to-date into the databases [17]. This
problem needs to be tackled well before we can make full use of the data to accomplish
the objective of personalised medicine.

2.5 Limited Analytical Tools

Nonetheless, genomics data analysis is also limited by the available analytical tools and
expertise. Many of the molecular biologist doing hands-on research has little experi-
ence using bioinformatics software. This is mostly due to the fact that wet lab research
is usually time consuming, leaving less time to develop bioinformatics skills. Besides
that, funding is mainly spent on research that generates data, when only a smaller
amount goes to the data analysis. Even so, the existing computer infrastructure are also
not optimised to solve biological problems [18]. To make it worst, software developer
typically has less experience with the hands-on, thus resulting into the lack of
biologist-friendly software. This situation does not only cripple the potential collabo-
rations, it also undermines the innovations of reliable software. Moreover, this also
deters the potential to fully explore and unlock the personalised genomics data and use
them to our advantage.
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2.6 Concern on Data Protection

Moreover, protection of data also becomes a major concern prior to the implementation
of personalised medicine. As discussed by [19] on the HeLa genome, personalised
genomic data differ from the traditional medical data as it carries not only the genetic
information of the patient’s, but also contain the genetic information of the family
members for many generations. Since genomics data can reveal many things such as
the health status, the drug responses and tendency towards certain diseases, it is very
essential to implement a stronger and more sophisticated security measure to maintain
the data confidentiality. Despite requiring the data to understand the biology of disease
and the mechanism of treatment, we must not let any abuse to the data privacy poses
any threat to the individual and their family.

3 Conquering the Challenges of Genomics Big Data Towards
Personalised Medicine

As shown in Fig. 1, these are the steps to bridge the gap towards personalised medicine
in the genomics context: (i) manage the genomics big data, (ii) identify the functions
and impact of genomics variations, (iii) integrate the data to discover the relations
between genetics and phenotypes, and (iv) transform the findings into medical
practise [20].

Without a proper integrative workflow system that prepare and compare the
genomics and clinical data for cross-study, personalised medicine will just be another
pipedream. Since the progress in the genomics studies has been highly encouraged by
the advances in information technologies, it is very much anticipated that the chal-
lenges that arose from the data-intensive genomics science are addressed using a
similar approach.

Fig. 1. Steps to bridge the gap towards personalised medicine in the genomics context
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3.1 Manage the Genomics Big Data

The problem with genomics data deluge is that it requires proper storage facilities.
A common practise such as using localised servers can no longer support this since
they are limited in terms of capacity, accessibility, computing power and stability. For
example, it is predicted that 2–40 Exabyte of data storage capacity is needed just to
store the data of human genomes by 2025 [21]. In addition, many of the medical and
health records now have been transformed into a digital data to improve documenta-
tion, reference and expedite the accessibility.

[22] claimed that cloud computing is the best storage solution for genomics big
data. The advantages include low cost, high capacity, greater efficiency, easier access
and integration of the data. Bionimbus [23] is one of the example of this cloud com-
puting platform that address the data storage issue while exercising data control and
security. So far, it has been efficiently used to process and align the acute myeloid
leukaemia sequencing data that generally contained around 8 GB file size per sample
and alignment of around 12 h to complete using 8 CPUs.

The explosion of sequencing data also requires compatible data compression
method. General algorithms such as Lempel-Ziv may offer efficiency in terms of
compatibility and speed, however customised algorithms will also be needed to further
reduce the storage footprint and compression time [24]. GDC2 algorithm had shown
promises to aid in the genomics data compression as it has four times the ability to
perform almost 10 K compression of about 1K human genomes compared to the
existing compressors. The data processing speed ranged around 200 MB/s, allowing
the storage of entire human genome collection at a relatively lower cost.

As an example, we have a database that contained the genome of 1000 individuals.
Improvement to this database will include better organization of the data and links to
other related data such as the medical records. This will expedite the tracking of certain
required traits when we want to develop future clinical trials to expedite the way
towards personalised medicine. Current drug clinical trials are time consuming in terms
of assessing the drugs effect and usage suitability. With the improved database, we can
deploy the tool to carry out the virtual clinical trial to quickly identify drug risk based
on the genomics data. It is often that with proper management of the genomics big data
that we could clearly identify, draws the links and derive a conclusion on the best
treatment for a particular disease.

3.2 Identify the Functions and Impact of Genomics Variations

A fundamental problem in the genomics data processing is the genome assembly. This
is due to the large amount of fragmented genome reads produced during the
next-generation sequencing (NGS) that require large memory capacity to assemble the
genome. Without the availability of proper analytical tools, this could be the limitation
to the progress of genomics research. The initiation of long-read sequencing tech-
nologies such as Pacific Biosciences (PacBio) and Oxford Nanopore have allowed for
high quantity and quality assurance of the data at a moderate computational cost and
allow up to 100-fold contigs assembly.
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After a complete assembly of the data, the data need to be aligned with the ref-
erence genome for further annotation and comparison. Unlike prior technology which
compare and align two sequences directly, the new tools adopt a two-step seed-and
extend strategy to increase the speed [25] such Basic Local Alignment Search Tool
(BLAST, Spliced Transcripts Alignment to a Reference (STAR), Burrows-Wheeler
Aligner (BWA) and Bowtie. The strategy was either to generate indexes based on the
query sequences or organise the database into compact binary files for quicker align-
ment time. In the future, there will be even greater demand to develop new algorithms
capable of delivering the task in a practical timeline.

Besides that, development of visualisation tools has allowed for simulation of many
molecular processes in cells and predictions of drug effects in humans. This has speed
up the clinical trial and reduces the unnecessary side effects. Despite the ever-growing
improvement of many genomics analysis tools, there is also a need to have trained
biologists in the data science. This effort has been recognised by the National Institutes
of Health (NIH), thus leading to the launch of Big Data to Knowledge Initiative
(BD2K).

To address this step effectively, we must strengthen the collaborating platform to
engage more interaction and knowledge sharing among the genomics scientists, data
scientists, bioinformaticians, clinicians and IT experts. Occasionally, the answer to
unsolved issues in certain gene functions or impact of the genetic variations is exposed
from the study of the particular disease in different perspectives.

3.3 Integrate the Data to Discover the Relations Between Genetics
and Phenotypes

Another detrimental factor that deters the understanding of disease is the inconsistent
terms used to describe the data. Scientists, clinicians and business acquaintances often
classify diseases and describe symptoms differently. Due to this semantic irregularity, it
is troublesome and difficult to populate the required data. As example, without proper
standard ontologies, carcinoma or sarcoma will not be retrieved as the comparable data
for cancer.

Consequently, the growth of many databases, has driven the development of
specific ontologies. Gene ontology (GO), Kyoto Encyclopedia of Genes and Genomes
(KEGG) and Medical Subject Headings thesaurus (MESH) are some of the useful
collection of terms that can easily identify the relations among biological components.
Ontologies do not only allow for better classification of data, it also depicts a better
representation of the biological data, effectively organise the information, enable the
statistical analysis and supports web searching [26].

Unfortunately, all the genomics data are often disconnected from medical records
and individualised personal data. This condition dampens the progress in understanding
the genetics and phenotypic relationships in the human disease. Therefore, it is best if
depositories with the ability to manage different data types are developed. For example,
it could store not only the genomics data from sequencing, the system will be able to
merge the personalised genomics data from genetic screening, laboratory test result
information, health records, lifestyle info and environmental exposures. These depos-
itories will pave the way towards personalised medicine in such a way that it will
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expedite the tracking of the required information, from as miniscule as individual to
larger pool as in a particular community.

3.4 Transform the Findings into Medical Practise

As mentioned earlier, genomics data contains very sensitive information not only of the
patient’s but includes the large member with familial ties. Thus, for the data to be made
available publicly for research or medical purposes, the privacy of the data must be
safely guarded through cyber security approach. [27] projected the development of a
secure cloud computing, named GeneCloud, for conditions that crucially require data
security. This platform differs from the public cloud computing in which the operations
are executed in a secure sandbox that prevents any disclosure of sensitive data
regardless of the intention. GeneCloud analytics program is also governed by the
policies made by the data stakeholders.

Apart from a specialised method for data security, other common approaches can
also be added to provide an extra precaution steps for data protection. Example are
encryption, two-factor authentication and authorisation limits on number or duration
and monitoring using a blockchain. Despite all the potential data security measures,
policies on protecting genomics data especially on personalised genomics data must be
carefully thought and implemented. The absence of these policies is perhaps one of the
factors that contribute to insufficient data collection. Without sufficient data, the find-
ings will not be significant enough to be translated into a medical practise.

In order to be able to implement the personalised medicine medical practise in
healthcare facilities, a personalised medicine system that fulfills these criteria is rec-
ommended: automatically assess individual data to calculate the required drug dosage
and to pre-screen any drug side effects and potential drug complications, based on the
individual genomics data.

4 Discussion

Approaching this digital 4IR pace, technology breakthrough has driven the current
medical processes into a more predictive and preventive approach of the disease
management. Novel developments and waves of innovations are making data acqui-
sition and analytics much easier, improving the medical collaboration platform, suc-
cumbing to more personalised treatment procedures with the aim to decrease the loss of
human life.

Figure 2 highlighted the proposed framework to bridge the gaps towards person-
alised medicine in the genomics context; (i) improve current tools and pipelines,
(ii) expand the cloud collaboration platform, (iii) create hybrid depositories and
(iv) develop automated personalised medicine system.

In order to effectively manage the large-scale robust genomics data, it is proposed
that we first improve the available current tools and pipelines to be compatibly efficient.
It will be difficult to overcome the other challenges if we are struggling with the basic
requirements to handle genomics big data.
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One of the important aspects to consider is to improve the available current tools
and pipelines to be compatibly efficient. Why the available current tools? It is often
quicker to improve a current tool rather than to build one from scratch. However, rather
than having so many tools for a similar function or to obtain the same result, it is best to
focus on the tools that are crucially needed. As example, the tools to identify pattern
between the data in personalised genomics and medical records or develop the algo-
rithm to determine the efficacy of drug dosage based on the genomics data. Besides
that, we can also deploy a real-time health mobile application that can monitor and
provide direct provision of care to patients. This can help improve clinical data gath-
ering and improve the delivery of healthcare across the world.

[28] mentioned, “The considerable variation in clinical presentation and molecular
etiology of genetic disorders, coupled with their relative individual rarity, makes it clear
that no single provider, laboratory, medical center, state or even individual country will
typically possess sufficient knowledge to deliver the best care for patients in need of
care”. This statement indirectly supports the essential need for a cloud collaboration
platform to ensure that personalised medicine can achieve its objective. As we continue
to gather massive information at an ever-increasing rate in this 4IR era, it is often that
the importance of knowledge sharing is overlooked. The data and information are
meaningless if the knowledge is not shared and informed to the medical community
and vice versa. In addition, cloud collaboration platform also allows for real-time
sharing among many expert groups from any places in the world, to which the tradi-
tional knowledge sharing methods have limitations. This will also serve as an

Fig. 2. Framework to bridge the gap towards personalised medicine in genomic context.
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interactive medium to solve the current issues that hamper the progress of personalised
medicine or any related genomics deadlock.

Next, despite our best intention to unlock the full potential of genomics data, we are
frequently deterred by the intricacy of genomics data. It is possible that the missing
information of the genetic mechanism or molecular interaction of the disease lies in the
other semi-structured or unstructured data. This condition is alarming, as we are most
likely to be relying on limited scope of data, resulting into less significant, inconclusive
decisions. Without reliable data comparisons, it will be difficult to project a cohesive
procedure in the application of personalised medicine through data-driven genomics.
Thus, developing hybrid depositories with the ability to merge different data types may
allow exploration of genomics data in different outlook to unveil the key components in
understanding the human diseases.

As we are pacing towards the 4IR, we need to properly equip the healthcare
facilities to support the personalised medicine system. Incorporation of artificial
intelligence, augmented reality, simulations and visualisation techniques into the
automated system will guide the personalised treatment decisions by assessing the
information derived from the personalised genomics data. In addition, the systems need
to be flexible to continuously integrate new findings, automated to provide accurate and
unbiased individualised treatment, highly secured to prevent data corruption and data
loss. This system may be implemented by stages, to prevent any unpredictable con-
sequences to the healthcare system.

5 Conclusion

In conclusion, personalised medicine is not a laid-back quest, yet it is not impossible
task to accomplish. The benefits are huge, comprising from individual perspective to
community and global population. In terms of the personal advantage, personalised
medicine will encourage everyone to be more attentive to their health as well as their
families’. In the future, having a personalised genetic data will drive the decision to
lead a healthier and better lifestyle.

Despite the numerous gaps to bridge before we can fully make use of the genomics
data and putting personalised medicine into practice, it is necessary that we take a step
forward from now. Simply start by strengthening the available current tools and
pipelines that we need to handle the burst of genomics big data. Genomics data will be
increasing exponentially, regardless of us being ready or not.

In addition, biological and data scientist also need to equip ourselves with the skills
and expertise to decipher the genomics big data into translational medical application.
In this 4IR era, conventional method of knowledge and expertise transfer is no longer
feasible to accommodate the speed of data accumulation. Thus, this is where the cloud
collaborating platform will be of used, to support transfer of technology, problem
solving, knowledge sharing and research collaborations among many institutions.

Next, personalised medicine requires detailed analysis of not only the core geno-
mics data, it also involved other forms of genomics related data. Examples are the
clinical data, personalised genetic screening, laboratory DNA test, gene expression
analysis and health reports to name a few. This is essential to direct us to genomics
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driven decision in customised medicinal treatment. Therefore, without the availability
of hybrid depository that can capture, link, organise and perform analysis from different
types of data, we will be incapable to plan the strategies to develop the personalised
medicine structural systems.

Moreover, detailed policies to balance the need of data privacy, integrity and
accessibility must be constructed to ensure maximum data protection. This ensures that
the personal genomics info is not exposed to digital abuse or bio-crime such as in
insurance fraud and genetics identity theft. It would also be helpful to initiate the
preparations towards practising personalised medicine in parallel. The initiatives may
also include deploying a rapid learning model for clinical practises to speed the
knowledge management and healthcare integrative system that will give automated
decisions of personalised medicine treatment to patient.
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Abstract. Analyzing qualitative data can be tedious if it is done manually.
There are several techniques available to conduct qualitative research such as
thematic analysis, grounded theory and content analysis amongst other tech-
niques. The data collected from these techniques are usually huge in amount.
Little has been done to apply data mining strategy to analyzes data gathered
using qualitative methodology. In this paper, we present a work done to apply
text mining technique to analyzes data gathered from interviews – unstructured
data. The aim of this study is to develop patterns of pediatric cancer patient’s
activities in the ward. The result shows a pattern that suggests patients are
mostly playing video games while receiving treatment and when they feel bored
in the ward. This proposes that data mining techniques can be used to provide an
initial insight of the information gathered qualitatively.

Keywords: Experience mining � Text mining � Pediatric � Cancer � Interview

1 Introduction

There are several studies conducts available to apply qualitative research in children
with cancer such as grounded theory, ethnography, phenomenology and illness nar-
rative amongst other techniques [1]. Through these conducts, the data collections
include interviews, observations, memo records, diary study, field notes, written
anecdotes of experiences and many more. Typically, the type of data gathered from
these data collections consists of unstructured data. Unstructured data is varied and
flexible data where it comes in many formats, including text, document, image, video
and more. Unstructured data analytics can expose important interrelationships that were
problematic or impossible to verify before [2]. Examples of unstructured data are
“tweets” of Twitter [2] and biomedical text [3]. The challenging part when it comes to
analyze unstructured data are the data volumes are so large and difficult to deal with, to
find the most important data points, does all data need to be stored, does all data need to
be analyzed, and how to make the data used to best advantage [4].

Analyzing qualitative data (unstructured data) can be challenging. It depends on the
background knowledge and experiences of the researcher, theoretical framework built,
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sampling and ability to interpret enormous amounts of information. The results pro-
duced from qualitative research is valuable as it gives bigger understanding of the
realities which describe people behavior, routine, lives and their minds [1, 5] argues
that applying qualitative research design in children with cancer allows us to capture
their complex social process, cultural description and their experiences. Hence, it is
crucial for researchers to be able to analyze correctly to produce better understanding of
the meaning and the consequences of the results. The main problem arises when a
junior researcher with limited background knowledge and experience attempts to
conduct qualitative research. The massive amounts of information collected could be
intimidating and this could make them to produce inaccurate interpretation. Hence, in
this paper we are investigating the use of data mining technique to analyze qualitative
data. We aim to apply one specific data mining technique called text mining technique
to analyze data gathered from the interviews conducted with the parents/guardians of
pediatric cancer patients. We argue that the patterns produced will help researchers to
get an initial insight of the overall view.

2 Background and Related Work

2.1 Pediatric Cancer

Children and young adults are the highest-risk group of cancer diagnosis in Malaysia
[6] and the most common cancer in childhood is B-precursor acute lymphoblastic
leukemia (B-ALL) [7]. The treatments received by pediatric cancer patients were
chemotherapy, radiotherapy, surgery, bone aspiration, or bedside procedure where it is
required the patients to stay in the ward throughout the treatment session.

A research was conducted to see if correlation lies between specialist cancer care
and quality of life for young people with cancer through systematically select and
analyze published research on teenage and young adult experience of cancer [8]. The
method used were systematic review and meta-synthesis where it is focused on terms
such as population, intervention, outcome, and study type. This study came up with
315 identified studies which results the mediators and consequences of cancer care that
impact on young people’s quality of life after a cancer diagnosis such as psychosocial
function, importance of peers, experience of healthcare, importance of support, impact
of symptoms, striving for normality, impact of diagnosis, positive experiences, and
financial consequences [8].

2.2 Interview Study

Interview study has been conducted in many study to understand one’s experience,
beliefs, satisfactions, or expectations [9] used interview study to consider patient and
caregiver’s beliefs and expectations about home hemodialysis. Other techniques used to
analyze the interview study are purposive sampling and thematic analysis where it results
seven (7) major themes which has positive themes: flexibility and freedom, comfort in
familiar surroundings and altruistic motivation, and negative themes: disrupting sense of
normality, family burden, housing constraints, and isolation from peer support.
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Similarly, [10] also used interview as one of the method to scrutinize the nature and
content of post-intensive care memories in traumatized intensive care patients where
thematic and content analysis are used to further analyzed the interview study.

Another study [11] focusing on the interview method in education where the
purpose was to delve into how students identify that they used social media to support
their studies. 11 questions were proposed as a guide in the semi-structured interviews
where the interviews focused on the student’s perceptions and experiences. The data
collected was summarized using key points and principal themes where the data is
group according to the interview questions and categorized the feedback to three user
categories which are frequent, medium and infrequent users who use social media to
support their studies.

Furthermore, [12] used other way to capture one’s experience in a study where
official surveys, volunteered testimonials and in-class participation are approached to
see if students were more attracted, motivated and engaged in the curriculum for higher
education. In this study, one of the way to keep the students to participating in cur-
riculum is using gamification and the student’s feedback and experiences from this
gamification approach is remarkable.

[13] focusing on quantitative study using Q methodology which allowed the
investigation of subjective viewpoints and perceptions in implementing water-reuse
policy. This method provides the researcher with a “systematic and rigorously quan-
titative means for examining human subjectivity”.

2.3 Data Mining

Data mining is a data-driven, investigative process of knowledge finding where it is
focused on discovery and mining valuable patterns of information from large and
complex databases [14]. There are a few techniques in data mining such as classifi-
cation [15], clustering [16], association rule [17], and text mining [18].

Classification is used as a tool to groups element in a set of data into one of
predefined set of classes or categories [15]. This method makes use of mathematical
techniques such as decision trees, linear programming, neural network and statistics.
For example, used classification techniques such as J48, Naive Bayes and One-R
classifier algorithm using WEKA work form to attain classification response for fraud
detection dataset. Not only that, these classifiers were also compared over different
parameters which it can helps the e-commerce companies to choose optimal classifi-
cation algorithm [15].

Clustering aims to group items with similar characteristics within the same cluster
[16]. For example, clustering techniques were used in detecting temporal pattern and
cluster changes in social networks where it is used the Cattle Tracing System
(CTS) database in operation in Great Britain (GB). The purposes were to identify
frequent pattern trends and cluster similar trends using Self Organizing Map
(SOM) technology [19].

Association rule often used to determine interesting correlation among items in
large dataset [17]. For example, association rule is widely used in disease prediction
such as breast cancer, heart disease and diabetes [20].
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Data mining is widely used in healthcare research like in a research about the early
detection lung cancer risk using data mining techniques. Data mining techniques used
in this study are K-means clustering algorithm for finding relevant and irrelevant data,
and AprioriTid algorithm and decision tree algorithm to spotted important frequent
pattern. The finding results developing tools for lung cancer prediction system [21].

In qualitative study, data mining techniques such as self-organizing map and
decision tree analysis were used as tools to analyzed health informatics data to find
meaningful patterns in such large and complex database [14].

There are several studies which combining qualitative study and data mining
technique such as understanding communication patterns in MOOCs [22]. The most
frequent technique used in analyzing qualitative data is text mining techniques.

2.4 Text Mining for Qualitative Research

Focusing on one of the data mining techniques is text mining where it is commonly
used in analyzing unstructured textual data. Text mining is widely used in healthcare
[23], education [24], market prediction [25], social media [26], and others that involve
massive, pattern and unstructured data. Several studies have been conducted using text
mining technique in analyzing qualitative data such as mining questions [27] and
understanding customer satisfaction through online hotel reviews [28].

In a research paper conducting competitive analysis using text mining on social
media like Twitter and Facebook sites of three (3) largest pizza chains that is Pizza Hut,
Domino’s Pizza and Papa John’s Pizza. The purpose of this study was to bring out
business value. Furthermore, the comparison could help the company to discover
weaknesses, find new opportunity and arrange their social media strategy [26].

There were also reviewed study about text mining technique for market prediction
where the problem was to determine the relation lies between textual information and
economy. This review study focused on two main review which are review of foun-
dational integrative background concept and review of the major possible work.
A review of foundational integrative background concept focusing on the efficient
market hypothesis (EMH), behavioral-economics, adaptive market hypothesis (AMH),
market’s predictability, fundamental vs technical analysis, algorithmic trading, and
sentiment and emotional analysis while review of the major possible work aiming for
general survey, input dataset, textual data, pre-processing, machine learning, and
findings of the reviewed work. This paper has suggested some aspects for market
prediction based on online text mining which are semantics, syntax, sentiment,
text-mining component, textual source or application-market specialization, machine
learning algorithms, integration of technical signals, relation with
behavioral-economics research, availability and quality of experimental datasets, and
evaluation methods [29].

A study was conducted for low tech, low cost text mining, insights from the text
mining literature, and an experiment with trend analysis in business intelligent by using
design science as a simple methodological framework. This study came out with five
(5) stages process for qualitative researchers who wish to conduct experiment using
text mining which were problem awareness, process suggestion, development, evalu-
ation of text mining process, and results [30].
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Another study was comparing text mining with qualitative research in the per-
spectives of grounded theory, content analysis and reliability. It is shows that text
mining has the same objective with certain qualitative methods and it could maintain
consistency, verifiable and reliability results of qualitative research [31].

3 Methodology

3.1 Interviews with Parents/Guardians of Pediatric Cancer Patients

The aim of this study is to demonstrate that text mining is a tool for qualitative
research. Thus, for the experiment set up, this study uses pediatric cancer patient’s data
in order to list out all the possible patient’s experiences and activities in the ward while
they received treatment.

This study was conducted qualitatively through interview session with their parents
about their experiences and activities before, during and after cancer diagnosis and
hospitalized. Interview method was commonly used in research about experience [32],
satisfaction [9], opinion or belief [33] and more.

3.1.1 Participants
The interviews involved ten (10) patient’s guardians who stayed with patients
throughout the treatment session in the ward. All guardians who participated were
patient’s mother with age range between 35 and 52 years old.

3.1.2 Procedures
The interviews were conducted in the pediatric oncology ward, 4D at Pusat Perubatan
Universiti Kebangsaan Malaysia (PPUKM), Cheras. All the interviews were performed
at separate time where it took about 30 min to one (1) hour each.

Distinct set of questions were used for each interview where the outcomes from the
first interview was used to create new set of questions for the second interview. Then
the result form second interview was used to create new set of questions for the next
interview and so on until the 10th interview.

Every interview was recorded using voice recorder to make sure that no infor-
mation is missed during data transcription. Consent form was given to the guardian
before the interview session began to acknowledge them that the interview will be
recorded. The information recorded were then converted into text transcript in
Microsoft Excel for data analyzing. For data analyzing, text mining technique was used
to extract the valuable information from the interview session.

3.2 Qualitative Data Analytic Framework (QDAF)

The flow of this research follows proposed framework called Qualitative Data Ana-
lytics Framework (QDAF). This framework contains four (4) modules which were data
set, pre-processing, text mining, visualization.

Data set of this research was the textual data from the interview session undergone
pre-processing where the data was cleaned to removed unnecessary term. After
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pre-processing is formed, text mining process took place where Voyant Tools is used to
analyzed the textual cleaned data and the result from this process will be presented
using visualization. Figure 1 below shows QDAF used in this study.

Figure 1 shows the Qualitative Data Analytics Framework (QDAF). It consists of
four (4) stages namely data set, pre-processing, experience mining, and visualization.

3.2.1 Data Set
Data set is a collection of related set of information such as in this study, the data set
was the information about experience and behavior of pediatric cancer patients in the
ward which gathered from the interview session with patient’s guardian.

The data collected was unstructured textual data which contain question and answer
between interviewer and the participant (mother). All the interview data was stored in
10 separated files. Figure 2 below shows the original unstructured interview data set.

3.2.2 Pre-processing
Before the process of text mining, a pre-processing stage needs to be conducted to
remove errors and inconsistencies from the dataset as it can improve the quality of data
as well as the accuracy and effectiveness of text mining.

First step in text pre-processing was converted all words into lowercase to ensure
that various forms of keywords such as ‘mother’, ‘Mother’ and ‘MOTHERS’ are
identified similarly. Then punctuation marks, numbers, whitespace and symbols were
removed from the text documents.

Next step was to stem and remove stop words. Stemming is the process of reducing
inflected or derived words to their word stem while stop words are terms that

Fig. 1. Qualitative Data Analytics Framework (QDAF)

Fig. 2. The original unstructured textual data of the interview

Using Data Mining Strategy in Qualitative Research 105



considered as not important and do not value in the content of the files while. The
example of word stemming is “playing” or “play” will become “plai”. The cleaned data
was stored in 10 separated files which represented each interview. Figure 3 below
shows the cleaned textual data which stored in 10 separated Excel files according to
participant.

Tables 1 and 2 below shows part of the stemming process and stop words per-
formed in the study.

3.2.3 Text Mining
After data pre-processing is done, text analysis take place where the cleaned data is
analyzed using Voyant Tools to extract the word frequencies and pattern of patient’s
experience and activities in the ward.

Voyant Tools is an open-source, online medium available for performing text
analysis, statistical analysis and data mining which developed by Stéfan Sinclair and
Geoffrey Rockwell. It is contained a lot of ways to represented the most counted words

Fig. 3. Cleaned textual data stored in 10 separated Excel files

Table 1. Stemming process

Word Stem Word Stem

Activities Activ Chemoterapy Chemotherapi
Play Plai Online Onlin
Hospital Hospit Tired Tire
Cry Cri Bored Bore
Outside Outsid Worry Worri

Table 2. Stop words

Stop Words

Long Veri Just Wai
Hi Thi Sometime Ani
Ar Dure Tell Condit
Want Doe Thei Ag
Because Make Allow Tire
Ye Onli Wa Differ
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such as word cloud, trends, links, correlations, document terms, and other styles which
can be adjusted according to the terms and stop words.

3.2.4 Visualization
Visualization is any techniques of creating images, graphs, or diagrams to represent the
results of any analyzation or test for quick or better understanding. Not only that,
visualization also helps user to figure out mistakes with their data or inputs [34].

The results from text mining were interpreted using visualization where it is pre-
sented in word frequencies table, word cloud, termsberry, trends, and link between
patient’s activities and experiences in the ward. All the visualization came from the
Voyant Tools itself.

4 Result and Discussion

This section discussed the results from the text analysis using Voyant Tools.

Table 3 above shows the list of 16 important terms occur from the 10 interview
files. It is representing the frequencies of the important word like “videogame” word
occur 192 times which indicates as the third highest frequency of word. Figure 4
illustrates the trends for the top five (5) most frequent words out of 998 terms in every
file which represent each interview with the patient’s mother such as “plai” which
indicates the word “play” occur 34 times in Patient 6’s file, “activ” which indicates
“activity” occur 14 times in Patient 4’s file, “patient” occur 35 times in Patient 5’s file,
“son” occur 21 times in Patient 10’s file, and word “videogame” occur 0 times at
Patient 7’s file.

Instead of using term table and graph of trends, the most frequent used words also
can be visualize in the form of word cloud which Fig. 5 represent the word cloud with
the 25 most frequent words occur in the 10 interview files where “patient”, “plai”,
“videogame”, “son”, and “active” appeared as the biggest word indicated the most
frequent words followed by “time”, “hospit”, “feel”, “treatment”, “home”, “game”,
“like”, “cld” which indicate the word “child”, “school”, “bore”, “wle” indicate the

Table 3. List of 16 important terms

Term Frequencies Term Frequencies

Patient 305 Bore 48
Play 249 Friend 31
Videogame 192 Televise 25
Son 143 Happi 19
Active 124 Chemoterapi 18
Hospital 78 Phone 15
Treatment 76 Sleep 15
Home 73 Library 14
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word “while”, “make”, “daughter”, “watch”, “thei” stands for “their”, “help”, “veri”,
“ask”, “father”, and “friend”. The word “child” and “while” became “cld” and “wle”
because the stop word “hi” has been removed from all files to improve the data
accuracy.

Figure 6 below point up the link between eight (8) most frequent words occur in the
interview. For example, the largest bridge is between the word “videogame”, “plai” and
“patient” which represent that video game, play and patient are the strongest link
among all. This illustrates that whenever patient play, they were playing video games.
Another strong link is between word “plai” and “game” followed by link between
“patient” and “feel”.

Fig. 4. Trends of five (5) most frequent word in the 10 files.

Fig. 5. Word cloud with the most frequent words.
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5 Conclusion and Future Work

The purpose of this study is to list out all the possible experiences and activities of
pediatric cancer patients while receiving treatment in the ward through qualitative
study. The text mining results represent strong relationship between patient and video
game. It is shows positive integration where parents used video game to empower
patients while staying in the ward for treatment session.

The advantage of using text mining for this study was it can extract frequent
significant terms from the unstructured data which were collected for qualitative
research and those frequent terms represent the pediatric cancer patient’s experience
during treatment session in the ward.

For future work, the experiment will be proceeding with diverse set of qualitative
study which will represent the pediatric cancer patient’s experiences and activities
deeper using different technique of analyzing.
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Abstract. Statistically, there are 2.7 million Malaysian households categorized
under the Bottom 40 (B40) category with 56% of them are living in urban areas
and the remaining 44% live in rural areas. Malaysia’s Eleventh Malaysia Plan
refers B40 as household with a mean monthly income of RM3,860. For the
betterment of the B40 community in the country, the Government of Malaysia
aims to double the B40 household incomes by Year 2020 and this is facilitated
via various multisector initiatives, especially those championed by Malaysia
Digital Economy Corporation [1]. It is observed by some studies that the
younger generations in the B40 community are very exposed to the Internet and
social technologies in general. They use social media application as a medium
for many activities including interacting with family and friends, organizing
events, for learning purposes, purchasing and selling products online, and thus
becoming B40 social entrepreneurs themselves. Leveraging on this phe-
nomenon, this paper proposes the development of an integrated social media
trading platform which combines many popular social media such as Facebook
and Instagram into a single platform that will be offered to the B40 social
entrepreneur community in Malaysia to conduct their businesses on this plat-
form. The integrated trading platform will cover a broad set of features such as
storefront, payment, shipping, after sales service, customer management, and
advisory from mentor. The integrated platform is also designed to enable the
B40 social entrepreneurs to understand their customers better through sentiment
analysis and social media analytics to boost their social entrepreneurship.

Keywords: Social computing application � B40 � Sentiment analysis � Social
entrepreneurship

1 Introduction

Social media is the collective of online communications channels dedicated to
community-based input, interaction, content-sharing and collaboration. Social media
run on web-based technologies, desktop computers and mobile technologies (e.g.,
smartphones and tablet computers) to create highly interactive platforms through which
individuals, communities and organizations share, co-create, discuss, and modify user-
generated content or pre-made content posted online. They introduce substantial and
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pervasive changes to communication between businesses, organizations, communities
and individuals. Social media changes the way individuals and large organizations
communicate [2].

Researchers observe that young social entrepreneurs use the social media platform
for their online business [3]. Online business is generally any business on the Internet
that sells products, services, or advertising online. The difference between a website
and an online business is that the latter sells something using the global communica-
tions infrastructure of the Internet. It is posited that by fully leveraging on the social
media platform, particularly an integrated one will improve the social entrepreneurship
among the B40 community [4].

Social entrepreneurs among the B40 community are using many social media
trading platforms and that cause issues such as difficulty in posting advertisements,
managing products, managing customer transactions, managing payment, managing
complaints, and after sales service. Presently, there are limited single, integrated social
media trading platform that B40 community social entrepreneurs can use for free.
There exist such integrated platforms such as SproutSocial, IFTTT, Everypost, Buffer,
Agorapulse, and Tweetdeck but they are expensive to join.

This paper posits that social entrepreneurs are generally unable to understand the
sentiment of their customers as complaints or compliments are not captured and ana-
lyzed properly on the existing social media. If they understand their customers’ sen-
timents, it would be easier for them to make improvement in their trading to achieve
customer satisfaction. Further, social entrepreneurs among B40 community lack sup-
port and mentoring from experts or other successful business people, or the government
agency. Hence, there is a need to provide such advisory (mentoring) services by the
industry mentors or government’s agency experts to these B40 social entrepreneurs in
guiding them to be successful entrepreneurs.

2 Literature Review

Towards researching this topic, this paper reviews the central concepts pertaining to the
proposed development of the integrated trading platform for B40 social entrepreneur
community by leveraging on social media analytics and sentiment analysis. These
concepts are B40, social media, social entrepreneurship, social media analytics and
sentiment analysis.

Based on [5], the B40 category refers to whose salary bracket is RM3,860 and below.
Majority of these households have single income earners and more than half of the
household’s heads (52%) have no recognized education background. With poor educa-
tion background, low skills level and in certain cases, living in remote locations, the B40
households are limited in their economicmobility and ability to secure higher paying jobs
as well as income opportunities [6]. Studies have also shown that there is low ICT
adoption among poor communities in Malaysia, which is part of the B40 group [2].

In terms of social media, according to [7], social media is many things. Social
media according to [8] can be defined as (i) Web 2.0 Internet-based applications,
(ii) social media is engine by user-generated content as its lifeblood, (iii) individuals
and groups are able to create user-specific profiles for a site or app designed and
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maintained by a social media service, and (iv) social media services facilitate the
development of social networks online by connecting a profile with those of other
individuals and/or groups.

While the Internet and the World Wide Web have always been used to facilitate
social interaction, the emergence and rapid diffusion of Web 2.0 functionalities during
the first decade of the new millennium enabled an evolutionary leap forward in the
social component of web use. This and falling costs for online data storage made it
feasible for the first time to offer masses of Internet users access to an array of
user-centric spaces they could populate with user-generated content, along with a
correspondingly diverse set of opportunities for linking these spaces together to form
virtual social networks [7]. Social media play increasingly important roles as a mar-
keting platform. More and more retailers use social media to target teens and young
adults, and social networking sites are a central venue in that trend. Online shopping
nowadays become a trend and brings a lot of impact to customers and seller [9]. As for
the social media uses, mostly 65% user is adults. Those within the ages of 18 to 29 is
the group communities that have been using the most of social networking and women
usually use social networking more than men. Other than that, studies also show that
low income group actively use the social networking [7].

Pertaining to the concept of social entrepreneurship, in principle, social entrepre-
neur is a mission-driven individual who uses a set of entrepreneurial behaviors to
deliver a social value to the less privileged, all through an entrepreneurially oriented
entity that is financially independent, self-sufficient, or sustainable [10]. Entrepreneurs
are conceptualized as individuals who see the world differently and envision the future
better than others do. They seize opportunities that otherwise would go unnoticed.
They perceive and accept risks differently than others. Although the use of the term
social entrepreneur is growing rapidly, the field of social entrepreneurship lacks rigor
and is in its infancy compared to the wider field of entrepreneurship. Success stories of
individuals solving complex social problems are being used to legitimize the field of
social entrepreneurship [11]. Further, a social entrepreneur is someone who takes
reasonable risk on behalf of the people their organizations serve. The interest in social
entrepreneurs stems from their role in addressing critical social problems and the
dedication they show in improving the well-being of society [12].

According to [13], social entrepreneurship has several definitions and its definitions
have been debated by researchers. One group of researchers refers to social
entrepreneurship as not-for-profit initiatives in search of alternative funding strategies,
or management schemes to create social value [14]. Another group views social
entrepreneurship to alleviate social problems and catalyze social transformation,
pointing to the importance of entrepreneurial environment and its process of becoming
“social” [15]. In this research, we conceptualize social entrepreneurship encompasses
the activities and processes undertaken to discover, define, and exploit opportunities to
enhance social wealth by creating new ventures or managing existing organizations in
an innovative via social media platform. This transformation is also made possible by
the powerful forces entrepreneurship unleashes, where ordinary people conceive
innovative ideas, organize production, assume risk, and engage customers to accu-
mulate wealth or address pressing social causes, often across national borders [12].
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All social media interactions can be analyzed for insights via a process called social
media analytics. Therefore, for the social media trading by the B40 social entrepreneur
community, there are high possibility that their volume of sales on social media is high
and these transactions (i.e., selling, buying, paying, shipping, resolution/conflict han-
dling) provide a lot of data that can be analyzed for insights to make their social
entrepreneurship businesses better in the long run. This can also be achieved through
the implementation of sentiment analysis. Sentiment analysis mainly deals with the
evaluation type of opinions which imply positive or negative sentiments that include
the emotions [16]. Emotions are closely related to sentiments. The strength of a sen-
timent or opinion is typically linked to the intensity of certain emotions, e.g., joy and
anger. Opinions that we study in sentiment analysis are mostly evaluations. Emotions
have been studied in multiple fields, e.g., psychology, philosophy, and sociology. The
studies are very broad, from emotional responses of physiological reactions (e.g., heart
rate changes, blood pressure, sweating and so on), facial expressions, gestures and
postures to different types of subjective experiences of an individual’s state of mind.
Scientists have categorized people’s emotions into some categories. However, there is
still not a set of agreed basic emotions among researchers [17]. Sentiment analysis was
also used to characterize social relations. Sentiment classification is usually formulated
as a two-class classification problem, positive and negative. Training and testing data
used are normally product reviews [6].

3 Existing Social Media Application Supporting
Online Trading

There are many advantage of integration of social media nowadays. The user will not
just be able to post in just one place, user also get all the messages and replies from
across platform in one place, track competitor’s activities of what they are up to, and
the most important that user can use integration tool to generate analysis report to help
user understand what is currently happening in their business and making smart
decision. In this section, we briefly review the examples of existing system of inte-
grated social media, namely IFTTT, SproutSocial, EveryPost, Buffer, Agora Pulse and
TweetDeck.

IFTTT is an integrated social media application which have a feature that doing
service for social media, with the functionality of save photo into Dropbox, backup
photo, and post into social media. SproutSocial also an integrated social media, which
having a feature such as listing the page of social media, an addition to handling user,
message, task, feeds, publishing, and report, also post on the social media. On the other
hand, EveryPost is a social media integrated system which having a functionality
posting on social media and give an analytical report. Buffer is another integrated social
media system having the functionality of handling the posting on social media, gen-
erate analytic report, and having a schedule part. Agora Pulse, one of the social media
integrated systems that can list all the user page on social media, ease the task of
monitoring and publishing on social media, and provide report. Lastly, TweeetDeck is
a popular Twitter-based integrated system that have a functionality such as handling
notification, message, activity log, user wall page, and posting into social media.
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From the review of the existing systems, it is found that there is a need to have a
single integrated social media trading platform particularly one that is addressing the
needs of the B40 social entrepreneurs in Malaysia. The integrated platform will make it
easier for the social entrepreneurs compared to the need of handling multiple social
media platforms and numerous accounts to maintain and remember. Other than that, the
integrated social media platform is proposed to handle not only trading posts, but also
the one that is able in handling other business transactions such as store front, payment,
shipping, conflict resolution, advisory or mentoring and sentiment analysis. These
capabilities are conjectured to help the B40 social entrepreneurs to boost their online
business when using the integrated social media system.

4 The Conceptual Framework of Integrated Social Media
Trading Platform for B40 Community

Based on the review of the literature, a conceptual framework is derived as to provide a
high-level understanding on how the concepts reviewed are combined and guide this
entire research. The proposed conceptual framework is shown in Fig. 1.

This proposed conceptual framework consists of three components: input, process,
and output. The input will consist of B40 community social entrepreneurs and all types
of users (i.e. buyers on the social media trading platform). The second component is the
trading process which is the core of this research (i.e., the integrated social media
trading platform). Besides that, there is a mentoring part where the social media expert
will become the user advisor to the B40 social entrepreneurs. The third component is
the output where the inputs from the social media interactions are performed analyzed
(i.e. sentiment analysis).

Fig. 1. Proposed conceptual framework.
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There are few features that will be included into this new proposed system. The
features are shown below:

(a) Single Interface with Single Sign On
Single sign-on (SSO) is a session and user authentication service that permits a
user to use one set of login credentials (e.g., name and password) to access
multiple applications. The service authenticates the end user for all the applica-
tions the user has been given rights to and eliminates further prompts when the
user switches applications during the same session. On the back end, SSO is
helpful for logging user activities as well as monitoring user accounts. User can
login into this application and then it’s will automatically access all different type
of user’s social media account.

(b) Trading Module
Trading module is where the selling and buying activity. All the conversations
with the customers will be displayed there. The store front is also part of the
trading module.

(c) Payment Module
The payment module is a merchant service provided by an e-commerce appli-
cation service provider that authorizes credit card or direct payments processing
for e-businesses, online retailers, bricks and clicks, or traditional brick and mortar.
Buyer will pay through this system and proceed with system confirmation.

(d) Mentoring Module (Q & A)
The mentoring module is about support from the expert and is aimed at
encouraging the social entrepreneurs to manage their own business learning in
order that they may maximize their potential, develop their skills, and improve
their performance. Social entrepreneurs can ask advice from the expert on finding
solution or improve their selling performance.

(e) Reporting Module
The reporting module is a collection of information organized in a narrative,
graphic, or tabular form, prepared on ad hoc, periodic, recurring, regular, or as

Fig. 2. Sentiment analysis module

An Integrated Social Media Trading Platform 117



required basis. All the user and buyer activity will be displayed there in most
simple form that that user can understand easily.

(f) Sentiment Analysis Module
Sentiment analysis module, (refer Fig. 2) is about the use of natural language text
processing, text analysis, computational linguistics, and biometrics to systemati-
cally identify, extract, quantify, and study affective states and subjective infor-
mation. This analysis will determine which action is suitable to taken to improve
the social entrepreneurship business activity.

5 Conclusion

Social media is a powerful medium for the community to interact among them. B40, is
one of the groups in the community that using the social media as a platform for their
business. Utilizing social media and forming of social entrepreneurship, the social
entrepreneurs in the B40 community can maximize their income by social media
integrated platform. With the addition of sentiment analysis, this community even can
make a better decision for their business advancement and growth. Therefore, the
proposed integrated social media trading platform in this paper is posited to provide an
advantage to this community to enhance their use of social media as a trading platform
as well as to improve their social entrepreneurship skills.
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Abstract. Many studies have been conducted to determine how data mining
can be used in predicting climate change. Previous studies showed many data
mining methods have been used in related to climate prediction, however
classification and clustering methods are widely used to generate the climate
prediction model. In this study, Association Rule Mining (ARM) is used to
discover hidden rules in time series climate data from previous years and to
analyze the relationship between the discovered rules. The dataset used in this
study is a set of weather data from the Petaling Jaya observation station in
Selangor for the year 2013 to 2015. This paper aims to utilize ARM for
extracting behavioural patterns within the climate data that can be used to
develop the prediction model for climate variability. The proposed framework is
developed to provide a better approach in understanding how ARM can be used
to find meaningful patterns in the climate data and generate rules that can be
used to build a prediction model.

Keywords: Association rule mining � Climate variability � Climate prediction

1 Introduction

Climate change can be defined as trends in the average climate that happen over a
long-term period, usually over decades or centuries. The earth’s climate changes due to
different factors such as natural changes in the earth’s orbit, the amount of incoming
sun radiation and also the effect of greenhouse gases. Global warming is one of the
event of climate change that happen slowly and gradually.

However, climate variability is a phenomena in which the climate fluctuates from
year to year variation, above or below a long-term average value [1]. It usually happens
over a short period of time within months, seasons or even years. El Nino and El Nina
are examples of events cause by climate variability. Current events of climate
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variability can be addressed as risks associated with the future climate change [2].
Extreme changes in climate can affect human in many aspects such as in the production
of agriculture, impact on food security and also in human health. Due to this factor,
many researches have been done in predicting climate due to the need to reduce climate
risk, whereby weather prediction models are one of the alternatives that can be used to
determine future risk in changes of climate variability [3].

Observation station, which equipped with remote sensors like satellites and weather
radars will generate a huge amount of time series climate data. The rapid growth of
geographical information and availability of multi-source data has also contributed
many climates qualitative analysis and one of the interesting technique that has been
used is data mining technique [4].

Time series data is a collection of well-defined values that obtained from sequential
measurement over time. Time series data mining is a process of discovering non trivial
patterns of sequential data that contain measurable value over a time interval. There-
fore, many studies have been conducted to see the suitability of time series analysis to
be used in area such as predicting sales performance [5], disease epidemic detection for
healthcare authorities [6], forecasting tourist demand [7], animal farming distribution
[8] and also climate prediction [9].

Climate variability consists of time series data where knowledge can be extracted
from the uncertain time series that can be used in climate prediction [10]. In this paper,
ARM is used to generate rules and to build a prediction model using climate time series
data. The study focuses on finding patterns and generate the suitability rules that can be
used in predicting climate.

2 Previous Work

Data mining is a part of the process in Knowledge Discovery in Databases (KDD) [11],
where data mining is used to extract knowledgeable information from the huge amount
of data. Differ to standard statistical methods, data mining techniques are programmed
to search for meaningful information without depending on the prior knowledge of the
data, but the patterns discovered in the data are based on the data mining task that is
used in the analysis [12]. The most commonly used techniques in data mining to
predict climate are: clustering, classification, association rule mining, sequential pattern
mining and also regression.

2.1 Data Mining in Climate Prediction

There are many studies that used data mining for climate prediction. The common
techniques used in data mining are classification, clustering and also ARM. However,
these methods are still popular research topics due to the need of searching for the most
accurate technique in predicting climate. Climate prediction is known to be a com-
plicated analysis because it involves many elements such as temperature, humidity,
wind speed, rainfall and many more [13].

The target in climate variability prediction is to find significant changes that will
affect human activities such as drought, heavy rainfall and also extreme temperature.
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Many previous studies used several methods of data mining to build their prediction
model, for example, in the study [12] both Artificial Neural Networks (ANN) and
Decision Tree are used to develop classification rule for the prediction of future weather
conditions using historical data. Meanwhile, [14] used k-Nearest Neighbor method in
classification technique to build a weather prediction model. Another study by [15]
used different methods in classification to build a rainfall prediction model based using
the climate data. All studies show how data mining has proven to be significant to be
used in climate prediction.

2.2 Association Rule Analysis in Climate Prediction

ARM is used to discover association and relations between the variables in databases.
The two most popular algorithms in ARM are Apriori and FP-Growth, where Apriori
aims to identify the frequent item sets that satisfied the minimum support and the
generated rules that will satisfy the minimum confidence value [16]. Meanwhile
FP-Growth uses a prefix-tree (FP-tree) data structure to store compressed and crucial
information about the frequent item sets in the database. The FP-Growth algorithm will
build conditional parameters based on the FP-tree structure to generate the full sets of
frequent patterns [17]. Researchers have shown much interest to use ARM to build
climate prediction model. In the study of [4, 18, 19], the researchers used an ARM
approach to build their prediction models using climate data from the previous years. In
classification and clustering algorithms, data needs to be categorized in a specific
group. However, in ARM rules are discover from large data sets by discovering all
relationships among data [18]. This method is considered relevant due to facts that
climate prediction involves a variety of elements and factors.

2.3 Time Series Prediction

Time series data is a type of data that consist a real value that taken from a regular time
interval. Time series data analysis is commonly used in weather and climate prediction,
financial and marketing strategy [20]. Time series data mining is a combination of time
series analysis and time series data mining. This method creates a process that can be
used to discover temporal patterns that are reliable to do time series prediction [21].
The time series data are important in helping to build a prediction model. ARM using
time series data can discover meaningful association relationships that occur with
particular events of the time such as climate variability.

3 Methodology

3.1 Association Rule Mining

The method that we are using in this study is based on the process of discovering
meaningful rules in the climate data. ARM is one of the techniques in data mining that
can be used to extract meaningful associations, frequent patterns, and correlations
between sets of items in the data repositories [22]. ARM is one of the technique in data
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mining that uses unsupervised data to discover rules from large data sets by discovering
all knowledgeable relationships between the data [23]. The rules generated will then be
analyzed and meaningful rules are used to show patterns and association in the climate
data which then are extracted and used to develop the prediction model.

All rules in ARM are measured using the strength of threshold support and con-
fidence. It is a form of X ! Y, where X and Y are item sets. The value of the support is
calculated as follow:

Support; Supp Xð Þ ¼ X=T

Supp(X) is where X shows how many times that the item occurs and T is the total
number of the transaction.

The confidence of a rule is the percentage of transaction in T that contain X that
also contain Y. It is calculated as:

ConfidenceðX ! YÞ ¼ Supp ðX[YÞ=Supp Xð Þ

In a set of transactions T, the goal of ARM is to find all rules that is:

• Support � minsupp threshold
• Confidence � minconf threshold

where minsup and minconf are the corresponding support and confidence thresholds.
In this study, we will also look at the lift value if the rules generated. Lift value in

ARM is the ratio of the confidence to expected confidence. Lift is one of the parameters
to show interest in ARM analysis. It is calculated as:

Lift ¼ Confidence=Expected Confidence

The lift value will give information about the increase in probability of generated
rules.

3.2 Climate Variability Prediction Framework (CVPF)

In this study, we are using an approach that is suitable for analyzing the time series data
on climate variability. In this CVPF approach, ARM is used to generate and discover
meaningful pattern and rules within the climate data. Since the generated patterns and
rules can be in a huge amount, clustering method is used to cluster the patterns and
rules according to the attribute characteristics.

The CVPF consists of data analysis module that we develop to identify the rules
that consists in the climate data variables and then to cluster the rules based on their
similarities. In this framework (see Fig. 1), it consists 3 stages of (i) Data Processing,
(ii) Rule Analysis and (iii) Prediction Model. In stage (i), it consists of two main
activities that are data cleaning and data normalization. Data cleaning is a proses of
identifying the inaccurate data from the datasets and replacing, or modifying, or
deleting the data. Meanwhile, normalization is a proses of organizing the columns and
tables of a relational database to reduce data redundancy and improve data integrity.
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In the Data Processing stage, the data will be cleaned and data scheme will be produced
and applied in the normalization process. The output from normalization will then be
used in stage (ii) as input data.

In stage (ii), ARM is used to analyze the data and to find the meaningful rules
within the datasets. The FP-growth algorithm is one of the fastest and popular asso-
ciation rule algorithms for frequent item set mining. Based on the research [24], the
major advantage of FP-Growth algorithm is, it uses compact data structure and elim-
inates repeated database scan. Therefore the information about the data set is greatly
compressed. Due to these advantages, this study chose to use FP-Growth algorithm will
be used to find patterns and to generate rules that will be used in the prediction model.

Generated patterns and rules will be analyzed and after all relevant rules identify,
the next step is to cluster all the rules. In the rules clusterization process, all significant
rules will be clustered based on their characteristics. This step will show the strength of
the rules that will be used in the prediction. The prediction model will be built in stage
(iii) and the model will be tested using the existing climate data to evaluate the
proposed technique.

4 Experiment and Expected Outcome

The data used in this research is the climate data for Petaling Jaya, Selangor from the
year 2013 to 2015 and the data was obtained from the Institute of Climate Change, The
National University of Malaysia. It composed of monthly data for each year and the
data details are as in Table 1.

Fig. 1. Climate variability prediction framework (CVPF)

Table 1. Details of attributes in dataset

Attribute name Attribute type Attribute measurement

Humidity Double Percentage of relative humidity, %
Temperature Double °C
Wind speed Double m/s
Rainfall Double mm
Number of rain days Integer days
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In this experiment, a few support and confidence values were set to observe the
number of rules generated by the algorithm. After conducting a few experiments, the
value 15% support threshold and 70% confidence threshold had produced more sig-
nificant and meaningful pattern that can be used in this analysis. Table 2 shows the
details frequent sets, patterns that produce in each year analysis.

Figure 2 presents the total number of rules based on the confidence value generated
for each year. For each year, the number of rules generated are different. However, for
all three years the percentage of confidence for rules generated is 100% and 75%. The
confidence value in ARM indicates how reliable this rule is. The higher the value of
percentage, the more likely the variable occur in a group if it is known that all body
variables are contained in that group.

From Fig. 2, the analysis of the rules generated are as below:

• For the year 2013, 94 rules were generated with the most frequent rules indicates
meaningful relationship between variables for rainday � 21.6 days. Rules for
rainday � 11.4 days and 14.8 < rainday < 18.2 days were also generated, how-
ever the number of rules describing for this month is less and is not significant to be
used in climate prediction.

Table 2. Details of ARM analysis

Year Support value Confidence value Number of lift rules Number of confidence rules

2013 15 70 188 94
2014 15 70 288 160
2015 15 70 88 22
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• Generated result for the year 2014 show that 161 rules were generated to show
meaningful relationships between the attributes. The generated rules show a bigger
range of months that can be used in climate prediction. The rules show detail
relationship between variable for rainday � 21.4 days, rainday < 7.6 days,
16.8 � rainday < 21.4 days.

• In 2015, 98 rules were generated, and the most frequent rules generated are for
17.0 � rainday < 20.0 days. Rules for other range of months were too few to be
significant in predicting.

Data for year 2013 and 2014 generated more rules, showing the details of rela-
tionship among variables and more significant pattern that can be used in climate
prediction compare with the result from year 2015.

Figure 3 shows the number of patterns generated based on the lift value. Lift value
shows the significant strength of the rules to be used in the prediction model. Higher lift
value means the pattern generated is more reliable to be in the prediction models. From
Fig. 3, it indicates that patterns generated with a higher lift value in more reliable to be
used in climate prediction model.

From the experiment, we can identify rules that can be used as rules in prediction,
since the rules shows detailed information of all related factors in climate event such as
to predict raining seasons. The selected patterns are based on the high confidence
percentage. In Table 3 it shows the pattern that can be used to predict rain days. The
patterns in this table show meaningful rules that can be used in climate prediction.

The rules in Table 3 show that in the year 2013, numbers of rules show a significant
relationship for rainy days. From the rules, it shows that for rainday � 21.6 days, the
variables related are temperature < 27.62°C,windspeed < 1.06 m/s, humidity < 82.3%.
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For 2014, the significant rules generated shows pattern that for range rain-
day � 21.4 days, the related variables are temperature < 27.46°C, wind-
speed < 0.94 m/s, humidity < 82.5% and rainfall < 624.00 mm.

Meanwhile, for the year 2015, the rules generated shows pattern for rainy days that
happened in month < 3.2 that is between January until March. The patterns show for
range 17.0 � rainday < 20, the related variable value is temperature < 28.64°C
humidity < 74.619%, windspeed < 1.2 m/s and rainfall < 437.96 mm.

From the generated rules, similar rules and pattern for each year are identified. The
pattern will be used as a prediction model to predict the weather and climate in future
years. In Fig. 4, it shows similarities of rules generated for number of raindays are
between 19–21 days where most of the elements in that range are similar. This pattern
shows that the Petaling Jaya area is expected to experience a significant rainfall of
about 440 mm to 620 mm. The total amount of rainfall during this period is high and
brings the risk of flash floods in the vicinity of Petaling Jaya. These expectations can be
used by authorities such as the Department of Irrigation and Drainage to monitor the
availability of drainage in Petaling Jaya to reduce the risk of flash floods.

Meanwhile, in Fig. 5, the resulting rule indicates that the amount of rain received
would decrease between 350 mm 10 160 mm only. This pattern shows that during this
period the amount of rain received is greatly reduced compared when the raindays are
between 7–15 days. This situation will affect water supply and this information can be
used to control the water supply around Petaling Jaya to prevent the occurrence of
water shortage problems to the surrounding residents.

From the analysis that we made, it shows that ARM can discover a huge number of
meaningful patterns. In this study, we used time series based data to conduct experi-
ments using FP-Growth algorithm and the results show plenty of meaningful rules that
can be used in the prediction model.

Table 3. Example of rules for rainy days

Year Generated rules

2013 {rainday � 21.6} ! {humidity < 82.3, temperature < 27.62 windspeed < 1.06}
100.0
{rainday � 21.6} ! {humidity < 82.3, temperature < 27.62} 100.0
{rainday � 21.6} ! {humidity < 82.3, windspeed < 1.06} 100.0

2014 {humidity < 82.5 temperature < 27.46, windspeed < 0.9400000000000001
rainfall < 624.0} ! {rainday � 21.4} 100.0
{humidity < 82.5 temperature < 27.46 windspeed < 0.9400000000000001}
! {rainday � 21.4} 100.0
humidity < 82.5, windspeed < 0.9400000000000001, rainfall < 624.0}
! {rainday � 21.4} 100.0

2015 {humidity < 74.61999999999999, temperature < 28.64}
! {17.0 � rainday < 20.0} 100.0
{humidity < 74.61999999999999, windspeed < 1.2 rainfall < 437.96}
! {17.0 � rainday < 20.0} 100.0
{humidity < 74.61999999999999} ! {17.0 � rainday < 20.0} 75.0
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5 Conclusion

From this study, it is proven that ARM can find the meaningful patterns in the climate
data and generate rules that can be used to build a prediction model. The high confi-
dence value and the lift value show the strength of the pattern and the rules are
significant to the association. From the experiments, patterns of rain and dry seasons
have been identified based on the rules generated. However, the data used in this study
are based on monthly data. It is possible to have more detail analysis if daily climate
data is used in future study.

Fig. 4. Climate pattern in petaling jaya during rainning season for year 2013, 2014 and 2015

Fig. 5. Climate pattern in petaling jaya during dry season for year 2013, 2014 and 2015
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Moving forward, this study will focus on how to cluster the generated rules and
apply clustering method on the patterns. Each cluster will be grouped based on their
rules characteristic and behavior. The result from this association rule clustering
method will be used to build a prediction model. The model will the test with real data
to valid the accuracy and suitability of the model in predicting climate.

Acknowledgements. Authors would like to thank Institute of Climate Change, The National
University of Malaysia for providing the climate data to be used in this study.

References

1. Grant, M.S.: Climate variability and climate change (2010)
2. Siwar, C., Alam, M., Murad, A.W., Quasem, A.-A.: A review of the linkages between

climate change, agricultural sustainability and poverty in Malaysia. Int. Rev. Bus. Res.
Pap. 5, 309–321 (2009)

3. Beer, T.: Climate variability and change: a perspective from the oceania region. Geosci. Lett.
1, 5 (2014). doi:10.1186/2196-4092-1-5

4. Gouda, K.C., Chandrika, M.: Data mining for weather and climate studies. Int. J. Eng.
Trends Technol. 32, 29–32 (2016)

5. Yu, X., Liu, Y., Huang, X., An, A.: Mining online reviews for predicting sales performance:
a case study in the movie domain. IEEE Trans. Knowl. Data Eng. 24, 720–734 (2012).
doi:10.1109/TKDE.2010.269

6. Rashid, R.A.A., Nohuddin, P.N.E., Zainol, Z., Kamarudin, S.: Dengue Epidemic Detection
Using Data Mining Techniques for Healthcare Monitoring Initiative (2017, to appear)

7. Claveria, O., Torra, S.: Forecasting tourism demand to Catalonia: neural networks vs. time
series models. Econ. Model. 36, 220–228 (2014). doi:10.1016/j.econmod.2013.09.024

8. Nohuddin, P., Coenen, F., Christley, R.: The application of social network mining to cattle
movement analysis: introducing the predictive trend mining framework. Soc. Netw. Anal.
Min. 6, (2016) doi:10.1007/s13278-016-0353-x

9. Esling, P., Agon, C.: Time-series data mining. ACM Comput. Surv. 45, 1–34 (2012). doi:10.
1145/2379776.2379788

10. Radzuan, N.F.M., Othman, Z., Bakar, A.A.: Uncertain time series in weather prediction.
Procedia Technol. 11, 557–564 (2013). doi:10.1016/j.protcy.2013.12.228

11. Ramamohan, Y., Vasantharao, K., Chakravarti, C.K., Ratnam, A.S.K.: A study of data
mining tools in knowledge discovery process. Int. J. Soft Comput. Eng. 2, 191–194 (2012)

12. Olaiya, F.: Application of data mining techniques in weather prediction and climate change
studies. Int. J. Inf. Eng. Electron. Bus. 4, 51–59 (2012). doi:10.5815/ijieeb.2012.01.07

13. Joshi, A., Kamble, B., Joshi, V., Kajale, K., Dhange, N.: Weather forecasting and climate
changing using data mining application. Int. J. Adv. Res. Comput. Commun. Eng. 4, 19–21
(2015). doi:10.17148/IJARCCE.2015.4305

14. Abrar, M., Tze, A., Sim, H., Shah, D., Khusro, S., Lecturer, S., Author, C.: Weather
prediction using classification. Sci. Int. 26, 2217–2223 (2014)

15. Zainudin, S., Jasim, D.S., Bakar, A.A.: Comparative analysis of data mining techniques for
Malaysian rainfall prediction. Int. J. Adv. Sci. Eng. Inf. Technol. 6, 1148–1153 (2016)

16. Suresh, H., Raimond, K.: Mining association rules from time series data using hybrid
approaches. Int. J. Comput. Eng. Res. 3, 181–189 (2013)

Association Rule Mining Using Time Series Data 129

http://dx.doi.org/10.1186/2196-4092-1-5
http://dx.doi.org/10.1109/TKDE.2010.269
http://dx.doi.org/10.1016/j.econmod.2013.09.024
http://dx.doi.org/10.1007/s13278-016-0353-x
http://dx.doi.org/10.1145/2379776.2379788
http://dx.doi.org/10.1145/2379776.2379788
http://dx.doi.org/10.1016/j.protcy.2013.12.228
http://dx.doi.org/10.5815/ijieeb.2012.01.07
http://dx.doi.org/10.17148/IJARCCE.2015.4305


17. Kamsu-Foguem, B., Rigal, F., Mauget, F.: Mining association rules for the quality
improvement of the production process. Expert Syst. Appl. 40, 1034–1045 (2013).
doi:10.1016/j.eswa.2012.08.039

18. Rana, D.P., Mistry, N.J., Raghuwanshi, M.M.: Novel usage of Gujarati calendar in temporal
association rule mining for temperature analysis of Surat, India. In: Proceedings of 2014
International Conference Soft Computing Machine Intelligence ISCMI 2014, pp. 38–41
(2014). doi:10.1109/ISCMI.2014.20

19. Alshareef, A., Bakar, A.A., Hamdan, A.R., Abdullah, S.M.S., Jaafar, O.: Pattern discovery
algorithm for weather prediction problem. In: Proceedings of 2015 Science and Information
Conference SAI 2015. pp. 572–577 (2015). doi:10.1109/SAI.2015.7237200

20. Yoo, J.S.: Temporal data mining: similarity-profiled. In: Holmes, D.E., Jain, L.C. (eds.) Data
Mining: Foundations and Intelligent Paradigms. Intelligent Systems Reference Library, vol.
23, pp. 29–47. Springer, Heidelberg (2012). doi:10.1007/978-3-642-23166-7_3

21. Mishra, S., Saravanan, C., Dwivedi, V.K., Pathak, K.K.: Discovering flood recession pattern
in hydrological time series data mining during the post monsoon period - proquest. Comput.
Appl. 90, 35–44 (2014)

22. Qureshi, Z., Bansal, J., Bansal, S.: A survey on association rule mining in cloud computing.
Int. J. Adv. Res. Comput. Commun. Eng. 3, 318–321 (2013)

23. Liu, X., Zhai, K., Pedrycz, W.: An improved association rules mining method. Expert Syst.
Appl. 39, 1362–1374 (2012). doi:10.1016/j.eswa.2011.08.018

24. Kumar, B., Rukmani, K.: Implementation of web usage mining using APRIORI and FP
growth algorithms. Int. J. Adv. Netw. Appl. 404, 400–404 (2010)

130 R.A.A. Rashid et al.

http://dx.doi.org/10.1016/j.eswa.2012.08.039
http://dx.doi.org/10.1109/ISCMI.2014.20
http://dx.doi.org/10.1109/SAI.2015.7237200
http://dx.doi.org/10.1007/978-3-642-23166-7_3
http://dx.doi.org/10.1016/j.eswa.2011.08.018


An Ontology-Based Hybrid Recommender
System for Internet Protocol Television

Mohammad Wahiduzzaman Khan, Gaik-Yee Chan(&),
Fang-Fang Chua, and Su-Cheng Haw

Faculty of Computing and Informatics,
Multimedia University, Cyberjaya, Malaysia

gychan@mmu.edu.my

Abstract. Internet Protocol Television (IPTV) has gained popularity in pro-
viding TV channels and program choices to broad range of user. The service
providers are attempting ways to attract more users’ subscription and as from
user point of view, they would like to have channel or program recommenda-
tions based on their preferences as well as public suggestions. This motivates us
to propose an ontology-based hybrid recommender system. This system applies
content-based and collaborative filtering in IPTV domain to increase users’
satisfaction. The preliminary experimental results show that our proposed sys-
tem works more effectively by eliminating the cold-start problem, over spe-
cialization, data sparsity and new item problems and efficiently by using the
ontological user profile for computation of recommendations.
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1 Introduction

One of the benefits of Internet Protocol Television (IPTV) is that it carries a broader
catalog of videos for a wider range of demographics and tastes. Hence users have more
options to choose from. However, human beings are pretty bad at choosing between
many options. We may get overwhelmed, thus leading to making poor choices or
perhaps choosing none of the many options. Consequently, we require intelligent
system of predicting whether a user will be interested in a particular item or not and
such an intelligent system is known as a recommender system. Significant amount of
research in the field of recommender system have been carried out since the mid-1990s
[1–7] till recent years [8–13]. Generally, there are two main approaches towards pre-
diction and recommendation. One is the collaborative filtering approach and the other
content-based. These two traditional approaches also tag along with many problems
such as the cold-stat problem, the new user or item problem, over specialized problem
and so on that needed to be resolved before quality recommendation could be
produced.

Hence, hybrid approach, combining content-based, collaborative filtering,
knowledge-based and/or ontological approach evolve for improving quality of rec-
ommendations. Ontology, a new trend in recommendation system, represents shared
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conceptualization in certain domains [13]. Ontology is used to define sets of concepts
relevant to a domain and the relationships between these concepts in a way inter-
pretable by both human and machine. When designing a new recommender system, it
is very important to select a suitable recommendation approach which will produce
satisfactory recommendations to the users effectively and efficiently.

Therefore, in this paper, we propose using ontological user profile for a hybrid
(content-based with collaborative filtering) recommendation system known as OHRS.
The preliminary results from our experiments using dataset in the IPTV domain do
indeed shows that OHRS performs more effectively and efficiently than purely
content-based or collaborative filtering approach.

The organization of the paper is as follows, Sect. 2 discusses related works, Sect. 3
describes our proposed ontology-based hybrid recommender system, OHRS, Sect. 4
presents performance evaluation of OHRS and Sect. 5 concludes with discussion on
future works.

2 Background and Related Works

The following sub-sections describe the recommender systems which can be broadly
categorized into collaborative filtering, content-based, and hybrid [14].

2.1 Collaborative Filtering Approach

Collaborative filtering represents a process that filters items based on users’ opinions.
This approach is categorized into user-based and item-based approach [1–3].

User-based or memory-based filtering represents users as vectors in the space of
size m, the number of items in the system. User-based collaborative filtering recom-
mends items for users in two steps. First it finds similar user in terms of rating pattern
on items with the target user. Next, it predicts items for target users by using the ratings
of those users with similar rating patterns.

The disadvantage of this approach is its degraded efficiency because the process of
finding similar users requires s2 vector multiplications, where vector length is equal to
m and s is the number of users in the system [11]. This approach thus has performance
and scaling issues.

Under the item-based or model-based collaborative filtering approach, similarity of
items is determined by ratings provided by other users on a particular item. For example,
the movie “Game of thrones” with genre as Action, actor is Emilia Clarke. In this
example, the movie is represented by features used by content-based approach. For
another example, “Game of thrones” is represented based on users’ rating, User 1 rated it
5, User 2 rated it 3, User 3 rated it 1, and User 4 rated it 5. Item-based collaborative
filtering approach is thus more suitable to be used for this second type of representation.

Initially, a model is built to find similarities of all pairs of items. Next, it uses the
most similar items to a target user’s already-rated items for generation of recommen-
dations for the target user. For example, if User 1, User 2 and User 3 all rated Item 1
with high values. Both User 1 and User 3 also rated high for Item 2 and User 2 has not
try Item 2 yet so item-based collaborative approach may recommend Item 2 to User 2.
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Nevertheless, traditional collaborative filtering approach has limitations, for
example, the new user or new item problem and data sparsity problem. When there is a
new user, not much information is known about this new user’s preferences. For
collaborative filtering approach, the system has to learn the new user’s preferences
through other users’ ratings. One way to resolve this problem is by hybrid of
content-based and collaborative filtering approach. Research in [15] has proposed
various techniques in order to address this problem.

Collaborative filtering approach depends highly on users’ ratings. Hence, only
when a new item has gotten a substantial amount of ratings, then it will be recom-
mended to a user. This new item problem could be resolved using hybrid-based
approach.

If available data is very little as compared to predicted data in a recommender
system, then data sparsity problem arises. For example, in a movie recommender
system, some movies might have been rated by a small number of users. These movies
will not be recommended to a user even though they have been rated highly by this
small group of users. One way to resolve this issue is to use user information for
computation of recommendations. Two users will not only be similar if they rate the
same item similarly but also share some similar demographic information such as age,
gender and so on [3].

2.2 Content-Based Approach

Content-based approach is also known as cognitive filtering. One such research in
content-based recommender system is [5]. Content-based recommender system rec-
ommends items based on item profile as well as user profile. The content of every item
consists of features or attributes that give meaningful descriptions to the item. For
example, the item ‘Movie’ has features such as Genre, Actor and Director that describe
that particular movie. The user profile is represented with user profile items such as
ratings for items. If a user likes Action type of movie and watches “The dark knight”,
most likely, this user will also like “The dark knight rises”. The reason being both of
the movies share the same genre, actor and director.

However, before implementing a content-based recommender system, several
issues need to be considered. First, an efficient method has to be used to extract related
features from the items automatically. In addition, these features have to be represented
in such a way that both the user profile and the items are linked in a meaningful way.
Third, the machine learning algorithm should be able to learn the user’s profile based
on identified items. It can then make recommendations using the learned user’s
profile [4].

Content-based approach suffers from various shortcomings and one of these is
limited content analysis. Content-based approach has to work within a limited range of
features which are associated with the items the recommender system wants to rec-
ommend. In order to get a sufficient set of features, the content is automatically parsed.
Otherwise, the features have to be manually assigned to the items. However, it will not
be practical to manually assign attributes to items because resources are limited [1]. It is
mentioned in [4] that automatic information retrieval technique could be used to extract
features from text documents. But automatically extract features from multimedia data
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that are graphical and video in nature would be difficult. Additionally, if two items have
the same features, they could not be distinguished. For example, a text-based docu-
ments represented by keywords cannot be distinguished by content-based systems
whether one is well-written or the other badly written [4].

Over specialization seems to be a major problem of content-based approach. When
a recommender system recommends items to a user using user profile, item profile and
user’s previous transactions, it will be confined within that user’s choices, thus pro-
viding the same sort of recommendations all the time. For example, for a person who
never watches a super-hero movie, he or she will never be recommended with any great
super-hero movie of all time.

A content-based recommender system will only work well when the user has rated
the items in a sufficient number of times before it can really understand the user’s
preferences to provide reliable recommendations. In such a case, the new user who has
not rated enough number of items may not get recommendations in an accurate manner
[4]. Nevertheless, this problem could be resolved by hybrid-based approach.

2.3 Hybrid Approach

Hybrid recommender systems, by combining different recommendation techniques,
aim to perform better by eliminating shortcomings of the conventional approach.
Conventional approaches are for example, collaborative filtering, content-based, and
knowledge-based. Consequently, various hybrid recommendation techniques evolved
with the aim to produce outputs which could outperform any single conventional
approach. Some researches involved in this area are [4, 8, 9, 11]. Unlike the first two
conventional approaches which applies learning algorithms, knowledge-based
approach mainly exploit domain knowledge by making inferences on users’ needs
and preferences. Nevertheless, the most common hybridizing methodology is still
combining content-based with collaborative filtering.

Research in [4] has also shown that hybrid recommender system using knowledge-
based approach could address the cold-start problem. Cold-start problem occurs when
learning-based techniques are used in collaborative filtering and content-based approa-
ches. During machine learning phase, these approaches most often, require users to input
their ratings or preferences manually which in a way is difficult to be obtained.

Traditional recommender systems that are predicting user rating uses very little
information about the user [6]. It does not take advantages of user behavior. For
example, classical collaborative filtering approaches rely explicitly on user ratings
rather than user interest on particular concept or feature. Thus, traditional recom-
mendation approaches including hybrid recommendation approach perform poorly on
small amount of data [6].

Traditional recommender system, both content-based and collaborative filtering
approach, suffers from scalability problem. This is due to the computation to obtain the
nearest neighbors increases with the number of user in the system [6]. Singular value
decomposition coupled with neural network seems to be an efficient technique for
resolving the scalability problem [2].
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Ontological recommender system sets a new trend in recommendation systems.
Some research done in ontology-based recommender systems are [6, 7, 12, 13].
Ontology deals with the concepts and their interrelations of a specific domain [13]. By
representing the user profile and recommendable items ontologically, preferences
would be in more detailed and richer, thus better than the standard keywords-based
representation. In ontology, terms are interpreted with other terms following their
semantic relations. The hierarchical structure of ontology has made analysis of pref-
erences at various levels of abstraction. With tremendous modeling and reasoning
power, ontology could be used to store and exploit user preferences, thus allowing a
greater margin of knowledge to be shared and reused. The ontology-based recom-
mender system as proposed in [13] uses spreading activation technique to learn the user
profile dynamically too.

3 Our Proposed Recommender System-OHRS

An over view architecture of our proposed ontological-based hybrid recommender
system, OHRS, is as shown in Fig. 1 (read from left to right, top to bottom in the
sequence of number 1, 2, and so on).

Fig. 1. An overview of OHRS
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As seen from Fig. 1 (step 1), our OHRS makes use of MovieLens 100K dataset
[16] in order to generate ontological user profile and item profile. The MovieLens
dataset consists of two separate data sets, one dataset (Movie dataset) contains about
9K of records with movie id, movie titles and genre. Another data set (Rating dataset)
contains 100K records with 671 users providing 6500 movies’ ratings. Records in these
two data sets are combined and formed into our raw data set (Rating-Genre dataset)
consisting of about 800 records of 10 users (user id from 1 to 10) with average 80
different movies of genre per user rating, where user id 1 rated only the least number,
i.e. 20.

As mentioned in [13] that ontology could be used to formally and semantically
represent a shared concept of a specific domain. Ontology defines concepts and their
relationships relevant to a specific domain and represent them in both human and
machine readable form. Based on this ontology concept, thus, each element in the
movie domain could be linked hierarchically and semantically [10]. Thus for our
proposed system, the four columns of data such as User id, Movie id, Rating and Genre
from the Rating-Genre dataset are transformed to a hierarchically and semantically
linked data structure as shown in Fig. 2a. These hierarchically and semantically linked
structures shall serve as the inputs to the ontological user profile (Fig. 1, step 2).

Referring to Fig. 2a, classes (user, movie, genre, genre-type) are used to represent
the different concepts of the movie domain in an abstract manner. The property

Fig. 2. (a) A generic ontology data structure (b) Instances of ontology data structure
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belonging to two classes are semantically linked through a relationship, for example,
the user class and movie-rating class has ‘rate’ relationship, i.e. user rates a movie.
Each class also has a certain number of attributes, for example, the movie class has
movie id as an attribute and rating attribute values ranging from 1–5 where value 1 is
the lowest rating and the value 5 is the highest rating for that particular movie.

The ontology user profile database consists of instances of such hierarchically and
semantically linked data structures (Fig. 2b showing two instances) where an instance
represents a specific individual belonging to that class and has particular values for
each of its attributes. For example, one instance of user id 1 rated movie id 31 with
rating 2.5 where the movie genre is a Drama. At another instance, user id 1 rated movie
id 1953 with rating 4.0 where the movie genre is a Comedy, Romance as well as
Drama.

Due to ratings are subjectively provided by each user, there is a need to normalize
the rating values. We normalize user rating by using Eq. 1 [6].

Wa;n ¼ ra;n
5

ð1Þ

where Wa;n is the weighted preferences value of a user a for an item n. Weighted
preferences values range from 0 to 1 where 1 is the highest preference and ra;n is user
a’s ratings for item n in the scale of 0 to 5. We then formulate ontological user profile
by using Eq. 2 [6],

Wa;f ¼ 1
N

X
f2Features dnð Þ Wa;n ð2Þ

where N is the number of movies watched by user a. Wa;f is the ontological user
preferences value of user a for a feature f, feature f is the genre of a movie, and dn is the
list of movies for feature f. Our ontological user profile containing normalized rating
values (weighted preferences values) are tabulated as shown in Table 1.

Table 1 shows partial ontological user profile with weighted preferences values as
computed from Eq. 2 for three users, user id 1, 2, and 10. These preferences values
range between 0 to 1 where 0 means lowest preference and 1 means highest preference.
User id 1 rated a total of 20 movies, and out of these 20 rated movies, 8 are Adventure
type of movies.

Table 2 displays the 8 Adventure movies rated by user id 1 with original ratings
and normalized ratings where the normalized ratings are calculated using Eq. 1.

Table 1. Ontological user profile with weighted preferences values

User id # Genre
Action Animation Adventure Children Comedy Crime Documentary

User id 1 0.1 0.06 0.165 0.05 0.07 0.01 0
User id 2 0.142 0.029 0.103 0.034 0.192 0.053 0
User id 10 0.226 0 0.165 0 0.139 0.07 0
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After calculating normalized user rating, we then calculate ontological concept
value for user id 1 for concept Adventure using Eq. 2. For example, N, the total number
of movies rated by user id 1 is 20 and dn is the list of movies with Adventure feature
(refer to Table 2, Row 3). Applying these values to Eq. 2,

W1; adventure ¼ 1
20

� 0:4þ 0:4þ 0:5þ 0:2þ 0:8þ 0:4þ 0:4þ 0:2ð Þ

W1; adventure ¼ 1
20

� 3:3

so W1; adventure ¼ 0:165 as shown in Table 1 (Column 4, Row 3). This is interpreted as
user id 1 has highest preference value of 0.165 for Adventure type of movie and
preference value of 0 for Documentary type of movie. This means user id 1 mostly
prefers watching Adventure type of movie over the other types of movies.

Refer to Fig. 1 (step 4), the hybrid recommendation engine consisting of combi-
nation of content-based and collaborative filtering approaches will make use of the
ontological user profile data to generate similarity neighborhoods. To compute the
similarity among users, the ontological distance of each user profile is calculated from
Euclidean distance formula [12] Eq. 3,

distancea;b ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiX

f 2 features
Wa;f �Wb;f
� �2r

ð3Þ

where distancea;b represents ontological similarity between user a and user b. Once all
the distances have been computed then by inversing this value, we get the user-user
similarity value. For inversing the value, we use Eq. 4, [12].

Sim a; bð Þ ¼ 1
distancea;b

ð4Þ

These inversed user-user similarity values for 10 users are tabulated as shown in
Table 3. We are inversing values in order to achieve some meaningful values for
recommendation calculation using Eq. 5 [12].

As shown in Table 3, user-user similarity value for user id 1 and user id 2 is Sim(1,
2) = 3.749 (Table 3: Column 2, Row 3 and Column 3, Row 2) and user-user similarity
value for user id 1 and user id 6 is Sim(1, 6) = 4.918 (Table 3: Column 2, Row 7, or
Column 7, Row 2), which represents the highest values for user id 1. This means, based
on ontological concept, user id 1 and user id 6 have similar rating patterns on similar
movies.

Table 2. Normalized ratings for user id 1

Movie id 1129 1287 1371 1405 2105 2193 2294 2968

Original rating 2.0 2.0 2.5 1.0 4.0 2.0 2.0 1.0
Normalized rating 0.4 0.4 0.5 0.2 0.8 0.4 0.4 0.2
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After calculating user-user similarity values, we need to find the k most similar
users or the nearest similar user neighborhood. For our experiment, we use k = 5, i.e.
five most similar users. The k most similar users can be calculated by sorting the
user-user similarity values in descending order for target user than pick the top k users
from the list. Referring to Table 3, Row 2 for user id 1, the five most similar users are
user id 6, 10, 7, 2, and 8.

In order to generate top-N movie as recommendation for a user, we need to cal-
culate predicted user rating by using Eq. 5 [12],

Pa;i ¼ ra þ
P

b2V Sim a; bð Þ � ðrb;i � rbÞP
b2V Sim a; bð Þ ð5Þ

where Pa;i is the predicted rating of user a for movie i. Sim(a,b) is the similarity value
of user a and b. This evaluation even aims to generate recommendation that the user
has not seen before. For example, user id 1 has not yet watched five movies (Table 4,
Row 1) with movie ids 1204, 293, 1148, 1223 and 745. However, these movies have
been watched by the peers (or neighbors: user id 6, 10, 7, 2 and 8), therefore, we
compute the predicted scores on these items.

The recommendation list (refer to Table 4, Row 2) is then sorted according to the
user’s predicted rating for each item in descending order. Therefore, top-N items with
high ranking in users predicted ratings are included in the recommendation list.

Table 3. User-user similarity values for 10 users

User ID 1 2 3 4 5 6 7 8 9 10

1 0 3.749 3.049 3.336 2.614 4.918 4.342 3.517 2.517 4.433
2 3.749 0 8.074 3.704 4.454 6.473 3.716 6.515 6.085 5.116
3 3.049 8.074 0 3.555 3.61 5.868 3.585 6.996 4.793 4.443
4 3.336 3.704 3.555 0 3.498 5.387 6.768 3.623 2.628 3.698
5 2.614 4.454 3.61 3.498 0 3.401 2.867 3.275 4.127 2.872
6 4.918 6.473 5.868 5.387 3.401 0 5.959 7.342 3.46 6.236

Table 4. Predicted user rating for user id 1

Movie id 1204 293 1148 1223 745

Predicted
user rating
(user id~1)

4.289 4289 4.123 4.123 4.123

User rating
(Neighbors)

5 5 5 5 5

Genre/
concept

Adventure/
Drama/War

Action/Crime/
Drama/Thriller

Animation/
Children/
Comedy/
Crime

Adventure/Animation/
Children/Comedy/Sci-Fi

Animation/
Children/
Comedy
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The top-N recommendations are displayed through the user interface (Fig. 1, steps
5–6). The recommendation list is tabulated as shown in Table 4 for user id 1. Here we
are showing top-5 recommendations for user id 1 with the predicted rating and other
neighbors’ original ratings.

For our initial implementation, the user interface shows only the recommendation
list pushed out from our OHRS. For future implementation, the OHRS user interface
shall capture more context-aware attributes such as location, duration or time of
watching the movie or user demographic such as age, education level, incomes and so
on to facilitate recommendations to be pulled out from the system.

4 Performance Evaluation of OHRS

This section discusses the performance of our OHRS through a few scenarios. Each
scenario represents a typical problem encountered by traditional content-based or
collaborative filtering approach. Such problems could be the cold-start problem,
over-specialization problem, new user or the new item problem, the data sparsity
problem and degraded efficiency issue.

Now if we use the same raw dataset (Rating-Genre dataset) and calculate user-user
similarity based on Pearson correlation formula, then run a query regarding top-N
recommendation for user id 1 with traditional collaborative filtering approach, it will
not be able to recommend a single item. This is due to the fact that user id 1 has not
rated items that are rated by any of the other users from user id 2 to user id 10.

However, our OHRS has eliminated such problem because our approach is not just
considering user rating on the same item but it also considers user likelihood for a
particular ontological feature or concept. As shown in Table 4, OHRS is able to rec-
ommend the top-5 predicted item for user id 1 thus eliminated the cold-start problem
which traditional recommendation system has failed to do.

For our experimental purpose, we added manually a new item, movie id 521356
and also put 5.0 as user id 6’s rating for the newly inserted item. We then run our
algorithm again to find the predicted user rating for user id 1. The predicted user rating
for movie id 521356 as calculated for user id 1 is 4.015, close to the original rating of 5
from user id 6. Recommending a new item to a certain user is made possible using our
OHRS, thus solving the new item problem.

The ontological data set for our experiment consists of only 10 users with their
ratings, in which user id 1 has rated the least number of movies, i.e. 20. Even with this
small number of users and ratings, our OHRS is able to recommend top-5 recom-
mendations based on predicted ratings for user id 1 as shown in Table 4. Hence, data
sparsity does not represent a problem for our system.

Our OHRS will not confine a user’s taste only on the concept that he or she favors
most. It also broadens the user’s taste by providing recommendations for various
concepts based on the ontological user profile. As shown in Table 4, Row 4, we are
recommending top-5 items for user id 1 in which the genre belonging to other concepts
such as Drama, Comedy, Sci-Fi and so on although user id 1 has highest preferences
value for the Adventure type of movies.
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Traditional content-based, collaborative filtering or hybrid approach requires
extensive computation and memory storage thus creating efficiency issue. For example,
if n is the number of item in the system, we would need n * n matrix for computing
item-item similarity values. Similarly, if m is the number of user in the system, it will
take m * m matrix to compute similarity among users. However, generating recom-
mendation from our ontological user profile database will not requires n * n or
m * m matrices for computation of item-item or user-user similarity values. This is due
to the fact that data in our ontological user profile database are represented in classes
and stored as instances for easy and fast access as compared to the traditional rows and
columns representation.

5 Conclusion and Future Work

In this paper, we have demonstrated that our OHRS does indeed is more effective and
efficient than some traditional content-based and collaborative filtering recommender
systems. It can more effectively recommend items by eliminating problems such as
cold-start, new item, sparsity and over specialization. Moreover, it is able to perform
more efficiently due to the fact that it does not require extensive matrices computation
and memory storage.

Nevertheless, further enhancements can be explored from ontology-based knowl-
edge technologies such as group oriented recommendation and query driven recom-
mendation. To improve further the quality of recommendation, it may be possible to
add more context-aware attributes such as location, duration or time of watching the
movie or user demographic such as age, education level, incomes and so on to the
OHRS. Performance evaluation could then be based on large and real-time datasets for
prediction of user ratings and recommendation on the basis of 10 to 100 nearest
neighbors. Additionally, for performance bench marking, Root Mean Square Error
(RMSE) and Mean Absolute Error (MAE) could be used. These measures compare the
predicted with the actual ratings and provide an indication that the lower their values,
the higher would be the accuracy.
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Abstract. Self-regulated learning (SRL) is an academically effective form of
learning, which learners must set their goals and make plans before starting to
learn. As an ongoing process, learners need to monitor and regulate their cog-
nition, motivation, and behavior as well as reflect on their learning process.
These processes will be repeated as a cyclic process. The emerging technologies
have changed the learning environments. Technology delivers teaching to
learners via online. In online learning, information of education and learners do
not share the same physical setting. Online learning should provide opportu-
nities for learners to master necessary tasks. Online learners may use SRL
strategies. In this research, we have collected, synthesized, and analyzed 130
articles on various topics related to SRL that published from 1986 to 2017,
focusing on online learning and mathematics. We noted several models, phases,
and few other topics discussed under SRL.

Keywords: Online learning � Self-regulated learning � Strategies �
Mathematics

1 Introduction

As the technology emerged, online learning had become a popular form of education
today. Within the past decade, it has contributed toward a major impact on education
and the trend is increasing. Online learning is a way of studying for an internationally
recognized qualification without needing to attend classes. It takes place over the
Internet. Online learning is catalyzing a pedagogical shift in how we teach and learn.
There is a shift away from top-down lecturing and passive learners to a more interactive,
collaborative approach in which learners and instructor co-create the learning process.
Learners should use an appropriate strategy to make sure they can learn from the online
learning environment. One of the suitable strategies is self-regulated learning (SRL).

There were many educational researchers have conducted research on SRL. Zim-
merman [56] stated that American educational leaders stressed on the importance of
individuals assuming personal responsibility and control for their own acquisition of
knowledge and skills. The implication are the learners must become active as they are
self-regulated learners. SRL requires both will and skill from the learners. Therefore
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education should help learners to be aware of their own thinking, to be strategic and to
direct their motivation toward valuable goals. Learners learn to be their own teachers or
masters as the final goals. This means that learners need to move from teaching to
self-reflective practice [59]. For this research, we will focus on mathematics subject.
Mathematical understanding is typically conceived to occupational success and per-
sonal management in daily life. Therefore mathematics is a core discipline in education
across primary, secondary, and higher education curricula [17]. There are many
research focus on mathematics subject in relation to self-efficacy beliefs, motivation,
and mathematics achievement [6, 32, 36, 40–42, 44, 49]. Usually, learners will have
some difficulty in order to understand mathematical problem texts and perceiving
alternative ways of solving the problems, and also a lack of confidence when calcu-
lating the solutions. Learners’ problem-solving difficulties do not always from lack of
mathematical knowledge but from ineffective activation of their knowledge [47]. This
could happen because learners are lack of metacognitive skills that need control,
monitor, and reflect on solutions processes. With the existence of online learning,
learners could master the mathematics subject as there are many resources available
online. In online learning, when learners use strategies that are related to
self-regulation, they can regulate their personal functioning and benefit from the online
learning environments.

1.1 Online Learning

The growth of technology has changed the ways of learners to study. In daily life, the
learner is surrounded with digital devices and they do not need to expand extra effort to
get used to them as technology is assumed to be a natural part of the environment [14].
This has given the learners more learning opportunities and help them to master in their
learning. There are many definitions of online learning and it is described as a way of
instruction via computer or mobile devices with Internet connections. Delen and Liew
[14] said that online learning is “the use of the Internet to access learning materials; to
interact with the content, instructor, and other learners; and to obtain support during the
learning process, to acquire knowledge, to construct personal meaning, and to grow
from the learning experience”. Online learning also has different terms used to describe
it, one of the terms is e-learning.

With the introduction of computer and Internet, online learning or e-learning tools
and delivery methods have been expanded. The first Mac in 1980’s enabled learners to
have computers in their homes hence making it easier for them to learn about particular
subjects and develop certain skills sets. Then in the following decade, virtual learning
environments began truly thriving with learners can gain access to online information
and e-learning opportunities [60]. These opportunities give learners to learn by
themselves and enhance their skills in the study. While studying in the classroom, the
instructor may not be able to focus entirely on each of learners, this will likely to cause
certain learners who do not understand what have been taught. Hence learners may
need to learn and revise by themselves. Therefore, online learning can play a big role
and help learners to learn. While learning via online learning, learners need to use
specific strategies to make sure they can learn and benefit from it. The specific
strategies that learners can use are self-regulated learning.
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1.2 Self-Regulated Learning

Self-regulated is not a mental ability or academic performance skills. It is defined as a
self-directive process by which learners transform their mental ability into academic
skills. Those abilities will control over learner’s own thoughts, feelings, motivations,
and actions within the external environment that relate to acts of self-regulation [5].
Those abilities of skills are important for learning both and beyond the formal learning
environment.

SRL is described as being a master of their own learning [56]. The learners take
control of metacognitive, motivational, and behavioral aspects of their learning [26, 33,
36, 51, 53, 56]. Self-regulated learners who plan, organize, self-instruct, self-monitor,
and self-evaluate at the various stage during learning process is called metacognitive.
For motivationally is where the learners perceive themselves as competent,
self-efficacious, and autonomous. Lastly for behaviorally, the learners select, structure,
and create environments that optimize the learning. The learners’ self-regulated
thoughts and actions will be oriented toward achieving the learning goals. Hence the
learners become active seekers and processors of information. They are aware when
they know a fact or possess a skill and when they do not. The learners also will always
seek out for information when need and take necessary steps to master it. They will
investigate, monitor, and modify learning to achieve the goals. These characteristics are
important for learners who are near to completion of formal learnings.

There is a self-oriented feedback loop in which learners monitor the effectiveness of
their learning methods or strategies and respond to feedback in a variety of ways [43].
Other article suggested a cyclical model consists of three (3) phases [57]. The first
phase is called Forethought phase which includes the key processes of goal setting and
social modeling to set the stage for action. Then, the second phase is Performance
Control phase which involves processes that occur during learning. Finally is
Self-Reflection phase which occurs after performance phase. Learners will react to their
effort by self-evaluating their progress and adjusting strategies as necessary through the
cyclic of processes. According to this cyclic model, SRL strategies consists of cog-
nitive and metacognitive activities or strategies [8, 10, 18, 23, 36, 46]. The cognitive
strategies are related to dealing with subject domain while metacognitive strategies are
related to thinking about and regulating the cognitive. Often the term of metacognitive
is simply defined as “cognitive of cognitive” or “thinking about thinking” [14, 31].
Hence, the metacognitive can be understood as a competence of reflecting on mental
task critically and efficiently and effectively organize the relevant learning and thinking
processes. Zimmerman [53] explains that self-regulation is not a process that occurs at
the individual level but is determined by interactions with environment and also per-
sonal and behavioral influences. Learners can learn through observing and interacting
with parents, teachers, peers and who demonstrate these behaviors.

There is an important aspect of theories of self-regulated learning where learners’
learning and motivation are treated as interdependent processes that cannot be apart
from each other. The learners are rather to seek out their opportunities to learn, to
compare and to reactive to their learning outcomes. They may do self-initiated activ-
ities to promote self-observation, self-evaluation, and self-improvement. This shown
that SRL involves more than a capability to execute a learning response by the learners.
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Besides, it also more than a capability to adjust learning responses to new or changing
conditions from the feedback. At this level, learners are not only self-directed in a
metacognitive sense but are self-motivated as well.

2 Research Method

We analyzed topics that being addressed in SRL research. During our analysis, we
identified several topics that being addressed. The topics are model and phases of SRL,
strategies used by learners in SRL, and self-regulation in online learning environments.
To examine research on SRL, we conducted a systematic review and analysis in two
phases. First, we accumulated and gather related articles, and finally discuss the topics
addressed in SRL.

2.1 Accumulation of Related Articles

SRL research have been published in many journals, hence we searched through thirty
year period (1986–2017) of random journals. We search any journals that related to
SRL, online learning and mathematics in order to get 130 articles. The articles were
searched through Google Scholar and UiTM’s library, EzAccess. The research articles
were searched by using phrases such as “Barry Zimmerman”, “self-regulated learning”,
“self-regulated learning and mathematics”, and “self-regulated learning and academic
achievement”. As we looking for research articles in the topic area of SRL, we elim-
inated any result that was a book review.

2.2 Related Topics

Related topics that will be discussed in the findings section begin with model and
phases of SRL. Although there are several types of SRL model that was invented by
some researchers, all of the models is said to be a cyclic process. Learners who follow
the model in order to achieve a better performance in their learning will keep the
process ongoing as a circle. Then, we discussed strategies that have been suggested by
researchers for the learners to follow as self-regulated learners. The strategies are
cognitive, metacognitive, self-efficacy or motivation, behavior, resource management,
three model of Zimmerman and 15 SRL strategies. Then we will discuss self-regulated
learning in online learning. Finally, we highlight the relationship between mathematics
and self-regulated learning.

3 Findings

We have collected more than 150 articles related to SRL, online learning, and math-
ematics. As SRL becoming an issue among educators, we can see the increasing
number of articles available per year from 1998 until 2017.
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3.1 Model and Phases

All the model inventors (researchers) agreed that SRL is a cyclical process, composed
of different phases. However, the models present different phases and sub-processes. In
general terms, we can conclude that the models have three identifiable phases. The
phases are (a) preparatory that includes task analysis, planning, having goals, and
setting the goals; (b) performance which the actual task is done while monitoring and
controlling the progress of performance; and (c) appraisal that learners reflects, regu-
lates and adapts for future performances. Zimmerman’s and Pintrich’s models
emphasize a clearer distinction among the phases and sub-processes that occur within
them [1, 4, 7, 11, 13, 16, 20–22, 24, 25, 29, 34, 36, 37, 50, 52, 54, 55]. For Boekaerts’s,
Winne and Hadwin’s, and Corno and Mandinach’s models are more explicit, making
SRL an open process that has recursive phases [27, 38, 39].

Winne and Hadwins’s model does not make a clear distinction between the phases
that belong to each that state SRL is presented as a loop that evolves over time. The
Zimmerman’s and Pintrich’s models might allow for more specific interventions
because the measurement of the effects might be more feasible. For example, if a
teacher recognizes that one of the students has a motivation problem while performing
a task, applying some of the subprocesses presented by Zimmerman might have a
positive outcome. But for other three models, they might suggest more holistic inter-
ventions, as they perceive the SRL as a more continuous process composed of more
inertial related sub-processes. Table 1 will illustrate the differences between the five
different models and their phases [33].

3.2 Strategies in SRL

Learners can use several strategies to adapt SRL in their learning routine. In general,
the learners used the same strategies and did not really different from each other. The
strategies that commonly used are cognitive, metacognitive and the three phases of

Table 1. Phases of SRL models

Models Preparatory phase Performance
phase

Appraisal phase

Zimmerman Forethought – task analysis,
self-motivation beliefs

Performance –

self-control,
self-observation

Self-reflection –

self-judgement,
self-reaction

Pintrich Forethought, planning,
activation

Monitoring,
control

Reaction,
reflection

Boekaerts Identification, interpretation,
primary and secondary
appraisal, goal setting

Goal striving Performance
feedback

Corno and
Mandinach

Alertness, selectivity Connecting,
planning

Monitoring

Winne and
Hadwin

Task definition, goal setting,
planning

Applying tactics
and strategies

Adapting
metacognition
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Zimmerman’s model. There are also other strategy which are self-efficacy, motivation,
behavior, resource management, and learning strategies (motivation, concentration,
information processing, and self-testing).

Cognitive and metacognitive activities or strategies are part of SRL [58]. Cognitive
strategies refer to rehearsal, elaboration, and organization strategies [19, 53]. The
rehearsal strategies definition is a recitation of an item that learners want to learn and
say the word aloud when to read it and highlighting the text. For elaboration, it is said
as paraphrase and summarize the material that being learn. When learners select the
main ideas and outline the text, learners already did the organizational strategies. By
having cognitive strategies, learners will be more aware of their own knowledge, for
example, mathematical knowledge. They may also know their strengths and weak-
nesses as well as their progress in the subject.

With cognitive strategies, metacognitive strategies become critical for SRL.
Metacognitive strategies are planning, goal setting, monitoring and reflection to meet the
goal [14, 19, 47, 51]. The activities under this strategies are goal setting, self-monitoring,
and self-evaluation. The goal setting is referred to as deciding on specific learning
outcomes, while self-monitoring involves comparing the goals with current accom-
plishments with the use of cognitive strategies. Self-monitoring can be varied as it
depends on learning context. For self-evaluation, it is a learners’ self-judgment on their
performance. Self-evaluation and self-monitoring occur almost at the same time. Based
on the results where learners compared their performance to the goals, they will decide
whether they need to change cognitive strategies or just keep going with the strategies
and increase the efforts [10].

Next, resource management strategies are time and effort management, seeking
help from others, seeking information, and structuring environment for learning. It
depends on knowledge of the subject that learners have and what resources they can
use. Activities for resource management are not directly related to cognitive and
metacognitive but it is important for academic success.

Self-efficacy is learners’ confidence and belief in their ability to perform a task [2,
3, 15, 35, 40, 41]. Learners with high self-efficacy tend to be confident and motivate
themselves to acquire learning while for low self-efficacy learners, they have less
motivation and will think that achieving goals is difficult. Learners with high
self-efficacy have more effort than low self-efficacy learners when they meet obstacles
in learning. Volition also important in SRL [10]. Volition is learners’ will power to
accomplish their goals where volition is related to the use of cognitive and resource
management activities.

SRL become a cyclical phases – forethought phase, performance phase and
self-reflection phase [17, 38, 43, 59]. In forethought phase, there are two processes which
are task analysis and self-motivation. Task analysis involves goal setting and strategic
planning. Learners will set their specific goals can increase their performance and aca-
demic success.While for self-motivation, it is related to self-efficacy that learners’ beliefs
they are capable of learning. The second phase is a performance that consists of
self-control and self-observation. Self-control related to forethought phase where it is
about the method choosing by the learners. Learners will use of imagery, self-instruction,
attention focusing, and task strategies in this processes. Self-observation refers to
self-recording personal events to find out the cause of the events.
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3.3 SRL in Online Learning

As learners always spend most of their time outside the classroom learning environ-
ment, they tend to study via online learning. Instructors and learners will consider the
methods and strategies that are used in online learning as an important issue when
comparing it with traditional instruction method which is face-to-face learning. By
learning via online learning, it will provide the opportunities for learners to master
necessary tasks by using appropriate strategies such as SRL [7, 13, 27].

SRL is one of the methods for learner performance in both traditional and online
learning. When learners use strategies of SRL, they can regulate their personal func-
tioning and benefit from the online learning by changing their behaviors accordingly.
The perception of freedom of action as learners can act according to their own wishes,
expectations and need in a supportive context, where they can get resources that
needed, will help them to translate their own needs, expectations and wishes into clear
intentions which are goal setting. Learners need to control their own learning practice
in online learning in order to benefit from it, hence self-regulated strategies are really
helping them in this process. For learners who may lack strong SRL skills, external
supports provided by the Internet may support and enhance learner’s self-regulated
learning. As learners learn by themselves through the Internet, they can get any
information and resources needed.

For instance, additional resources such as image, video, graphics, and animation
can provide to learners to prompt their use of information seeking strategies. This may
also help learners to improve their skills and learning over time. It is accepted by
researchers that learners can improve their SRL by using activities that aim at training
metacognitive strategies, executive attention and emotion regulation. When studies,
learners usually used SRL strategies related to note-taking, seek information and
monitoring. Thus it can be stated that the use of SRL strategies can give a positive
relationship with academic performance [7].

3.4 Mathematics and Online Learning

As the alternative to face-to-face learning, learners can learn mathematics subject using
online learning. Learners can learn mathematics via online learning because they can
get many resources on the web on this subject. This will help them to improve their
skills and understanding about all topics within the subject.

The online learning conditions in these studies were less likely to be
instructor-directed than they were to be learner-directed, independent learning or
interactive and collaborative in nature. Online learners typically have the opportunity to
practice their skills or tests their knowledge. Thus, finding of the meta-analysis is that
classes with online learning on average produce stronger learner learning outcomes
than do classes with solely face-to-face instruction [28].

In learner’s performance and achievement, mathematics via online learning are
convenient, based on metacognitive strategies that enable the learners to plan and
allocate learning resources, monitor their own knowledge levels at different points
during learning acquisition, as well as motivation-emotions regulation refers to
learners’ thoughts, actions, and behaviours when learning that affect their efforts,

Self-Regulated Learning and Online Learning: A Systematic Review 149



persistence, and emotions when performing academic tasks [47]. These components are
capable of increasing the learner’s potential and performance level, moreover, learners
are surrounded with digital devices in their daily life, and they do not need to expend
extra effort to get used to them because “technology is assumed to be a natural part of
the environment” [27].

3.5 Mathematics and SRL via Online Learning

Research on self-regulation of mathematics learning has been mainly undertaken within
theoretical perspectives which are Zimmerman’s model based on social-cognitive
theory and theories of problem-solving. As been discuss before Zimmerman’s model
consists of three phases in the cyclical process. Then the theory of problem-solving is
less elaborated than Zimmerman’s model as the concerned of self-regulation compo-
nents. It is focused on cognitive and metacognitive strategies that accompany an expert
problem-solving process, namely orientation toward the task, planning a solution
process or approach to the task, monitoring during task execution, evaluating the
outcome, and reflecting on a solution or learning process [12].

In mathematics education, problem-solving has been a central focus. Mathematical
problem solving been characterized as an activity that involves learners’ engagement in
cognitive strategies including accessing and using previous knowledge and experience.
A successful problem solving involves coordinating previous knowledge, experiences,
representations and patterns of inference, and intuition in an effort to generate new
representatives of original problem-solving activity [21]. The mathematical problem
solving should include experiences for learners to posing questions and formulate their
own problems. Although mathematical problem solving is the most valuable aspects of
mathematics, it becomes the most difficult topic for learners. Learners need to have
different skills in order to have the ability to construct the solution in multi-step of
processes. Hence, a coordinating framework was employed in the problem-solving
process that consists of five categories. The categories are a knowledge base,
problem-solving strategies, monitoring and controlling solution process, beliefs and
affect, and practices. This shown that SRL and problem solving are linked to each other
and help learners have better performance in their studies.

4 Discussions

From the researchers point of view, online regulated learning on mathematics strategies
and methods are positive in enhancing learner’s learning and knowledge [8, 9, 30, 48].
Nussbaumer et al. [31] have characterized learning strategies as purposeful, in the sense
that they are consciously applied to attain the desired outcome. Learning strategies are
different from study skills in that the latter can be automatized, whereas strategies
require conscious effort [8]. Intrinsic motivation revealed to be the main factor pre-
dicting learners’ regulation of their behavior and the learning environment. Intrinsic
(belonging naturally) motivation also predicts the use of strategies indicating deep
information processing, such as critical thinking and theoretical approach [48].
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Some of the articles stated that online learning or blended learning can produce best
features of classroom interaction and live instruction to personalize learning, allow
thoughtful reflection, and differentiate instruction from learner to learner across a
diverse group of learners. As we can see, the online learning represents a shift in
instructional strategy and represents a fundamental shift in the way of delivery of the
learning and instructional model of self-learning or distance learning. Some educators
realize that the roles of schools, classrooms, and teachers are already changing. Online
learning is beneficial to the learner who looks for options in learning mathematics
based on their preferences. Moreover, technologies are growing fast; these advantages
are the most precious ways to enhance the performance of the learner.

In developing learner’s learning on mathematics via online, there is a large body of
literature indicating both learning strategies and self-efficacy; both are critical to
learner’s success [49]. The method that always researchers examine is metacognitive,
and this method is stated in many others researcher’s paper [45]. Research has shown
benefits from using metacognitive tools integrated to keep learners on track and remind
them to use strategies such as note taking and reflection. We found that learner’s study
strategy and self-efficacy applied to a web-based setting or searching for information
and learns using the Internet is not substantially different from learner learning in
traditional developmental classes.

5 Conclusions

To achieve a better, optimal learning outcomes and performances, learners need to be
self-regulated, motivated and engaged in the learning process. The emerging of tech-
nologies have changed the learning environments. Hence, we need to extend our
investigation in the online learning environment and identify the effective interactions
to enhance SRL of learners. More research to investigates the role of SRL in online
courses will extend SRL theories to online environments and improve efforts to
enhance learner’s success in online courses, generally.
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Abstract. The contribution of time series forecasting (TSF) on various aspects
from economic to engineering has yielded its importance. Lot of recent studies
concentrated on applying and modifying artificial neural network (ANN) to
improve forecasting accuracy and achieved promising results. However, the
selection of proper set from historical data for forecasting still has limited
consideration. In addition, the selection of network structure as well as initial
weights in ANN has been proved to have significant impact on the performance.
This paper aims to propose a hybrid model that takes advantages of optimization
algorithm: differential evolution (DE) in combine with ANN. The DE operates
as features selection process that evaluates useful historical data known as lag to
involve in learning process. Besides, DE will perform pre-calculation to deter-
mine the set of weight use for ANN. This proposed model is examined on
agricultural commodity’s price to evaluate its accuracy. The experimental results
is compared and surpassed the popular TSF technique autoregressive integrated
moving average (ARIMA) and traditional multilayer perceptron (MLP).

Keywords: Time series forecasting � Artificial neural network � Differential
evolution � Lag time selection

1 Introduction

The selection of an appropriate number of historical values, known as lag, has been
indicated as the most important factor that effect the efficient of TSF. TS defined as list
of data represent the statistical value of a certain property in (ascendant) timing order.
The list of data type can be adopted consist of continuous or discrete numeric data.
Mathematically denote as a sequence of ordered observation st 2 R in equal interval of
time t. As TS provides coherent description of data, this information is significantly
useful for a wide range of fields such as engineering, financial, economics. Since TS
consists of useful information such as data trending, seasonal of data behavior and
impact of noise factor. The study of TS for accurate forecasting long term data yield
important effect to various fields. Many studies on statistical modelling have results in
common linear forecasting model such as ARIMA. In common, these approaches
consider TS as linear problem and attempt to describe using a linear model. However,
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according to G. Bontempi linear model have following disadvantages. Linear methods
interpret all the structure in a time series through linear correlation deterministic linear
dynamics can only lead to simple exponential or periodically oscillating behavior, so
all irregular behavior is attributed to external noise while deterministic nonlinear
equations could produce very irregular data [1].

As moving to more complicated data, the solution of linear model easily falls to
underfitting issue. In these particular problems, nonlinear model such as support vector
machine, neural network is highly refers. In a time series viewpoint, the inputs refer to
list of past values and target denotes by the values of next data sequence. From a certain
defined learning patterns, ANN and SVR are suitable to produce the generalization.
Since these approaches assume that historical data has influence on next value, the
selection of number of past data use for regression is one of the challenge of TSA. By
selecting an appropriate set of lag that have critical influence and eliminate useless or
redundancy lag values, the training performance can be enhanced in term of time and
accuracy. Various lag time selection approaches have been studied for both linear and
nonlinear model [2, 3, 4]. Earlier studies employed model assessment by evaluating
likelihood properties to determine lag sequences. These trial and error approaches
consists of Akaike Information Criterion (AIC) and Schwarz Bayesian Information
Criterion (BIC). These techniques are strongly recommended for linear model such as
vector auto regression. However, as the moving to nonlinear model, due to the dif-
ferences in the nature of problem observation, implication of aforementioned methods
cannot reserve the correctness. Studies on comparison of time series in view of linear
pattern ARIMA and nonlinear pattern particle swarm optimization (PSO) indicated the
advantages of nonlinear model [5].

Since the purpose of lag selection is to determine the best set of past values that
minimize the error, the problem is referred to optimization solutions. Recent studies
have tried to exploit search space using bio-inspired optimization algorithms such as
genetic algorithm (GA), PSO. In this study, we would like to propose a hybrid algo-
rithm that composes of differential evolution DE and NN. The DE determines the lags
sequence that involves in operation and also initializes network’s weights. On the other
hand, ANN is adopted as the core learning engine to produce the ending prediction.

2 Related Work

As mentioned in previous chapter, understanding on dataset properties is important to
deliver a proper forecasting model. Throughout this research, a dataset of agricultural
commodities price in Malaysia from 2010 to 2014, was employed to verify forecasting
performance. In the term of agricultural commodities price, various studies have
indicated multiple impact factors that associate with the price that categorize into
demand and supply. The level of supply of an agricultural commodity is a function of
many factors such as seasonality, technology, trade etc. On the other hand, when the
demand of a commodity falls, the price of that commodity also falls all else being
equal. The demand of agricultural commodities is commonly influenced by seasonality,
changes in taste, and prices of substitutes. Prices of agricultural commodities may also
change with changes in government policies such as taxes and subsidies or inputs used
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in the production process. As the price was result from different endogenous, exoge-
nous conditions, fuzzy logic usually applied as a solution [6]. However, in this par-
ticular problem, the affect from various features implies that the variables are infeasible
to be linked by a linear relation. Moreover, the form of the relation is still vague and the
only limited samples on these features are available and also inconsistent. Therefore,
the implication of nonlinear model should be examined in full consideration. Experi-
ments from studies of Cortez has compared the surpass performance between machine
learning technique like SVM, ANN and classical approach Holt Winters in forecasting
[7]. Earlier research of Zhang has proposed a merging solution of nonlinear ARIMA
and linear model ANN to take the advantages from each of them [8]. The series was
fitted by ARIMA model first before applying for the ANN training. As a result, this
method can avoid the overfitting problem, reduce the model uncertainty. Later study
also applied Zhang’s model to examine various real world problems [9, 10]. Other
combination between nonlinear and linear model was involved in using auto regression
(AR) approach with ANN for hydrologic forecasting [11]. Recent study, adopted auto
regressive moving reference (ARMR) with modified recurrent network (RNN) has
yielded smaller prediction error and higher correlation between target returns and
predicted returns [12].

Various studies have applied ANN as the core engine or partial components for
prediction. In an experiment on calculating cumulative rainfall by Rivero, ANN was
implemented as a filter for Bayesian method [13]. The trend of hybridizing neural
network with other optimization algorithm to solve real problem has reached various
remarkable results [14, 15]. However, each specific problem requires different network
structure. The configuration consists of number of hidden layers, number of perceptron
for in each layer, activation function as well as connection network. The initial weights
were also considered as an important factor that limits the explored space for later
training process. Recent studies have implied optimization algorithm at preprocessing
step to enhance the accuracy. Some researchers used colony optimization algorithm for
exploring initial space. Ribeiro, proposed a heuristics topology for lag selection using
Particle Swarm Optimization (PSO) combine with Support Vector Regression and
ANN as learning engine [16]. Instead of applying direct encoding strategy that
determine the parameters of network; indirect encoding can be used to modify the
network topology. For instances, a study on applied PSO for lag selection has
implemented PSO to modified network and learning mechanism [17]. Meanwhile
Brasileiro inspired Artificial Bee Colony for adjusting parameters and good set of lags
[18]. Different searching approach was also examine in preprocessing step such as
Ganji hybridize GA with learning technique [19]. Other researchers modify the net-
work structure or introduced kernel for adaptive lag selection. Parras Gutierrez refined
the neural network training with radial basis kernel literature for automatic lags
determination [20]. Later works of Mohammadi has adopted the RBF network to
examine the emergency supply demand [21].

Among different optimization algorithms, the evolutionary computations has been
adopted widely and innovated into different branches. Due to the abundant selection
among EC methods, several studies have been conducted to evaluate the performance
of different EC methods. On the comparison done by Vesterstrom and Thomsen among
DE, PSO with other extension of EA, the results has indicated the dominant of DE in
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compared with others EC for both noisy and noise free environment [22]. Due to its
ease computation and high quality results, various studies were proposed to enhance
DE performance [23, 24]. As a consequence, recent studies have high consideration on
the combination between DE and ANN [25]. The adjustment on both IES and DES also
enhance the prediction accuracy. Donate and Cortez has implied estimation distribution
algorithm (EDA), which belongs to evolutionary engine, to selected list of useful lag to
combine with ANN [26]. Although the performance of EDA has been proved to
surpass the traditional genetic algorithm and DE, the study is still fresh and new that
required further studies on comparison and hybridization. Therefore, the main moti-
vation of this paper is to obtain ANN models through a fully automatic process, due to
not all users who need to deal with forecasting are ANN experts.

3 Material and Method

The hybrid system will be designed based on biological inspired algorithms. Differ-
ential evolution is a branched of evolutionary computing, which imitate the natural
selection process, first introduced by Storn and Price [27]. Meanwhile, ANN functions
in a similar method as human neural sending signal.

3.1 Differential Evolution

Firstly, in preprocessing step, DE is performed as features selections components. As a
population based computation strategy, this process contains 4 main operators: ini-
tialization, mutation, recombination and selection.

Initialization
At first, a population of possible sets of lags has been randomly generated. These
individual has been represented as vector of lags weight with length equal to a pre-
defined maximum lag allowed lmax. The initial value in each dimension of chromo-
some vectors was assigned randomly and uniformly distributed. In a population with
size n, the ith individual will be formulated as

~Xi ¼ xi;1; xi;2; . . .; xi;d
� �

; i ¼ 1; 2; . . .nð Þ ð3:1Þ

subject to : xi;j ¼ xlbj þ randomi;j 0; 1½ � xubj � xlbj
� �

; xi;j 2 xlbj ; x
ub
j

h i

whereas: d represents number of d previous lags, xj
ub and xlb indicate the upperbound

and lowerbound at jth lag. In lag selection process, the chromosomes have binary
values 0, 1 in each element of individual. For instances, a chromosome can have its
elements as following (0, 1, 1, 1, 0,…, 0, 1), whereas 1 denoted for selected and 0 is
eliminated from the model.

Mutation
The purpose of this operation is to calculate differentiation within population based on
the distance and direction of lags values. According technique, the offspring can be
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considered as the adjustment of searching vector through alternative differentiation’s
direction with calculated step length rather than inherit character from parent’s value.
For each individual, the mutation vector will be defined by rescale the target with a
predefined weight factor and adding difference vector. The obtained vector will be
known as donor vector while the weight will be notate as mutation factor.

DE/current to best/1 is defined as

~Vi ¼ ~Xi þF1 ~Xr2 �~Xr3
� �þF2 ~Xbest �~Xi

� � ð3:2Þ

DE/random to best/1 is defined as

~Vi ¼ ~Xr1 þF1 ~Xr2 �~Xr3
� �þF2 ~Xbest �~Xr1

� � ð3:3Þ

whereas xi is the current individual, xbest refers to the best individual in term of fitness;
F1, F2 2 (0,2].

r1, r2, r3 2 {1, 2, …, N}, r1, r2, r3 are randomly selected and mutually exclusive.
Real constants contribute to the decision of amplifying differential variation of
~Xr2 �~Xr3
� �

, and ~Xbest �~Xi
� �

, or ~Xbest �~Xr1
� �

. A higher value of F will create a larger
diversity within population meanwhile a smaller value result in faster convergence rate.

Recombination
This process will produce new trial vectors by incorporating with fittest individuals in
previous generation. These trial vectors will have their elements taken from either
donor vector or target vector respectively. Depend on the purpose of evaluation, new
trial vector in a generation can be determined by 2 different methods which are
binomial and exponential crossover. The simpler and faster recombination technique,
binomial or uniform crossover, formulate as

vi;j; if ðrandi;j 0; 1½ Þ �CRor j ¼ jrand ð3:4Þ

ui;j ¼ vi;j; if ðrandi;j 0; 1½ Þ �CRorj ¼ jrand
xi;j; otherwise

� 	
ð3:5Þ

subjects to CR denotes the crossover rate, the higher rate, the more likely that trial
vector will adopt donor components.

The other strategy, additional computation is required. Mathematically, the model
for determining was specified by following formula

ui;j ¼ vi;j; for j ¼ nh iD; nþ Lh iD; . . .; nþ L� 1h iD
xi;j; for all other j 2 1;D½ �

� 	
ð3:6Þ

subjects to the brackets indicates the modulo function which D is modulus; L’s value
will initialed at 0 and steady increment until a random number is larger than crossover
rate or L surpassed D.
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Reselection
Finally, the population will be recalculated through selection process. In term of fitness,
trial vector will be compared with target vector to evaluate fitter solution. Replacement
occurs if generated vector is better than its parents.

~Xi;Gþ 1 ¼
~Ui;G; if f ~Ui;G

� �� f ~Xi;G
� �

~Xi;G; if f ~Ui;G
� �

[ f ~Xi;G
� �

( )
ð3:7Þ

The fitness function will be defined by the root mean squared error function.
Therefore the objective of DE process is to minimize the prediction error as much as
possible

3.2 Design of NN Architecture

The network constructs of 3 layers: input, hidden, output layer. The input layer will be
designed as following. Assume the maximum lags defined in DE operation is t then the
number of input nodes nodeinp = 2 * t + 1. In particular, the values of input node
would be decides as below:

The first t nodes represent the consequence of t past values. Meanwhile the next
t values indicate the impact of each lag to the next step evaluation by scaling with a
coefficient. This coefficient indicates by the time different between that lag and the
oldest lag in the sequence. Consequently, closer later time tend to have more influence
to the result. Mathematically, the input vector would be presented as

~ii ¼ yi�1; yi�2; . . .; yi�t; di�1; i�tyi�1; di�2; i�tyi�2; di�tyi�t
� �

;

subject to yi�k indicates the commodity price of k previous lags; di�1;i�t denotes the
time different between lag (i − 1)th and the oldest lag. The rest node described the
current evaluation in term of time differences and bias.

The number of hidden nodes will automatically define as half of input nodes

nodehidden ¼ nodeinput=2

 �

Finally, one node in the output produces the end price forecasting. To preserve the
uniform characteristics, nodes in layers are fully connected; in addition, sigmoid for-
mula which maintains the output in range [0, 1] was selected as the activation function
from input layer to hidden layer. The NN use backpropagation learning method.

The hybrid model operates in following sequences:

Step 1: Initialize list of binary chromosome and execute DE process
Step 2: Return DE output will be used to determine lag features that become input
node in network. Initialize network structure.
Step 3: Generate chromosome and replace with the weight in network structure.
Step 4: Execute the DE process to adjust the weights, the objective function is to
minimize RSME function
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Step 5: Final weight in DE process will be initialized for the network and start
training process with back propagation retrain
Step 6: Validate the learning by cross validate with 20% of instances from training
set
Step 7: Retrain step 5 if the learning has not validated or reach the maximum
iteration
Step 8: Output the final model and be available for forecasting with test set.

4 Experimental Design

This study used dataset of Malaysian agricultural commodities price, obtained from
Federal Agricultural Marketing Authority (FAMA). This dataset records the price of 53
different agricultural items spending from vegetables to fruits, and meat categories in
all states of Malaysia. This 5 years dataset started from the beginning of 2010 to the end
of 2014 and milestones were recorded in date. In general, the time interval between any
2 adjacent milestones is 3 days, which also implied that approximately 553 observa-
tions for each commodity. As the time interval is inconsistent and the main features are
historical prices, which also nonlinear, this dataset is capable to determine the feasi-
bility and effectiveness of provided model.

4.1 Data Preparation

At first, 53 commodities classified into 3 different categories fruits, vegetables, and
meat before applied individual item to the model. Due to the fact that the prices are
diverse among states, the experiment simplified as the mean price value at each
milestone. It is worth to note that, at some specific date, only some states were available
for price records. Therefore the mean price did not guarantee for entire states of
Malaysia. Within 663 observations, 80% records (from Jan 2010 to Nov 2013)
extracted for learning process and the rest 20% (from Dec 2013 to Dec 2014) preserved
for testing. In order to adapt with the output of sigmoid function that range from [0, 1],
target normalization has been executed. To prepare the case that forecasting prices
exists the maximum and minimum prices, the boundary target will be widen as below
formula:

t0 ¼ ti � tlowerbound
tupperbound � tlowerbound

;

whereas tlowerbound ¼ tmin=2; tupperbound ¼ tmax x 2
Moreover, attributes normalization also performed to standardize the input influ-

ence which avoid the case wider range attribute dominate the narrower.

4.2 Model Assessment

In order to determine the accuracy of model forecasts, 3 evaluation methods that
calculate the error metric have been applied. Assume ŷi defines the forecasting value at
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ith milestones among N-step ahead prediction; yi denotes the actual value, then the
formulas of error evaluate as

Mean squared error MSE ¼ 1
N

PN
i¼1

ŷi � yið Þ2

Mean absolute percentage error MAPE ¼ 1
N

PN
i¼1

ŷi � yi
yi

����
����

Mean absolute error MAE ¼ 1
N

PN
i¼1

ŷi � yij j

4.3 Parameter Configuration

The population of all DE processes consists of 50 individuals. Each individual in lag
selection process represent as a vector with the length of maximum lag. On the other
hand, the individuals describe weight value has the length of (2 + number input) x
number hidden nodes. Since the searching space is still in acceptable range, that does
not exists 500 dimensions, experiments from previous study indicate that, the result can
be reach within small generations [23, 24]. Hence, the evolutionary generation has been
limited to 100 cycles. Other parameters decided as following: the mutation strategy
using 1 individual current to best with fitness F1;F2 to be 0.5, 1 respectively; crossover
rate CR to be 0.7.

Since the searching space has been explored in advanced through DE, the learning
rate of ANN was designed to be high at the beginning and getting decay for fast
convergence. In detail, learning rate was 0.6 with momentum of 0.15; the decay rate
was 0.005 for later epochs. The parameters also adjusted through trial and error
process.

4.4 Result and Discussion

In order to preserve the objective, both ANN and the hybrid model were conducted
with the same network structure as well as weight values at initial state. Consequently,
all the learning rate, momentum, decay parameters were configured similarly. The
difference between 2 network models only determined after DE processes which
evaluated set of selected lag and refined the weight values. The graph describes total
error through training epochs has reveal the supreme of hybrid model against MLP. In
overall, the hybrid DE-ANN has managed to reduce the error to half. It is also worth to
note that with conventional MLP, the learning process tend to converge after first 100–
150 epochs, meanwhile the hybrid model continue to learn until reach 200 epochs.
Within 53 items, the list of selected commodities to demonstrate in this paper (green
spinach, red chili, watermelon, chicken egg) followed below conditions to guarantee
the diversity of time series properties. Non seasonal item like green spinach will
demonstrate a chaotic time series since price varied frequently. Seasonal item with
watermelon and partly seasonal item with red chili are useful for verify the learning of
seasonal in series behavior. Lastly, government price controlled item such as chicken
egg is present for a stable series.
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In green spinach series, the hybrid model only required approximately 10 epochs to
reach the best state of MLP learning (0.000336) and set the record to 0.000214. As the
case of red chili, the training speed of MLP has reduced after 3 iterations while hybrid
model maintain the gradient for next 15 epochs. Similarly, the same learning trend also
reflect in watermelon and chicken egg figure, with the error of (MLP, hybrid) are
(0.000489, 0.000244) and (0.000164, 0.000125) respectively Table 1.

Model Comparison on Green Spinach’s Price
According to the result from evaluation metric, using MSE, MAPE, MAE category,
hybrid model has managed to predict closer than classical ARIMA or ANN model.
Different from statistical model ARIMA which perform poorly on trend (Fig. 1), the
applied of ANN on forecasting model has the ability to reveal this property concisely
(Fig. 2). Obtained results indicated the output from various forecasting model in
compare with real value started from Dec 5th, 2013 to Dec 9th, 2014. The hybrid
model has managed to decrease the MSE measurement of ARIMA and ANN to
64.67% and 83.17% respectively. In case of MAE and MAPE index, the accuracy has
improved 55.57%, 54.32% from ANN, and 63.9%, 62.93% from ARIMA.

Model Comparison on Red Chili’s Price
Similar as green spinach case, the performance of models involve in ANN clearly
surpass ARIMA model. The y-axis represent for commodity’s price, measures in
Malaysian ringgit currency. The x-axis describes the time spend from Jan 2010 to Dec

Table 1. Total error in training process in comparison with MLP

Total error Red chili Green spinach Watermelon Chicken egg

Hybrid 0.000463 0.000214 0.000244 0.000125
MLP 0.000587 0.000336 0.000489 0.000164

Fig. 1. Learning and forecasting of ANN on
green spinach

Fig. 2. Learning and forecasting of hybrid on
green spinach
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2014 in daily unit. The training set start from Jan 5th, 2010 to Dec 19th, 2013 (441
instances) while the rest 110 instances (Dec 24th, 2013–Dec 11th, 2014) preserved for
testing. Several experiments have been conducted to adjust the appropriate parameters.
As a result, Figs. 3 and 4 demonstrate high quality of forecasting model as the results
were much closed to the actual price. Although both ANN and hybrid model produce
good predictions, the performance of hybrid model is slightly better according to the
evaluation metric. Particularly, the improvement of hybrid in compare with ANN is
54.32% with MAPE, 55.57% with MAE and 66.97% with MSE Table 2.

Fig. 3. Forecasting of ANN on red chili Fig. 4. Forecasting of hybrid on red chili

Table 2. Forecasting performance in comparison with other models

Model assessment MSE MAE MAPE

Green spinach
ARIMA(1,0,0) 0.625645 0.641748 0.17022
MLP 0.398031 0.521386 0.13814
Hybrid DE-ANN 0.131443 0.231655 0.063094

Red chili
ARIMA(1,0,0) 0.201945 2.155813 7.316197
MLP 0.142683 1.593539 3.4846
Hybrid DE-ANN 0.072609 0.803349 1.231218

Watermelon
ARIMA(1,0,0) 0.229507 0.604138 0.466711
MLP 0.058865 0.153702 0.037487
Hybrid DE-ANN 0.036199 0.092206 0.020862

Chicken egg
ARIMA(1,0,0) 0.119432 0.047971 0.006065
MLP 0.097394 0.038257 0.004839
Hybrid DE-ANN 0.073721 0.029845 0.004117
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5 Conclusion and Further Study

A hybrid model of DE-ANN that required DE in lag selection and initial weights
process has been proposed to forecast agricultural commodity’s price. The study of
using a set of proper lags in TSF has not been put in full consideration. Most
well-known methods BIC/AIC have been strongly implied by statistical theory and
applicable in regression solution rather than machine learning method. The trend of
studies on lag selection recently concentrates on evolutionary computing such as PSO
or GA. Due to the remarkable performance that not only explore searching space but
also exploit local region, DE has been adopted to examine the contribution of historical
data. As assessing the impacts of each lag time for next prediction, DE simplified
network architecture by eliminating insignificant lags.

Among feasible machine learning approaches, forecasting model constructed by
ANN has been proved to be an efficient solution for various forecasting problems [9,
15, 21]. Since traditional ANN uses gradient descend approach for learning process, a
weak weights initialization will lead the train model get trap in local optima. Therefore,
DE in this research also enhances ANN accuracy by propose a promising set of weights
at beginning. For both DE operations, the error measurement has been used as
objective function for minimization. As the list of lag was optimized through searching
process and weights were refined at initial step, the learning operation has been
advanced further in compare with MLP.

In order to demonstrate hybrid model, dataset described Malaysia agricultural
commodity’s price of 53 items was used. When conducts with selective items, broaden
from vegetables, fruits to meats, model managed to imitate the trend behavior in entire
series as well as partial time interval. It also outperformed powerful linear model
ARIMA as well as ANN in term of MAPE, MAE, MSE. Consequently, result from
experiments indicates that performance of selected lag, obtained through DE opera-
tions, has overwhelmed the full set in initialization.

Although the model achieved high quality results, further studies should be
implemented to compare with more advanced hybrid approaches. In addition, extra
experiments should be conducted in common dataset such as Canadian lynx series to
verify the efficiency. Furthermore, the replacement of backpropagation learning with
DE approach is a promising solution to improve accuracy.
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Abstract. This paper describes a system to identify Quran recitation (referred
as Qur’anic) segment from speech video recording using the extracted acoustic
signal. Identifying the Qur’anic sequence pattern from mixed-combination of
speech and Qur’anic signal will contribute to more efficient segmentation of
video segments. The random forest classifier algorithm is employed to classify
the dynamic pattern of the extracted audio. Two feature sets which are pitch and
intensity are extracted from the audio, and constructed into sequence of speech
patterns which then classified as Qur’anic or non-Quranic segments. A collec-
tion of 40 segmented videos were trained and compared with the segmented
videos which have been segmented manually. This project achieves classifica-
tion accuracy of 57% using pitch and 85% using intensity. While using pitch
feature only, 85% of the identified segments match the manually segmented
collection while using intensity feature gives 95% match accordingly).

Keywords: Video segmentation � Acoustic feature pattern � Segment model

1 Introduction

The segmentation of the video can be done by differentiating between the speech, music,
recitation or background signal extracted from the video recording. Segmentation of a
video recording involves the identification of an argument for separating an input video
stream into each segment. This step is necessary for advance one-dimensional and
multi-dimensional signal data processing [1]. There are few techniques that can be used
to identify the segments of video such as using video key-frame and/or acoustic features
extracted from the video. However, it is di cult to determine the video key-frame, when
the video is only displaying the speaker’s face image. We are interested to identify the
segment variability especially when most of the video frames show only the speaker’s
image throughout the video duration such as in religious (Sermon) speech. Therefore,
this project proposes an enhancement of the identification of Quran recitation (refers
from now on as Qur’anic) segment from speech video recording by evaluating the pitch
and intensity features extracted from the recording’s audio.

This paper presents the technique to identify the Qur’anic sequence pattern
(QSP) utilizing the acoustic features extracted from religious speech video recording.
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Random Forest technique is used to perform binary classification on the sequence
patterns to enhance video segmentation into speech-recitation-speech structure.
A method for speech pattern extraction using acoustic features is also described. We
would like to draw your attention to the fact that it is not possible to modify a paper in
any way, once it has been published. This applies to both the printed book and the
online version of the publication. Every detail, including the order of the names of the
authors, should be checked before the paper is sent to the Volume Editors.

2 Research Background

Recitation of the Quran refers to the reading with tarteel, tajwid, or taghbir aloud,
reciting, or chanting of portions of the Quran verses. There are the rules to recite the
verses which include the pronunciation, intonation and the caesuras that linked up the
verses to deliver in a musical-like form.

Alghamdi [4] presented a set of labels which cover all the Arabic phonemes and
their allophones to represent the Qur’anic corpus. Thus, they applied method for
transcription to Qur’anic recitation to collect a sufficient Qur’anic speech database for
training and testing. However, transcribing the Qur’anic recitation delivered by various
Scholars may not be cost efficient. It is best to extract the audio features and build
models special for Qur’anic segment.

Quran recitation segments have been defined in other research using various fea-
tures, for example using MFCC and acoustic features. The viability of Mel-Frequency
Cepstral Coefficient (MFCC) is found useful to identify Qur’anic recitation segment
[7]. They said that MFCCs are based on the known variation of the human ears critical
bandwidths with frequency which is the speech signal which was expressed in the
Mel-frequency scale, to capture the important characteristic of phonetic in speech.
A linear frequency spacing of this scale is below 1000 Hz and a logarithmic spacing
above 1000 Hz. Normal speech waveform may vary from time to time depending on
the physical condition of the vocal cord of the speakers. MFFCs are less susceptible to
the said variations rather than the waveforms of the speech [8]. Hassan [5] proposed the
technique of classification used to recognize the Qalqalah Kubra pronunciation (an
Arabic grammar rule known as tajweed) using the Mel-Frequency Cepstral Coefficient
(MFCC) extracted from the recitation audio. To classify the pronunciation of Qalqalah
Kubra their described the use of Multilayer Perceptron using the MFCC features.

Recent research done on the recordings of Quran recitation such as in [3] include
construction of an acoustical Arabic syllables database as a step towards a
syllable-based Arabic speech verification/recognition system. Hafeez [6] proposed the
development of speaker dependent live Quranic verse recitation recognition system
using (CMU) Sphinx-4 based on HMM. The system aims to recognize and evaluates
the accuracy of the recitation of Quranic verses. In order to generate the acoustic
model, they used transliteration mechanism for the Arabic language. This system was
trained using recitation from competent reciters and also the users themselves. After
being trained various ways, the experiments showed that the accuracy in recognition
word obtained was 67% for Arabic word with Arabic alphabet, 96% for transliteration
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words with syllables, 94% for transliteration compound words with syllables, and 81%
for transliteration syllable with syllables.

From the related works that have been studied, acoustic features are the most
suitable features that can be used in this project. Those features can be used to identify
the features of Quran recitation types of an audio.

2.1 Speech Segment Model

Segment model applied on speech frames detects and groups similar neighboring
frames into short segments, which was originated by segment model for speech
recognition [9]. This idea of segment modeling is very similar to discovery of song’s
dynamic texture (DTM) for music summarization. Song structure is discovered by
clustering similar patterns on sequence of cepstral features on series of frames repre-
sented as song features [10]. Segment modeling was applied to the task of song
segmentation (i.e., automatically dividing a song into coherent segments that human
listeners would label as verse, chorus, bridge, etc.) by modeling audio fragments from a
song as samples from a DTM model.

This project performed a classification analysis of the training data using the
Random Forest classifier algorithm because of its ability to build and predict faster and
runs efficiently on large databases [11]. In general, random forest is a collection of
decision tree classifiers. Each tree will be selected randomly at each node from a small
group of features, in order to split the features in the training set. After that the best split
will be calculated based on the features. The input vector will be taken by each tree,
then classifying it and outputting the input vectors own vote on the feasible class label.
Random forest collected together some trees that have been trained in a randomized
way and commonly achieves higher-ranking stability and generalization compared to
other simple classifier [12].

Thambi [11] analyzed if selecting a subset of the features can help improve the
performance of the SND system. Towards this, they experimented with different feature
selection algorithms, and observed that correlation based feature selection gave the best
results. Then, they continue the experiment with different decision tree classification,
and note that random forest algorithm outperformed other decision tree algorithms.
They further improved the SND system performance by smoothing the decisions over 5
segments of 200 ms. each. Their baseline system achieved a classification accuracy of
94.45% and the final system with 8 features has a classification accuracy of 97.80%.

Lu [13] proposed a random forest based method for auditory context classification.
The main difference of the proposed context-based method from other previous ones,
which usually adopt a HMM-based model, is that the author employed a bag-of event
model for auditory contexts, based on the observation that auditory contexts typically
lack of obvious temporal evolution characteristics of the audio events, therefore they
obviated explicit modeling of temporal correlation of events at the context level. The
training and testing set contain around 100 and 150 mono channel audio samples,
respectively, for each audio event and context category. The typical sample length is 1–
3 s for audio events, and 15 s to 2 min duration for contexts. With 44.1 kHz sampling
rate, they showed the effectiveness of the proposed random forest based framework, and
combination of several heterogeneous features incrementally enhances the average
performances.
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Based on the previous studies that have been explored, this paper evaluates the
similar features on Malay speech with random forest classifier because of its ability to
perform higher prediction with higher accuracy.

3 Qur’anic Segment Identification

In this project, we identify the Qur’anic segment manually from the speech video
recording by watching the video and listening to the speech content. Then, we extract
and evaluate the pitch and intensity features from the identified Qur’anic segments and
use Random Forest classifier to classify the features into Qur’anic versus non-Qur’anic
classes as shown in Fig. 1. Finally, we test the correctness of the identified Qur’anic
segment.

3.1 Data Preparation

The data in this study consist of one speech video recording in mp4 format that have
been downloaded from YouTube. The videos entitled ‘sakaratul maut’ (death) contain
speech delivered by a male Islamic Scholar.

This process of segmentation can be done by segmenting video manually beginning
with cutting the video from the long duration into short video segments depending on

Fig. 1. The proposed Qur’anic segment identification methodology
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their content information. From the process, the types of segmented files which are
speech segment, Quran recitation segment were identified.

First of all, the collected speech video recording was segmented manually by
cutting the video using YTD Chrome Downloader after listening and identifying the
two types of content from the whole video recording. A student from the University
was trained to listen to and segment the video. From the segmentation process, 32
segmented videos in WMV format were identified. The segmented videos were saved
into one folder. The files were labelled as either Qur’anic audio segments or speech
audio segments.

3.2 Audio Pre-processing

There were 20 Qur’anic segments in WMV format from Audio Segmented audio files
were extracted. To characterize an audio signal, there are many features that can be
used. In this project, pitch and intensity features have been explored. First of all, the
audio from each segmented video was extracted and converted into audio using an
online audio converter at http://audio.online-convert.com/convert-to-wav. The audio
from the identified Qur’anic segment were extracted to evaluate the characteristics of
pitch and intensity features on those segments.

Coarse segmentation was performed after removal of noise and identifying the
speaker’s threshold value. Using pause duration, the boundaries between words can be
identified to help refine the segments. Then, feature contours were constructed from
each pitch and intensity coefficients extracted from 10 ms signal frames. The contours
are constructed as Qur’anic sequence pattern (QSP’s) and the ratio and weight of the
contour was computed as in [14].

The pitch and intensity features were extracted using Praat tool. From the 20
manually identified Qur’anic segments, aggregate measures of pitch and intensity
including min, max and mean attributes were combined with QSPs ratios and weights
were computed. The measures were used to train and test a classifier for the Qur’anic
segments. The value of pitch range for male speaker is set to 100–250 Hz. The
extracted features then were saved as Praat’s TextGrid and saved in a dedicated file.
Then, the files containing the features were saved as Comma Separated Values
(CSV) file format which then used for classification process.

Data is normalized to scale between the range 0 to 1 using the following Eq. 1,
where xij represents the actual data, minj and maxj are the minimum and maximum
values of the data respectively and Xij is the normalize data.

Xij ¼
xij � Xminj

Xmaxj � Xminj
ð1Þ

3.3 Identification of Qur’anic Segment

In this paper, results of classification analysis using the Random Forest classifier
algorithm are presented. Random forest is chosen because of its ability to build and
predict faster and runs efficiently on large databases. We examined the extracted pitch
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and intensity features within each segment and across segments along the Qur’anic and
non-Qur’anic segments. Sequences of the QSPs are learned from the collection of these
audio segments and aggregate measures were obtained. For each segment, it is clas-
sified as one of binary classes: a Qur’anic (1) or a non-Qur’anic (0) classes.

4 Result

The accuracy results of the pitch feature in order to identify the types of segments into
either a Qur’anic or a speech type is 57%. Intensity feature offer a higher and more
reliable measure for the identification of Quran recitation segment with the accuracy
result of 85%. Thus, the intensity feature can be used for distinguishing between the
Qur’anic audio segments from the speech segments.

From all the identified Qur’anic segments, the ones that were classified using pitch
feature match 85% of the corresponding segments that have been identified manually.
The intensity feature offer similar result with 95% match to the corresponding manually
identified segments.

5 Conclusion

The dynamic texture model has been successfully applied to various computer vision
problems, including video texture synthesis video recognition, and motion segmenta-
tion [15]. The treatment of a time-series as a sample from a linear dynamical system is
also known as a texture pattern (TP) in the computer vision literature, where a video is
modeled as sequences of vectorized image frames. For speech document, we consider
representing the audio segments with the corresponding sequence of audio feature
vectors. Similar approach is used for the Malay speech with Islamic content, as within
the speech, they are fragments of Qur’anic verses recited in song-like intonation
(tarannum). This paper concludes that the identification of the Qur’anic segment from
the speech can be achieved by evaluating the pitch and intensity features.

It is important to identify the segments of Qur’anic Recitation especially when a
database is required for a speech recognition system. It is also used to build other
systems for example speaker verification and speech syntheses [4]. Automatic video
segmentation is useful for video indexing and search applications by offering a visual
guideline for the video content navigation [2].

Acknowledgment. This research is supported by Universiti Teknologi MARA (UiTM), Shah
Alam, Selangor under the UiTM Internal Grant 600-IRMI/DANA 5/3/LESTARI (0111/2016).
Special thanks to the members of the Faculty of Computer and Mathematical Sciences at UiTM
for the encouragement to pursue research at the faculty. Thank you to Liliana Nulkasim for
evaluating and manually segmenting the video contents and constructing the Malay speech
collection closely supervised by the first author.

Identifying the Qur’anic Segment from Video Recording 173



References

1. Prochazka, A., Kukal, J., Vysata, O.: Wavelet transform use for feature extraction and EEG
signal segments classification. In: 3rd International Symposium on Communications,
Control and Signal Processing (ISCCSP), pp. 719–722. IEEE (2008)

2. Yang, H., Meinel, C.: Content based lecture video retrieval using speech and video text
information. IEEE Trans. Learn. Technol. 7(2), 142–154 (2014)

3. Abdo, M.S., Kandil, A.H.: Semi-automatic segmentation system for syllables extraction
from continuous arabic audio. Signal 7(1), 535–540 (2016)

4. Alghamdi, M., El Hadj, Y.M., Alkanhal, M.: A manual system to segment and transcribe
arabic speech. In: Signal Processing and Communications (ICSPC), pp. 233–236. IEEE
(2007)

5. Hassan, H.A., Nasrudin, N.H., Khalid, M.N.M., Zabidi, A., Yassin, A.I.: Pattern
classification in recognizing Qalqalah Kubra pronunciation using multilayer perceptrons.
In: IEEE Symposium on Computer Applications and Industrial Electronics (ISCAIE),
pp. 209–212 IEEE (2012)

6. Hafeez, H., Mohiuddin, K., Ahmed, S.: Speaker-dependent live quranic verses recitation
recognition system using Sphinx-4 framework. In: IEEE 17th International Multi-Topic
Conference (INMIC), pp. 333–337 (2014)

7. Razak, Z., Ibrahim, N.J., Tamil, E.M., Idris, M.Y.I., Yusoff, Z.M.: Quranic verse recitation
feature extraction using Mel-frequency cepstral co-efficient (MFCC). In: 4th International
Colloquium on Signal Processing and Its Applications, pp. 978–983 (2008)

8. Hasan, M.R., Jamil, M., Rabbani, M.G., Rahman, M.S.: Speaker identification using mel
frequency cepstral coefficients variations. In: International Conference on Electrical and
Computer Engineering (ICECE), vol. 1, no. 4, Dhaka, Bangladesh (2004)

9. Chin-Hui, L., Soong, F.K., Biing-Hwang, J.: A segment model based approach to speech
recognition. In: International Conference on Acoustics, Speech, and Signal Processing
(ICASSP), pp. 501–541 (1988)

10. Barrington, L., Chan, A.B., Gert, R.G.: Lanckriet: modeling music as a dynamic texture.
IEEE Trans. Audio Speech Lang. Process. 18(3), 602–612 (2010)

11. Thambi, S.V., Sreekumar, K.T., Kumar, C.S., Raj, P.R.: Random forest algorithm for
improving the performance of speech/non-speech detection. In: 2014 First International
Conference on Computational Systems and Communications (ICCSC), pp. 28–32. IEEE
(2014)

12. Yang, L., Su, F.: Auditory context classification using random forests. In 2012 IEEE
International Conference on Acoustics, Speech and Signal Processing (ICASSP), pp. 2349–
2352. IEEE (2012)

13. Lu, L., Jiang, H., Zhang, H.: A robust audio classification and segmentation method. In
Proceedings of the ninth ACM international conference on Multimedia, pp. 203–211. ACM
(2001)

14. Hanum, H.M., Bakar, Z.A.: Sentence segmentation and phrase strength estimation in Malay
continuous speech. In: Proceedings of the International Conference on Speech Prosody, vol.
2016, pp. 1163–1166 (2016)

15. Chan, A.B., Vasconcelos, N.: Modeling, clustering, and segmenting video with mixtures of
dynamic textures. IEEE Trans. Speech Audio Process. 30(5), 909–926 (2008)

174 H. Mohamed Hanum et al.



Document Clustering in Military Explicit
Knowledge: A Study on Peacekeeping

Documents

Zuraini Zainol1(&), Syahaneim Marzukhi1, Puteri N.E. Nohuddin2,
Wan M.U. Noormaanshah1, and Omar Zakaria1

1 Department of Computer Science, Universiti Pertahanan Nasional Malaysia,
Kem Sungai Besi, 57000 Kuala Lumpur, Malaysia

{zuraini,syahaneim,omar}@upnm.edu.my,

wanmuhamadumarullah@gmail.com
2 Institute of Visual Informatics, Universiti Kebangsaan Malaysia,

43600 Bangi, Selangor, Malaysia
puteri.ivi@ukm.edu.my

Abstract. In Military domain, knowledge can also be categorized into explicit
knowledge and tacit knowledge, where the explicit military knowledge can be
any form of knowledge that can easily articulated, codified, accessed and stored
into various media forms. Further, advanced computer technologies give a
convenient platform for digitizing documents, producing web documents and
electronic documents, including this explicit military knowledge (e.g. military
peacekeeping documents). The main goal here is to discover useful knowledge
from military peacekeeping documents. Yet, text mining is a powerful technique
that is widely used for discovering useful patterns and knowledge specially in
unstructured text documents. This paper describes Text Analytics of Unstruc-
tured Data (TAUD) framework for analyzing and discovering significant text
patterns exist in the military text documents. The framework consists of three
(3) components: (i) data collection (ii) document preprocessing and (iii) text
analytics and visualization which are word cloud and document clustering using
K-Means algorithm. The findings of this study allow the military commanders
and training officers to understand and access the military knowledge which they
had learnt and gathered during the training programs before they can be
deployed into a peacekeeping mission.

Keywords: Military knowledge � Text mining � Visualization � Patterns

1 Introduction

Peacekeeping is one among a range of activities undertaken by the United Nations
(UN) to maintain international peace and security throughout the world [1]. Peace-
keeping has seen to be one of the tools to the UN to assist host countries that having
difficulty from conflict to peace. Military personnel are the backbone and the most
visible component of a peacekeeping operation. UN military personnel can be called
upon to: protect civilians and UN personnel, monitor a disputed border, monitor and
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observe peace processes in post-conflict areas, provide security across a conflict zone,
assist in-country military personnel with training and support, assist ex-combatants in
implementing the peace agreements; they may have signed and implement their
mandated [1]. Therefore, in order to implement their mandated tasks, the military
personnel need to prepare adequately before deployment. This preparation covers every
aspect of UN Peacekeeping such as equipment and training in amongst others Pro-
tection of Civilians, the use of force and the rules of engagement. In addition, the
military personnel also conduct and discipline in every important training item. Thus,
the knowledge regarding training and equipment training, important information and
in-depth understanding of the mission including previous and current conflicts, are vital
to them.

One example of the military personnel explicit knowledge is UN Peacekeeping
Training Manual that can be downloaded from the UN website [1]. These Guidelines
describe the core roles and scope of operational employment activities for UN Military
Experts on Mission in UN Department of Peacekeeping Operations (DPKO)-led
peacekeeping missions. Next, these Guidelines link the roles of these military per-
sonnel to the skill sets that have been identified by DPKO as generally common to their
operational employment across all UN peacekeeping missions). These training manual
also covers important topics such as: weapon training, military training in UN oper-
ating techniques, safety measures and precautions, specialized training areas and
exercises.

The advancement of technology nowadays resulted a convenient platform to dig-
itize documents, produce web documents and electronic documents in order to assist
the military personnel during UN peacekeeping missions. Whereas, these documents
can be managed efficiently and effectively for keeping, copying and reproducing
documents and knowledge. Further, many document management techniques are
developed to improvise methods for handling and analyzing content of documents.
Since the task of the military personnel is varied and crucial, therefore, the military
personnel explicit knowledge; important information and in-depth understanding of the
mission are vital to them. In order to extract the knowledge and identify hidden
information pattern of the mission from various sources (e.g. data from reports,
briefings, books, guidelines, notes and information) efficient technique is needed (e.g.
data mining technique). Using data mining technique, knowledge can be extracted
through the process of sorting and selecting meaningful and useful information from a
large pool of data. Here, the data warehouse will store data from various sources and
transactions, whereas the knowledge is extracted using the data mining technique such
as text mining for discovering useful patterns and knowledge in unstructured text
documents. Thus, the aim of this paper is to determine a technique of analyzing the
unstructured text data in discovering the useful knowledge from military peacekeeping
documents.

The rest of this paper is organized as follows. Section 2 explores Knowledge
discovery, text analytics and military explicit knowledge and some related work on
related topics. Section 3 discusses the framework for the proposed technique. Section 4
discusses the experiment and results. Finally, we conclude this paper with future work
in Sect. 5.
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2 Background and Related Work

In this section, some background information on Military Explicit Knowledge,
knowledge discovery using text analytics and document clustering are discussed.

2.1 Military Explicit Knowledge – UN Peacekeeping Training Manual

Knowledge plays a key role in the information revolution and is widely associated to
process information or skills acquired during a learning process. Major challenges are
to select the “right” information from numerous sources and transform it into useful
knowledge. Knowledge that has been documented is called as explicit and knowledge
based on undocumented lesson learned and experiences are known as tacit knowledge.
Tacit knowledge is based on common sense and often stored in human’s mind [2]
whereas explicit knowledge is based on academic accomplishment are both underuti-
lized [3]. In Military domain, knowledge can also be categorized into: (i) explicit
knowledge and (ii) tacit knowledge. In the military context, the explicit military
knowledge is referred as knowledge that can easily articulated, codified, accessed and
stored into various media forms such as (i) Doctrine, (ii) Tactics, Techniques and
Procedures (TTPs), [4] etc. Throughout the experiments, UN Peacekeeping Training
Manual is also known as ‘Training Guidelines for National or Regional Training
Programmes’’ from the UN website will be used as datasets [1]. Here, the training
manual is used as the military explicit knowledge. This training manual comprises
several basic topics on weapon training, general military, training in UN operating
techniques, safety measures and precautions, specialized training areas and exercises.

2.2 Knowledge Discovery Using Text Analytics

Text Mining (TM) or Text Analytics (TA) is one type of data mining technique. TA is
used for extracting or mining knowledge from the text document. According to [5],
Knowledge Discovery in Text (KDT) is a process of identifying valid, novel, poten-
tially useful and ultimately understandable patterns in unstructured text data. Text
mining is similar to data mining but the data mining dealing with structure data and text
mining dealing with unstructured or semi structure data [6]. TA is often used for
analyzing the unstructured text documents in search of useful information and
knowledge hidden from text resources. TA is an extension of data mining, which
involves multiple disciplines areas such as Information Retrieval (IR), Statistics, Web
Mining, Computational Linguistics and Natural Language Processing (NLP). TA can
also be described as intelligent text analysis, text data mining and knowledge discovery
in text. For example, TA is used in healthcare for investigating patient health outcomes
and providing clinical decision making for health practitioners [7].

Figure 1 depicts four (4) main stages of TA: (i) the collection of document from
different sources (e.g. emails, online news, reports, manuals and many more), (ii) re-
trieve documents, perform pre-processing and transformed them into suitable format
for text analysis, (iii) apply the text mining techniques to the document where inter-
esting patterns and knowledge are extracted and (iv) analyze the output text data where
these patterns and knowledge are presented to users, which can be used for assisting
decision makers in any application domains.
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2.3 Document Clustering

Clustering is the process of finding meaningful groups in data. In clustering, the
objective is not to predict a target class variable, but to simply capture the possible
natural groupings in the data [6]. Therefore, clustering analysis is a method for
grouping homogenous objects into respective categories [8, 9]. The most common
application of clustering is to explore the data and find all possible meaningful groups
in the data. Clustering analysis is broadly used in many applications such as market
research, data analysis [10], image processing [11], biology [12], machine learning
[13], information retrieval [14], spatial data analysis [15], customer or user profiling
[10], web-log record analysis for websites [16], document clustering [17–20], etc. In
other words, clustering is finding groups of objects such that the objects in a group will
be similar (or related) to one another and different from (or unrelated to) the objects in
other groups. In this paper, the method used is based on the concept of dividing similar
text into same cluster. Each cluster contains a number of similar documents. There are
several algorithms that are applied in this technique such as follows:

• K-means clustering
K-means clustering is a type of unsupervised learning, that is applied to unlabeled
data (i.e., data without defined categories or groups). The goal of this algorithm is
to find groups in the data, with the number of groups represented by the variable k
[21]. The algorithm works iteratively to assign each data point to one of k groups
based on the features that are provided. Data points are clustered based on feature
similarity.

• Hierarchical clustering
Hierarchical clustering is a method of cluster analysis that look for building a
hierarchical cluster [22]. In hierarchical clustering, a nested set of clusters is cre-
ated. As the name is hierarchical, each level of hierarchy separates a set of clusters.
Each of the items in the lower hierarchy has their own unique cluster, but as it goes
up to the topmost hierarchies, all items belong to the same cluster. Figure 2 shows
the example of hierarchical clustering that organizes objects into a dendrogram
whose branches are the desired clusters

Fig. 1. Overview of four (4) main steps in TA process [6].
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3 Overview of Text Analytics in Military Explicit Knowledge
Framework

In our previous paper [24], we have proposed a framework for Text Analytics of
Unstructured Data (TAUD) for analyzing and discovering significant text patterns exist
in the military text documents. Basically, TAUD consists of three (3) main compo-
nents: (i) Document Collection; (ii) Data Preprocessing in Military Peacekeeping
Document and (iii) Analyzing and Visualizing Selection of Terms (see Fig. 3).

Fig. 2. The example of hierarchical clustering (dendrogram) adapted from [23]

Fig. 3. A framework for text analytics in military peacekeeping document adopted from [24]
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The first component of TAUD framework describes the collection documents from
UNPeacekeeping TrainingManual which is aimed to provide guidelines for actual troops
contributing governments in the preparation and training before they can be deployed into
a peacekeeping mission. This document presents training guidelines for assisting com-
manders and military training officers to prepare and conduct in country training pro-
grams before they can be deployed in a peacekeeping operation. Generally, this training
manual consists of seven (7) chapters such as follows: (i) the background of UN
peacekeeping, (ii) the weapon training and familiarity with theatre weapons, vehicles and
equipment (iii) general military training areas (iv) training in UN operating techniques,
(v) safety measures and precautions, (vi) specialized training areas and (vii) exercises.

The second component explains the preprocessing task. It is an important task as
preprocessing will improve the quality of text data. In this study, the sample of dataset
from PDF file is converted into the plain text format using the online converter. After
that, the chapters are distributed into seven (7) documents of plain text. In this phase,
five (5) common data preprocessing tasks are carried out. For example, (i) exploring the
text data, (ii) converting text to lowercase, (iii) removing numbers, symbols, punctu-
ations, english stop words, and stemming (iv) striping white space, and (v) removing
sparse terms. Removal of unnecessary words will assist in document clustering. The
cleaned data is then stored into seven (7) plain text files (see Fig. 4).

The next step is to generate a document term matrix (DTM). Figure 4 shows the
example of results for removing sparse in DTM with 20 terms in 7 documents with 0%
of sparsity. In this study, we applied the Term Frequency - Inverse Document Fre-
quency (TF-IDF) as the term weighting scheme. The third phase focused on visualizing
the selection keywords/terms. In this phase, all cleaned text data is then ready for text
analytics and visualizing them into various forms word cloud and cluster dendogram.
In this paper, we added more results on the document clustering using K-means
algorithm. This result will be further explained in the next section.

4 Experiment Results and Analysis

In this section, the experimental results for the proposed framework of TAUD are
presented and discussed. The preprocessed dataset consists of a DTM of seven
(7) documents and 20 terms were used as an input dataset for analyzing the military

Fig. 4. An example of screenshot for DTM after removing sparse terms
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peacekeeping documents. Figure 5 shows a word cloud which highlights the most
frequently used words in text documents. As shown in Fig. 5, the keywords “train”,
“oper”, “peac” and “area” are the top four (4) frequently used words in text documents
which validates that seven (7) documents present information that related to peace-
keeping operation and training. In this experiment, we customize the word cloud by
setting the maximum number of keywords to be plotted is 100. It indicates that the size
of keywords is corresponding to the frequency of the keyword.

Figure 6 presents the cluster dendogram for the 20 terms in the seven (7) documents.
From the dendrogram, we can see that the cluster analysis has placed “train” in the first
group. The second cluster consists of “data”, “report”, “home”, “experi”, “import”,
“organ”, “personnel”, “troop”, “deploy” and “unit”. This is because there are couple of
chapters explained the importance of organization and unit, experience personnel and
troops before they can be deployed. The third cluster consists of the keywords “area”,
“oper”, and “pko”. They are clustered together into one group of chapters on the
operation’s area for PKO (Peacekeeping Operation). The fourth cluster comprises of
keywords “peacekeep”, “military”, “force”, “observ”, “cover” and “level”. This relates
to the chapters on military peacekeeping observers and force covers all levels.

K-means clustering is one of unsupervised learning algorithm that can be applied to
understand the underlying structure of a dataset. For example, by using text data,
K-means clustering can provide a great way to form the thousands of words being used in
the military peacekeeping training manual. Figure 7 presents the K-means clustering for
the 20 terms in the seven (7) documents. From the diagram,we can clearly see that thefirst
cluster consists of keywords “oper”, “pko”, “forc”, “area” and “peacekeep”. The keyword
“train” is placed in the second cluster. The third cluster consists of the keywords “troop”,
“personnel”, “deploy”, “cover”, “observ”, “level”, “unit” and “militari”. The fourth
cluster comprises of keywords “data”, “report”, “experi”, “import”, “home” and “organ”.
This relates to the chapters onmilitary peacekeeping observers and force covers all levels.

Fig. 5. Word cloud with 100 most frequently occurring words
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5 Conclusion

This paper describes Text Analytics of Unstructured Data (TAUD) framework for
analyzing and discovering significant text patterns exist in the military text documents.
The framework consists of three (3) main components: (i) data collection (ii) document
preprocessing and (iii) text analytics and visualization which are word cloud and
document clustering using K-Means algorithm. In the first component, the document is
collected from United Nations (UN) Peacekeeping Training Manual which is aimed to
provide guidelines for actual troops contributing governments in the preparation and

Fig. 6. Cluster dendrogram (hierarchical) with four (4) main clusters

Fig. 7. K-means clustering with 4 clusters
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training before they can be deployed into a peacekeeping mission. Generally, this
training manual consists of seven (7) main chapters. In the second component, the
preprocessing task is performed. It is an important task as preprocessing will improve
the quality of text data. Here, the dataset (i.e. United Nations (UN) Peacekeeping
Training Manual from PDF file) is converted into the plain text format and the five
(5) basic steps of data preprocessing are carried out. In the third component, all cleaned
text data is then ready for text analytics and visualizing them into various forms word
cloud and cluster dendogram. Based on the document term matrix (DTM) that was
applied in the second component (i.e. document preprocessing), 20 terms in 7 docu-
ments were used as an input dataset for analyzing the military peacekeeping docu-
ments. The results highlight the most frequently used words and important terms in the
seven (7) documents related to peacekeeping operation and training. The findings of
this study (i.e. visualization from word cloud, dendogram clustering, K-means clus-
tering) allow the military commanders and training officers to understand and access
the military knowledge which they had learnt and gathered during the training pro-
grams before they can be deployed into a peacekeeping mission. For future work, this
research will extend the dataset to include all tacit knowledge and explicit military
knowledge peacekeeping documents that can give more understandings for discovering
useful knowledge and patterns.
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Abstract. Learning analytics is relatively new in the field of research models,
assessment/evaluation, and business intelligence. The critical analysis of liter-
ature explains that, as a consequence of more and better data, learning analytics
gained significant attention in education. This paper emphasized integration of
three major components: educational data mining, learning analytics, and aca-
demic analytics. It gives the comprehensive background for increasing under-
standing of the positive aspects of implementing the framework of learning
analytics (LA) in higher educational institutions in Malaysia. Besides empha-
sizing LA, the role of educational data mining (EDM) in adaptive learning is
also discussed. It gives an empirical-based overview with the key objectives of
adopting the proposed model of LA in generic educational strategic planning by
Malaysian HEIs. It examined the literature on experimental case studies, con-
ducted during the last six years (2012–2017) for extracting recently updated
information on increasing HEIs performance in Malaysia. The results have
highlighted some major directions of LA, EDM, and academic analytics in
driving techniques for achieving student retention and enhancing employability.

Keywords: Academic analytics � Learning analytics � Higher education �
Educational data mining � Student retention

1 Introduction

The empirical framework implies that learning analytics has become an emerging
domain, which seeks to utilize data analysis for making informed strategic decisions at
different levels of the education system [12]. Since business analytics assesses con-
sumer data to discover a potential range of consumers, on the other hand, learning
analytics is the field involving students for creating better pedagogies [28]. Papamitsiou
and Economides (2014) and Phillips et al. (2012) also indicated learning analytics as a
successful domain that helps by focusing on student problems and evaluating educa-
tional programs [22, 24]. Learning analytics are designed for improving retention
issues and maintaining academic attainment effectiveness. The core purpose of this
document is to propose and implement the most influential constituent, learning
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analytical model in Malaysia’s Higher Educational Institutions (HEIs) for increasing
student retention, employability, and academic attainment.

1.1 Key Aims and Objectives

This paper aims at assessing how Learning Analytics can be implemented in the Higher
Educational Institutions of Malaysia in order to improve teaching and learning.
Moreover, no research has been initiated on this specific research area in the Malaysian
education system; therefore, this paper aims at identifying how Learning Analytics can
be implemented and what impact it will have on the Malaysian education system. The
research objectives are:

• To explore the impact of Learning Analytics on the performance of Higher Edu-
cational Institutions of Malaysia

• To identify how Learning Analytics can be implemented in the Higher Educational
Institutions of Malaysia

• To determine the challenges and hardships in implementing Learning Analytics in
higher education in Malaysia.

1.2 Research Questions

Based on the research objectives aimed at introducing Learning Analytics in Higher
Educational Institutions (HEIs) in Malaysia, the following questions will be answered
by the study:

1. How do different factors of learning analytics and their adoption influence the
learning perspectives in Malaysian higher educational institutions?

2. How do learning analytics impact the factors influencing student retention, attain-
ment and employability?

3. What are the attributes for effective implementation of the learning analytics
framework within HEIs in Malaysia?

2 Methodology

For this purpose, the review of articles describing or delineating LA was considered
and its methods and tools (including factors affecting learning) in the university context
was considered. The paper was structured in two phases: the first one focused on
investigating education studies in online databases. The keywords used were learning,
learning analytics, learning analytics research, educational factors, data mining, and
higher educational institutions. The second phase involved scrutiny of the references in
the resulting articles, which allowed discovery of topics and new specific authors
related to the search objectives. Inclusion criteria included journal articles that link to
LA, articles related to learning, articles related to factors influencing learning from the
LA framework. Articles whose publication date does not exceed six years old, that is,
from January 2012 to 2017, were considered in order to obtain a completely updated
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literature review, which gives an account of current field discussions, results, and
trends. Papers in peer reviewed journals, by virtue of ensuring scientific rigor and
quality standards in the literature, were examined.

2.1 Significance of Report

Based upon the challenging issues arising in the HEIs of Malaysia due to high rate of
student absenteeism and insufficient employment opportunities, the paper is intended to
conduct an exploratory research on developing an effective learning analytics model.
On the theoretical foundation of Dawson et al. (2014), learning analytics demonstrated
as the most impactful instrument of increasing significant consideration to converge the
concepts of information technology and learning in the fields of promoting higher
education, computer services, and most importantly learner personal and professional
development [28]. Moreover, the report in connection with the learning aspects
depicted a framework involving improving usage of the information and data with a
specific end goal of enhancing academic outcomes [13].

Chatti et al. (2012) described that learning analytics is a possible key of future
trends in delivering competent learning and teaching, which borrow techniques from
different fields – contributing to fulfillment of learning objectives. This report defines
how learning analytics will develop the connection between the varying elements of
academic analytics, action for research, mining of educational data, recommendation
systems, along with personalized adaptive learning system in HEIs of Malaysia.

2.2 Problem Statement

Malaysia is considered as one of the biggest hubs of education providers. The gov-
ernment of Malaysia has always developed effective measures to enhance the education
system. Implementing Learning Analytics in the education system is regarded as the
new but most important measure to improve the education system. Many challenges
exist in implementing Learning Analytics in Malaysia; therefore, this research has been
initiated to identify and recommend the most effective ways for Higher Educations
Institutions in Malaysia to implement such systems. This fact entails numerous chal-
lenges and barriers towards the completion of this research topic. While the education
sector in Malaysia is highly supported by the government and university management,
obtaining in-depth information is very challenging.

To meet this challenge we intend to carry out interview sessions with university
management. The limitation associated with this study is obtaining information
regarding the experience of individuals (Macklem, 2015). Since no research has been
initiated earlier on implementing Learning Analytics in the Higher Educational Insti-
tutions in Malaysia, this might also bring challenges for this study; we thus need to rely
on primary data only. Another challenge is to gain a maximum number of participants
(international and local) to widen knowledge and information. Because of time con-
straints, it is possible that limited amount of information will be gathered for this
research.
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3 Emerging Concept of Learning Analytics

The term Analytics of Learning (Learning Analytics) was coined by Mitchell and
Costello in 2000, as an emerging concept in its investigation of the visible opportunities
in the international market, in the creation and distribution of educational products
through the network [7, 19]. Learning Analytics has been defined as “the use of
intelligent data that have been produced by the learner, as well as model analysis, with
the aim of discovering information and social connections and predicting and advising
on learning.” [29] Learning Analytics is entrenched in higher education due to the
growing popularity of educational processes taught through the Network [29]. Edu-
cational institutions have understood the importance of monitoring their platforms to
retrieve information produced by student interactions with the learning system [23].
Despite facing a complex task, statisticians and researchers are constantly working on
developing new tools to allow management of these data as input to adapt educational
processes and enhance the learning process [10].

According to Wagner and Ice (2012) learning analytics serves as an educational
tool that provides the teacher with data on personal, interaction, navigation in the
system, with whom or with what resource, and how it interacted, location and context
data and data on the texts created. Information provided by LA allows customizing of
the training activities and design of learning environments accordance to the needs,
interests, and forms of interaction between teachers and students and between students
themselves [32]. Learning analytics can also provide students with timely information
and recommendations as to their interests with two essential objectives: reflection and
prediction [20]. It allows visualizing of interactions and identifying patterns of student
behavior. Learning analytics will enable an iterative process of feedback, visual and
effective, just-in-time feedback that allows the teacher or student to adopt correct
teaching or learning strategies [18]. Having information on how people learn results in
improved quality of education [3, 33]. Learning environments customized and
designed according to learning styles and disciplines are feasible with LA [10].
Learning analytics can provide individuals and groups with a basis of undeniable value
for a much more precise investigation of learning processes [8]. The analysis of
institutional learning will allow better decision making [12] in two areas. First,
instructors can decide the level of demand for different plans and curricula. Second, the
academic field will have information to identify elements affecting student performance
to strengthen positive factors and reduce negative factors, hence supporting develop-
ment of new pedagogical models [19, 30].

4 Positive Impact of Learning Analytics

A number of authors have investigated the positive impact of implementing learning
analytics on education and student development. Learning analytics referred to a blend
of various scenarios at different universities, introduced by management for imple-
menting a virtual learning environment (VLE) exclusively for utilizing effective
learning [23]. Dietz-Uhler and Hurn (2013) regard LA as a research model taking
advantage of data analysis to inform on the actions and events taking place during the
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educational process [11]. It seeks to collect, organize and provide data on student
performance, allowing a personalized guide, adapting the contents and activities to
their abilities and identifying possible learning problems in time [4]. Analytics can
reveal data such as feelings, attitudes, social connections and the wishes of users, as
well as evidence of what they know, how they learn and their future actions [9]. This
allows applying data collection and study techniques relevant for different fields and in
particular for education, since it facilitates customization of educational processes
according to student needs [12, 13, 36]. Besides making it possible to diagnose
problems and identify strategies for improving a course, LA also provides indicators of
educational progress at local, regional and even national or international level [22]. LA
supports the education system by allowing curriculum adaptation, personalization, and
prediction [3]. It enables direct evaluation of the role of learning analytics in the
educational process [17] for improving training processes and increasing learning for
improved productivity [24]. Having available indicators such as effectiveness, effi-
ciency or time spent on resources, teachers can understand which educational resources
failed or are difficult to understand and which are problematic [7, 34]. Resources for
future courses can then be improved [23]. Teachers can better understand students,
their evolution over time, their achievements, specific subjects problematic for them,
profiles, and so forth. Teachers can then provide more effective feedback for them [2].
Predictive techniques allow teachers to detect students at risk and identify slow and fast
learners [5, 6]. Early intervention can thus prevent cases such as dropping out of
courses or poor learning [6]. Students can visualize and reflect on information about
their own learning, see their profiles and make appropriate changes [24]. Adaptation
and customization are enabled according to students’ profiles to enhance learning [5].
Thus, different learning paths can be designed to accelerate learning [17].

4.1 Integrating Effective Framework of LA

Figure 1 illustrates the process of learning analytics. It shows learning analytics is
based on four major perspectives, which include governance, higher educational
institutions, online learning environment, and physical learning environment – all
perform to improve the learning abilities of an individual or learner [22].

Fig. 1. Process of learning analytics
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Governance involves activities related to implementing cross-institutional compar-
isons, developing benchmarks, informing policy making, and ensuring quality assur-
ance processes [17]. These activities increase productivity, implement a rapid response
to critical incidents, and analyze student performance. Phillips et al. (2012) stated that
governance predicts high impact on organizational decision-making [24].

As for the second component of the analytic process, West (2012) suggested that
HEIs be responsible to analyze processes, optimize resource allocation, meet institu-
tional standards, and compare units across programs and faculties [34]. The model
discussed helps in monitoring processes, evaluating resources, tracking enrollment, and
analyzing educational outcomes. The functional processes of HEIs in Malaysia predict
forecasting techniques, project attrition, model retention rates, goal attainment,
employability, and gap identification [6].

The third process consists of curriculum design including the pedagogical model
analysis, measuring impact of interventions, and increasing curriculum quality. These
activities support education by comparing the learning design, evaluating learning
materials, adjusting difficulty levels, and providing resources to learners. Curriculum
design involves identifying learning preferences, planning for future interventions,
modeling difficulty levels, and developing model pathways [5]. The fourth component
of the model is the facilitator who is responsible for comparing the learners, cohorts,
and courses, analyzing teaching practices, and increasing quality of teaching. Facili-
tator activities include monitoring learning progression, creating meaningful inter-
ventions, increasing interaction, and modifying content to meet student needs.
Facilitators also identify learners at risk, forecast learning progress, and plan inter-
ventions [27]. The last fundamental component of learning analytics is the learner who
necessitates understanding of learning habits, comparison of learning paths, analysis of
learning outcomes, and tracking of progress toward goals. Learners are highly
responsible for receiving automated interventions and scaffolds and taking assessments
including just-in-time feedback. Recent studies suggest that interest in LA was
prompted by the huge amount of data related to education and the increased computer
processing power enabling collection of new information from new and different pools
of data [9, 35]. Such analytics have stronger impacts by placing productive information
for huge numbers of individuals besides ensuring delegated decision-making skills
[19]. Besides this, Ali et al. (2013) noted how VLE has become a significant platform
incorporating huge amounts of data, for instance, data obtained from academic soft-
ware [2]. Numerous studies of literature [16, 21, 25] highlighted how learning analytics
finds better ways to enhance everyday practice in HEIs. Instead of being hesitant due to
privacy concerns, implementers must realize that LA successfully address issues of
conflicting interests of different shareholders and the applicable integration [26].

5 Learning Analytics, EDM and Academic Analytics

The process of learning analytics tends to perform as a recurring system of develop-
ment for the data collection, data analysis as well as interventions mainly derived from
different techniques [19]. For instance, quality control is determined as a consistent
process for improving teaching and learning perspectives. A close relationship exists
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between learning analytics, EDM and academic analytics [1, 30]. Pardo and Siemens
(2014), consistent with the abovementioned discussion, also asserted the connection of
learning analytics with a collection of huge data and representation of the data in the
form of useful information [23]. In a similar context, Dawson et al. (2014) also
investigated the significance of learning analytics in shaping positive behavior and
leading toward the correct direction. Analytical application can extract knowledge in
terms of utilizing different techniques of data mining along with the practices of
visualization [10].

5.1 Educational Data Mining

While considering the research objective, Dyckhoff et al. (2012) explained Educational
Data Mining as a process used in teaching to examine the methods of development to
generate information. The process referred to the combination of data collecting
techniques that focus on the attainment of student’s in-depth understanding in terms of
integrating different processes of learning with various settings. However, educational
data mining is quite similar to learning analytics, which involves varying processes,
procedures, and methodologies aimed at gaining the required information for fulfilling
learning objectives [14].

Papamitsiou and Economides (2014) indicated that both fields tend to focus on
domains of education and tend to work with potential data generated from the envi-
ronments. Fidalgo-Blanco et al. (2015) added that processes ensure complete conver-
sion of data into valuable information to purposively improve the learning process.
Phillips et al. (2012) reflected that varying techniques are being used in learning
analytics in comparison to EDM. Wagner and Ice (2012) argued that the major focus of
educational data mining remains the applications developed to ensure techniques of
data mining must support learning perspectives of students and teachers. West (2012)
noted that these methods should be implemented for data mining and testing of
usability in various possible situations. In contrast, Blikstein and Worsley (2016)
differentiate data mining with learning analytics by claiming that analytics involves
different methods for instance statistics tools, visualization, and techniques of analyzing
social networks which ensure compilation of information to transform it into a more
effective and informative context.

5.2 Academic Analytics

Blikstein (2013) signifies the role of academic analytics as an imperative aspect to
enhance in-depth understanding of learning analytics. As suggested by Scheffel et al.
(2014), academic analytics aims at supporting the educational institutions to address the
challenging issues hindering students’ future success and prosperity. Ali et al.
(2013) depicted that analytical analysis also increases the accountability that allows the
institutes to perform responsibilities – must be designed for fulfillment of academic
objectives or goals. Academic analytics generate a huge amount of data exclusively to
predict the level of student retention and the graduation percentage [21].

Meanwhile, Prinsloo and Slade (2013) depicted that academic analytics also
combines a particular range of data by utilizing various statistical or inferential
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techniques for predicting effective models. Ferguson et al. (2014) highlighted how
successful implementations of these models help the faculty advisors interpret the
challenges faced by students [16]. However, the study of Romero and Ventura (2013)
analyzed that academic analytics must be differentiated in a more comprehensive way
to allow the educational institutions to draw a fine line among the respective fields.

5.3 Factors Influencing Student Retention

In considering the research questions, it is necessary to examine the concept of student
retention as well as analysis of the factors that impact retention. As discussed by Ellis
(2013), student retention is based upon core attributes, namely (1) motivation,
(2) academic integration, (3) social integration, and (4) financial factors [15].

Daniel (2015) portrayed how the LA framework plays a vital role in motivating
students to study and ensure retention by managing student commitment and moti-
vation [31]. Wise (2014) suggested various attributes contribute to increasing student
motivation to remain enrolled; course structure, course fee, and educational marketing
are key elements to be considered [14]. According to Greller and Drachsler (2012),
academic integration is another factor influencing student retention. Academic inte-
gration is seen as the involvement of physical and psychological energy that convey
individuals an exceptional experience of studying or association with the educational
institution [7]. It is also seen as an educational tool, integrated by academics for proper
maintenance of individual’s time, preparation for assessments, fostering skills and
competencies, and ensuring effective critical thinking [14]. It affects student retention
through collecting essential information on student progress, which in turn ensures high
priority feedback from instructors [10]. Staffing is another characteristic of academic
integration that assists in student retention [14]. Besides that, feedback from students
enables management to meet student expectations [22]. As indicated by Phillips et al.
(2012), social integration is the key component influencing student retention. Studies
have supported the impact of social integration on retention, emphasizing on interaction
among students, faculty and management in the context of extracurricular activities [14,
22]. Students who feel unwelcome and lack support may drop out [17]. Blikstein and
Worsley (2016), in considering financial factors, analyzed that some students from
lower socioeconomic groups face financial challenges [6]. These financial hardships
might cause them to discontinue their studies [2, 34]. Students from lower income
family background experience more critical challenges as compared to their wealthier
counterparts. Fee structuring system is another core attribute highlighted by Siemens
and Gasevic (2012) who argue that an economical fee structure will attract students
[30].

6 Implementation of Learning Analytics Framework in HEIs

In consideration of the literature review and different facts, a new model is proposed
that entails as a conceptual framework, where attributes such as motivation, social
integration, financial facts, and academic integration are taken as independent
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variables; with student retention, employability, and attainment being considered as
dependent variables (Fig. 2).

The variables are selected in such a way because the study of Chatti et al.
(2012) suggested that characteristics such as student retention, employability, and
attainment are significantly influenced by the financial facts, motivation, academic
integration as well as social integration [7]. The model also plays a crucial role in
maintaining a consistent level of communication that helps institutes in keeping the
functionality of the model manageable and productive. According to the framework,
educational institutions need to emphasize three major aspects (1) individual data,
(2) social media, and (3) physical data. Moving to the second stage, consistent with the
findings of Siemens and Gasevic (2012) these three factors assist in developing an
effective online learning environment, based upon interaction, discussion activities,
assessment, performance, ratings, and student satisfaction [30]. This component is
further directly linked to the learning analytics framework revolving around peda-
gogical theories, data mining, structured data, unstructured data, and natural language

Fig. 2. Learning analytics framework to implement in HEIs in Malaysia.
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processing. Pardo and Siemens (2014) underscored the significance of personalization
and adoption framework, which indicates the functionality of visualization prompts,
scaffolding and feedback [23]. After the successful integration of both the structures
within the educational system, educational institutions need to critically consider the
reporting engine that intends to manage the dashboard through calculating the statistics
and graphs and create automatic or auto-generated reports.

7 Conclusion

This paper has demonstrated that Learning Analytics could be an effective strategy for
intelligent instructing practice – supporting and empowering instructors to conduct
assessment and research. It aimed at introducing implementation of Learning Analytics
in Higher Educational Institutions (HEIs) and highlighted the different factors which
play a vital role in student retention, attainment, and employability. The framework
adopted in this research also provided extensive support to carry out the future studies
on the empirical implication of learning analytics. Factors such as motivation, academic
integration, social integration, and financial factors that impact on student retention rate
in higher educational institutions in Malaysia were identified. The proposed integrated
practical model for LA in Malaysia depicts how the educational structure must be
implemented to ensure success in higher education.
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Abstract. Attention Deficit Hyperactivity Disorder (ADHD) learners are
identified as having problems in learning due to their distinctive characteristics
of hyperactivity and inability to give attention to learning. Gamification tech-
nology, especially motion-based gamification application, specifically designed
for ADHD learners can have significant promise for individuals with ADHD.
This paper focuses on the data-driven iterative design adopted on the devel-
opment of the motion-based science educational application for ADHD learners
(Sains-4SL) and its evaluation based on the effectiveness construct of this
motion-based science educational application. The effectiveness of this
motion-based science educational application was measured based various
indicators such as: its learnability, students’ attitude towards the application; and
the science literacy aspects of the students after experiencing using the appli-
cation. The data-driven iterative-participatory design approach which underwent
many rounds of iterations, was found to be effective in the design and devel-
opment of the application as these iterations, contributed to a more accurate
specification requirements for the ADHD learners. The evaluation conducted
found that the motion-based science educational application (Sains-4SL) was
positively effective in supporting ADHD learners learn science.

Keywords: Attention Deficit Hyperactivity Disorder (ADHD) � Science
educational application � Motion-based technology � Data-driven
iterative-participatory design approach

1 Introduction

The National Institute of Mental Health [1, 2] stated that Attention Deficit Hyperac-
tivity Disorder (ADHD) is a common mental disorder that begins in childhood and can
continue through adolescence and adulthood. For children with ADHD, the levels of
inattention, hyperactivity and impulsive behaviour are greater than other children in
their age group. This deficiency leads to difficulty for them to excel in school activities
or show good behaviour at home or in their community. ADHD is a disorder that
makes it difficult for a person to pay attention and control impulsive behaviour. Even
though hyperactivity tends to improve as a child becomes a teen, problems with
inattention, disorganization, and poor impulse control often continue through the teen
years and into adulthood [2]. Through meta-analysis, it is estimated that 5.3% of
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children and adolescents worldwide is diagnosed with ADHD [3]. In recent study by
Canals et al. [4], indicates that the ADHD prevalence among preschool population in
Spain is 5.4%. This is within the range values described by Polanczyk.

The use of information and communication technology (ICT) in learning generally,
comes in various forms and various terms are used to describe them such as: computer
technology, educational software, computerised program, computer-based interven-
tions, computer-supported learning, computer-assisted instruction and computer-
generated instruction. Generally, computer-supported learning can aid students with
special needs. Starcic et al. [5] introduced a tangible user interface (TUI) as a
computer-supported learning for the development of applications and solutions in
teaching geometry concepts to an inclusive class which included learners with special
needs. Students with low fine motor skills who were unable to use a pen, were given a
combination triangle/protractor and a pair of compass that can be used as TUI for
autonomous drawing. Houghton et al. [6] found in their research findings that computer
technology in this digital era may afford children with ADHD increased opportunities
to be more successful, both academically and socially, and to improve their interactions
with peers. Lin et al. [7] discovered that ADHD students could use fusion technologies
in their learning process by using mobile augmented reality. The abundance of digital
teaching materials, in visual and auditory cues, with easy to comprehend literacy
content, would enhance ADHD students’ attention and promote learning efficiency.
Shaw and Lewis [8] found that participants with ADHD produced the greatest number
of accurate responses on the more basic computerised task and exhibited significantly
more on-task activity on animated computerised tasks. These findings are encouraging
and may have wide reaching practical implications in terms of the design and imple-
mentation of educational software aimed at promoting improvements for children with
ADHD in terms of both their academic performance and behaviour in the classroom.

2 Literature Review

Due to the ADHD children’s high level of impulsivity, hyperactivity and inattention,
they are at risk of behavioural as well as familial, socializing and relationship skills [9–
12]. On academic and soft skills, ADHD children have difficulty in reading, writing,
mathematics, recalling stories and communication and interpersonal skills [11–17].
These difficulties have affected their academic achievement during pre-school, ele-
mentary, high school and tertiary [9, 18–21]. Various studies have shown that ADHD
young learners are facing academic under achievement when reaching high schools [19,
20, 22–24]. Academic difficulties faced by these ADHD students have affected their
performance. There are cases where these ADHD students had to be retained in their
previous grade, suspended from school or even failed to complete high school [25, 26].

Many research have explored the use of information and communication technol-
ogy (ICT) in learning, which comes into various forms and names such as computer
technology, educational software, computerized program, computer-based interven-
tions, computer-supported learning, computer-assisted instruction and computer-
generated instruction. Generally, computer-supported learning can aid students
with special needs. Starcic et al. [5] introduced a tangible user interface (TUI) as a
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computer-supported learning for the development of applications and solutions in
teaching geometry concepts to an inclusive class which included learners with special
needs. Students with low fine motor skills who were unable to use a pen, were given a
combination triangle/protractor and a pair of compass that can be used as TUI for
autonomous drawing. Houghton et al. [6] found in their research findings that computer
technology in this digital era may afford children with ADHD increased opportunities
to be more successful, both academically and socially, and to improve their interactions
with peers. Lin et al. [7] discovered that ADHD students could use fusion technologies
in their learning process by using mobile augmented reality. The abundance of digital
teaching materials, in visual and auditory cues, with easy to comprehend literacy
content, could enhance ADHD students’ attention and promote learning efficiency.
Shaw and Lewis [8] found that participants with ADHD were able to produce the
largest number of accurate responses on the more basic computer based tasks and
exhibited significantly more on-task activity, such as animated computer based tasks.
These findings are encouraging and may have wide reaching practical implications in
terms of the design and implementation of educational applications aimed at promoting
improvements of learning for children with ADHD in terms of both their academic
performance and behaviour in the classroom.

Previous researches on computer educational programs were conducted to assist
ADHD learners in some academic subjects’ skills. In the improvement of reading for
example, Clarfield and Stoner [27] explored on the use and effectiveness of a
Computer-Assisted Instruction (CAI) reading program, Headsprout, on oral reading
fluency and task engagement of three students with ADHD. The reading problems
involved children at kindergarten and first grade. Headsprout Reading Basics, an
internet-based reading program, has explicit instruction in phonemic awareness, flu-
ency building tasks and building sight word recognition. The lessons are automatically
adapted to the learner’s pace and the program gives learners corrective feedback and
encouragement as necessary. Mautone et al. [28], introduced a Computer Assisted
Instruction in mathematics for elementary school children with ADHD in a general
education classroom. Results of the study showed that ADHD students gained in
mathematics and academic engagement during the course of the intervention. Both
outcomes of the studies are promising and CAI is thus, effective academic intervention
for students with ADHD. Another promising study was one explored by Kang and
Zentall [29]. They found that graphic information, presented in computer-generated
instruction, is beneficial to learners with hyperactivity and inability to give attention
such as ADHD learners, by improving their ability to sustain attention and hold
information in-mind. Such learners were found to perform better on advanced geometry
problems (e.g., calculation of complex shapes) with visually intense images than with
low intense images. The students with both hyperactivity and inattention behavior
performed even better than the controlled group that used conventional teaching
methods.

Computer technology or what is currently known as assistive technology also has a
role on traits improvement of the ADHD individual. Shalev et al. [30] and Reynolds
[31], used assistive technology in a form of computerized progressive attentional
training program to improve the various attentional function of children with ADHD
through direct intensive exercising and technology. They found significant
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improvements in both academic tests and parents’ behavioral ratings of the ADHD
children. On another related research, results showed evidence that Computerised
Attention Training (CAT) and Computer Assisted Instruction (CAI) using assistive
technology, can improve children’s attention in the classroom and suggest that
computer-based interventions offer a promise for cost-effective early intervention for
inattentive, at-risk learners such as ADHD. Learners receiving CAI also showed gains
in reading fluency and in teacher ratings of academic performance [32, 33].

Computer Gaming Technology is another significant promise for the education of
individuals with ADHD. Shaw et al. [34] and Mathrani et al. [35] found through
discussions with parents, that although their children appear to have many difficulties
with attention and concentration across environments, their concentration, perfor-
mance, distractibility and motivation all appear to improve when they play computer
games. Their studies confirmed anecdotal reports and their research showed no dif-
ference between the inhibitory performances of children with ADHD, compared to
typically developing children on two commercially available computer games. It was
found by Houghton et al. [6], when tests are attractive (activating), ADHD children are
able to sustain attention. Academically, computer games offer teachers, clinicians and
parents increased opportunities to assist children with ADHD to maximize their
learning potential. Through their study, Zemliansky and Wilcox [36] found that stu-
dents with ADHD need educational opportunities that are purposeful yet fun and
engaging. The advancements in gaming technology, as they relate to the instructional
environment, are promising. The empirical observations and findings from Ke and
Abras [37] study suggest that educational games, if well designed and used, can
promote engagement and learning for students with special learning needs. Learners
themselves agreed that gaming approaches to learning can make classroom environ-
ments more fun and also make an effective way to grasp some of the difficult concepts
in learning. The inclusion of gaming elements with traditional teaching practices will
bring about more active learning. This will be beneficial for tutors as well as learners,
because games can enable learners to grasp technology based applications quickly in a
more enjoyable learning environment [35].

On academic subject, Ota and DuPaul [38] evaluated the effects of a game-based
math software program on the performance of ADHD students. They found increased
math performance, decreased off-task and disruptive behavior and increased active
engagement in the computer-based instruction compared to the traditional classroom
lesson. Another research on game based learning was done by Bai et al. [39]. They
discovered that game increased mathematical knowledge acquisition in algebra and
maintained student motivation to learn. The findings also suggested that the imple-
mentation of Dimension in mathematics education can greatly benefit middle school
students learning algebra. Providing opportunities for integrating videogame technol-
ogy into the learning environment is a simple way to address the academic needs of the
ADHD students. Findings from the study by Altanis et al. [40], found that immersive
environment offers learning experiences through gamification that makes learning
experience for ADHD learners fun and meaningful.

Serin [41] suggested that there is a significant increase in the achievements and
problem solving skills of the students that received the computer based science and
technology instruction. He investigated the effects of the computer-based instruction on
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the achievements and problem solving skills of the science and technology learners.
Study on the use of game technology expands the horizon of learning. Tsai et al. [42]
found that most learners find that motion-based technology such as the use of Kinect is
effective in delivering teaching and learning materials and find its interactive function
easy to conduct, fun and enjoyable. Hsu [43] in his study, found also found that
motion-based device such as Kinect has potential to enhance classroom interaction and
to spark creativity. Although no study has been conducted to investigate academically
the use of Kinect, as a motion based device in learning, it is the assumption that the
device can be an effective tool to support and improve teaching and learning of ADHD
learners.

3 Problem Statement

As indicated in the literature, many studies has been conducted on the use of computer
technology through various assistive technology to help ADHD learners learn effec-
tively. Many of these studies also indicate that the use of these technologies, have
shown some improvement in learning on learners with learning problems. Specifically
for ADHD learners, the use of the technology has not shown much improvement in
ADHD learners who have characteristics such as hyperactivity, high inattention and
inability to focus on the subjects being taught. These learners have specific physical as
well as mental disabilities that need to be overcome in order that they be able to engage
in the learning process. Previous applications using the technologies have not taken
into consideration these characteristics, thus there is a need to integrate a technology
such as the motion-based technology that will allow ADHD learners to make use of
their hyperactivity, high inattention and inability to focus personality to undergo les-
sons, in line with their natural characteristics. The use of motion-based application
means that learners are allowed to be active using fine and hard motor skills to enable
them to stay on with the learning process with better concentration and focus on the
lessons taught.

In order to ensure that the application is designed and developed to meet the needs
of the ADHD learners, the design approach has to be one that is user-oriented which
involves the learner from the initial start of the design phase until the final development
phase of the application, and must undergo the iterative-participatory method based on
the data-driven design of the application. Data on the acceptance test of the active user
(that acts as part of the design team), has to be collected iteratively through the
‘incidence report’, until the user is satisfied that the application is able to meet the
objectives of the design and development specifically for ADHD learners. Therefore,
the plausible solution to be undertaken is to develop a science educational
motion-based application for the ADHD learners that takes into consideration char-
acteristics of the learners, based on the user oriented design using the data-driven
iterative-participatory approach to ensure that the application developed really meets
the need of the ADHD learners.
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4 Methodology

The main objective of this paper is to highlight the design and development of a
motion-based application to help ADHD learners learn science through a fun gaming
strategy. The strategy used a motion-based device called Kinect to help learners learn
more meaningfully, with better focus on the lessons taught. The other objective of this
paper, is to evaluate the application based on the effectiveness construct of the appli-
cation through a test based conducted on seven (7) ADHD learners. The design and
development model was the Data- Driven ADHD Iterative-Evolution Participatory Life
Cycle model (DD-IP-ADHD-LC) which was designed and developed based on stan-
dard Software Development Life Cycle, with the integration of elements from the
Rapid Prototyping Model [44], Participatory Design Model [45] and Iterative-
Evolution Model [46]. The design model of the application was based on the
data-driven iterative-participatory model as indicated in Fig. 1.

As can be observed from the model, DD-IP-ADHD-LC comprised five (5) standard
software development main phases: Analysis, Design, Development, Implementation
and Evaluation. However, each phase has sub phases specifically designed for the
purpose of this study. The sub phases in the analysis phase involved aspects such as:
requirement analysis, curriculum analysis and analysis planning. Requirement analysis
involved identifying user requirements (in this case requirements of ADHD learners) in
order to ascertain the Systems Requirement Specifications (SRS), to develop the
Sains-4SL application for ADHD learners. In practice, it involves analysis of the nature
and behaviour of ADHD learners, as well as appropriate technology to be used and
suitable learning techniques and methods to be embedded in the application. This is
done through data collected from different focus groups; teachers, parents and ADHD
learners. The design phase was the most important and challenging phase, as this
involved data-driven approach through various rounds of iterations of design to

Fig. 1. Data-driven ADHD Iterative-Participatory Life Cycle Model (DD-IP-ADHD-LC)
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ascertain the Systems Design Specifications (SDS) based on the SRS acquired during
the analysis phase; the interface, the flow of the modules, and the multimedia-fusion
tools to be incorporated into the storyboard. The data collected during each iterations
were documented in the ‘incidence reports’ and were taken action appropriately, until
the users were satisfied. The data collected and reported in the incidence reports during
the iterations were based on cosmetic adequacy, content adequacy, technical adequacy
and special user adequacy (user interface suitable for ADHD learners).

The development phase was conducted very closely with the design phase. Guided
by storyboard, flow chart and interface, the application was developed using appro-
priate application development tool that incorporates multimedia-fusion elements to
create the modules. The iterations can happen also at this stage when the satisfactory
portions of the modules during the design stage is passed to the development phase,
and further ‘incidence’ is discovered by the user and documented in the ‘incidence
report’ for repair and further development until the user was satisfied. The imple-
mentation phase ensured that all the modules and sub modules were integrated, run
smoothly and met the needs of the user environment. The digital devices and equip-
ment such as notebook, television and the Kinect device to produce a motion- based
multimedia-fusion environment, aimed at engaging ADHD learners were prepared and
tested at this phase to ensure that there were no hitches when the testing of the
application was conducted during the evaluation phase. Learning sessions were held in
a room that was conducive and suitable for learning. The final phase was the evaluation
phase, conducted through a usability testing based on data-driven constructs.

5 Components of the Instructional Design (ID) Model

The methodology of this study also involved the development of the Cognitive based
Instructional Design (ID) model approach of the Sains-4SL application based on the
topic ‘Living Things’ and ‘Non-Living Things’. The development of this application
was able to enhance learning of science on the topic chosen amongst ADHD learners.
The Cognitive based ID model had incorporated four main components as follows:

Component 1: teaching and learning approach
The first component refers to the content delivery and learning methods applied in the
application. It involved a combination of several elements such as the integration of the
Behaviourist theory, learner-centred learning strategy, errorless learning approach and
the thematic instruction. Sains-4SL was designed based on a self-paced application,
adopting the Behaviourist theory principles. The learner-centered learning strategies
allowed ADHD learners to learn on their own from the beginning until the end of the
learning session, whenever they were able to do so. The errorless learning approach
was implemented in every evaluation module of the Sains-4SL application. If the
learner answered a question correctly, the reinforcement in a form of praise could be
heard auditorily. However, for an incorrect answer, a verbal reinforcement could be
heard and the correct answer displayed on the screen. The ADHD learner then has an
opportunity to answer the questions again. This process can be repeated until the
learner has answered all questions correctly. This errorless learning approach helps
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make ADHD learners feel at ease and confident to continue and be engaged with the
learning process. The choice of science topics in the application was carefully chosen
so that it fitted the national curriculum, but also related to real life situations so that they
can easily identify with themselves, so that the learning becomes meaningful.

Component 2: Learners’ achievement
The second component involves learner’s achievement in three domains: cognitive,
affective and psychomotor. The cognitive domain refers to new knowledge on living
and non-living things exposed to ADHD learners through examples given in the sub
module descriptions. They were able to relate new knowledge with their prior
knowledge and were able to further expand the knowledge by looking at other
examples in real life. For the affective domain, learners were conducting activities that
required them to ‘feel sorry’, ‘feel thankful’, and ‘feel grateful’ for life created by the
Al-Mighty. They were also observed while conducting their activities and their
behaviour and expressions were noted that included behaviour that depicted patience,
curiosity, trying, diligent, earnest, happy, active and despair. On the hand, the psy-
chomotor domain involves the kinesthetic use of the fine and hard motors of the ADHD
learners to move objects in the motion-based application.

Component 3: Motivation aspect
The third component involves the ARCS model [47, 48], based on the synthesis of
concepts pertaining to motivation and its features are encompassed in four (4) cate-
gories: attention (A), relevant (R), confidence (C), and satisfaction (S). These four
categories represent a set of conditions necessary for an individual to be motivated. The
combined use of an animated model, multimedia-fusion elements and the use of Kinect
was able to attract the ADHD learners’ attention to continue to learn using Sains-4SL.
The errorless approach allowed ADHD learners to learn through all five (5) modules
according to their own pace and ability. They were also given the option to continue
repeating every sub module until they have reached the desired level of understanding
in order to gain confidence. Thus, when they succeeded in answering all the questions,
they experienced the feeling of satisfaction. The ‘praise and encouragement’ element
embedded in the application, makes ADHD learners perceived acquisition of knowl-
edge as easy, enjoyable, fun and motivating.

Component 4: Teaching media
The teaching media refers to the learning modules, interactivity and multimedia-fusion
elements. The multimedia-fusion elements encompass the use of animation, video,
sound, text and graphic throughout the application in a virtual motion-based learning
environment. The learning modules encompassed five (5) modules: ‘Introduction
module’, ‘Being Born module’, ‘Eat and Drink module’, ‘Growing Up module’ and
‘Movement module’. The interactivity within the application refers to the response
between the application and the ADHD learners during the learning sessions.

The combination of the ID components and the multimedia-fusion elements
embedded in the Sains-4SL application, integrated with the motion-based device,
Kinect serve as a unique learning experience aimed at motivating ADHD students to
learn.
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6 Evaluation of Sains-4SL

The evaluation of the Sains-4SL application was conducted in a private room at two
(2) types of environments: school and home environment. A private room was used to
ensure that ADHD learners were able to focus during the learning stage. The room was
equipped with a computer, a 50 in. television screen and a Kinect device. The ADHD
learners were able to start the application by clicking on the icon on the computer. The
lessons in the application were projected on a 50 in. television screen where the main
menu appeared with greetings and instruction to start the learning process. The ADHD
learners were able to choose lessons from the five (5) modules developed to learn any
of the modules within the application and to be conducted at their own pace. The
motion-based technology through the use of the motion-based device, Kinect was used
to initiate interactivity involved in the activities such as: selection of modules,
answering of question and moving of objects through ‘virtual hands’ using Kinect.
Each module consists of sub modules namely: Explanation and Exercise Sub Module.
Each module has an Explanation Sub Module which the ADHD learners have to
undergo, before they proceed to the Exercise Sub Module. During the learning process,
observations were made on the response of the ADHD learners and theses responses
were captured as part of the evaluation. At the end of the lesson, they were interviewed
using the instrument that represents an observational checklist to get their feedback and
attitude whilst using the motion-based application.

Samples involved in the Testing of Sains-4SL
The samples involved in the testing of the motion-based application, Sains-4SL,
comprised of seven (7) ADHD learners. The number is small due to reasons such as:
these learners are protected group of children and thus it is very difficult to get a larger
number of samples to conduct a usability study; some of these learners were only
involved in the testing, but also in the iterative-evolution participatory phase of the
development. Due to the tedious manner in which the development as well as the
testing is conducted, the number has to be small in order to be effective; and lastly, this
number is more than sufficient to test an application, in order to discover problems with
the application so that it can be rectified and improved to meet the needs of users.
Neilson [49] suggested that five (5) samples would suffice. The ADHD learners
involved in the testing were aged between nine (9) to twelve (12) years old. There were
studying in the special education integration program (SEIP), that resides in the
mainstream schools. The SEIP has their own syllabus to cater for learners with special
needs, such as the ADHD learners. These learners were diagnosed as ADHD learners
and were paced in the special classes, equivalent to elementary one (1) in the normal
school level. The selections of these students were done by their science teacher as it
needs to match with the content of the application. There is a difference of years in
terms of academic capabilities between students in SEIP with the normal schools. This
is true as indicated in the study by Hardman [50], that in the early school years,
students with learning disabilities may find themselves two to four years behind their
peers in academic achievement.
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Results of testing on Sains-4SL
Testing was conducted on the motion-based application, Sains-4SL, based on two
(2) data-driven constructs: learnability and attitude of the ADHD learners towards the
application whilst using it. Testing was also conducted on aspects of ‘science literacy’
after the application was used. This was necessary as the content of the application was
designed and developed based on a science subject. The testing was based on the Likert
scale in which score 5 indicates “Strongly Agree”, score 4 indicates “Agree”, score 3
indicates “Mildly Agree”, score 2 indicates “Disagree” and score 1 indicates “Strongly
Disagree”.

Based on the learnability construct, four indicators were measured: interest in
learning, understanding, convenience and enjoyment. The indicators comprised of eight
(8) elements as can be observed in Table 1. The evaluations on this construct showed the
score was between 4–5 for all eight (8) of the study elements. Elements of encour-
agement and errorless learning technique, obtained an average score of 5; whilst the
other elements acquired an average score of 4. In terms of encouragement element, the
score was 5 for all learners, except one (1) who scored 4. This resulted with an average
score of 5 for the encouragement element. For errorless learning technique element, a
total of four (4) ADHD students scored 5, while three (3) ADHD learners scored 4. This
resulted in an average score of 5 for errorless learning technique element. However, the
overall score for the learnability construct was at level 4 as indicated in Table 1. This
shows that the learnability of the Sains-4SL application was high.

Testing conducted on the motion-based application, Sains-4SL, taking into con-
sideration the attitude construct, was measured according to indicators such as:
attention, relevance, confidence and satisfaction. The indicators comprised of twelve
(12) elements as can be observed in Table 2. The results showed that seven (7) ADHD
learners chose a score between 3 to 4 for twelve (12) elements in four (4) of the
indicators. However, all the twelve (12) elements showed an average score of 4. For the
element ‘presentation of screen’ related to the indicator ‘attention’, two (2) ADHD
learners chose a score of 3, while five (5) ADHD learners chose a score of 4. However,

Table 1. Test on Sains-4SL: learnability construct

No. Indicators Element ADHD learners’
score

Average

1 2 3 4 5 6 7

1. Interest in learning (a) Media integration 4 4 4 4 4 4 4 4
(b) Teaching method 4 4 4 4 4 4 4 4

2. Understanding (a) Presentation content 4 4 4 4 4 4 4 4
(b) Errorless learning technique 5 5 4 5 5 4 4 5

3. Convenience (a) Navigation 4 4 4 4 4 4 4 4
(b) Screen design 4 4 4 4 4 4 4 4

4. Enjoyment (a) Learning method 4 4 4 4 4 4 4 4
(b) Encouragement 5 5 5 5 5 5 4 5

Overall score 4
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the ‘presentation of screen’ element still maintained at score 4. Similarly, in terms of
‘presentation of content’, a total of two (2) ADHD learners chose a score of 3, while
five (5) ADHD learners chose score of 4. The ‘presentation of content’ element still
maintained at score 4. Overall, the average score for the attitude construct was at level 4
as indicated in Table 2. This means that the ADHD learners has a positive attitude on
the use of Sains-4SL motion-based application.

Tests were also conducted to evaluate ADHD learners’ literacy on science through
the ‘science literacy aspect’. The goal was to ensure that the motion-based application,
Sains-4SL, is able to help ADHD learners understand the science lessons incorporated
in the application, and also enhance their science literacy skills. Based on the tests
conducted, 100% (all seven (7) ADHD learners), scored 4 on all the five (5) modules
designed in the Sains-4SL application. This is clearly indicated in Table 3. This means
that the science lessons were understood by the learners, and that the application was
able to enhance learners’ level of science literacy skills.

Table 2. Test on Sains-4SL: attitude construct

No. Indicators Elements ADHD learners’
score

Average

1 2 3 4 5 6 7

1. Attention (a) Presentation of screen 3 4 4 4 4 3 4 4
(b) Presentation of content 3 4 4 4 3 4 4 4
(c) Multimedia elements featured 4 4 4 4 4 4 4 4

2. Relevance (a) Overall content 4 4 4 4 4 4 4 4
(b) Relation with existing knowledge 4 4 4 4 4 4 4 4
(c) Level of understanding 4 4 4 4 4 4 4 4

3. Confidence (a) Self 4 4 4 4 4 4 4 4
(b) Knowledge 4 4 4 4 4 4 4 4
(c) Future 4 4 4 4 4 4 4 4

4. Satisfaction (a) Learning approach 4 4 4 4 4 4 4 4
(b) Ability 4 4 4 4 4 4 4 4
(c) End of learning 4 4 4 4 4 4 4 4

Overall score 4

Table 3. Test on Sains-4SL: science literacy aspect

No. Science literacy skills
[lessons on science]

ADHD learners’
score

Average

1 2 3 4 5 6 7

1. Introduction module 4 4 4 4 4 4 4 4
2. Eat and drink module 4 4 4 4 4 4 4 4
3. Growing up module 4 4 4 4 4 4 4 4
4. Being born module 4 4 4 4 4 4 4 4
5. Movement module 4 4 4 4 4 4 4 4

Overall score 4
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Therefore, it can be observed from Tables 1 through 3, that findings of the study on
the motion-based application designed for ADHD learners, designed and developed
using the Data-Driven ADHD Iterative-Participatory Life Cycle model (DD-IP-ADHD-
LC), and the Cognitive based ID model, had proven to be useful and meaningful to
ADHD learners.

7 Conclusion

ADHD learners are learners with special needs. Their characteristics such as slow in
understanding, hyperactivity, inattentive and inability to focus needs to be addressed.
This means that any software or application designed and developed for these group of
learners needs special attention and care in the design and development process. Thus,
the reason for adopting the Data-Driven ADHD Iterative-Participatory Life Cycle
model (DD-IP-ADHD-LC) in the design and development process of the motion-based
application; and the Cognitive-based ID model in the design and development process
of the science content. The former, involved very rigorous evaluation and tedious
process during iterations that occurred in the design and development phase of the
application. All data and information collected (during the initial and the formative
evaluations) that underwent iterations during the design and development phase (the
number of iterations varied based on the modules), were recorded in the incidence
reports. These incidence reports were crucial for the improvements and refinements
made to the application based on the approval of the ADHD learners that were selected
to be the active participants in the design and development process of the
DD-IP-ADHD-LC development model of the application. Improvements and refine-
ments were made based on the cosmetic adequacy, content adequacy, technical ade-
quacy and special user adequacy. All these were evaluated using the incidence reports.
The latter, involved the cognitive-based approach to the design of science content
which related the content chosen to everyday life. This is important so that topic chosen
on: ‘living and non-living things’ can make ADHD learners learn by identifying with
prior knowledge they have in their cognitive process. This makes understanding easier
and enhances their science literacy. The delivery strategy chosen in the ID model,
which is motion-based using the motion device, Kinect addressed the characteristics of
these type learners that enabled them to be engaged and focused in their learning
process. Generally, results obtained from the evaluation conducted based on the
data-driven constructs, showed that the motion-based science educational application
for ADHD learners (Sains-4SL), was effective in supporting these learners learn
science.
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Abstract. Food object recognition has gained popularity in recent years. This
can perhaps be attributed to its potential applications in fields such as nutrition
and fitness. Recognizing food images however is a challenging task since var-
ious foods come in many shapes and sizes. Besides having unexpected defor-
mities and texture, food images are also captured in differing lighting conditions
and camera viewpoints. From a computer vision perspective, using global image
features to train a supervised classifier might be unsuitable due to the complex
nature of the food images. Local features on the other hand seem the better
alternative since they are able to capture minute intricacies such as interest
points and other intricate information. In this paper, two local features namely
SURF (Speeded- Up Robust Feature) and MSER (Maximally Stable Extremal
Regions) are investigated for food object recognition. Both features are com-
putationally inexpensive and have shown to be effective local descriptors for
complex images. Specifically, each feature is firstly evaluated separately. This is
followed by feature fusion to observe whether a combined representation could
better represent food images. Experimental evaluations using a Support Vector
Machine classifier shows that feature fusion generates better recognition accu-
racy at 86.6%.

Keywords: Food category recognition � MSER � SURF � Bag of features

1 Introduction

Food category recognition deals with the automatic recognition of food objects/types
with applications such as personalized dietary assessment, food recommendation ser-
vices and social media (food) images analytics [1]. This field is becoming a burgeoning
research area with the proliferation of smart phones and social media services [1, 2].
Image processing and machine learning are at the heart of such systems with other
technologies such as 3D reconstruction also being applied when portion/volume esti-
mation is required to approximate caloric amounts [4].
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Feature representation is crucial in the overall recognition pipeline. Carefully
handcrafted features enable trained classification engines to discriminatively categorize
food objects into their respective classes. To date, global and local features have been
explored depending on the target recognition task. For food category recognition,
global features provide a better holistic description of the dishes pertaining to overall
color distribution, texture and/or shape. Local features on the other hand capture more
minuscule properties such as local gradient directions and interest points locations.
Since food objects tend to be inconsistent in appearance, contain non-rigid deforma-
tions and overall vary largely across (and even within) foods types [3–7, 10], local
features potentially provide a more effective description.

In this paper, we investigate the effectiveness of two local features to recognize
food objects in images. Inspired by SIFT (Scale-invariant Feature Transform), we look
at two similar local feature descriptors namely SURF (Speeded-up Robust Transform)
and MSER (Maximally Stable Extremal Regions). SURF describes interest points in a
similar fashion to SIFT, but with the advantage of low computation time. MSER [9] on
the other hand has shown promise in scene identification, specifically when dealing
with different camera viewpoints and illumination variations.

The rest of the paper is organized as follows. Section 2 discusses related works
regarding features, with an emphasis on local feature descriptors. Section 3 explains the
experimental setup used in this work for food object recognition. Results are reported
in Sect. 4 where we finally conclude our findings in Sect. 5.

2 Related Works

2.1 Feature Representation of Food Images

Food image recognition is a complex computer vision task dealing with highly diverse
images. Not only are food dishes’ appearances inconsistent, but food images also suffer
from extremely low inter-class difference and high intra-class variance [11–14].
Therefore, from a supervised classification perspective, properly handcrafted feature
representations are imperative to ensure discriminative recognition and/or matching.

2.1.1 Global Features
Global features describing whole images (e.g. color, texture and shape), either in
isolation or fused, have been investigated in the past. Most works use colour and
texture as the main consideration in a predominantly supervised classification frame-
work on images that contained minimal food mixtures. For example, [15, 21, 22]
performed portion and calories estimation using Support Vector Machines
(SVM) where [21, 22] additionally considered size and shape. High classification
accuracy was reported ranging from 92%–95%. However, the authors mention future
enhancements should cater for mixed food types. Support Vector Clustering was used
in [16] to classify nine food categories with some mixed ingredients. Ten global
features were considered including HSV colour properties and texture information.
Results were a bit lacklustre with only 61% classification accuracy.
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2.1.2 Local Features
Local features are able to capture more detailed properties in images. Basically, two
steps are involved in local feature generation, namely (i) interest point detection and
(ii) description [17]. Local descriptors are hence more compact and descriptive, which
is suitable for food images since food objects are invariant to scale, orientation and
distortion, while being partially invariant to illumination [18].

Kong and Tan [6] classified food using the SIFT local descriptor with a classifi-
cation accuracy of 92%. They however highlighted that multi-class and irregularly
shaped foods recognitions were poor, mainly due to bad segmentation during
pre-processing. In [5], the authors used a multi-view approach based on difference of
Gaussian and SIFT. Their mobile phone system performed well on regular shaped
foods such as fruits and burgers. However, results were poor for irregularly shaped
foods such as steak, sausages and baked potatoes; and multi-class foods such as rice
and noodle dishes.

The work in [9] combined local texture and shape information for food categories
classification. Specifically, Non-Redundant Local Binary Patterns (NRLBP) and shape
context was used on the Pittsburgh Fast Food Image Dataset(PFID) [19] dataset, which
consists of 5 food categories. Spatial information was used to cater for the small
inter-class difference between food categories that made the frequency of visual words
of different categories look identical. SIFT was used to find the interest points and
NRLBP was used as a filter to preserve important visual words. The overall accuracy
however, was quite low at 63%, where expectedly, the lowest accuracy was for small
texture-less food items (e.g. meat pieces and doughnuts).

The authors in [20] trained a linear SVM using local HOG and colour patches.
Overall classification accuracy was reported at 79.2% on 100 food categories from the
UEC100-Food dataset [20]. Since HOG is not invariant to rotation, the training food
images were flipped to create variability in the training data for HOG. In more recent
work [21], SURF features were encoded using Spatial Pyramid Matching (SPM) to
take account of the spatial information of SURF interest points as well as to tackle the
large intra-class difference of food objects. In all, local features have demonstrated to be
more efficient than global features.

3 SURF and MSER

This section provides explanations about how the chosen features are used.

3.1 Speeded-Up Robust Feature (SURF)

SURF [22] attempts to locate point correspondences within two images. The four steps
of SURF are (i) determining the interest points, (ii) locating major interest points in
scale space, (iii) finding the feature direction, and (iv) generating the feature vectors.
Among the advantages of SURF over similar algorithms such as SIFT, is the Hessian
matrix calculation which is faster and competitively accurate [17]. The descriptor
divides the neighboring regions into equally sized sub-regions, where Haar-wavelet
responses are then calculated for each region. Food images have very large variations,
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containing occlusion, diverse illuminations and the image itself can be taken from many
angles. SURF can potentially deal with all these challenges and provides a more
compact and discriminative representation for food objects [6, 18].

3.2 Maximally Stable Extremal Regions (MSER)

In general, MSER attempts to detect a set of connected regions from an image. Each
region (i.e. MSER regions) is defined by an extremal property of the respective region’s
intensity function to the values of its outer boundaries [23]. Moreover, MSER is com-
putationally inexpensive and can be calculated in linear time [24]. MSER was intro-
duced by Extremal et al. [25] to perform scene recognition under arbitrary viewpoints
and illumination conditions. Finding corresponding elements between scenes is a
challenging and high-level computer vision task, which in many ways is similar to
recognizing food objects. This is because, as with different scenes, non-rigid deforma-
tions exist causing food objects to have arbitrary shape and non-uniform texture.

4 Experimental Setup

The number of interest points generated by both SURF and MSER can be very large.
Therefore, calculating the similarity between images can become cumbersome. Hence,
the Bag of Features (BoF) [26] model is chosen to convert patch-level data (from which
features are extracted from) into image-level descriptions so that the image pattern from
any category can be better learned by a supervised classifier. As mentioned, SURF and
MSER are chosen due to their respective capabilities to capture discriminative feature
points from complex appearances of food objects. Both are also fast making them
potentially efficient during actual real-world deployment, specifically for faster feature
extraction time.

In the experiments, each feature is firstly explored separately. However, we also
believe that MSER and SURF have complementary descriptive properties. Therefore,
feature fusion of both features is also investigated. The explanation of the stages
involved is presented in following section and accompanied by an illustrative depiction
of the fusion approach in Fig. 1.

Stage 1: SURF and MSER Extraction
For SURF, interest points are detected from corners, blobs and T-junctions. This
minimizes the effect of extracting irrelevant background features since some food
images have a multi-class appearance. An integral image algorithm is used as opposed
to the Gaussian pyramid construction process in SIFT. SURF basically segments
neighbouring regions of each interest point into 4� 4 sub-regions. This is followed by
calculating the Haar wavelet responses for each sub-region. Since each response has
four values, each of the key points is resultantly represented by a 64-dimensional
feature vector. MSER on the other hand, discovers a set of connected candidate regions
based on the watershed segmentation algorithm. Based on an intensity threshold, pixels
are grouped into two sets. The threshold value is changed at each iteration, which
changes the cardinality of each set. Finally the extremal regions are generated as
connected regions. To describe the extremal region, SURF is used.

Food Category Recognition using SURF and MSER Local Feature Representation 215



Stage 2: Feature Quantization
In this process, interest points are clustered into visual words. The visual words are
based on a pre-defined cluster number with K referring to the vocabulary size. A set of
interest points are described as X1; . . .. . .;Xn 2 R

D. To build the visual dictionary, the
descriptor space is partitioned using the k-means clustering algorithm with k vectors
being the visual words, described as l1; . . .. . .; lk 2 R

D. Each interest point is assigned
a visual word: q1;......::q2 2 1; . . .:Kf g. The vocabulary size is initially set to 500 based
on the work done by [8, 21], which seems optimal. A small vocabulary may weaken
the discriminative capability as many different patches might be assigned to the similar
visual word. On the flipside, a larger vocabulary size may lead to the generation of
noise, which reduces generalizability and increases processing overhead [29].

Stage 3: Generate SURF and MSER Visual Dictionary
In this stage, the histogram of every visual word is generated where the occurrence
frequency of interest points in each visual word is aggregated. Both SURF and MSER
generate 500 feature dimensions.

Fig. 1. SURF + MSER fusion approach
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Stage 4: Integrate SURF and MSER Visual Dictionary
In this final stage, the SURF and MSER visual dictionaries are concatenated (fused).
Intuitively, the fusion of multiple features types can provide a more informative and
holistic description to improve classification performance [30].

Stage 5: Classification
We trained a Linear-kernel SVM classification engine where 10-fold cross validation
was done. The images were randomly split into 10 sets and in each run, one set was
used for training and the remaining for testing, until 10 iterations.

5 Results and Discussion

The UEC-FOOD100 [20, 31] dataset is used as the evaluation benchmark. It contains
14,467-JPEG images with different pixel dimensions, containing 100 food categories as
shown in Fig. 2.

On average, there are 150 images per category. The images in this dataset were
collected from the World Wide Web consisting of multiple classes of food categories
whose image contrast, lighting and appearances differ greatly.

5.1 Individual Local Features Performance

Table 1 shows the results of using SURF and MSER separately. Note that SIFT is
included in the comparison as a baseline comparison. The main observation is feature
representation time for detection and quantization.

Fig. 2. Samples from the UEC100-FOOD dataset, adapted from [31]

Table 1. Comparisons of local features performance

Feature Number of
interest points

Feature representation (minutes) Classification
accuracy (%)Detection

(a)
Quantization
(b)

a + b

SURF 4,407,004 12.80 33.50 46.30 62.08
MSER 3,087,664 30.04 19.73 49.77 73.89
SIFT 13,912,613 176.74 368.02 544.76 64.65
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SURF takes the least amount of time to construct the BoF representation. MSER
lags behind by *3-min and takes lesser time than the others for quantization. This is
expected since the number of detected interest points is also low. As expected, SIFT
took the longest time as it extracts the most number of interest points.

One interesting observation is that although MSER detects lesser interest points, the
overall classification accuracy is highest at 73.89%. Overall time is higher compared to
SURF but not that significant. SURF and SIFT have classification accuracies of
62.08% and 64.65%, respectively but the time taken by SIFT is significantly longer due
to the high number of interest points. Figure 3 shows sample outputs after running
MSER and SURF on three types of food images.

These images can be considered as the foods that have single object appearance
with some mixture of ingredients. The detection using MSER is more selective whereas
SURF is denser.

5.2 Feature Fusion Performance

The results of the feature fusion approach are shown in Table 2. Expectedly, classi-
fication accuracy improves by combining both features. Note that we also tested the
combinations of SIFT + MSER, as SIFT is similar to SURF. Therefore, we believe that
combining it with MSER might provide some useful insights.

Fig. 3. Original image (a), SURF detection (b), MSER region detection (c)

Table 2. Comparisons of local features fusion performance

Feature Number of
interest
points

Feature representation (minutes) Classification
accuracy (%)Detection

(a)
Quantization
(b)

a + b

SURF + MSER 7,494,668 42.84 53.23 96.07 86.60
SIFT + MSER 17,000,277 206.78 387.75 594.53 87.63
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In terms of overall classification accuracy, the difference is not significant. SIFT +
MSER does produce highest classification accuracy but, at the cost of overall com-
putation time where it takes 6-times longer than using SURF + MSER. However, the
classification accuracy of SURF + MSER is also quite impressive falling back by only
1.03% compared to SIFT + MSER. This is very promising considering the time saving
benefit. Therefore, at this stage of the work we can argue that SURF can also be used as
an effective interest point descriptor despite generating lesser interest points than SIFT.

5.3 The Strength of SURF and MSER Feature

Based on our observations, SURF was unable to effectively represent multi-class food
objects with high non-rigid deformities as well as foods with strong mixture of
ingredients. MSER on the other hand provided better representation for such food
objects (Fig. 4).

Figure 5 shows sample detection results for three food categories with strong
mixtures of various ingredients. This illustrates how MSER provides a more dis-
criminative representation for foods with small and deformed ingredients, as well as
exhibiting complicated textures. As can also be observed, SURF detects too many
potentially irrelevant points that might contain redundancies.

Due to this observation, SURF seems better suited for texture-less foods such as
liquid foods. This is illustrated in Fig. 6 where the classification accuracy for such food
objects is higher for SURF. MSER is unable to provide an effective representation due
lesser or absence of ridgelines and strong edges, resulting in undetectable extremal
regions.

Figure 7 shows sample detection results for both SURF and MSER for Potage,
which is a type of thick soup that contains virtually no texture. Observably, more
extremal regions are sampled in the background using MSER. SURF samples only few
relevant interest points from the Potage region itself.

Fig. 4. SURF vs MSER for multi-class food objects with high non-rigid deformities and strong
mixture of ingredients
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Fig. 5. SURF and MSER detection on mixed foods (a) pizza (b) seasoned beef with potatoes
(c) boiled chicken and vegetables

Fig. 6. Performance comparisons between MSER and SURF on texture-less food categories

Fig. 7. SURF (a), MSER region detection (b), MSER feature description (c) for Potage.
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6 Conclusions and Future Works

In this work, we have explored the use of two local features, namely SURF and MSER
for food objects recognition. Specifically, each feature was firstly evaluated separately,
followed by evaluating a representation approach that fuses both features. Recognition
was ultimately performed by training a SVM based on the highly diverse
UEC100-FOOD dataset. We have observed feature detection, computation time as well
as recognition accuracy for foods containing strong mixture of ingredients, which
included multi-class food objects with high deformations. Our experiments have shown
that MSER is an effective feature to represent such images. SURF on the other hand
was more effective in represented the less variable and texture-less food types. How-
ever, it seemed to complement MSER very well as demonstrated when evaluating the
feature fusion approach. Specifically, the recognition accuracy was quite high at 86.6%.
Furthermore, although this was achieved only in the feature fusion approach, one of the
considerations was SURF, which is a less dense (and perhaps viewed as less
descriptive) descriptor compared to SIFT. However, due to the impressive results,
SURF can seemingly describe food images well as long as it is being complemented by
MSER. In the future, since the recognition accuracy on texture-less food categories are
less than 70%, we will investigate other feature representations to improve overall
recognition results.
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Abstract. Online knowledge sharing interface have been used in many higher
learning institutions for online learning. Unfortunately, the students tend to lose
their attention quickly and no motivation to participate in the online knowledge
sharing activities. Efforts have already been taken by higher learning institutions
to encourage student participation for knowledge sharing in the online discus-
sion interface. But still the students were unable to participate fully in the online
discussion interface. The current interface design is lacking of motivation factor
to sustain students’ participation in online knowledge sharing activities. It
was found that motivation can be designed in user interface for online knowl-
edge sharing activities. However, there are very few methodology proposals
for designing motivation in user interface. Therefore, this study presents a
methodology for designing motivation for online knowledge sharing interface.
This Motivation Design Methodology is applied in development of online
knowledge sharing interface called as i-Discuss and serves to illustrate the
proposal.

Keywords: Motivation design methodology � Online knowledge sharing �
Interface design

1 Introduction

Knowledge sharing refers to a process in which knowledge is given by one party and
received by another [1]. In traditional learning method, knowledge sharing is limited to
face-to-face discussion in classroom. But with the advancement of technology now
sharing of knowledge can take place regardless of time and place in an online learning
environment. This online learning environment contains a number of features that
enable learning and communication. Among them are the learning modules, commu-
nications, test, assignments submission and so on. Although there are many modules,
the use of online discussion interface for communication reported the highest usage in
online learning environment [2]. The online discussion interface is used as a
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communication medium in online learning environment by both students and educators
for the purpose of sharing knowledge [3]. This interface provides a medium for the
students to continue their classroom discussions online. Correspondingly, many studies
underscore the advantages of using the online discussion interface since it can provide a
platform for the students to share and gain knowledge [4], interact [5], increase dis-
cussion and cooperation among other students [6], prepare for cognitive learning and
better exploration [7] and improve critical thinking skills [8].

It was identified that the current online discussion interface design need to be further
improved to increase the students’ intention to use it [9]. Therefore, it is important to
review the interface design for online discussion related to education because use of
online discussion interface has great potential to enhance the learning experience and
learning outcomes [10]. One of the user interface enablers that drives students’
knowledge sharing ability in online discussion interface is motivation design [11].

Study shows motivation can be nurtured through an user interface design [12].
Motivation is a theoretical construct used to describe student behavior. It illustrates the
cause of student action, desires, and needs. Motivation is also an inducement that one
has. It can be a challenging job to give students an inner impetus in the process of
sharing knowledge online. Therefore, the discussion interface should be designed based
on motivation so that the students will share their knowledge due to internal encour-
agement. Understanding these importance, our aim is to highlight a specific method-
ology for designing motivation in user interface.

2 Motivation Design Methodology

Edward Deci and Ryan Richard has developed the general human motivation of
Self-Determination Theory (SDT) to emphasize self-determined behavior by the stu-
dents. The focus on self-determination enables students to perform their goals clearly.
Internal motivation comes from within the student and is connected to the under-
standing that learning is beneficial and meaningful.

The main element of the theory is that the students meet their basic psychological
needs; the more they achieve these basic needs, the more their behavior is determined
by themselves. Some students can struggle by creating internal motivation during
online knowledge sharing activities as they see it as a necessity rather than a mean-
ingful experience. In this case, interface designers can influence students’ motivation to
share their knowledge by maximizing their autonomy, competence and relatedness.

Therefore, motivation should be effectively designed in the online discussion
interface. It is found that the effectiveness of motivation is determined by autonomy,
competence, and relatedness with an interface. In addition, the elements used to apply
motivation in the interface play an important role. If this aspect is not taken into
consideration, the motivational effect may not be as expected, ineffective or not
motivating. Thus, to motivate them effectively in the online discussion interface, a
method is suggested based on some previous studies [13, 14]. The Motivation Design
Methodology is recommended with five simple steps. Figure 1 illustrates the five easy
steps to design motivation in the user interface.
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2.1 Step 1: Identify Objective of the Study

The objective of the study is to enhance online knowledge sharing activities by
increasing the intrinsic motivation of students. Enhancing online knowledge sharing
activities is a challenge. It is important to ensure the objective of online knowledge
sharing and motivation are clear for the success and motivational experiences. This
objective helps to determine the scope of the study, while the goal of online knowledge
sharing is key to creating meaningful structures. Therefore, this study will develop an
interface to enhance intrinsic motivation and user interest (student) in online knowledge
sharing activities.

2.2 Step 2: Understand the Context of the Study and Target User Action

In order to gain a better understanding of the context where by intrinsic motivation is
applied and the target user action, the interface designer needs to analyze the intrinsic
motivational context and target user action. Target user of this study are students.
While the context of the study is an online interface where students are intrinsically
motivated in knowledge sharing activities. Table 1 shows the context of online
knowledge sharing and student actions in the discussion interface for online knowledge
sharing.

Fig. 1. Steps in Motivation Design Methodology
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2.3 Step 3: Selection of Suitable Elements

Design elements such as game [15] and social [16] can motivate students intrinsically
in learning. Therefore, a set of game and social design elements are recommended for
designing motivation in user interface [11]. This user interface design is expected to
increase students’ motivation in knowledge sharing activities. The selection of
appropriate game and social elements with the context of online knowledge sharing
was identified to support the needs of human motivation (autonomy (A), competence
(C) and relatedness (R)). Table 2 shows the game and social elements that have been
identified for designing motivation for online knowledge sharing interface.

Table 1. Context and student actions

Context Student actions

Registration Completing registration
Knowledge seeking Reading comments

Asking questions
Knowledge contribution Replying comment or questions

Table 2. Elements for motivation design

Elements Context A C R Purpose Activities

GAME
1. Avatar Registration A1 To provide choice to

choose students avatar
When the students
wants to change their
profile picture

2. Badges Knowledge
contribution
and seeking

C1 To provide
unexpected responses
to the students when
they achieve their
performance

When students fulfill the
target action in online
knowledge sharing
activities

R2 To display student
ability and level of
involvement to other
students

When displayed in
students profile for view
of other students

3. Leaderboard Knowledge
contribution

C2 To provide direct
responses to the
students about their
position

When students total
knowledge contribution
is related with ranking

R2 To visualize student
ability and their
contribution with
other students

When wants to create
competition among the
students

(continued)
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2.4 Step 4: Setting Experience Points for User Actions

Students are awarded with experience points rather than grade points to encourage
them to share their knowledge online. This experience point can provide immediate
satisfaction that can successfully motivate the students [17]. According to Barata et al.,
the experience points can be matched with traditional grading systems at universities.
Previous studies have found that for every 1000 student experience points, their
experience level is increasing and each level has been labelled with a unique title.
Students must reach level 10 from maximum 20 level (20,000 experience points) to

Table 2. (continued)

Elements Context A C R Purpose Activities

4. Player
control

Knowledge
seeking

A2 To provide choice in
receiving immediate
feedback (e-mail)

When the students
wants immediate
feedback for their
knowledge sharing
activities

Knowledge
contribution

A3 To provide choice in
type of media

When the students or
lecturers wants to use
various types of media
in online knowledge
sharing activities

5. Feedback Knowledge
seeking and
contribution

C3 To provide positive
feedbacks for student
effort

When students
contribution in online
knowledge sharing
activities is appreciated

R3 To show appreciation
to other students

When students
contribution is
appreciated by other
students

6. Level Knowledge
contribution

C4 To provide view of
student progression

When students
progression in online
knowledge sharing
activities shown in form
of growth

R2 To show students
growth to other
students

When wants to show
status and student
growth to other students

SOCIAL
7. Tagging Knowledge

contribution
R1 To connect students

with similar
information
contribution

When student wants to
contribute similar
information with other
students

Knowledge
seeking

To connect students
with similar seeking
interest

When student wants to
seek information with
similar interest with
other students
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pass a course [18]. This level is said to be matching with the traditional 20 grading
system used in universities.

The range of experience points is allocated for each student action in a motivating
interface. Table 3 shows the range of experience points for student actions in online
knowledge sharing activities.

2.5 Step 5: Setting the Rules and Experience Points for Selected Elements

At this stage, the identified elements are provided with appropriate rules and experience
points. Table 4 shows the allocation.

Table 3. Allocation of experience point range for student actions

Context Student actions Experience points

Registration Completing registration 5
Knowledge seeking Reading comments 5

Asking questions 10
Knowledge contribution Replying comment or questions 30

Table 4. Elements for motivation design

Elements Context Activities Rules Experience
points

Registration Student register in 1
1. Avatar Registration When the students

wants to change their
profile picture

Students update
profiles with pictures

4

2. Badges Knowledge
contribution
and seeking

When students fulfill
the target action in
online knowledge
sharing activities
When displayed in
students profile for view
of other students

Students read
discussion topics
(Student type: Reader)
Students start a
discussion topic
(Student type: Initiator)
Students contribute
knowledge in discussion
(Student type:
Contributors)

5
10
20

* Upload a picture
yourself gets a badge

3. Leaderboard Knowledge
contribution

When students total
knowledge
contribution is related
with ranking
When wants to create
competition among the
students

* Position on the
leaderboard depends on
the experience point.
Arrangement is from
students who earn high
experience points to
low

(continued)
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Table 4. (continued)

Elements Context Activities Rules Experience
points

4. Player
control

Knowledge
seeking

When the students
wants immediate
feedback for their
knowledge sharing
activities

* Player controls are
not given experience
points as they are
related to setting

Knowledge
contribution

When the students or
lecturers wants to use
various types of media
in online knowledge
sharing activities

* Experience points for
use of various media in
knowledge sharing
activities is not
provided as 20 points
are awarded for any
type of contribution

5. Feedback Knowledge
seeking and
contribution

When students
contribution in online
knowledge sharing
activities is appreciated

Appreciation for
student contribution
(student type: Popular)

10

When students
contribution is
appreciated by other
students

6. Level Knowledge
contribution

When students
progression in online
knowledge sharing
activities shown in
form of growth

* Level depends on the
received experience
points. The below 10
levels with experience
point range is used
Level 10 15,000+
Level 9 10,000–14,999
Level 8 5,000–9,999
Level 7 2,500–4,999
Level 6 1,500–2,499
Level 5 500–1,499
Level 4 250–499
Level 3 30–249
Level 2 5–29
Level 1 0–4

When wants to show
status and student
growth to other
students

7. Tagging Knowledge
contribution

When student wants to
contribute similar
information with other
students
When student wants to
seek information with
similar interest with
other students

* Social elements are
not provided with rules
and experience points
as these allocations are
only suitable for game
elements [19]

Knowledge
seeking
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3 Conclusion

Despite the great impact on online knowledge sharing interface for motivating students
in discussion participation, there are lack of specific methodology for designing
motivating user interface. This paper, therefore, present a new methodology for
motivation design in user interface. With this aim, the methodology proposes five
steps: identify objective of the study, understand the context of the study and target user
action, selection of suitable elements, setting experience points for user actions and
setting the rules and experience points for selected elements.

This proposed Motivation Design Methodology was used to design a motivating
user interface. An interface named as i-Discuss was designed by implementing the
intrinsic motivation design criteria using the proposed methodology. Further details of
the implementation is extended into another paper.

There are two main lines in our future work. Firstly, continue applying this
methodology in other context or area for designing a motivating user interface. Lastly
to validate the proposed methodology during the user interface development and test
the final interface with the actual user to measure their motivation level.
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sponsoring this paper through the iRAGS grant (600-RMI/IRAGS 5/3 (4/2015)). Their support is
greatly appreciated.

References

1. Sharratt, M., Usoro, A.: Understanding knowledge-sharing in online communities of
practice. Electron. J. Knowl. Manag. 1, 187–196 (2003)

2. Moore, J.L., Dickson-Deane, C., Galyen, K.: e-Learning, online learning, and distance
learning environments: are they the same? Internet High. Educ. 14, 129–135 (2011)

3. Kearsley, G.: Online Education: Learning and Teaching in Cyberspace. Wadsworth,
Belmont (2000)

4. Ardichvili, A.: Learning and knowledge sharing in virtual communities of practice:
motivators, barriers, and enablers. Adv. Dev. Hum. Resour. 10, 541–554 (2008)

5. Whittaker, S., Terveen, L., Hill, W., Cherny, L.: The dynamics of mass interaction. In: Lueg,
C., Fisher, D. (eds.) From Usenet to CoWebs CSCW, pp. 79–91. Springer, London (2003).
doi:10.1007/978-1-4471-0057-7_4

6. Stodel, E.J., Thompson, T.L., MacDonald, C.J.: Learners’ perspectives on what is missing
from online learning: Interpretations through the community of inquiry framework. Int. Rev.
Res. Open Distance Learn. 7 (2006)

7. Haggerty, N., Schneberger, S., Carr, P.: Exploring media influences on individual learning:
implications for organizational learning (2001)

8. Collison, G., Elbaum, B., Haavind, S., Tinker, R.: Facilitating Online Learning: Effective
Strategies for Moderators. ERIC (2000)

9. Jaafar, A., Ramakrisnan, P.: Understanding of the students’ behavioral intention to use
online discussion site (ods) using rasch analysis. In: Stephanidis, C. (ed.) HCI International
2015-Posters’ Extended Abstracts, HCI 2015. CCIS, vol. 529, pp. 247–252. Springer, Cham
(2015). doi:10.1007/978-3-319-21383-5_42

Motivation Design Methodology for Online Knowledge Sharing Interface 231

http://dx.doi.org/10.1007/978-1-4471-0057-7_4
http://dx.doi.org/10.1007/978-3-319-21383-5_42


10. Khoo, E.G.L.: Developing an online learning community: a strategy for improving lecturer
and student learning experiences. In: 26th Annual Ascilite International Conference,
pp. 528–532. The University of Waikato (2010)

11. Ramakrisnan, P., Jaafar, A.: Usable, aesthetic, sociable and motivating interface for students’
online knowledge sharing. In: Zaphiris, P., Ioannou, A. (eds.) LCT 2016. LNCS, vol. 9753,
pp. 550–561. Springer, Cham (2016). doi:10.1007/978-3-319-39483-1_50

12. Birk, M.V., Atkins, C., Bowey, J.T., Mandryk, R.L.: Fostering intrinsic motivation through
avatar identification in digital games (2016)

13. Aparicio, A.F., Vela, F.L.G., Sánchez, J.L.G., Montes, J.L.I.: Analysis and application of
gamification. In: Proceedings of the 13th International Conference on Interacción
Persona-Ordenador, p. 17. ACM (2012)

14. Huang, W.H.-Y., Soman, D.: Gamification of Education. Research Report Series:
Behavioural Economics in Action (2013)

15. Hamari, J., Koivisto, J., Sarsa, H.: Does gamification work?–a literature review of empirical
studies on gamification. In: 2014 47th Hawaii International Conference on System Sciences
(HICSS), pp. 3025–3034. IEEE (2014)

16. Oldfather, P., Dahl, K.: Toward a social constructivist reconceptualization of intrinsic
motivation for literacy learning. J. Lit. Res. 26, 139–158 (1994)

17. Natvig, L., Line, S.: Age of computers: game-based teaching of computer fundamentals.
ACM SIGCSE Bull. 36, 107 (2004)

18. Barata, G., Gama, S., Jorge, J.A.P., Gonçalves, D.J.V: Relating gaming habits with student
performance in a gamified learning experience. In: Proceedings of the First ACM SIGCHI
Annual Symposium on Computer-Human Interaction in Play, pp. 17–25. ACM (2014)

19. Bista, S.K., Nepal, S., Colineau, N., Paris, C.: Using gamification in an online community.
In: CollaborateCom, pp. 611–618 (2012)

232 P. Ramakrisnan and A. Jaafar

http://dx.doi.org/10.1007/978-3-319-39483-1_50


Review on Data Driven Preliminary Study
Pertaining to Assistive Digital Learning

Technologies to Support Dyscalculia Learners

Kohilah Miundy(&), Halimah Badioze Zaman, and Aliimran Nordin

Institute of Visual Informatics, Universiti Kebangsaan Malaysia,
43600 Bangi, Selangor, Malaysia

kohilah@yahoo.com, {hali,aliimran}@ivi.ukm.my

Abstract. Dyscalculia is a specific learning disability amongst learners in
underachievement of learning Mathematics, which begins in childhood and is
persistent through adulthood. The population of dyscalculia is estimated to range
between 3% and 6% of the world population, including Malaysia. In this pre-
liminary study, we highlight a data driven approach, through literature content
analysis and interviews conducted upon teachers, to analyse the different terms
used on dyscalculia, and the effectiveness of computer-based technologies or
assistive learning technologies, which are developed and used for learners with
learning problems in mathematics for the past two decades. Current studies
show an increasing interest in adopting Augmented Reality (AR) technology in
education, and in optimisming to create unique educational setting for special
education learners, specifically Dyscalculia learners, to enable them to undergo
experiential learning by experiencing learning through the real world, mixed
with virtual objects without losing their sense of reality.

Keywords: Dyscalculia � Acalculia � Assistive digital learning technologies �
Augmented Reality

1 Introduction

The terms developmental dyscalculia (DD) or acquired dyscalculia and acalculia are
used to describe the difficulties on the ability of learners to count or apply numbers and
its concepts [1]. Neurologists discovered the existence of dyscalculia in adults after
they were exposed to severe head injuries such as stroke, and later was unable to
perform calculations [1, 2]. Sometimes, dyscalculia is reserved for less severe problems
in specific developmental disorder, which is first required acquisition of mathematical
knowledge through observation, while acalculia is used to refer to lack of ability to use
mathematical symbols such as addition, subtraction, multiplication and even simple
comparison on large and small numbers. Dyscalculia is a study in the field of neu-
rology, particularly related to the brain [3], but later led to investigations within edu-
cational research known as mathematical achievement or under-achievement [4] of
learners.

DD or acquired dyscalculia and acalculia can be affected by young learners in
schools. However, studies by various neurologists also showed that dyscalculia
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generally, can also occur in adults, especially after they are exposed to severe head
injuries such as stroke, which affects their ability after that to perform calculations [1,
2]. Sometimes, dyscalculia can affect learners with less severe problems, due to specific
developmental disorder, which affects the acquisition of mathematical knowledge
through observation, while acalculia can occur to those with the lack of ability to use
mathematical symbols such as addition, subtraction, multiplication and even simple
comparison on large and small numbers. Thus, dyscalculia is a study in the field
of neurology, largely affecting the brain [3]. However, today we see research on
dyscalculia has become a multidisciplinary study which also integrates educational
research pertaining to mathematical achievement and mathematical under-achievement
[4] based on their cognitive and creative ability. This has made it necessary to study the
history and characteristics of learners that suffer from dyscalculia and how can learning
be made more interesting and meaningful for these learners. There is also the need to
study on the type of assistive technologies that can help them learn mathematical
concepts and mathematical algorithms more effectively.

1.1 Brief History of Dyscalculia

In the twentieth Century, the first research centre on neurological behaviour was set up
in Germany. Reseachers have accepted that the Wertheimer Gestalt theory was
designed based on the hypotheses in relation to the functions of the brain. Through this
theory, the brain is accepted to be a complex organ in processing information.
Therefore, specific areas in the brain could be damaged, but the symptoms of injuries
was unable to specify the affected area with change of behaviours [1].

It was observed in 1921, that the difficulty in calculation was based on agnosia
(understanding on symbols) on basic arithmetic [1]. While, Gerstmann [5], discovered
symptoms indication of a brain lesion in the left parietal lobe such as agraphia, acal-
culia, right-left disorientation and finger agnosia. In the year 1919, Salomon Henschen
who was a Swedish neurologist discovered that a person who has normal intelligence,
can possibly be undergoing impairment in mathematics abilities. In 1952, Henschen,
was the first to use the term acalculia [8] in describing three types of mathematical
disorder: visual, acoustical and ideational [7]. Through this discovery, he further
investigated and confirmed the existence of acalculia, which later followed by
dyscalculia.

1.2 Definition of Dyscalculia

Dyscalculia originates from Greek and Latin words, which mean “counting badly”. The
prefix “dys” from Greek means “badly” and root “calculia” from Latin “calculare”
means “to count”. There are several terminologies used to describe the mathematics
learning disabilities. There are authors in the field that uses the term “acalculia” and
dyscalculia as synonyms [1]. Table the terms used in related studies to describes
Dyscalculia and Acalculia (Table 1).

The table shows that the authors had differentiated acalculia from dyscalculia based
on different perceptions. Whilst, acalculia was described as inability of the entire
system of the individual to calculate [12]; dyscalculia was described as the inability of a
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part of the system, which led to the impairment of the entire system [13]. Doubtless that
dyscalculia is affected by the same deficit in the brain, basically in the intra-parietal
sulcus (IPS) [2]. Besides that, a number of dissimilar terms were used to describe
mathematics under-achievement by these types of learners. Table 2 shows the terms
used to describe mathematics under achievement.

Based on the table above, in a nutshell, acalculia and dyscalculia can be described
based on various terms or definitions. However, in general can be described or defined
as mathematical disability or difficulty faced by a person to perform daily life activities
which involved the use of arithmetic.

Preliminary study conducted by the writers on teachers teaching learners with
learning difficulties, which was conducted through interviews, found that majority of
the teachers (more than 80%) were unaware of the different types of terms used for
mathematics under-achievement learners. All of them were also unaware of the dif-
ference between acalculia and dyscalculia. This finding is crucial for teachers teaching
learners with learning difficulties in order for them to build the appropriate teaching
media aids and learning strategy to ensure that these type o learners can benefit from
the learning process.

Table 1. Terms used to describe dyscalculia and acalculia

Study Terms Description

Bryan et al. (1982) [9] Dyscalculia Difficulty in mastering mathematical concepts
and/or computations

Dahmen et al. (1982) [10] Acalculia Complete or partial inability to deal with numbers
due to a focal lesion

Singer, H.D (1933) [11] Acalculia Difficulty to perform basic arithmetic operation

Table 2. Terms used to describe mathematics under achievement

Study Terms

Kosc (1974) [4] Development dyscalculia
Geary (1993) [14] Mathematics disabilities
Lewis et al. (1994) [15] Specific arithmetic difficulties
Koontz (1996) [16] Arithmetic learning disabilities
McLean (1999) [17] Specific arithmetic learning difficulties
Jordan (1997) [18] Mathematics difficulties
Temple (2002) [19] Number fact disorder
Urgan et al. (2012) [20] Mathematics disorder
Butterworth (2003) [21] Dyscalculia
Butterworth (2003) [21] Number blindness
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1.3 Classification of Dyscalculia

When a person have difficulty to perform operations involving mathematics, either they
themselves or others will normally label them as poor or under-achiever in mathe-
matics. Under-achievement in mathematics very often occur due to lack of motivation,
unapproachable teaching method, unsettling classroom environment and inappropriate
instruction [2, 22]. However, if these factors are not the causes of difficulty in per-
forming operations involving mathematics, then the person is experiencing a learning
disability in mathematics or what is termed as dyscalculia.

Based on the study by Kosc, he classified six (6) formal levels of dyscalculia
distinguished by the different terms [4], eventually Rosselli and Ardilla, investigated
and validated these terms [23]. It was discovered that, a person can actually have one, a
few or all of the following types of dyscalculia [4, 24] as indicated in the Table 3.

Preliminary study conducted in Malaysia prior to a full fledge study on teachers
teaching learners with learning difficulties. The report in Table 4 indicates the pre-
liminary study in interview with teachers, also found that majority (more than 85%) of
the teachers were unaware of the levels and types of dyscalculia. This finding is also
crucial for teachers teaching learners with learning difficulties, especially those
undergoing dyscalculia. It is natural that a person with dyscalculia, would feel that the
normal approach or strategy used in the learning process of learning mathematics are
unapproachable and ineffective, because they may not fit the learners, as they may
belong to different levels or types of dyscaculia. Furthermore, dyscalculia learners need
early and appropriate remedial intervention [27]. An early remedial intervention may
help to reduce the later impact that would remain in adulthood [28].

Table 3. Classification of sub types of dyscalculia

Name/Study Definition

Verbal dyscalculia [4]; Aphasia
acalculia [23]

A person finds it difficult to name number, symbols or
even qualities

Lexical dyscalculia [4]; Alexic
acalculia [23]

A person has difficulties in reading mathematical symbols

Graphical dyscalculia [4];
Agraphic acalculia [23]

A person has difficulties in writing mathematical symbols

Operational dysclculia [4];
Frontal acalculia [23]

A person faces difficulties when carrying out
mathematical operations and calculations

Ideognostic dyscalculia [4];
Anarithmetia [23]

A person finds it complicated to make mental calculations
and operations as well as understanding mathematical
concepts

Practognostic dyscalculia [4];
Spatial acalculia [23]

A person has trouble to enumerate, manipulate, compare
and relate objects and figures by themselves

Adapted from [4, 23, 25, 26].
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2 Overview on Assistive Digital Learning Technologies
for Dyscalculia

Initiatives on digital divide could be conducted to assist those who are struggling with
dyscalculia by indemnifying the deficient skills and abilities with the use of assistive
digital learning technologies using media such as audio and/or visual as support to
promote independent learning [29, 30].

The USA have acknowledged the importance of integrating assistive digital tech-
nology into their education curriculum so that children with learning disabilities will be

Table 4. Preliminary study: interview with teachers on possible assistive technologies for
dyscalculia learners

Item
no.

Comments Percentage
(%)

1 Teachers are unaware of the levels and types of dyscalculia and
therefore require different type of assistive technologies

85

2 Teachers commented on frequent lack of availability of internet
access and technical support. They felt that they were overloaded
with work; they found themselves disorganised, as they were given
too many materials and too many tasks to handle

80

3 Teachers lamented that they faced many barriers when using web
based learning approaches such as: constant breakdowns of
equipment; and weak access to the internet and web services

60

4 Teachers said that mobile devices such as smart phones and tablets
have offered much easier and cheaper access to learning than before

60

5 Teachers stressed that when mobile technology using hand phones
and tablets are used for learning, they should focus on long term and
short term impact of these learning technologies

20

6 Teachers said that virtual learning environment technologies, were
very expensive for most schools or homes. It is important for
dyscalculia learners to have the facilities for them to use every day
for their studies

70

7 Teachers said that showed that the use of AI based learning
applications is a positive thing, because the children today are
keeping abreast with new technologies. They can be seen bringing
their tablets and smart phones everywhere for search of
entertainment

20

8 Teachers said that gaming learning technologies, were ineffective in
learning achievement amongst dyscalculia learners

40

9 Teachers said that dyscalculia learners, found gaming fun and
enjoyable

60

10 Teachers are not aware of AR technology; assume it must be
expensive, assume difficult interfacing with existing systems

85

Note* 30 Teachers were the samples interviewed during the Preliminary Study, prior to the full
fledge study conducted.
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given equal opportunities. Both the No Child Left Behind (NCLB) and the Individuals
with Disabilities Education (IDEA) Act are related to the education of disabled children
and mandates that schools implement digital technology devices and services to assist
children with disabilities. Meanwhile in Britain, the British Educational Communica-
tions and Technology Agency (BECTA), stated that assistive digital technologies is a
medium used to remove barriers for a successful learning strategy, and practice towards
a positive relationship with both teachers and peers [31]. It was reported that assistive
digital technologies also been classified as a remediation tool to help overcome learning
disabilities [32].

Assistive digital technologies such as Computer Assist Instruction (CAI), web,
mobile, Virtual Reality, Artificial Intelligence and Gaming, have attractive approaches,
which are able to remove barriers to increase opportunities in encouraging dyscalculia
children with different aspects of learning difficulties including those with mathematics
learning difficulties [33]. Regarding the emerging of computer based education such as
Six Sifteo cubes [34], CAI, e-learning and Adaptive e-learning [35], Apple Application
IPhone Voice memo and Graper [36], Calculator Application [36], MathemAntics [37]
and Calculating Aid Tools: KitKanit [38] for Dyscalculia, shows significant prefer-
ences from the reviewed studies have a better learning performance and promotes
learning motivation.

However, based on the preliminary study conducted through interviews with
teachers in Malaysia, the contrary was observed as indicated in Table 4. More than
80% of the teachers complained that there occurred frequent lack of availability of
access and technical support. Furthermore, they felt overloaded with work, and were
disorganised due to the various amount of materials and tasks that were made available
to them. As regards to the emerging of web-based education such, as Dots2Digit and
Dots2Track [39], Number Race and Graphogame Math (Computer Games) [40],
Calcularis [41] and Number Sense [42, 43] for Dyscalculia, shows significant in
mathematical skills. Again, interviews with teachers during the preliminary study in
Malaysia, shows a contrary result, where 60% of the teachers indicated that there are
barriers faced by such technological based learning approaches as there are constant
breakdowns of equipment and weak access to the internet and web services.

Many emerging mobile technology based leaning applications such as MathBoard
[44, 45], Long Division [44], Multiplication Genius, Flashcards to Go and Math Magic
Mad Math, Pop Math, Flash to Pass, Math Drills, Multiplication [46], Go Play Ball and
Go Road Trip [47], Go Math [48] and Calculic Kids [49] for Dyscalculia learners,
show better and interesting method to learn, because of the graphical content, inter-
action and sound embedded in the application that can help to stimulate their brain to
learn mathematics more effectively and to help them grasp the concepts more effec-
tively. Preliminary study with the teachers in Malaysia, shows that 80% of the teachers
were of the opinion that mobile devices such as smartphones and tablets have offered
much easier and cheaper access than before, and 20% of the teachers said that they
should focus on both short term and long term impact of these learning technology
applications.

This review conducted also found that emerging virtual learning environment
technologies such as Hanoi Towers puzzle [50], Tom’s Rescue [51], ICT-based
dynamic assessment [52, 53] and My vWallet [54] for Dyscalculia learners, also show
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that it can combine the strength from both behavioural theory and theory of the mind as
its underpinning assumption. Preliminary study administered on teachers in Malaysia
through interviews conducted, found that 70% of the teachers were of the opinion that
virtual learning environment technologies, remain prohibitively expensive for most
schools or homes. What is crucial for dyscalculia learners is that facilities should be
available to them, every day of their study life, as it involved not only of administrative
but content related nature. Therefore, desktop based virtual learning environment
technology, are more common place to support special education, including learners
with mathematics learning problems such as dyscalculia.

Considerably less studies were conducted regarding the emerging of Artificial
Intelligence (AI) based technology, such as Active Math [55], which adapts to the
cognitive needs of the learners and allows learners to study based on their own learning
environment and Intelligent Tutoring Systems (ITS) [56]; This approach was signifi-
cant over handwriting, faster, and less prone to error, then typing in mathematics
numeric details during the process of learning. The interview conducted with the
teachers through a preliminary study conducted, showed that 20% of them claimed that
the use of AI based learning applications was very positive due to the fact that children
now days are keeping abreast with new technologies, bringing their tablets and smart
phones everywhere for search of entertainment.

Effects of emerging gaming learning technologies, such as disMAT [57] for
Dyscalculia learners, show that the use of these technologies helped improve learners’
mathematics results. On the contrary, preliminary study conducted amongst teachers
who were interviewed in Malaysia, showed that 40% of teachers were of the opinion
that gaming learning technologies, were ineffective in learning achievement amongst
dyscalculia learners. However, 60% of the teachers interviewed said that their expe-
rience with dyscalculia learners, found that gaming is fun and enjoyable, and could
stimulate interest and excitement in these type of learners.

From the content analysis conducted based on previous studies and the preliminary
study conducted on local teachers interviewed, it can be summarised that there are an
extensive variety of assistive digital technologies learning solutions available from
traditional desktop computers, to more revolutionary technologies that are able to
support and assist dyscalculia learners. Multipurpose portable devices such as smart-
phones and tablet computers may offer opportunities through the use of a conventional
device which is customisable through the addition of an extensive variety of available
software or applications. Further revolutionary technologies that evolve along the lines
of ubiquitous computing or technologies, which are embedded in an everyday envi-
ronment or along the alternative dimension of Augmented Reality will be the next type
of assistive learning technology that could support and assist dyscalculia learners.

3 Augmented Reality (AR) in Learning Environment

In 1990, Augmented Reality (AR) was invented by a former Boeing researcher known
as Tom Caudell. The concept of AR was used in late 1960 and 1970 in a number of
applications [58]. In 1990, a few large companies began to adapt the purpose of AR in
visualisation and training. AR technology provides opportunities to create novel
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assistive digital learning technologies which able to blend physical real world objects
with virtual information [59, 60] for learning purposes. AR allows the users to see the
real world with virtual objects composited with the real world [61]. A level of AR can
be attained through vision recognition software, smart phones with a camera or through
game technologies. Thus, it has potential for more educational innovations to emerge in
this domain in the near future. This will help learners to visualise objects for better
understanding in their learning process.

3.1 Advantages in Augmented Reality

In an AR world, it does not completely eliminate the real world from users’ experience.
Hence, users have a more realistic sense of presence in the visualization experiment. In
addition, AR provides a convenient interface for constructivism and discovery-based
learning, spatial understanding and social interaction, while it allows users to learn
through making mistakes without having to fear about real world consequences. AR
supports seamless interaction between real and virtual environments and allows the use
of tangible interface metaphor for object manipulation [59]. Simultaneously, AR
provides instructors in a way, that they are able to strengthen their students’ under-
standing of lessons taught in the classroom using augmented physical learning aids or
media with virtual annotations and illustrations [62]. In addition, AR creates a learning
experience linked to the formal classroom so that students are able to learn beyond the
school limits [60]. Most studies reported that AR in educational setting leads to better
learning performance and promotes learning motivation. This is because AR supply the
authenticity graphical content and interaction that other learning aids or media cannot
do. The use of AR as learning aids or media also allows for deeper students’
engagement, improved perceived enjoyment and positive attitudes of AR [63]. For
dyscalculia learners, the ideal learning environment must contain as many sensual
stimuli as possible. Therefore, lessons prepared for these students must be based on
audio, visual, user context-adaptive, and the selection of learning paths should be
non-linear and flexible [64].

3.2 Challenges in Using Augmented Reality (AR)

Despite the emerging interest in AR, there are several challenges that needs to be
addressed. There are still unattended limitations with AR technology that needs to be
overcomed. AR system has to deal with vast amount of information in reality.
Therefore, the hardware used should be high end hand held devices such as small, light
and easily portable and fast enough to display graphics. However, not all high end hand
held devices, have the supporting hardware configuration [65]. Also the battery life
used by these complicated AR devices is another limitation for AR users.

Another technical challenge is that AR tracking, needs some system hardware such
as GPS and digital compass, to fetch user location. This means that it has to provide
accurate marker to be reliable enough to function on all handheld devices [65]. These
hardware obstacles need to be resolved for practical AR use. AR systems usually obtain
a lot of information and need the right software to filter the information, retain useful
information, discard useless data and display it in a convenient way. The lack of cost
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effective support devices such as display monitors, Head Mounted Displays
(HMD) and Tracking Devices are also another challenge. Initially, in research out-
comes when it comes to applied applications of AR, one need to consider aspect on the
smooth transition of research to practice [66]. Thus, smooth interfacing of AR tech-
nology with the already existing system is crucial.

Therefore, AR technology has positive potential to support learning and teaching
process of dyscalculia learners, whilst at the same time, many issues should be taken
into consideration when implementing AR in the educational setting, particularly that
for learners with disabilities, such as dyscalculia. Additionally, direct observation or
experiences in the field is needed to design a suitable learning environment to support
the adequacy and appropriateness for these learners by considering the challenges that
could occur.

3.3 Use of Augmented Reality (AR) in Learning Disabilities (LD)

AR has been exposed to various possibilities that could be used for a diversity of
disabilities. There are more to be explored in AR that can help to enhance the lives of
those with LD. This is because AR is able bring a new environment for learning. AR
also has potential to improve not just learning, but the lives of those with severe LD
such as autistic spectrum disorder (Autism), Attention Deficit Hyperactivity Disorder
(ADHD) and specific learning difficulties (SLD) such as dyslexia, dyscalculia and
dysgraphia as well as visual or auditory impairments. In addition, it could also improve
learning opportunities for those with “milder” learning differences through engage-
ment, 3-D immersion and interactivity, calming and prompting, as well as creation and
choice.

An example of what is being done to support a variety of disabilities with AR is
program such as the “Sixth Sense for Autism”, invented by Tim Byrne from Western
Washington University. The reason that motivated Tim Byrne for such invention was
his brother who is an autistic disorder sufferer, a fact that propelled him to invent
“Sixthsense for Autism”. It was developed upon MIT’s Pranav Mistry’s SixthSense
technology. The conceptual goal of this project was to provide its user with social cues
for everyday situations [67].

Another example is OxSight, which is a smart glasses founded by Dr. Stephen
Hicks, a neuroscientist specializing in physical control. OxSight is an aid to make lives
easier for the visually impaired, to assist them recognize and navigate objects in their
environment. OxSight rely on technologies like see-through displays, camera systems
and computer vision techniques that have been developed using AR technology to
understand the environment [68]. Interactive TextBook or reading books, based AR for
Mild Learning Disability (MLD) are also effective for students with learning difficul-
ties. Interactive TextBook provides assistance in the process of learning to be much
easier for MLD learners. This application works in five modules based on video
capture, video display, image processing, character recognition and AR [69, 74].

The process of educating students with LD is a great challenge. This is because the
‘boundaries’ that they create around them, causes attention span to be easily distracted.
With the invention of AR assistive learning technologies, they are able to simulate their
interest and draw their attention that is needed to ensure an effective learning. With the
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assistance of learning aids such as AR, teachers are able to combine virtual environ-
ment with the real environment to make learning more interesting, engaging and
interactive for learners with LD. AR assistive learning technology has also the potential
to integrate learning and teaching materials especially for subjects that require students
to visualize. Relatively there is limited studies conducted in the field of AR assistive
learning technology for LD learners.

3.3.1 Experience of Augmented Reality (AR) in Dyslexic Learners
Dyslexic is known as a common type of learning difficulty that primarily affects the
skills involved in reading or spelling of words, letters and other symbols but that do not
affect general intelligence [70] of the individual. A pilot study was conducted on
dyslexic students to benefit the experience of using AR in transforming a straight
learning procedure, into one that is stimulating and entertaining. The first phase of the
study, was conducted by giving the students words to memorise in 90 s, the control
group underwent the process without the use of AR, whilst the experimental group
underwent the process with AR. The second phase, tested them on writing out the
words and letters. The results of the study shows that through the use of AR, dyslexic
learners were able to learn more easily and effectively [71].

A private company called KanHan Technologies Limited (KanHan), had developed
the first AR Learning Chinese characters application for kids with dyslexia in Hong
Kong. This application using the AR assistive learning technology, consists of five
(5) stories and each story has four (4) stages with voice-over for listening in mission to
match accurately the corresponding strokes of the Chinese characters in order to move
to the next level with the assistance of cards which provide access to 3D content via
AR. This application is to stimulate the interest of children, to awaken their interest and
motivate them to learn Chinese Language [72]. In Malaysia, an AR assistive learning
application called AR-Baca was designed and developed at the Universiti Kebangsaan
Malaysia (UKM) to help down syndrome children learn to read Malay [74]. Like the
former, this AR book too was to stimulate interest of these children and to motivate
them to learn to read in the Malay language.

Both studies in Hong Kong (on dyslexia) and Malaysia (on down syndrome) show
that Augmenting existing school books or creating new books for students with LD can
help them in their learning process. For both studies too, the reading and exercises are
designed to include both auditory and visual with certain objects augmented for them to
manipulate these objects and thus involved ‘hands-on’. Both the AR assistive learning
applications in the mentioned studies too, can also be accessed through smart phones.
Both studies too showed that there was positive attitudes between the teachers and the
dyslexic and down syndrome children, respectively [73, 74].

As indicated in item 10, in Table 4, most teachers interviewed during the prelim-
inary study, were not aware of the existence of AR technology as assistive learning
technology that can be used to help learning process of children with LD; they were of
the assumption that the technology is expensive and that there would be difficulties in
trying to integrate the application with existing systems. Both the studies mentioned
earlier, are just the beginning steps where difficulties in technology and in learning
faced by teachers and dyscalculia learners can slowly be treated with better attention.
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4 Conclusion and Future Work

From the content analysis of the literature review conducted, previous studies as well as
the preliminary study conducted, dyscalculia could be an inborn disability in an
individual. However, it does not mean that those who are born with this disability has
to remain as disability learners all their lives. Studies on dyscalculia has since been
much less studied, recognised and treated, compared to its more popular cousin,
dyslexia [2]. Research on computer-based, Web Based, Mobile, Virtual Environment,
Artificial Intelligence (AI) and Gaming examples of assistive learning tools that are
successfully used to help children with LD have not been fully studied and explored for
dyscalculia learners. Most of the previous studies conducted show that assistive digital
learning technologies have potential to assist in making learning more fun, enjoyable
and entertaining. The studies also showed that these type of learning aids too, are
effective in engaging and motivating LD learners to focus and learn better. Very limited
studies has been done on the use of AR to support dyscalculia learners learn. Therefore,
it is clear from the data driven preliminary study conducted (through content analysis of
literature review, previous studies and interviews conducted), that the direction for
future research that should be explored, is on new application and creation of new
assistive digital learning technologies, based on AR technologies and devices, which
has shown to possess potential possibilities, to assist and support children with LD in
Mathematics or dyscalculia.
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Abstract. Image segmentation is considered as a necessary step towards accurate
medical analysis by extracting the crucial medical information in identifying
abnormalities. This study proposes a new technique for segmentation a malignant
melanoma in images.Anewfilter is proposed for smoothing input images andmore
accurate segmentation based on fractional Poisson. In the pre-processing step,
eightmasks of size n � n are created to eliminate noise and obtain a smooth image.
Thewatershed algorithm is used for segmentationwithmorphological operation to
better segment the skin lesionarea.Theproposedmethodwas capableof improving
the accuracy of the segmentation up to 96.47%.

Keywords: Fractional calculus � Fractional Poisson � Watershed algorithm �
Skin lesion � Segmentation

1 Introduction

Segmentation is a flexible process in many medical image processing applications.
Medical imaging techniques produce images that contain a lot of information. For
computer aided medical diagnosis, image segmentation facilitates the extraction of
crucial medical information on anatomical structures in identifying abnormalities.
Several characteristic features of a skin lesions can be found in dermoscopic images
that enables physicians to determine whether the lesion is malignant or benign [1].
Feature extraction of pigmented lesions is used to distinguish between malignant and
benign melanoma after the skin lesion region is segmented from healthy skin.

Many approaches for image segmentation are available and can be generally cat-
egorized based on threshold, edge and region. Threshold techniques are simple for
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clustering image into two classes, but the major problem is the influencing of changing
in illumination and noise across the image [2]. However, the watershed segmentation
algorithm uses the concept of edge in the image without using the edge detection
methods. The watershed segmentation algorithm is used to define the “watershed lines”
in the image in order to divide images into separate image regions.

In this study, a new technique is proposed for image enhancement using fractional
Poisson to improve the performance of the watershed algorithm using fractional
Poisson. The clinical image dataset used in this study consists of 70 dermoscopic
images from different sources made up of 66 melanoma and 4 nevi.

The remainder of this study is organized as follows: in Sect. 2, the relevant liter-
ature is introduced; Sect. 3 illustrates the steps of the proposed method; in Sect. 4,
experimental results and discussions are presented. Finally, conclusions and possible
future work are described in Sect. 5.

2 Related Works

Threshold techniques assign individual pixels to one of two groups based on a similar
intensity value in order to obtain two classes of pixels [3]. The watershed algorithm is
another image segmentation algorithm which splits the input image into different
regions of small areas based on the maximum gradient. The performance of the
watershed algorithm is hampered by many factors when it is implemented directly in
low-contrast images.

Numerous studies have been undertaken to solve the problem of watershed
over-segmentation [4]. The combination of the watershed transform with a hierarchical
merging process was used to reduce noise and to preserve edges through application of
magnetic resonance (MR) images [5]. In [6] a watershed algorithm was proposed based
on connected components to improve watershed segmentation. Moreover, in our pre-
vious work [7], a technique was proposed for skin lesions segmentation through a
combination of the watershed transform and wavelet filters. The wavelet transform with
a level 2 bi-orthogonal was found to obtain the highest accuracy in the segmentation of
skin lesions. In [8], watershed was implemented to segment the brain in MRI images. It
was a more effective approach than others for clustering pixels with the same intensity
values within the same group.

Watershed transformation is suffering from the problems of over-segmentation and
sensitivity to noise. However, employing prior shape knowledge has achieved robust
segmentation results for medical images [9]. Also, [10] modified the watershed algo-
rithm to segment skin lesions and implemented the B-spline second stage to smooth the
border of the segmented region.

Recently, fractional calculus with differential and integral operators are utilized in
signal and image processing. The fractional calculation is used to enhance the quality
of images in order to preserve edges and for image restoration [11, 12]. Furthermore,
fractional calculus is actively applied in design problems of variables and in different
types of applications in engineering and science [13, 14].
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3 Proposed Method

The proposed algorithm which aims to improve the performance of segmentation
accuracy of skin lesions is illustrated in Fig. 1.

3.1 Image Enhancement

In the image processing stage, image enhancement essentially focuses on making the
image more suitable for specific applications. In this stage, the quality of the dermo-
scopic image is enhanced and rescaled into a new intensity range in order to reduce the
similarities between the lesion region and the healthy skin, which is a persistent
problem that defeats most segmentation algorithms.

The new image enhancement algorithm introduced in this work is based on fractional
Poisson. A Poisson process is a stochastic process that uses random variables to evaluate
the number of events. The original homogeneous formula was proposed by [15]:

pl n; tð Þ ¼ ðvtlÞn
n!

Xn
k¼0

kþ nð Þ!
k!

� ð�vtlÞk
C l kþ nð Þþ 1ð Þ

ð1Þ

Start

Read input image

Image enhancement based 
on frac onal Poisson 

Region Segmenta on using 
Watershed algorithm

Morphological opera on

Region border extrac on

End

Fig. 1. The flowchart of proposed algorithm

Image Enhancement Based on Fractional Poisson for Segmentation of Skin Lesions 251



where, pl n; fð Þ is the probability of n events. The parameter µ offers new features in
comparison with the standard Poisson distribution and it is 0 < µ < 1 [15], and C is a
gamma function. The proposed method is a modification of Eq. (1) and computed as
follows:

fp ¼ ðvf lÞn
n!

Xn
k¼0

yk
Sk

� ð�vf lÞk ð2Þ

where, fp is a fractional Poisson, f is an intensity value for one pixel in the image,
n = (1,2,3,…), k = (0,1,…,n).

The two dimensional mask n � n (yk) is given by:

yk ¼ kþ nð Þ!
k!

ð3Þ

The terms of non-zero values were obtained by y is as follows:

y0 ¼ 0þ nð Þ!
0!

; y1 ¼ 1þ nð Þ!
1!

; . . .; yn ¼ 2n!
n!

ð4Þ

and,

Sk ¼ C l kþ nð Þþ 1ð Þ ð5Þ

The coefficients for S obtained from Eq. (5) is as follows:

S0 ¼ C l 0þ nð Þþ 1ð Þ; S1 ¼ C l 1þ nð Þþ 1ð Þ; :: . . .;
Sn ¼ C l 2nð Þþ 1ð Þ ð6Þ

Each mask is rotated in eight directions using different angles, 0°, 45°, 90°, 135°,
180°, 225°, 270° and 315°, as shown in Fig. 2. Finally, the magnitude of each filter
(G) can be obtained as follows:

G ¼
Xn
k¼0

yk
Sk

� ð�vf lÞk ð7Þ

The values of G for the various angles are calculated as follows:

G0� ¼
Xn

k¼0
ðyk
Sk
Þ0� � ð�vf lÞk; G45� ¼

Xn

k¼0
ðyk
Sk
Þ45� � ð�vf lÞk;

G90� ¼
Xn

k¼0
ðyk
Sk
Þ90� � ð�vf lÞk;G315� ¼

Xn

k¼0
ðyk
Sk
Þ315� � ð�vf lÞk

ð8Þ

Then, the fractional Poisson (fp) for one pixel is given by:

252 A.A.A. Al-abayechi et al.



fp i; jð Þ ¼ ðvf l i; jð ÞÞn
n!

� Gh ð9Þ

Equation (7) is implemented on whole image. The final new intensity image fp(i, j)
based on fractional Poisson with two dimensions are computed from the following
equation:

fp i; jð Þ ¼ 1
h

X8
h¼1

ðvf l i; jð Þn
n!

� Gh ð10Þ

In this study, the mask windows are applied in eight directions. For color images
the same algorithm used for gray images can be applied but performed separately for
each of the R, G and B color components.

Fractional Poisson was applied to reduce noise from the images. The proposed
method to enhance grayscale images can be summarized as follows:

(i) Create a mask window of size (n � n) and define the fractional powers l and v.
(ii) Implement the fractional mask convolution operations in eight directions with

the gray value of the gradient image.
(iii) Adding all product terms to obtain the weighting average of the eight directions

as an approximate value of fractional Poisson for the image pixels.
(iv) Repeat step two for all pixels.

0 0 .. .. 

0 0 .. .. 0 
0 0 .. .. 0 

0 .. .. 0 

0 .. .. 0 

0 .. .. 0 

0 .. .. .. 0 
0 0 .. .. 0 

0 0 .. 0 

0 0 .. .. 

45° 135° 

0 0 .. .. 

0 0 .. 0 

0 0 .. .. 0 
0 .. .. .. 0 

0 .. .. 0 

0 .. .. 0 

0 .. .. 0 

0 0 .. .. 0 
0 0 .. .. 0 

0 0 .. .. 

225° 315° 

Fig. 2. Sample of fractional Poisson masks.
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3.2 Watershed Transform

The watershed transform is considered as a morphological approaches used for image
segmentation. However, the performance of the watershed algorithm is hampered by
problems such as over/under-segmentation of badly contrasted images when it is
implemented directly on gradient data for low-contrast images.

The topographical idea behind watershed for two-dimensional grayscale images is
that the bright (high intensity) regions are peaks and the dark (low intensity) parts are
valleys. If the valley is filled with water, it can meet the water in the neighbouring
valleys.

In this study, the rain-fall watershed technique was used because it is computa-
tionally faster than other available techniques [16]. The maximum value of global
threshold was fixed experimentally to be 38 or 255 and given by [17]:

c i; jð Þ ¼ 38; fp i; jð Þ�max fp i; jð Þ � thð Þ
255; otherwise

�
ð11Þ

where, th is the global threshold. These operations can remove noise in the form of dark
and bright spots from the background. Then, the watershed transform was applied on
the enhanced image. This method was very effective as it achieved a large reduction in
the number of watershed regions and removed weak edges as shown in Fig. 3 in the
last column.

3.3 Post-processing

The post-processing was to combine similar watershed areas with a region adjacent list
(RAL) [17]. This function is applied to obtain two criteria: region homogeneity and
border homogeneity. The regions with similar homogeneity take a value of 1 and those
that are dissimilar have a value of 0, in order to obtain a black and white image. The
morphological operations, dilation and filling, were implemented to merge the areas of

Original 
Image 

Watershed regions 
on gray image

Watershed regions with 
image enhancement 

Final segmentation 
outcome 

2381 regions 1592 regions 20 regions
(a) (b) (c) (d)

Fig. 3. The number of watershed areas. (a) Original image in grayscale, (b) de-noised image
using fractional Poisson, (c) the outcome of watershed transformation with 1693 segments,
(d) the watershed segments are reduced to 906 using the proposed method.
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the region around the skin lesion that have a weak border. Then, the biggest area,
namely, the skin lesion, was selected. The area of the lesion is the merged area with the
pixel value 1, while the black areas of pixel value 0 indicate the healthy skin [18].

4 Experimental Results

In this study, eight masks were created from Eq. (3) to eliminate noise such as hair,
light reflection and air bubbles. Equation (8) was implemented, rescaling the grayscale
image to a new intensity using the fractional Poisson process and obtaining a smooth
image.

The fractional Poisson process was used to minimize the number of watershed
regions as shown in Fig. 3. Different values of v (−2, −5, and −8) and µ (0.25, 0.3, 0.35
and 0.45) were implemented to select optimal values that led to obtain more accurate in
segmentation. Figure 4 shows the results from different values of v and µ. The optimal
value for v was found to be −5 and the optimal value for µ was 0.45. When µ and
v were less than 0.35 and −5, respectively, the segmentation covered only the darker
parts of the skin lesion. When µ was greater than 0.35, the segmentation process was
able to detect only the area outside the skin lesion, i.e. healthy skin.

Next, morphological dilation with a structure disk radius of 5 pixels, and filling,
were applied in order to combine all small regions around the lesion and fill all the
gaps.

The proposed method introduces an image enhancement step that is capable of
removing noise. The modified watershed algorithm was implemented to segment the
skin lesion. From Fig. 4, it can be seen that the automatically generated border was
close to the manually labelled border. The watershed algorithm was refined to combine
the regions around the lesion area. Nonlinear and linear filtering with thresholding was

σ 8 -5 -2

μ 0.45 0.35 0.45 0.35 0.45 0.35

Manual
Border 

Fig. 4. Comparison of the automatic border and manually labeled border with different values
for r and µ. The first column in the left is the original image with manually drawn border. The
best automatic border achieved with r = −5 and µ = 0.35.
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combined with the thresholding method in [17] in order to reduce over-segmentation.
This enabled greater reduction in the number of regions to less than 20 regions and
removal of the weak edges. In addition, the thresholding method in [10] was applied,
which determined the edge object value in order to decrease the false positives. When µ
was greater than 0.45, the segmentation process was able to detect only the area outside
the skin lesion, i.e. healthy skin.

In this study, we computed the threshold value to combine the darker areas that
belong to the lesion region rather than the healthy skin. The threshold value is given by:

T ¼ ½ 1
NM

XN
i¼1

XM
j¼1

X i; j; kð Þð Þ � 0:25� � 3 ð12Þ

BW i; jð Þ ¼ 1
0

if X i; j; kð Þð Þ � 0:25ð Þ[ T
otherwise

�
ð13Þ

where, X is the image with two dimensions M and N, k is the green color channel, T is
the threshold value, and BW(i, j) is the label for the black and white image. Figure 5
shows the result of proposed method after applying the threshold value.

Three metrics were used to evaluate the segmentation are: the sensitivity which
represents the true positive fraction, the specificity which represents the true negative
fraction, and the accuracy of the border extraction of the proposed method on a der-
moscopic database consisting of 70 images with two types of melanoma: benign and
malignant. These metrics were computed using the following equations [6, 14]:

Sensitivity ¼ TP
TPþFN

� 100 ð14Þ

Specificity ¼ TN
TNþFP

� 100 ð15Þ

Accuracy ¼ TN þ TP
TPþ TN þFN þFP

� 100 ð16Þ

where:

Fig. 5. The automatic border before (white color) and after (blue color) image enhancement
based on fractional (proposed method) (Color figure online)
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TP: the overlapping pixels in the lesion, TN: the overlapping pixels outside the
lesion, FP: the overlapping pixels between the automatically categorized lesion and
those outside the manually categorized lesion, FN: the overlapping pixels between the
manually categorized lesion and those outside the automatically categorized lesion.

Table 1 presents the results of the comparison of the proposed method with three
other methods from the literature. It can be seen that some techniques have high values
of specificity but the results did not include the lighter regions of the lesion. Con-
versely, some of these techniques have high sensitivity but some regions of the lesion
were detected incorrectly. Both the Sarker et al. [17] and Wang et al. [10] methods
were used for lesion segmentation but they were unable to detect the lighter region
within the skin lesion; the methods were only able to detect the darker regions.

The proposed method was also compared with our previous method that combined
watershed with the bi-orthogonal 3.3 level 2 (bior 3.3) wavelet transform. The results
are shown in Fig. 6. The disadvantage of the previous method (second last column)
was that it ignored the areas at the boundary of the lesion. However, watershed is
sensitive to noise. The new technique with fractional Poisson was able to remove the
noise from the image, thus improving the average accuracy of the watershed seg-
mentation. As can be seen from Fig. 6, our proposed method achieved the highest
accuracy in comparison to the other methods in the literature.

In Table 2, the proposed method is compared with different state-of-the-art
approaches for segmentation of skin lesions, based on the results published in the

Table 1. The average results of the proposed method with other researchers’ methods.

Methods Wang
et al.
[10]

Schaefer
et al. [19]

Sarker
et al.
[17]

Combined watershed and
wavelet (bior3.3) [7]

Proposed
method

Accuracy 95.14 94.77 91.12 94.61 96.47
Sensitivity 76.87 89.44 82.84 88.6 95.72
Specificity 98.4 97.79 97.62 98.21 96.41

Manually 
border 

Wang  
et.al.[10]

Schaefer  et.al.
[19]

Sarker et 
al.[17]

Proposed 
method

Fig. 6. Comparison of automatic border with the manually labeled border. The automatic border
by the proposed method is closer to the manual border, with an average accuracy of 96.47%.
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literature. XOR calculates the overlap of regions identified, hence determining accurate
segmentation by obtaining a low value (0% for perfect segmentation). The lowest
average of XOR was achieved by the proposed method at 3.53%.

5 Conclusion

A new Image enhancement algorithm based on fractional Poisson is proposed to
improve the segmentation of skin lesions using the watershed transform. In the
pre-processing stage we used fractional Poisson to rescale the image to a new intensity
in order to enhance the image. Eight masks were implemented to remove noise such as
hair and light reflection before the skin lesions were segmented. Then, the watershed
algorithm was applied to detect the contours of the skin lesion at a lower processing
time. The use of this algorithm enhanced the segmentation performance by increasing
the average accuracy to 96.47% on a dermoscopic images consisting of both malignant
and benign melanoma. In future, we aim to increase the accuracy using other types of
skin lesions.
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Abstract. Chemical plume tracking (CPT) technology is the mean of tracking
the flow of specific chemical plume in the air, to locate the source. Nowadays,
CPT technology, for instance, a micro-drone based chemical plume tracking
robot, has great potential in identifying hidden explosives, illegal drugs and
blood for police and military purposes. However, environmental factors such as
obstacles on site can change the wind vectors will cause inconsistent odor plume
propagation. With most of the previous work conducted from numerous
researchers carried out in empty open space, this paper studies the influence of
obstacles on site towards CPT’s performance, which the simulation focus in one
specific environment, a tree farm, with different density of trees or trees’
spacing. For this paper, we developed a 3D gas dispersion simulator with mobile
robot olfaction (MRO) capability. Through the simulation, correlation between
the impacts of tree farm density factor to CPT’s performance is found out, where
higher tree density (or smaller tree spacing distance) can significantly reduce the
performance of CPT. This study is an important fundamental contribution for
drone’s CPT operation in agriculture application beneficial to future use, such as
smell tracking of mature fruits in tree farm.

Keywords: Chemical plume dispersion simulation � Mobile robot olfaction �
Chemical plume tracking � Tree farm environment

1 Introduction

In several countries, police and military forces have been training dogs to detect
dangerous substances which gives out faint smells such as explosives, illegal drugs or
blood. To do so, a police or military dog, also known as detection or sniffer dog is
trained to perform chemical plume tracking (CPT). Proudly, Britain manage to train a
sniffer dog to search for bodies underwater with maximum range of smell 100 ft away
[1]. Nevertheless, there is limitation to this approach of CPT. First, a sniffer dog is not
easy to be trained, where the entire process is time consuming and extremely expen-
sive. Second, short serving time and weak physical endurance restricts the capability of
a sniffer dog. Lastly, sniffer dogs are not able to perform under hazardous conditions.
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To overcome the disadvantages of a sniffer dog, a flying CPT robot—a micro-drone
equipped with an electronic nose is proposed. Theoretically, a micro-drone can do
better job than sniffer dog because micro-drone performs 3D CPT tracking, while in the
case of sniffer dog CPT is in 2D form due to simple biological vectors. For example, a
dog can perform limited 2D odor plume tracking within 30 to 100 m [1], whereas a
moth is able to perform 3D odor plume tracking within 1000 m above [2].

Regardless 2D or 3D CPT, a robot’s performance relies heavily on environmental
factors such as wind direction and speed, humidity of the air, temperature and obstacles
on site. Environment with structure obstacles (i.e. tree farm or warehouse) as shown in
Fig. 1 could bring significant impact to CPT’s performance, as the obstacles will
change the wind vectors and alter odor plume propagation. This will affect the robot’s
CPT performance. Thus, this paper targets on only one specific environment, a tree
farm. We want to study how the density of trees in the farm influence a robot’s CPT
performance.

Theproblemstatement is analyzed through the studyingof interaction between robot’s
CPT performance and different trees density in farm.With the result obtained through the
simulation, it is observed that higher tree density with smaller tree spacing distance will
drastically reduce the effectiveness of CPT. This study plays a critical role for drone
utilization in agriculture field in the future, as suggested the smell tracking ofmature fruits
in tree farm using drones could be implemented for better timing of plucking ripen fruits.

2 Related Works

In field of CPT, most of the research done by other researchers is performed using 2D
CPT simulation. The simulation is built on a 2D graph using Matlab platform, as
shown in the work by Liu et al. and Gong et al. [6, 7]. Through 2D CPT simulation,
researchers can evaluate the performance of CPT algorithms. One example of 2D CPT
simulation as shown in Fig. 2. It shows that the chemical plume propagation varies
against time, then robots (represented by red dots) tracking forward chemical source. It
may be presented as a simple model, but 2D CPT simulation lays a crucial foundation
in CPT simulation research.

Fig. 1. Environment with structure obstacles affect chemical plume propagation pattern
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On the other hand, there were only little work done in 3D CPT simulation. One of
the great contributions are from Cabrita et al. [5], where a simulator named PlumeSim
is developed based on player/stage robotics framework. Besides that, Monroy et al. [8]
use the Open Mobile Robot Architecture (OpenMORA) to developed Mobile Robotics
Olfaction simulation, while Khaliq et al. [4] apply Robot Operating System, Open-
FOAM to simulate a truthful gas dispersion. Example of a 3D CPT simulation is as
shown in Fig. 3. The chemical plume dispersion model uses a real-scale model of robot
in the simulation. As 3D CPT simulator is considered as one dimension higher than 2D
CPT, it is closely related to real-life scenario.

Interestingly, most of the CPT simulation studies target in an empty open space [9–
11], while only a few covers simple obstacles environment with one to two obstacle
blocks [5] as shown in Fig. 4. Standing out from other’s work, Morjovi and Marques
did a CPT research in a structured environment [12]. They investigate the CPT per-
formance in an environment like warehouse as shown in Fig. 5, which is a complex
environment with various obstacles.

In the literature, there is no CPT task done in tree farm environment. The study
itself is vital as it would benefit drone’s function in agricultural field in future.
A no-table example is the drone could be used in a durian tree farm to track mature
fruits. This could prevent unwanted accidents from happen to the farmers when picking
up ripe durians.

Fig. 2. Example of 2D CPT simulation [3] (Color figure online)

Fig. 3. Example of 3D CPT simulation [4]

262 K.S. Eu et al.



3 Simulation Setup

Affected by numerous factors, different plantation of tree farm has different trees’
density or trees’ spacing. To ensure good growth of trees, oil palm trees, for example, is
assigned to be planted 10 m from each other [13], so that all the branches has enough
space to grow and bear fruits. While coconut trees’ recommended tree spacing is
around 7.5 m in square planting [14], in contrast to oil palm trees which has long
branches, rubber trees’ best spacing is around 5 m because it has relatively shorter
branches. Thus, there is no need of big space to grow its branches and fruits [15].

In our simulation setups, we test three different tree farm density in square planting
with area of 25 � 25 m, range of tree spacing spanning from 5, 7.5 and 10 m as shown
in Fig. 6. Under such arrangement, tree spacing with 10 m and 7.5 m can fit a total of 9
trees in an area of 25 � 25 m, whereas tree spacing with 5 m can accommodate a total
25 trees in the same area.

There are two important stages of simulation setups. First, the 3D wind vectors in
the simulator is generated by using computational fluid dynamics (CFD) software.
Next, the generated 3D wind vectors data is imported into the chemical plume dis-
persion and mobile robot olfaction (MRO) simulator. With the above two stages ful-
filled, we can finally evaluate the robot’s CPT performance. The details of these two
stages will be discussed in followings subsections.

Fig. 5. CPT task in a structure environment similar to warehouse [12]

Fig. 4. CPT simulation with two obstacles [5]
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3.1 3D Wind Vector Generations

We use an open source CFD software, TYCHO [16], to generate 3D wind vectors.
Each generated wind vectors contain wind speed and wind direction information. As
we test out the three scenarios of tree farm density, the snapshot of 3D wind vectors for
each tree farm density are shown in Figs. 7, 8 and 9. The colors of the arrows indicate
the wind speed. According to the intensive colors from blue to red, it shows the
changing in speed from minimum to maximum. The wind vector is indicated by the
arrows’ direction. Note that this simulation is an exploration study, we will only
consider the trunk of the tree as obstacles and neglect the branches and leaves of tree in
the generation of wind vectors.

In Fig. 7, the airflow between tree trunks is smoother. The stream of the flow is also
more consistent and less chaotic. In compare to Fig. 7, the wind vector shown in Fig. 8
has comparatively faster wind speed and more chaotic stream of flow. Nevertheless, it
is observed that the wind vectors in Fig. 9 has the most chaotic stream of flow in
random speed and direction. Our hypothesis of this simulation is: smoother stream of
flow will have better CPT performance; random and chaotic stream of flow will reduce
the performance of CPT.

Fig. 6. Tree farm density or tree’ spacing in square planting

Fig. 7. 3D wind vectors for tree spacing of 10 m (top view)
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3.2 Chemical Plume Dispersion (CPD) and Mobile Robot Olfaction
(MRO)

Follow on from the first step, the CFD generated 3D wind vectors data will be inte-
grated into our chemical plume dispersion and mobile robot olfaction (MRO) simula-
tor. The simulator used is developed in our previous work [17]. Figure 10 shows one of
the CPT example in tree farm environment. The markers in Fig. 10 represent chemical
plume filament, with colors to represent the odorant concentration. The trajectory path
of the drone is recorded by a black color line. In the simulation, the wind vectors will
influence the chemical plume propagation in the tree farm. The simulation will only
stop after the sniffer robot armed with gas sensors is able to track towards the chemical
plume by using its tracking algorithm and then locate the chemical source.

In this paper, Moths’ olfactory tracking strategy (also known as Zigzag algorithm,
is used to complete the CPT [19]. When the odor plume is detected, moth will track
closely to the odor plume along the wind direction. This action is called the upwind
surge. However, the pattern of odor plume is complex and unpredictable in real-life
environment, therefore the moth might lose track of the odor plume during the surging

Fig. 8. 3D wind vectors for tree spacing of 7.5 m (top view)

Fig. 9. 3D wind vectors for tree spacing of 5 m (top view)
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behavior. For this reason, whenever the moth failed to track the odor plume, it will
perform zigzag movement orthogonal to the wind direction and slowly increases its
zigzag wave length after each iteration. This action is called casting as illustrated in
Fig. 11. Once, the moth is back on the track, it performs upwind surge again. The
process of switching upwind surge and zigzag casting would continue until the odor
source is located.

4 Result and Discussion

The CPT results obtained from the simulation are listed in Table 1. There are two keys
of performance indication to evaluate the CPT performance, i.e. distance over-head and
elapsed time. Distance overhead is defined as the total travelled distance divided by the
distance of the shortest path to the source, where smaller value indicates better per-
formance. In the same way, shorter elapsed time also indicates better performance.

From Table 1, tree spacing of 10 m has smaller distance overhead and elapsed
time. This means in this scenario the CPT performance is better than in the other two.
As we look at the trajectory path of scenario (a) shown in Fig. 12, it is observed that
there is only one upwind surge and without any loss of trace. There is also no zigzag
casting performed in scenario (a).

Fig. 10. 3D CPT simulation in tree farm environment

Fig. 11. Moth inspired plume tracing strategies [18]
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In scenario (b) from Table 1, the CPT performance is poorer than the results
obtained from scenario (a). With tree spacing of 7.5 m, the distance overhead and time
elapsed has increase. This is caused by the long trajectory path of drone in scenario (b),
as the drone lost trace of the chemical plume twice. Thus, the drone had to per-form
zigzag casting twice in order to trace back the chemical plume stream. The trajectory
path of drone in scenario (b) is shown in Fig. 13.

Table 1. CPT results

Scenario Tree farm density Distance overhead Elapsed time (s)

(a) Tree spacing of 10 m 1.483 259.90
(b) Tree spacing of 7.5 m 2.314 384.20
(c) Tree spacing of 5 m 2.504 431.10

Fig. 12. Trajectory path for tree spacing of 10 m

Fig. 13. Trajectory path for tree spacing of 7.5 m

A Simulation Study of Micro-Drone CPT Performance in Tree Farm Environments 267



Finally, the CPT performance in scenario (c) has the worst performance of all,
which it gains the highest values in both distance overhead and time elapsed. In
scenario (c), the tree spacing of 5 m causes chaotic stream of air flow and brings
random propagation of chemical plume around the trees. Hence, it is difficult for the
drone to perform CPT. In Fig. 14, it is clearly shown that the drone has lost trace of
chemical plume for three times and performed zigzag casting thrice. Therefore, the
values gain in both category especially the elapsed time.

5 Conclusion

In summary, the CPT performance in tree farm environment with three different tree
farm densities being tested in simulation have been studied. From the result obtained,
the impact of tree farm density factor to CPT performance has been correlated. It is
concluded that higher tree density or smaller tree spacing distance can significantly
reduce the performance of CPT. Thus, in future work, higher number of multiple
drones could be used in a complex environment to compensate the performance of
robots’ CPT.
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Abstract. Unified Modeling Language is a modelling language used to visu-
alize software system during requirement engineering phase. It was accepted as
a standard modeling language for visualizing, specifying and documenting
software systems by International Organization for Standardization (ISO) as a
standard specification. It contained different type of diagrams for specifying
software system, among these diagrams is sequence diagrams which is used to
specify the functional behavior of software system. The growing complexity of
software systems is one of the motivation behind matching of UML diagrams in
order to pave the way of reusing existing software to developed new software
systems. Previous works on sequence diagrams matching are based on Graph
representation in which there is node whenever there is message sending or
received. However, the search space for these approach is very large due to the
number of nodes in the graph which makes the matching computationally
expensive. This paper employed the use of Dynamic Programming approach in
order to improve the efficiency of matching between two or more sequence
diagrams.

Keywords: UML matching � Similarity assessment � Model reuse

1 Introduction

The use of UML diagrams in the designing of software system has drastically reduce
the complexity of software systems [1]. UML diagrams allow software engineers to
capture precisely related aspects of a software system from a given view and at an
appropriate abstraction. Initially, UML diagrams are used to describe single software
systems. For each software system there is set of diagrams that describe its static,
behavioral and functional structure [2]. Sequence diagrams is considered as the rep-
resentative of the functional structure of software system, this is because use cases can
be used to describe the functionality of software systems and each of the use case is
typically realized using one or more sequence diagrams that illustrate how objects
interact with each other to provide services [2, 3].

Recently, researchers have realized the importance of similarity assessment of
software functional requirements, since they specify the fundamental behaviors that
should be provided by the software systems [4, 5], and in particular sequence diagrams
[3]. Similarity assessment of UML diagrams is the task that correspond to identifying
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the semantic correspondence between elements of two diagrams (e.g. class names) [6].
It is task that is error-prone, because these diagrams while representing similar software
system functionalities are used independently by different software engineers, thus
creating inconsistencies and design differences among the diagrams. Therefore, a
similarity assessment technique that can accurately match and quantified these differ-
ences must be used. In this work, the similarity between sequence diagrams is com-
puted using Edit Distance with the aid of Dynamic Programming.

2 Related Works

Significant research has been carried out on UML-based matching. For example, Ali
and Du [7] used conceptual graph to aid the retrieval of software models. The similarity
computation was based on the estimation of the conceptual distance between terms in
the query and the terms in repository models.

On the other hand, Robinson and Woo [8] compute the similarity between sequence
diagrams using SUBDUE [9] graph matching algorithm. Sequence diagrams were
represented as conceptual graphs in which the object names in the sequence diagrams
represents vertices, and the relationships between the diagrams (messages) represented
the edges of the graph. The SUBDUE algorithm find the similarity between the graph
by comparing the substructures of sequence diagrams in query and repository.

More research in this concern by Park and Bae [10] put forward two-stage
framework to retrieve UML artifacts from repository. In the first stage the similarity
between class diagrams was computed using structured mapping engine (SME). SME
is analogical reasoning mapping technique which allows mapping of knowledge from
one domain to another by considering the relational communalities between objects in
the domain regardless of the objects involved in the relationships. The subset of the
repository UML projects were selected for subsequent comparison using class diagram.
In the second stage, sequence diagrams in the shortlisted models were converted to
message-order-graph (MOOGs), where nodes denote the location where events occur
(message send or received) in sequence diagrams and the edges denote the flow of
events between objects and the flow of time inside each object. The similarity between
two MOOGs was computed based on the number of nodes and edges in each of the
graph using graph matching algorithm.

In more recent study, a similar approach was reported by Salami and Ahmed [3]
where sequence diagrams were converted to a directed graph, the similarity between
the graphs was determined with the aid of genetic algorithm (GA). The GA helped to
terminate the searching process in order to avoid exhaustive comparison. The termi-
nation criteria was based on three conditions: first, if the fitness value reached 0, it
indicated the maximum similarity between class diagrams, second, if the maximum
number of iteration reached, or if the fitness function did not improve within a given
number of iterations. In our previous work [11, 12], we proposed a framework for
enhancing the retrieval of UML diagrams. State machine diagrams were represented by
finite state machine diagram in which (i) every states in the state machine diagrams
represents states in the finite state machine, (ii) the transition between one state to
another in state machine represents the transition in finite state machine. The similarity
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between state machines diagrams is computed by means of similarity function table
containing the differences between the various types of relationship in UML state
machine diagram.

3 Similarity Framework

The problem of sequence diagram similarity computation could be divided into two:
structure matching and similarity scoring. The structure matching entails mapping of
nodes in sequence diagrams graph representation (e.g. objects, message sending/
received appearing in sequence diagrams). Determination of suitable mapping of
sequence diagrams entities may involve examination of large spaces.

The similarity scoring on the other hand is concerned on how to determine the
degree of similarity of a given sequence diagrams. Consequently, similarity measured
to determine the degree of similarity of two or more sequence diagrams is proposed
using Edit Distance. Edit Distance is the minimum number of edits required to
transform one string into another string [13]. It had several applications in the areas of
bioinformatics such as DNA or protein alignment, file comparison, gas chromatogra-
phy and speech recognition [14]. The similarity between two sequence diagrams is
computed based on the minimum (sequence of messages) of edits required to trans-
formed one sequence diagram to another.

Let s1 and s2 be two sequence diagrams having messages of length of |m1| and |m2|
respectively, the similarity measure of two sequence diagrams was obtained from the
length of their common messages. We defined a mapping Mapping(S1, S2) from one
sequence diagram to another if the source and receiving classes of the two messages are
mapped as shown in Eq. (1) as follows:

Mapping S1; S2ð Þ ¼ M1 ¼ M2 8Mi 2 Si : Ob1msrc ¼ Ob2msrc andOb1mdest ¼ Ob2mdest
Mi 6¼ Mj otherwise

�
ð1Þ

Obi,j were objects in Si (Ob1 � Ob2), Mi denoted the messages in sequence dia-
grams Si and mrsc and mdest were the source and the destination of Mi.

3.1 Dynamic Programming Method

The classic dynamic programming solution problem was invented by (Wagner and
Fischer, 1974). In its simplest form, given two sequences x1 and x2 having length l1 and
l2 respectively, the dynamic programming algorithm iteratively built an l1 � l2 score
matrix M in which M[i, j], 0 � i � l1, 0 � j � l2, was the length of an LCS
between two strings x1[1,……….,i] and x2[1,……………,j]. The score matrix could be
defined based on the recursive formula in Eq. (2) as follows:

M i; jð Þ ¼
0 if i ¼ 0 or j ¼ 0

M i� 1; j� 1½ � þ 1 if x1 i½ � ¼ x2 j½ �
maxðM i; j½ �;M i� 1; j½ � if x1 i½ � 6¼ x2 j½ �

8<
: ð2Þ
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Let A and B be two set of sequence diagrams, and let SA and SB denoted the sets of
sequence diagrams (A1, A2, A3……ASA), (B1, B2, B3……BSB) of A and B respectively.
Assuming that A contained Oa number of objects (a1, a2, a3……aca) and B contained
Ob number of objects (b1, b2, b3……bcb). Furthermore, let Ai and Bi denoted the number
of messages in A and B respectively, Ai is denoted as |Ai| such that (1 � i � SA) and
Bi was denoted as |Bi| such that (1 � i � SB). The degree of similarity of similarity of
two set of sequence diagrams A and B could be formulated in the following four
possibilities:

i. There was n number of objects Oa in A such that the number of classes in A were
at most the number of classes in B and the number of sequence diagrams in SA
were at most the number of sequence diagrams in SB (Oa � Ob, SA � SB).

ii. There was n number of classes Oa in A such that the number of classes in A were
at most the number of classes in B and the number of sequence diagrams in SA
were greater than the number of sequence diagrams in SB (Oa � Ob, SA > SB).

iii. There was n number of classes Ca in A such that the number of classes in A were
greater than the number of classes in B and the number of sequence diagrams in
SA were at most the number of sequence diagrams in SB (Oa > Ob, SA � SB).

iv. There was n number of classes Ca in A such that the number of classes in A were
greater than the number of classes in B and the number of sequence diagrams in
SA were greater than the number of sequence diagrams in SB (Oa > Ob, SA > SB).

The degree of similarity could be computed using Eq. 3 as follows:

FSimðA;BÞ ¼ 1� 1
minðSiÞ

XSi
i¼1

2 � P minðAi;BiÞ; maxðASi;BSiÞ½ �
ASij j þ BSij j

þ 2b
maxðSiÞ �minðSiÞ

S1 þ S2

ð3Þ

P was a permutation vector for mapping the classes and sequence diagrams in A
and B. max and min were function that return the larger and smaller of its arguments
respectively. b Є (0, 1] was a constant that determines how the unmatched sequence
diagrams affected the degree of similarities. Larger value of b increased the similarity
value between A and B and indicated the less similarity between A and B.

P can be calculated using Equation. Let a and b denoted two sequence diagrams
having |a| and |b| messages, respectively. We could also assume a involves ca classes
a1, a2,…..aoa while b involves cb classes b1,b2,….bob (oa � ob) as shown in Fig. 1.
Let P be a permutation vector such that B maps all classes ca to cb classes. The Edit
distance between a and b, given a permutation vector P can be obtained using recursive
formula is Eq. (4) as follows:

Pði; jÞ ¼
0 if i ¼ 0 or j ¼ 0
P i� 1; j� 1½ � þ 1 if i[ 0 and j[ 0Ob aimsrcð Þ ¼ Ob bimsrcð Þ

and Ob aimdestð Þ ¼ Ob bimdestð Þ
max P i; j½ �;M i� 1; j½ � if x1 i½ � 6¼ x2 j½ �ð Þ

8>><
>>:

ð4Þ
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Based on this, max was a function that return the lager value of its arguments, and
aimsrc, bjmsrc, aimdest, bjmdest denoted the message source and destination class
respectively.

Table 1 shows the value of Edit distance between the messages in a and b. The
rows and column of the table indicate the message sequence number of a and b.

The edit distance between two sequence diagrams can be computed using Eq. (5)
as follows:

Simða; bÞ ¼ 1� 2 � EDða; bÞ
jaj þ jbj ð5Þ

The value of P is obtained from Table 1, |a| and |b| are the message size of a and
b respectively. The possible value of Sim should lie in the range of [0, 1], with 0
indicated the maximum degree of similarity and value of 1 indicated the least possible
degree of similarity between two sequence diagrams.

:b1 :b2 :b3 :b4

1

2

3

4

5

6

8

9

7

:a1 :a2 :a3

2

3

4

5

6

1

Fig. 1. Two sample sequence diagrams a and b

Table 1. Values for P used in computing Edit Distance

c 1 2 3 4 5 6 7 8 9

r 0 0 0 0 0 0 0 0 0 0
1 0 0 0 0 0 1 1 1 1 1
2 0 0 0 0 0 1 1 1 1 1
3 0 0 0 0 0 1 1 1 2 2
4 0 0 0 0 0 1 1 1 2 3
5 0 0 0 0 0 1 1 1 2 3
6 0 0 0 0 1 1 1 1 2 3
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3.2 Case Study

This section presents a case study showing how the proposed sequence diagrams
matching technique in action. Given two sets of sequence A and B as shown in Fig. 2,
the similarity of two sequence diagrams using permutation vector P = (1, 3,4), S = (2,
1) and b = 0.15, Ca = 3, Cb = 4, SA = SB = 2, |A1| = |A2| = |B1| = |B2| = 4. Since
Oa < Ob and SA = SB then SA would be mapped to SB.

The similarity between the two sequence diagrams can be computed using Eq. (6)
as follows:

1� 1
2

2 � P A1;B2ð Þ
A1j j þ B2j j þ 2 � P A2;B1ð Þ

A2j j þ B1j j
� �

þ 2b
SB� SA
SAþ SB

ð6Þ

1� 1
2

6
8
þ 6

8

� �
þ 2 � 0:15 2� 2

2þ 2
¼ 0:25

The value of P was obtained using recursive formula in Eq. 4. The similarity
obtained shows that the two sequence diagrams A and B were similar. This was
indicated by the lower similarity obtained as 0.25, since 0 indicated maximum simi-
larity and 1 indicated maximum dissimilarity.

4 Evaluation

The query and repository diagrams were formed in the manner conducted by Salami
and Ahmed [3], We formed ten query sequence diagrams from undergraduate and text
book fragment found in Yue et al. [15] and Larman [16]. The summary of the data is
described in Table 2.

Fig. 2. Two sets of sequence diagrams A and B
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A repository containing 60 sets of sequence diagrams was formed using six set of
queries, each of the query was used to create ten sets of projects such that each query
partially matched the repository projects. The projects were created from the query by
randomly deleting or adding messages in qi as follows: (i) randomly deleting the
number of messages in sequence diagrams qi such that mi � ri < qi, (ii) randomly
adding more messages to the sequence diagrams qi so that mi � qi < ri. Where
mi = 0.3 denoted the percentage of messages added or deleted from qi to form ri.

4.1 Results and Discussion

The matching quality was measured using Mean Average Precision (MAP), a measured
commonly used to evaluate information retrieval system. Average precision (AP) for a
given query was obtained using precision values calculated at each point whenever a
new projects was retrieved (i.e. precision = 0 for each of the relevant project that is not
retrieved). The Mean Average Precision for a set of query was the mean of the AP
scores for each query, also referred as mean precision at seen relevant projects [17].
The formula is given in Eq. (7).

MAP ¼ 1
N

XN
j¼1

1
Qj

XQj

i¼1

P rel ¼ ið Þ ð7Þ

N is the number of queries, Qj is the number of relevant documents for query j and
P(rel = i) is the precision at the ith relevant document.

Figure 3 shows the comparison of the values of MAP between the FSimmethod and
MOOG method proposed by Park and Bae [10] and GA + MOOG proposed by Salami
and Ahmed [3]. It can be observed from Fig. 3 that in both cases FSimmethods returned

Table 2. Properties of query sequence diagrams

Sequence
diagrams

Number of
messages

Number of
objects

Source Domain

q1 15 7 Yue et al. [15] Banking system
q2 7 2 Larman [16] POS
q3 8 3 SPa Education
q4 24 6 SP GPS
q5 4 4 SP Education
q6 8 3 SP Education
q7 11 4 SP Tracking

system
q8 14 5 SP Tourism
q9 8 7 SP Online retails
q10 8 6 SP Online

shopping
aStudents project
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high value of MAP compared to other methods. The method return all relevant repos-
itory models as the top ranking diagrams in almost all the cases with MAP of up to 82%.

Park and Bae approach produces low values of MAP, which indicates that the
method does not usually return relevant repository diagrams as the top ranking dia-
grams based on the input query. On the other hand, GA + MOOG also return relevant
repository diagrams as the top ranking diagrams with an average value of MAP 60% to
67%. FSim and GA + MOOG were able to produce good MAP. However, in all cases
the FSim gave better MAP compared to the corresponding GA + MOOG.

5 Conclusion

This paper proposed and approach for UML sequence diagrams similarity assessment
using dynamic programming. The approach support software developers to easily
visualize the similarity and difference between two sequence diagrams during software
development. Experimental shows that our approach is able to compute the similarity
between two or more sequence diagrams with MAP of up to 82%. In the future we plan
to develop a tool in order to allow the software developers to adapt the similar sequence
into new software development.
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Abstract. In order to gain better and more understanding of pedestrian safety
video, better tracking of pedestrian movements is necessary. However, existing
works on video tracking of pedestrian movements focus in some specific places
or situations, extracted limited data from the video and in some cases, a lot of
human interventions are required in handling the data extraction. This paper
presents an automated image-based approach for tracking pedestrian movements
that takes advantage of the top-view video. The proposed approach consists of
several steps namely detection, tracking, image calibration and extracting
characteristics of a pedestrian from a video. The methods used in these steps are
adapted or enhanced from some of the existing work in this area. These steps
also allow automated video monitoring and require less human efforts. Besides,
it is also used to estimate the speed of a pedestrian. The results of the experiment
for the proposed approach using five videos with different scenario are pre-
sented. The pedestrian movement was plotted accurately and the numbers of
pedestrians detected in the video were recorded correctly whereas the speed of
the pedestrians from the framework was very close to the actual speed. The
proposed approach can be used to monitor pedestrians in a sparse environment
such as at the entrance of a hall or building or along a corridor.

Keywords: Object tracking � Pedestrian tracking � Crowd monitoring

1 Introduction

Videos have been used for many years for entertainment and surveillance using
closed-circuit television video (CCTV). Monitoring for safety and comfort manually
through CCTV is not practical and requires constant attention of the safety personnel.
As such, there is a growing interest in research on surveillance and monitoring for
safety and comfort [1]. In particular, there is need for an automated approach to
minimize human effort and intervention on pedestrian monitoring so that the moni-
toring process can be executed automatically or semi-automatically.
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The monitoring process involves extracting and analyzing the macroscopic and
even microscopic data from the images of the video camera. An automated monitoring
usually does not require manual inspection on the video and therefore, usually results in
less or no human intervention or effort. Research in this area normally revolves around
getting the pedestrian characteristics from a video such as the trajectory of moving
objects or pedestrians, and density of pedestrians in a specific area. This paper presents
an automated approach for pedestrian tracking from top-view video footage. The
output from the tracking could be used to validate and calibrate simulation model for
crowd safety, improve the design architecture of a building and alert the security
personnel on anomaly of events. The automated approach can be used to monitor
pedestrians at the entrance of a building or a hall, or along a corridor with minimum or
less human effort or intervention.

2 Related Work

Extracting data from a video-footage has been an active area of research. The resear-
ches focus on various aspects and targets [1] and include determining the crowd density
[2–5], the number of pedestrians [2, 6, 7], and trajectories of a moving object [4, 5, 8,
9]. In detecting trajectories of a moving object, the objects include pedestrian [10],
vehicle [11], human fingertip [12] and the methods employed include supervised
learning [8], unsupervised learning [13] and clustering of trajectories [14]. The tra-
jectory extracted can be used to determine the movement pattern of the object of
interest [14, 15].

Detecting individual pedestrian is quite challenging and existing methods are
mostly for specific and controlled situations. One of the methods is background sub-
traction [16–18] and the method itself, cannot guarantee that a detected object is the
object of interest. The method has also been combined with other method [19, 20].
Another method is object classification in which one of the methods belonging to this
category classifies the pedestrians based on their color [21, 22].

The next step after pedestrian detection is, tracking of the detected pedestrian
throughout the video frames. Tracking algorithms normally focus on specific situations
and have some limitations and they include Kalman filter [6, 21], feature-based
tracking [9, 22], particle filter [23], and active contour-based tracking [24].

The next step after tracking of pedestrian is extracting the position of a pedestrian.
With the information on the positon of the pedestrian, we can obtain other attributes
from the video footage such as speed, trajectory and the number of pedestrians in the
footage. An accurate measurement is required at this stage. However, this can hardly be
achieved due to the placement of the camera and characteristics of the lens. The
resulting phenomenon called geometric distortion [25], must be corrected in order to
accurately obtain the position of pedestrian. This process is sometimes called image
calibration [7]. A conventional way of getting accurate speed of the pedestrian is by
manually calculating the speed manually and also by having the pedestrian to carry a
GPS device [26].
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3 Proposed Approach

In this paper, an automated approach with less human intervention and effort is pro-
posed for the entire process of extracting pedestrian characteristics from video footages.
Figure 1 shows the entire process of the proposed approach. The proposed approach is
largely based on the proposed preliminary framework of automating pedestrian
tracking from a video [27]. However, in this paper, the proposed approach takes
advantage of the top-view video for a better and more accurate approach and thus, the
proposed approach is more suitable for situations involving placement of the camera at
specific location such as at the entrance of a building or a hall, or along a corridor.

The processes involved include pedestrian detection, pedestrian tracking, and
image calibration. Pedestrian detection firstly involves getting the background image
from the video [28]. Frame differencing method [29] is then applied to extract moving
object in the video. In this work, a moving object refers to a pedestrian and there should
be no other objects in the background image. Next, image processing techniques is
applied to each frame of the video to extract individual objects. The objects need to be
filtered in order to remove objects of non-interest (e.g. very small objects). After
obtaining the desired objects, the centroid coordinate [16] of each object is identified.
Then, each object is grouped and labeled. The same object is tracked between frames
by using a hybrid method of point tracking and feature tracking. Point tracking uses
coordinate of the object and feature tracking uses feature grouping from the previous
frame and thus, the movement vector for each object is extracted. Next, characteristics
such as speed, trajectory and also the number of pedestrians detected are extracted from
the video footage. The calibration value obtained during the video camera set up will be
used in speed measurement to ensure better approximation of the speed. In each step,
existing methods are either adapted or enhanced for more effective implementation of
the approach.

Pedestrian 
Detection

Feature 
Categorization

Feature 
grouping

Pedestrian 
Tracking 

Point 
tracking

Feature 
tracking

Image 
Calibration

Calibrating 
images

Implementation

Pedestrian 
detection

Pedestrian 
tracking

Image 
calibration

Proposed Approach

Fig. 1. Proposed approach
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3.1 Detection

This step which is the first in the proposed approach involves extracting the back-
ground image [29] from a video frame. Frame differencing techniques [30] are applied
between video frames and the background image in order to extract the objects of
interest which are moving objects in the scene. Pixels that change will be group as
foreground blobs which are the object present on the image [31]. They are then con-
verted to grayscale [32] and threshold by using the method by Otsu [33]. Then, the
morphological operations techniques are applied which consist of morphological
reconstruction, morphological opening, morphological filtering and morphological
closing. The objects on the image might not be filled completely (in the form of a blob),
the holes present on each object need to be filled. Morphological closing techniques are
also applied in order to get a more precise object. This process will produce a binary
image that contains the background and the foreground. This step is called feature
categorization because the foreground obtained from the process is assumed as the
interest object (pedestrian). After categorization, feature extraction is conducted. Then,
this feature will be grouped in feature grouping. Feature grouping will store infor-
mation about the blob such as the area of the blob, the x-coordinate and the
y-coordinate. After this step, we can assume that the remaining objects are pedestrians
and there is no false detection because of shadow, reflection or other reasons. Figure 2
shows the overall detailed process for pedestrian detection.

3.2 Tracking

The pedestrian tracking method that we have applied in the implementation of the
proposed framework are point tracking and feature tracking. These two methods are
selected because it is suitable to be used in this proposed approach. In pedestrian
detection, feature grouping will return a feature of the object in terms of the area, shape
and coordinates of the blob. These parameters passed from pedestrian detection can be
very useful in pedestrian tracking. Coordinates of the blob can collaborate with the
point tracking while the area and shape of blob can collaborate with the feature
tracking. This hybrid tracking method is the enhancement proposed for this approach.
Figure 3 shows the block diagram illustrating the proposed hybrid tracking method.

Background 
modelling

Frame 
differencing

Thresholding Morphological 
operations

Feature 
categorisation

Feature 
extraction 

Feature 
grouping

Fig. 2. Overall process for pedestrian detection
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In point tracking, Kalman filter algorithm is chosen for the implementation of this
method. This algorithm is chosen because it has two steps to track the object in
subsequent frames which are prediction and correction. The centroid of the object of
interest is used as a point to track the object of interest. In feature tracking, the feature
of the object that has been grouped from feature grouping in the initial frame is
maintained throughout the video frames. This is to ensure that the same object is
tracked successfully and accurately. The features of the object of interest include the
shape of the object and the area of the blob. These two parameters act as a template of
the object of interest between the video frames. Therefore, the centroid of the object
can be maintained in the same shape of the object of interest. This can help reduce the
rate of inaccuracy because of the shape changing between frames can result in the
change of the centroid position.

The objects in subsequent frames are labeled in such a way that each object has
similar label in all frames. The coordinates of the centroid position of each object in
each frame are extracted and recorded. It will record in two-dimensional (2D) manners
which consist of x-coordinate and y-coordinate. The set of the coordinates of the object
recorded from all frames of the video footage is called movement vector.

3.3 Image Calibration

Image calibration is conducted in order to get an accurate and precise position of the
pedestrian on the image. This is crucial as the results of the proposed approach depend
on the position and movement of the pedestrian. The calibration technique proposed in
[2] requires user to choose four points on the image. The four points marked are used to
calculate and normalize the pixels on the images. For this proposed approach, instead
of choosing four points in the image manually, the video will capture a scene that has
four markers that illustrate the square shape on the ground plane (see Fig. 4). The four
markers are a precondition during the setup of camera in the particular scene. By taking

Object 

Feature 
tracking

Point 
tracking

Coordinate of 
object 

Hybrid Tracking

Fig. 3. Overall process for tracking.
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advantage of top-view video, the image calibration can be calculated automatically
without the need for user intervention.

The proposed algorithm to get the calibration value is as follows:

1. Capture the image with the four marked points on the floor in the video scene.
2. Detect the four marked points.
3. Get all the length (perimeter) of the square shape in the image.
4. Calculate the mean of the length (in pixels), A.

A ¼ 1
4

X4

k¼1
ak ð1Þ

where ak is the length of each side of the distorted square shape (as captured in the
video frame).

5. Calculate the mean of the length (in centimetre), S.

S ¼ 1
4

X4

k¼1
sk ð2Þ

where sk is the length of each side of the actual (real) square shape.

6. Calculate the distorted value.

V ¼ S=A ð3Þ

where V is a measurement (size) for one pixel in centimetre. This value is used as the
calibration value.

3.4 Extracting Pedestrian Parameters

Pedestrian parameters that will be extracted from the proposed method are the number
of pedestrians, and trajectory and the speed of pedestrian. The trajectory of pedestrian
shows a path that has been passed by the pedestrian. To get the trajectory of the
pedestrian, the x-coordinate and y-coordinate which are saved as movement vector is
used. These coordinates will be plotted into a graph and this graph will show the

S 

Fig. 4. Four markers in real image
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movement pattern of the pedestrian. Trajectories of the pedestrians plotted in a graph
will illustrate the movement pattern of that specific location.

Speed can be obtained from the distance in which the object has moved in pixel per
second. Distance is obtained from the movement of the object of interest from one
position to another position. The distance d is calculated using the following equation:

d ¼ pððx2 � x1Þ2 þðy2 � y1Þ2Þ ð4Þ

where the initial point is (x1, y1) and the final point is (x2, y2). The distance is cal-
culated for every frames of the video. Therefore, the initial point (x1, y1) is taken at the
start of the frame rate and the final point (x2, y2) is taken at the next frame. The distance
is the total distance of the pedestrian in the video.

Speed is recorded from an average of every second of the video in order to get more
accurate calculation. This is to avoid getting the movement result of a straight line from
the initial to final point as pedestrians might randomly move from one place to another.
Thus, the average speed for every second distance is deemed to be practical for more
accurate calculation of speed. The average speed is obtained as follows:

Average Speed ¼ Total Distanceð Þ= Total Timeð Þ ð5Þ

The total distance in Eq. 4 will be displayed in pixels. The time that will be used to
calculate the average speed can be extracted directly from the video duration in seconds
since the video is captured in real time. Therefore, the average speed is presented in
pixel per second. The average speed is then calibrated by the following equation:

r ¼ average speed xV ð6Þ

where V is the calibration value and r is a calibrated speed in centimetre (cm) per
second.

4 Experimental Results and Discussion

For the purpose of doing a testing on the proposed approach, we have captured several
videos which were taken from the top view using a single fixed camera. We have used
five different scenarios and they were captured at the same place. Table 1 shows the
results of the experiment which consists of the trajectories and number of detected
pedestrians for the five different scenarios.

The graphs in Table 1 show an accurate movement path of the pedestrian for all the
scenarios. In Scenario 4 and Scenario 5, the first pedestrian is indicated by blue color,
the second pedestrian by green color and the third pedestrian by red color. The tracking
can be said to be successful as the trajectory depicts the pedestrian movement in the
video as observed in manual observation. In addition, no overlapping or wrongly
assigned of object label are shown in the graph. The trajectory might give an erratic
result if the tracking method is not successful such as wrong tracking of object between

An Automated Image-Based Approach for Tracking Pedestrian Movements 285



the video frames. The resulting number of detected pedestrians is the exact number as
observed manually for both scenarios.

Table 2 shows the result of the actual speed of pedestrians, speeds in pixels per
second, and calibrated and uncalibrated speeds in centimeter per second (cm/s) for the
five different scenarios. As shown in the table, the calibrated speed and uncalibrated
speed for all scenarios show a different value. However, the calibrated speed (cm/sec) is
closer to the speed value from manual calculation compared to the uncalibrated speed.
The uncalibrated speeds give huge gap of speed measurement. It can be concluded that
the proposed image calibration method for the top-view video is an important aspect to
be added in the proposed approach in order to extract the pedestrian data. These small
differences recorded show that the calculation method used in setting the calibration
value is also reliable. The speeds recorded are acceptable and close to the real speed
measurement from manual observation.

Table 1. Results of the experiment (number of detected pedestrians and trajectory)
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5 Conclusion and Future Work

The proposed approach can be used to get the movement path and speed of the
pedestrians, and the numbers of pedestrians detected in a video footage based on the
top view in an automated manner and with less human effort. In all cases accurate or
exact results are obtained. However, for the speed, the result is very close to the actual
speed measurement. The steps involved in the proposed approach are implemented by
adapting or enhancing some existing methods and techniques in order to reduce and
minimize the constraints and limitations of automating the entire processes in the
proposed approach. Moreover, the implementation also provides analysis and visual-
ization of the results.

For future work, enhancement can be made to detection, tracking and image cal-
ibration techniques. Perhaps, it should be enhanced for dense crowds. Also, to ensure
the robustness of the system, a wider variety of videos and scenarios should be used for
testing and validation. Focus should also be on occlusion handling and placement of
the video camera.
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Abstract. Warehouse robots rely on navigation algorithm to maneuver in the
warehouse. One of the available navigation algorithm includes the use of vision
technology. Yet, the technology requires depth cameras to act as “eyes” of the
robot. It is known that cameras depend on lighting factor to operate. A sole
example includes failure of vision-powered warehouse robots in extreme
lighting conditions. Thus, this paper discusses the approach to enable warehouse
robot in in-tense lighting conditions with implementation of two vision tech-
nology. In this paper, two depth cameras that function on different technology
were used. The cameras chosen are stereoscopic camera and infrared based
time-of-flight camera. This paper first studies the lighting factor that affects the
performance of both cameras. Next, both camera were simulated in extreme
lighting condition. The results obtained are further analyzed and constructed into
a selective algorithm. This exploratory study is an important fundamental
contribution to complete robot functioning warehouse in future.

Keywords: Infrared based time-of-flight vision � Stereoscopic vision �
Warehouse robots

1 Introduction

Since year 2012, Amazon.inc propose the idea of using robots to manage their
warehouse [1]. With much effort, the technology finally rolled into practice in year
2014. In year 2017, China adopted warehouse robots in courier firms to manage the
parcels [2]. However, current warehouse robots can only operate in magnetic tapes,
RFID tags or ambient lighting environment [3]. Enhancing navigation system of robots
can surmount the restrictions of warehouse robots. This paper focus on navigation
using robotic vision as it is more elastic and expandable [4]. Embedding two different
vision systems to a warehouse robot can be the solution. The solution allows ware-
house robots to function at outdoor and indoor environment. In the experiment,
Microsoft Kinect v2 plays the role of infrared based vision system, while ZED from
Stereolabs represents stereoscopic vision system. Both devices were operated in intense
lighting condition. Based on [5], environment factors such as external radiation and
insufficient lighting will affect the quality of vision. This is due to the different principle
of operation of both depth cameras. The quality of vision obtained is recorded down
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during the simulation. A selective algorithm based on the logic system and pseudocode
is then developed. The algorithm can be applied in real-life scenario in future to
achieve a complete robot functioning warehouse.

In this paper, Sect. 2 presents the related works done on navigation system of
robots. The next section describes the simulation setup of the paper. Section 4 shows
the result and discussion of the experiment conducted. The paper ends with a con-
clusion on work done to prove the solution proposed is workable.

2 Related Works

There are many proposed ways to enable warehouse robots to navigate around. Prior to
topic of paper, this section will discuss navigation system based on vision. Early in year
2014, Zaki et al. proposed a hybrid navigation system that combines the perception
(ultrasonic sensors) and dead reckoning (encoder) system. They found both sensors
were complement to give a satisfactory navigation system of a mobile robot [6]. Even
so, the hybrid system poses tedious sensors setup on the body of robots. Figure 1
displays the prototype of sensors setup by Zaki et al.

Urcola et al. introduced laser scanner to obtain a visual map of the warehouse. At
outdoor, differential GPS is suggested for localization of robot. It provides position
estimation with only error of few centimeters [7]. Nevertheless, GPS wanes in cloudy
condition as the cloud blocked the signal transmission between robot and satellite.
Laser scanning is also an expensive technology to embed onto a robot for vision
purposes. Figure 2 shows the mapping route obtained from GPS system.

The work done by Akupati is same as Urcola et al., but Akupati embed one extra
module to the robot, which is IMU (Inertial Measurement Unit) sensor to find the
orientation of robot [8]. The IMU sensor is applied for calculating a way-point angle
base on the robot current position and the next destination to be reached by it. This
further enhance the noise created by GPS but can only be an extended version of work
done by Urcola et al.

Fig. 1. Sample setup of system proposed by Zaki et al. [6].
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In the literature, there is no work done to refine the vision system through the
hybrid of two different vision technology. Vision navigation is easy for maintenance
compare to GPS. It does not depend third party technology like satelite. Besides that,
the hybrid produces vision result compatible with laser rangefinder sensor. Thus, this
paper eliminates the use of expensive technology on a warehouse robot.

Vision system can be used in SLAM (Simultaneous Localization and Mapping)
algorithm. SLAM algorithm works with robotic vision to map the surrounding envi-
ronment [11]. Moreover, further work can combine SLAM with deep learning to realise
a complete fobot functioning warehouse. Hence, this study is critical fundamental study
for future warehouse.

3 Simulation Setup

Indoor and outdoor environment differs largely in lightning condition. While indoor
environment is filled with ambient lights all day long unless switched off by facility
department, outdoor environment is more dynamic in lightning condition where there
may be cloudy skies or strong sunlight in different timing of a day. Nevertheless, in terms
of obstacles, indoor environment poses more difficult pathway for robots to navigate
around as there is countless shelves positioned in the warehouse, while out-door envi-
ronment is usually empty with only several trucks parked in the loading bay.

The simulation progress with Kinect v2 and ZED camera tested under indoor and
outdoor environment. Both device will be operating simultaneously in research lab and
football field of our university, which resemble the indoor and outdoor environment of
the warehouse. The scene is chosen with care, where in the research lab there is several
shelves filled with items to duplicate a likely vision obtained in warehouse. In the other
hand, football field is chosen due to its broadness and openness, thus the only factor
that affects the lightning condition will be by nature itself.

The design of model is to choose both depth cameras that complement each other.
In the case of ZED, it provides longer range of sight than Kinect v2. The accuracy of
measurement in depth is the reason for choosing Kinect v2. Both camera complement
each other in terms of range and measurement.

Research shows that Infrared based vision system does not function well under the
influenced of external radiation such as sunlight [5], while stereoscopic vision with two
cameras relies heavily on the lightning condition of the situation. Thus, to test the
capacity of both vision technology, the devices were being operated in different con-
ditions as specified Table 1.

Fig. 2. Example of GPS mapping system [7].
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In the simulation, corresponding depth viewing software from both Self Devel-
oping Kit (SDK) is used due to the different calculating algorithm both device derive
from the raw data obtained to produce the final vision. For Kinect v2, Kinect Fusion
Explorer is used while ZED camera uses ZEDfu. Kinect v2 measures the time-of-flight
of Infrared pulses to determine the depth of corresponding points for the creation of
point cloud data [9]. In the case of ZED camera, triangulation method is used to
calculate corresponding depth of pixels acquire from the video stream from both sides
of camera to build a depth map [12]. As this is an exploratory study, obstacle avoidance
algorithm is not considered where this paper only discusses the usage of different vision
system in different condition.

4 Result and Discussion

Comparison of result in Table 2 shows the difference of image obtained from Kinect v2
and ZED camera. The final image acquired from Kinect v2 is preserved notably, as it
greatly resembles the scene in real-life. The details on items is not blurred, for example,

Table 1. Condition of the environment being tested.

Outdoor Indoor

Strong sunlight √

Ambient light √

No light √ (insufficient light)

Table 2. Result of simulation.
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the words printed on the box in indoor environment can be read without much difficulty
from the results obtained fromKinect v2. The outline of the object geometry is also sharp,
where the edges of the box and shelves can be observed clearly from the results obtained.
Nevertheless, the overhead of such precision is the noise delivered from Kinect v2, as
shown in outdoor results with flying point clouds hovering above the boxes. Besides, the
quality of vision wanes drastically when Kinect v2 is tested in outdoor environment.
Thus, heavy computation is needed to maintain the quality of robotic vision.

ZED camera holds the constant vision quality over indoor and outdoor environ-
ment, except that it cannot function in the dark as it relies heavily on light to operate.
Comparison of results shows that the quality of vision of ZED is better than Kinect v2
when they were operated in outdoor environment with strong sunlight. From the
images obtained the field of view of ZED camera is large to capture more objects of the
scene, which means earlier detection of obstacle is possible with ZED camera. Despite
having larger range of vision, the accuracy of object geometry obtained from ZED
camera is rather poor. The sets of results obtained in the test shows discrepancy on
shape of object, where the outline of the object is crooked and blurred with no dis-
tinction between edges. Thus, vision priority must be given to the Infrared based
time-of-flight system, as accuracy is important to prevent miscalculation of route.

The simulation concludes that the accuracy of obtaining precision of measurements
by Infrared based time-of-flight system can be designed to govern the robot in indoor
environment, whereas long range of stereoscopic vision system that gives high definition
vision in even strong lightning condition can be used in outdoor environment. The next
step will be designing logic gates and pseudocode for the operation of warehouse robots.

To inform warehouse robot about the existence of specific limiting factors on both
vision system, light sensor and ultraviolet sensor can be embedded on the robot to show
the presence of sufficient light and sunlight. Table 3 shows the conditions and resulting
vision technology to be used. 1 in light sensor signifies that sufficient lightning is
detected and vice versa in the case of 0. In the row of ultraviolet sensor 1 stands for the
existence of sunlight in the environment while 0 for none. With the result obtained in
the row of Kinect and ZED, 1 means active system while 0 means inactive.

The result from Table 3 is further summarized into logic gates as below.

K ¼ !U ð1Þ

Z = LVU ð2Þ

where

Table 3. Condition to use corresponding vision technology.

Light sensor 1 1 0 0
Ultraviolet sensor 1 0 1 0
Kinect 0 1 0 1
ZED 1 1 1 1
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K = Kinect v2,
Z = ZED camera,
U = Ultraviolet Sensor,
L = Light sensor

The pseudocode generated is the selective algorithm to be embedded to the
ware-house robot. The pseudocode first checks the presence of sunlight through
ultraviolet sensor installed on the robot. Next, the obtained value from ultraviolet
sensor is being processed by the logic gate developed as above and stored in variable
K. While the value of K is 1, the robot will activate the Infrared based time-of-flight
vision system to navigate around. During active time, the robot will have to check for
the condition if fulfils the arguments of logic gates. If no, another vision system will be
selected. This step will keep looping until the robot is inactive.

5 Conclusion

In summary, this paper explores the capability of Infrared based time-of-flight vision
and stereoscopic vision in robots. Both vision system was tested in various environ-
ment and condition and results were obtained from the simulation to create a workable
selective algorithm. The algorithm will be applying on robots so that decision can be
made to use suitable vision system to obtain the best quality of vision for SLAM
algorithm. In future work, a complement algorithm can be developed to enable
warehouse robots to acquire the pro side of corresponding vision technology in dif-
ferent environment and condition.
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Abstract. Travellers usually look for two kinds of information when they are
planning a trip to a new destination: the points of interest (POI) and the inter-
esting travel sequences given the POI in the destination. In recent years, due to
the spread of the photo-taking gadgets with the global positioning system
(GPS) functionality and the act of the travellers sharing and contributing photos
on websites, such as Flickr and Panoramio, there are plenty of geotagged photos
available on the Web. Through assembling diverse sets of geotagged photos
shared by the travellers from the Web, the POI and the travel sequences given
the POI in a destination can be mined if the travellers visit several POI in a day
and take photos at each of the visited POI. In this paper, a web-based travel
route recommendation system, namely Travel Route Recommendation System
(TRRS), is presented. The purpose of this system is to generate and recommend
travel route to the travellers who are visiting a destination for the first time and
only for one day based on geotagged photo metadata.

Keywords: Travel route recommendation � Geotagged photo metadata � Travel
pattern generation � Point of interest

1 Introduction

Planning a trip is very time-consuming. There are four main steps to plan a multi-day
trip: choosing a destination, making travel arrangements, finding accommodations, and
planning activities. However, there are only two main steps to plan a one-day trip:
choose a destination and planning activities. Choosing a destination perhaps is the
easiest step among the steps to plan a trip because it highly depends on the traveller’s
budget for the trip. By the time a destination has been chosen, the next step would be
planning activities for the trip, which is also the most daunting task for most of the
travellers. The traveller would need to compile a list of sights to see and activities to do
in the destination that they are travelling to by reading printed or online travel guides.
After that, the traveller would need to prioritise the sights to see, as well as the activities
to do, and then followed by plan the trip accordingly with the prioritised sights and
activities while taking the visit durations for each sight or activity and the travel time
between sights and activities into consideration. In short, travellers usually look for two
kinds of information when they are planning a trip to a new destination: the points of
interest (POI) and the interesting travel sequences given the POI in the destination.
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In recent years, due to the spread of the photo-taking gadgets with the global
positioning system (GPS) functionality and the act of the travellers sharing and con-
tributing photos on websites, such as Flickr and Panoramio, there are plenty of geo-
tagged photos available on the Web [5]. Through assembling diverse sets of geotagged
photos shared by the travellers from the Web, the POI and the travel sequences given
the POI in a destination can be mined if the travellers visit several POI in a day and take
photos at each of the visited POI [6]. Therefore, many works [4–9] have been proposed
by the researchers to build a travel route recommendation system based on the geo-
tagged photos on the Web.

In this paper, a web-based travel route recommendation system, namely Travel
Route Recommendation System (TRRS), is presented. The purpose of this system is to
generate and recommend travel route to the travellers who are visiting a destination for
the first time and only for one day based on geotagged photo metadata in five steps
after a destination is selected. Firstly, a set of geotagged photos are clustered based on
the coordinates of the photos. Secondly, a list of POI of a destination will detect from
the geotagged photo clusters. Thirdly, a list of travel sequences will create from the
geotagged photo metadata. Fourthly, a list of frequent travel patterns will extract from
the created travel sequences. Lastly, a travel route will create from the extracted fre-
quent travel patterns and detected POI.

The rest of this paper is organised as follows. Section 2 discusses the related work.
Section 3 describes the methodology used to develop the system. Section 4 describes
the implementation and experiment conducted on the system. Section 5 discusses the
results obtained in the experiment. Section 6 concludes this paper.

2 Related Work

In recent years, the researchers have implemented various methods in their presented
travel route recommendation systems. However, all the presented systems have only
one purpose: recommend travel routes to travellers based on geotagged photo metadata.

Prior to recommending travel route of a destination based on geotagged photo
metadata, firstly the POI in the destination need to be detected from geotagged photos.
Detecting POI from geotagged photos can be considered a clustering problem of
identifying POI that are often captured as photos in a destination. Clustering algorithms
such as density-based spatial clustering of applications with noise (DBSCAN) [2] and
mean shift [1] algorithms have been used in many works to cluster the photos of POI
using the associated GPS coordinates in order to detect POI from the photos.

DBSCAN algorithm has been used in many works such as the works in [5, 7],
whereas mean shift algorithm has been used in many works such as the works in [4, 9].
According to the authors of [9], there are several criteria should be satisfied during the
clustering. Firstly, all the neighbouring points should be grouped together. Secondly,
the clustering should be capable of accommodating arbitrary shapes. Lastly, the
parameters for the clustering should be established according to the system scenario.

On the other hand, researchers for their systems to recommend travel routes to
travellers often use two methods. The first method would be frequent travel pattern
ranking, in which the frequent travel patterns will be extracted from geotagged photos,
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followed by ranking of the patterns, and finally recommend travel routes to travellers.
The second method would be usage of Markov model, in which the frequent travel
patterns will be extracted from geotagged photos, followed by modelling of the pat-
terns, and finally recommend travel routes to travellers.

Based on the works in [5, 9], after the clustering of the geotagged photos taken in a
destination is completed, the travel sequences based on the visiting sequence of the POI
will then be created. The prefix-projected sequential pattern mining (PrefixSpan)
algorithm [3], which is often used in mining frequent sequential patterns from a set of
sequences, will be used to extract the frequent travel patterns from the created travel
sequences. In other words, the algorithm will be used to extract all the travel patterns in
which the frequency of each travel pattern is equal to or greater than the minimum
support threshold. The number of travel sequences containing a travel pattern defines
the frequency of the pattern.

After the frequent travel patterns are extracted from the travel sequences using the
algorithm, the patterns will then be ranked by their frequencies. In this case, the authors
of [5] did not propose any algorithms on frequent travel pattern ranking. On the other
hand, according to the authors of [9], although the important POI might already have
been covered by the top frequent travel patterns, the patterns are not informative
because travellers pay more attention to the sequence of the POI. Therefore, they
proposed a ranking algorithm, based on the assumptions they made about the rela-
tionship among users, locations, and travel sequences in geotagged photos.

Furthermore, Markov model is a probabilistic model that is often used in handling
sequential information. Thus, the model has been used in many works such as the
works in [4, 7, 8] to mine travel patterns from geotagged photos, followed by rec-
ommendations of travel route to travellers. The authors of [4] combined Markov model
with topic model to build a model that can be used to predict the next POI based on the
current location as well as the interest of the user. The authors of [7] used Markov chain
to mine travel patterns from geotagged photos, followed by recommendations of travel
route to travellers based on the country of origin of the traveller with the assumption
that travellers from different countries tend to have different travel preferences. The
authors of [8] generated a model from Markov model, in which the model can be used
to recommend travel routes to travellers by taking the season as well as the time of the
day into account.

3 Methodology

3.1 Filtering Geotagged Photos Based on Metadata of the Photos

The availability of proper geotagged photo datasets is relatively limited on the Internet.
For example, a geotagged photo dataset, which is supposed to contain the metadata of
geotagged photos taken in Barcelona, might contain some metadata of geotagged
photos taken in London. Therefore, the filtering of geotagged photos based on the
photo metadata is needed for the situation. In this case, a photo metadata consists of
four attributes, which are the ID of the photo, ID of the user who captured the photo,
latitude, longitude, and date taken of the photo. To facilitate the filtering of geotagged
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photos taken in a destination, firstly a bounding box is defined for the destination. Each
bounding box contains the minimum latitude, minimum longitude, maximum latitude,
and maximum longitude, which is represented by min_lat, min_lon, max_lat, and
max_lon respectively. After that, for each photo coordinate which consists of a latitude
and a longitude. If the latitude is lesser than or equal to max_lat and greater than or
equal to min_lat, whereas the longitude is lesser than or equal to max_lon and greater
than or equal to min_lon, the photo is said to have been taken in the destination. The
metadata of the photo will then be used for travel route recommendation.

3.2 Clustering Geotagged Photos for POI Detection

DBSCAN algorithm is used to cluster geotagged photos based on the coordinates of the
photos. This algorithm requires three parameters: a set of points, the radius, and the
minimum number of points to form a cluster. Firstly, a cluster is created for grouping
all noise points, and a list is created for grouping all visited points. Then, for each point
in the set of points, if the point is not in the list for visited points, it will be added to the
list and used to find all neighbouring points within the given radius to form a cluster.
After that, if the number of neighbouring points is less than the minimum number of
points to form a cluster, the visited point will add to the cluster for noise points,
whereas if the number of neighbouring points is equal to or more than the minimum
number of points to form a radius, a new cluster will be created. The visited point, its
neighbouring points, the new cluster, the radius, and the minimum number of points to
form a cluster will use to expand the cluster by finding more neighbouring points and
finally form a cluster.

After all geotagged photos are clustered based on the coordinates of the photos, the
coordinates of each cluster centroid will be identified. In this case, the centroid of each
geotagged photo cluster is a POI in a destination, and thus a list of coordinates will
create from the clusters. The list of coordinates will be retrieve the information about
the POI from Google Places API Web Service.

3.3 Creating Travel Route from Geotagged Photo Metadata

There are three steps to create travel route from geotagged photo metadata. First, create
travel sequences from geotagged photo metadata. Second, extract frequent travel pat-
terns from the created travel sequences. Last, create travel route from the extracted
frequent travel patterns and detected POI.

Prior to creating travel sequences from the geotagged photo metadata, all photos
taken by the same user need to be grouped together. After the grouping of the photos is
done, all users’ photos will be sorted by date taken in order to create the travel
sequences of all users. During the creation of travel sequences, if the user took more
than one photo, the photo coordinates will be extracted from the photo metadata to
form an ordered list of photo coordinates. In this case, the ordered list of coordinates of
the photos taken by the user is the travel sequence of the user in a destination.
However, some duplicate coordinates are found in the created travel sequence, and thus
the removal of duplicate coordinates is needed for this situation.
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PrefixSpan algorithm is used to extract frequent travel patterns from the created
travel sequences. To facilitate the extraction of frequent travel patterns, a
sequence-match matrix is created from a list of travel sequences. For example, given
five travel sequences, the matrix will be [(0, 0), (1, 0), (2, 0), (3, 0), (4, 0)], in which
each element in a sequence-match matrix consists of the index of each sequence and a
starting index of zero. On the other hand, this algorithm requires three parameters:
sequence pattern, minimum support threshold, and sequence-match matrix. In this case,
the length of a sequence-match matrix is the frequency of a sequential pattern. Firstly,
for each element in the matrix, the system will find the sequence based on the sequence
index from the matrix element. Then, for each index in the range between the starting
index from the matrix element and the length of the sequence, the sequence object and
an empty list will add to a dictionary as key and value respectively based on the index.
If the list for matrix elements is empty or if the sequence index in the last element of the
list is not equal to the current sequence index, the matrix element that consists of the
current sequence index and index + 1 will be appended to the list. After that, for each
set of a sequence object and its frequency, if the frequency of the sequence object is
greater than or equal to the minimum support threshold, a new pattern will be create by
adding the sequence object to the previous pattern. Finally, the algorithm will execute
again with the new pattern, same minimum support threshold, and frequency of the
sequence object as parameters.

Prior to creating a travel route, firstly the extracted frequent travel patterns are
sorted by the frequency, followed by the length. Then, the first pattern in the sorted list
is identified as the travel route. However, most of the coordinates in the travel route are
not the exact coordinates of a POI of the destination. Therefore, the distance between
the coordinate in the travel route and the coordinate of each detected POI is calculated
in order to identify the nearest POI to the coordinate in the travel route. After the
nearest POI to the coordinate in the travel route is identified, the information about the
nearest POI will be retrieved and displayed along with the travel route on the map
embedded on the system.

Definition 1 (Travel Sequence). The sequence of POI visited by a traveller. For
example, the travel sequence of a traveller in Kuala Lumpur is Merdeka Square –

Petronas Twin Towers – KL Tower – Chinatown.

Definition 2 (Frequent Travel Pattern). The sequence of POI that are often visited
by travellers. For example, the frequent travel pattern of the travellers in Kuala Lumpur
is Petronas Twin Towers – KL Tower given three travel sequences as follows.

• Petronas Twin Towers – KL Tower – Merdeka Square – KL Bird Park
• Batu Caves – Petronas Twin Towers – KL Tower – Merdeka Square
• Merdeka Square – Petronas Twin Towers – KL Tower – Chinatown.

4 Implementation

There is a total of six functionalities of TRRS which are stated as follows.
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• Select destination to get travel route recommendation
• Cluster geotagged photos based on coordinates of the photos
• Detect POI from geotagged photo clusters
• Create travel sequences from geotagged photo metadata
• Extract frequent travel patterns from travel sequences
• Create travel route from frequent travel patterns and detected POI.

The above functionalities are developed in Python programming language, whereas
the user interface of the system is developed in JavaScript programming language.

4.1 Software and API Used

Sublime Text, Mapbox API, and Google Places API Web Service are used to develop
the front-end of TRRS. On the other hand, Anaconda and Spyder1 are used to develop
the back-end of TRRS.

The purposes of the above software and API are described in the following Table 1.

4.2 Select Destination to Get Travel Route Recommendation

The destination drop-down list in TRRS currently only offers six destinations, which
are Barcelona, Berlin, London, Paris, Rome, and Kuala Lumpur.

Upon selecting a destination from the drop-down list, the dataset containing 1000
metadata of geotagged photos taken in the destination will be loaded to the system for
generating travel route recommendation. Each geotagged photo metadata usually
consists of the ID of the photo, ID of the user who captured the photo, latitude,
longitude, and date taken of the photo.

4.3 Cluster Geotagged Photos Based on Coordinates of the Photos

All geotagged photos will be clustered based on the coordinates of the photos using
DBSCAN algorithm.

Table 1. Purposes of the software and API used

Software/API Purpose

Sublime Text A source code editor for developing the user interface of the system
Mapbox API A mapping API for developing the map embedded on the system
Google Places API
Web Service

A web service for retrieving the information about the POI of a
destination

Anaconda A Python distribution for data processing and algorithm
implementation

Spyder A Python integrated development environment (IDE) for
developing the functionalities of the system

1 Upon installation, Anaconda comes with Spyder, as well as the latest version of Python.
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Prior to clustering the geotagged photos using the algorithm, three parameters are
required, which are a set of points, the radius, and the minimum number of points to
form a cluster. In this case, a list of geotagged photo coordinates is provided to the first
parameter, while the second and third parameters are set to 0.0015 and 15 respectively.

4.4 Detect POI from Geotagged Photo Clusters

After the clustering of the geotagged photos, a list of POI will be detected from the
geotagged photo clusters. Firstly, the centroids of the clusters will be identified, and the
coordinates of the centroids will be used to search nearby POI using the function for
nearby search from Google Places API Web Service with search radius of 100 m.
Then, the nearest POI to the coordinates of the centroids will be identified, and all the
place ID of the nearest POI will be used to retrieve the information, which are the
name, type, address, opening hours, phone number, website, and coordinates of the
POI, as well as the photos of the POI from Google Places API Web Service. Finally, all
the POI detected from the clusters will be displayed on the map embedded on the
system.

4.5 Create Travel Sequences from Geotagged Photo Metadata

A list of travel sequences will be created from the geotagged photo metadata. Firstly,
all geotagged photos taken by the same user will be grouped. Then, the geotagged
photos will be sorted by the date taken of the photos. After that, the coordinates of the
geotagged photos will be extracted to create the travel sequence of the user. Further-
more, the duplicate coordinates will be removed from the travel sequence. Finally, the
travel sequence will be displayed on the map embedded on the system.

4.6 Extract Frequent Travel Patterns from Travel Sequences

A list of frequent travel patterns will be extracted from the created travel sequences
using PrefixSpan algorithm.

Prior to extracting frequent travel patterns from travel sequences using the algo-
rithm, two parameters are required, which are a sequence database and the minimum
support threshold. In this case, a list of travel sequences is provided to the first
parameter, while the second parameter is set to 2.

4.7 Create Travel Route from Frequent Travel Patterns and Detected
POI

A travel route will be created from the extracted frequent travel patterns and detected
POI. Firstly, the extracted frequent travel patterns will be sorted by the frequency,
followed by the length of the patterns. Then, the first pattern in the sorted list will be the
travel route for the selected destination. After that, the coordinates in the travel route
will be used to identify POI from the list of detected POI. Finally, the travel route will
be displayed along with the POI on the map embedded on the system.
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5 Experiments and Results

As mentioned earlier, there are five steps to generate travel route recommendation,
which are the clustering of geotagged photos based on coordinates, detection of POI
from geotagged photo clusters, creation of travel sequences from geotagged photo
metadata, extraction of frequent travel patterns from created travel sequences, and
creation of travel route from extracted frequent travel patterns and detected POI.

The experiment and result obtained in each step for each destination will be
described as follows.

5.1 Cluster Geotagged Photos Based on Coordinates of the Photos

Based on Table 2, there are, averagely, 24 geotagged photo clusters that are created
from the dataset of each destination. The total geotagged photo clusters for each
destination are shown in the following Table 2.

5.2 Detect POI from Geotagged Photo Clusters

Based on Table 3, the POI in each destination are able to be detected from most of the
geotagged photo clusters which are created from geotagged photo datasets. The total
POI detected from geotagged photo clusters for each destination are shown in the
following Table 3.

Table 2. Total geotagged photo clusters for each destination

Destination Total geotagged photo clusters

Barcelona 24
Berlin 30
London 22
Paris 25
Rome 26
Kuala Lumpur 14

Table 3. Total POI detected from geotagged photo clusters for each destination

Destination Total POI detected from geotagged photo clusters

Barcelona 24
Berlin 29
London 23
Paris 25
Rome 27
Kuala Lumpur 14
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5.3 Create Travel Sequences from Geotagged Photo Metadata

Based on Table 4, there are, averagely, 89 travel sequences that are created from the
metadata of geotagged photos taken in each destination. The total travel sequences for
each destination are shown in the following Table 4.

5.4 Extract Frequent Travel Patterns from Travel Sequences

Based on Table 5, there are, averagely, 28 frequent travel patterns that are extracted
from the travel sequences of the travellers in each destination. The total frequent travel
patterns for each destination are shown in the following Table 5.

5.5 Create Travel Route from Frequent Travel Patterns and Detected
POI

Basically, the travel route of a destination is created by ranking the frequent travel
patterns according to the frequency followed by the length of the patterns, and then
identifying the POI in the travel route. The travel pattern with the highest frequency or
most number of POI coordinates will be the recommended travel route for the
destination.

Based on Table 6, although all the travel patterns in London has the same fre-
quency, the first travel pattern has the most number of POI coordinates, which is six,
among the patterns. Therefore, the travel pattern will be the recommended travel route
for London with a total of six POI (see Fig. 1).

Table 4. Total travel sequences for each destination

Destination Total travel sequences

Barcelona 89
Berlin 92
London 87
Paris 86
Rome 98
Kuala Lumpur 84

Table 5. Total frequent travel patterns for each destination

Destination Total frequent travel patterns

Barcelona 72
Berlin 26
London 21
Paris 22
Rome 9
Kuala Lumpur 17
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In addition, based on Table 7, there are, averagely, five POI in a travel route for
one-day trip to each destination. The total POI in the travel route for each destination
are shown in the following Table 7.

5.6 Summary of Experiments and Results

Overall, the travel route of each destination is successfully generated by the system in
five steps based on the metadata of geotagged photos taken in each destination.

Table 6. Ranked frequent travel patterns in London

Travel pattern Frequency

(51.51189, −0.13373), (51.50399, −0.118073), (51.503732, −0.128724),
(51.513821, −0.101679), (51.481886, −0.007177), (51.505875, −0.076202)

2

(51.496413, −0.138838), (51.505355, −0.075803), (51.504992, −0.085905),
(51.511624, −0.135455), (51.506207, −0.074718)

2

(51.496413, −0.138838), (51.505355, −0.075803), (51.504992, −0.085905),
(51.511624, −0.135455), (51.505389, −0.154672)

2

Fig. 1. Recommended travel route for London with six POI

Table 7. Total POI in the travel route for each destination

Destination Total POI in the travel route

Barcelona 4
Berlin 6
London 6
Paris 5
Rome 5
Kuala Lumpur 6
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The first step – cluster geotagged photos based on coordinates of the photos –

returned, averagely, 24 geotagged photo clusters for all destinations.
In the second step – detect POI from geotagged photo clusters, the POI are able to

be detected for all destinations from most of the geotagged photo clusters.
The third step – create travel sequences from geotagged photo metadata – returned,

averagely, 89 travel sequences for all destinations.
The fourth step – extract frequent travel patterns from travel sequences – returned,

averagely, 28 frequent travel patterns for all destinations.
The last step – create travel route from frequent travel patterns and detected POI –

returned, averagely, five POI in the travel routes for all destinations.

6 Conclusion and Future Work

Although all the features of TRRS are working as intended, the detection of POI relies
heavily on the centroid of the clusters because restaurants, bars and hotels may be
detected from the cluster centroids. In addition, the detection of POI from geotagged
photo clusters may be time-consuming because the information of all detected POI
need to be retrieved upon sending requests from the system to Google Places API Web
Service and then followed by returning results from Google Places API Web Service to
the system. Furthermore, the photos of all detected POI to be used in creating markers
on the map and displaying in the popup need to be retrieved separately from Google
Places API Web Service, and thus the detection of POI may be prolonged.

The travel route created from extracted frequent travel patterns and detected POI is
currently displayed on the map with a few numbered markers. In other words, the
marker which is labelled as 1 is the first POI that people normally visit when travelling
in the destination. The travel route could be displayed on the map with not only a few
numbered markers, but also lines to connect all markers from the first marker to the last
marker to create a sequence of markers on the map. In addition, the distance between
the markers and estimated travelling time taken from one point to another could be
calculated and displayed above the line connecting the markers. By manoeuvring the
mouse over the line, users can improvise their itinerary in terms of transportations
arrangement and time spent at each place.

References

1. Cheng, Y.: Mean shift, mode seeking, and clustering. IEEE Trans. Pattern Anal. Mach. Intell.
17(8), 790–799 (1995)

2. Ester, M., Kriegel, H.P., Sander, J., Xu, X.: A density-based algorithm for discovering
clusters in large spatial databases with noise. In: 2nd International Conference on Knowledge
Discovery and Data Mining, Portland, Oregon, USA, pp. 226–231. AAAI (1996)

3. Pei, J., Han, J., Mortazavi-Asl, B., Pinto, H., Chen, Q., Dayal, U., Hsu, M.C.: PrefixSpan:
mining sequential patterns efficiently by prefix-projected pattern growth. In: 17th International
Conference on Data Engineering, Heidelberg, Germany, pp. 215–224. IEEE (2001)

Travel Route Recommendation Based on Geotagged Photo Metadata 307



4. Kurashima, T., Iwata, T., Irie, G., Fujimura, K.: Travel route recommendation using geotags
in photo sharing sites. In: 19th ACM International Conference on Information and Knowledge
Management, Toronto, ON, Canada, pp. 579–588. ACM (2010)

5. Majid, A., Chen, L., Mirza, H.T., Hussain, I., Chen, G.: A system for mining interesting
tourist locations and travel sequences from public geo-tagged photos. Data Knowl. Eng. 95,
66–86 (2015)

6. Okuyama, K., Yanai, K.: A travel planning system based on travel trajectories extracted from
a large number of geotagged photos on the web. In: The Era of Interactive Media, pp. 657–
670 (2013)

7. Vu, H.Q., Li, G., Law, R., Ye, B.H.: Exploring the travel behaviors of inbound tourists to
Hong Kong using geotagged photos. Tour. Manag. 46, 222–232 (2015)

8. Yamasaki, T., Gallagher, A., Chen, T.: Personalized intra-and inter-destination travel
recommendation using large-scale geotags. In: 2nd ACM International Workshop on
Geotagging and its Applications in Multimedia, Barcelona, Spain, pp. 25–30. ACM (2013)

9. Yin, Z., Cao, L., Han, J., Luo, J., Huang, T.S.: Diversified trajectory pattern ranking in
geo-tagged social media. In: 2011 SIAM International Conference on Data Mining, Mesa,
Arizona, USA, pp. 980–991. SIAM (2011)

308 C.M. Lee and J. Joshua Thomas



Predicting Traffic Flow Based on Average
Speed of Neighbouring Road Using Multiple

Regression

Bagus Priambodo1,2(&) and Azlina Ahmad1

1 Institute of Visual Informatics, Universiti Kebangsaan Malaysia,
Bangi, Malaysia

bagus.priambodo@mercubuana.ac.id,

azlinaivi@ukm.edu.my
2 Information System, Universitas Mercu Buana, Jakarta, Indonesia

Abstract. The prediction of traffic flow is a challenge. There are many factors
that can affect traffic flow. One of the factors is an inter path relationship
between neighbouring roads. For example, an individual incidents (such as
accidents) may cause ripple effects (a cascading failure) which then spreads and
creates a sustained traffic jam the neighbouring area. To know the relationship
between road segments we propose multiple regression method to predict the
traffic based on the nearby surrounding roads. The prediction factor is chosen
from a high-relation road with the path to be searched. To know the relationship
between roads we calculate their correlation among neighbouring roads. The
results are then displayed on the map for further observation. From this study,
we demonstrate that multiple regression method can be used to predict impact of
speed of vehicles on neighbouring roads on traffic flows.

Keywords: Traffic flow prediction � Multiple regressions � Traffic flow
propagation

1 Introduction

Traffic congestion is a condition in which road users exceed the capability of the road.
Characteristic features of road congestion are slow speed, longer travel time, and the
length of the queue of cars on the road. During past few years, numerous algorithms for
traffic flow prediction have been proposed to predict traffic flow. One interesting
research is about impact of road flow of neighbouring road. Previous research in analysis
of traffic flow shows when there is a traffic jam or slow speed situation on a road, it will
impact other roads [2, 3, 15]. This finding is important for road users as they can avoid
impacted roads with slow traffic or traffic jam by providing alternative roads.

2 Related Work

Time series models are widely used to predict traffic flow and traffic congestion. Time
series predictions are based on historical data on the same road location. The Arima
method [1, 7, 16] is often used for time series prediction. The seasonal Arima model
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shows high performance in traffic flow forecasting [1], performance improvement using
Arima method can also be done with addition of day classification [7]. In addition to
Arima and regression [6], neural networks are also commonly used for traffic flow
prediction [10] and traffic congestion based on time series, among others: [5] using
linear fuzzy for short time prediction on toll roads to design a number of sensors on the
highway, [8] based on the similarity of space and time. Considering many factors that
can affect the flow of traffic than many traffic flow predictions is done using multi-
variate methods. Among them are predicting the traffic road safety level based on the
licensed drivers, factor, Gross Domestic Product and accident using multilevel
regression and predicting traffic [12] based on weather data using neural networks [11].
Short time prediction use neural networks based on speed data from various vehicles,
days, and traffic density.

Aside from predictions using both linear and nonlinear methods, there are also
other methods used to predict traffic flow. The road congestion prediction is based on
the slices of the crossroads using the BML model [9]. Traffic prediction is based on
similarity of traffic congestion pattern [13] but the result is not satisfactory.

In predicting traffic flow and traffic congestion on a road, many factors are involved
which include previous data, [16] vehicle speed [11], weather [12], and accidents [3].
Another factor that affects traffic congestion on a road is congestion at neighbouring
road. Previous research in this aspect of road congestion are the inter-road relationship
extracted using of the 3D Markov model [2], visualizing and highlighting impact traffic
seen as affecting adjacent roads [3], the visualization of traffic jam which reflects the
spread of traffic flow [15], the detection of traffic jam based on the slices between the
intersections which indicates an inter path relationship [9] and mining congestion
between road segments [14].

3 Problem

Many factors influence traffic flow. Factors such as history [16], vehicle speeds [11],
weathers [12], accidents [3], and special days or events can be used to predict traffic
flows. In addition to the factors we have mentioned, the congestion level factor on
neighbouring roads greatly affects road congestion. Previous research which involves
extracting inter-road relationship [2], visualizing traffic accident impact with high lights
[3], spreading of traffic flow when visualizing traffic jam [15], detection of traffic
congestion based on intersection [9], and mining congestion between road links [14],
have assumed that in the traffic flow there is a relationship between neighbouring roads.

The strong relationship between one road and the other roads around it makes the
road a strong candidate for factor input in predicting speed on the road. This type of
prediction can help in predicting road speed on roads that have damaged sensor or
missing data. The surrounding road traffic can be used as a tool to predict traffic flow
propagation. As we can see in Fig. 1, road 158324 is influenced by the road that
surrounds it. If there is traffic jam or road congestion on the neighbouring road it will
affect the average speed on the road 158324.
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4 Methodology

Our research methodology is described as follows:

1. Data set.
2. Determining relationship between road segments using correlation method between

road segments among neighbouring roads.
3. Predicting the speed using multiple regression method.

4.1 Data Set

Our data set is taken from IoT traffic sensor in Aarhus, Denmark [17, 18]. The total
number of IoT sensors are 449 sensors as we can see in Fig. 2.

Fig. 1. Road 158324 and its neighbouring road.

Fig. 2. Map of 449 Iot traffic sensors in city of Aarhus, Denmark.
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An example sensors in A location, sensor name is 190100. This sensor are placed
from Nørreport 93 Aarhus, Denmark to Spanien 63 Aarhus, Denmark, the distance
between points is 1490 meters. In this experiment we only use average speed as
representation of traffic flow, and timestamp data. Specific details of this sensor are
described in Tables 1 and 2.

4.2 Determining Relationship Between Road Segments Among
Neighbouring Roads

To predict average speed using neighbouring road, we need to find the highest cor-
relation among all roads in neighbouring roads. We consider a neighboring road is a
road that has a distance approximately four kilometers from the road location. We
calculate correlation among all neighbouring roads using formula (1).

Corxy ¼
R
n

i¼1
ðxi � �xÞ � ðyi � �yÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

R
n

i¼1
ðxi � �xÞ2 � R

n

i¼1
ðyi � �yÞ2

r ð1Þ

Table 1. Example traffic data taken from sensor 190100.

Duration
from

Duration to Start point End point Cross
observation
point data

2014-10-01
01:45:00

2014-11-13
10:40:00

City: Aarhus
Street: Nørreport 93
Postal Code: 8000
Coordinates (lat, long):
56.161017815103236,
10.21197608217426

City: Aarhus
Street: Spanien 63
Postal Code: 8000
Coordinates (lat, long):
56.14892750591274,
10.209599775463175

Distance
between two
points in
meters: 1490
Duration of
measurements in
seconds: 202
NDT in
KMH: 27
EXT ID: 359
Road type:
MAJOR_ROAD

Table 2. Example traffic data taken from sensor 190100.

Status avg
Measured
Time

avg
Speed

Ext
ID

median
Measured
Time

TIMES
TAMP

Vehicle
count

_id REPORT_ID

OK 376 14 1051 376 2014-08-01T08:30:00 4 20749724 190100

OK 225 23 1051 225 2014-08-01T08:40:00 3 20750622 190100
OK 285 18 1051 285 2014-08-01T08:50:00 2 20751520 190100
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We calculate correlation of all neighbouring roads based on the median value of
average speed at 11.00 am to 13.00 pm from 01-08-2014 until 28-09-2014. We choose
11:00 am to 13:00 pm because at the time vehicles are always passing through the
sensor or vehicle count > 0. In this paper, we only discuss the results of two roads
which is road 158324 and road 158744. The neighbouring road of correlation of road
158324 is shown in Fig. 3 and the result of correlation of road 158324 is described in
Table 3. The neighbouring road of correlation of correlation of road 158744 is shown
in Fig. 4 and the results of correlation of road 158744 is described in Table 4.

4.3 Predicting the Speed Using Multiple Regression Method

First, we predict average speed on road 158324. We choose the road that has corre-
lation values > 6, obtained nine roads to become independent variables. Nine inde-
pendent variables are road 158624, road 158386, road 158595, road 158415, road
158475, road 158446, road 158536, road 158355 and road 171969. One dependent
variable is road 158324 (Y). The data was taken from 01-08-2014 to 28-09-2014
15:00 pm. We obtained the coefficients of multiple regressions as follow:

Fig. 3. Neighbouring road 158324 and correlation results.

Table 3. Correlation result of road 158324.

Roads Correlation results Distance (km)

158624 0.789 1.104
158386 0.770 1.867
158595 0.757 2.197
158415 0.715 0.975
158475 0.701 1.104
158446 0.686 1.143
158536 0.637 2.197
158355 0.629 1.104
171969 0.641 1.104
172329 0.514993548 1.867
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Y ¼ �1:412068þ 0:060048X1 þ 0:281535X2 þ 0:184692X3 þ 0:020628X4

� 0:002242X5 þ 0:123846X6 þ 0:071511X7 þ 0:039800X8 þ 0:047805X9 ð2Þ

Results of prediction and deviation of error rate are described in Table 5 below.

Second, we predict the average speed on road 158744. We choose the road that has
correlation values > 3.5 since there is no road that has correlation value with road
158744 above 0.6, obtained six roads to become independent variables. Independent

Fig. 4. Neighbouring road 158744 and correlation results.

Table 4. Correlation result of road 158744

Roads Correlation results Distance (km)

158954 0.436660191 1.157
158446 0.425732191 2.629
158505 0.414264573 2.196
158475 0.393660707 2.382
159014 0.378868354 2.826
158595 0.378515879 0.018
158565 0.34790664 2.629
158924 0.342129916 0.349

Table 5. Results of 158324 traffic flow prediction.

Time Prediction Actual MAD MSE RMSE MAPE

15:05 61.0715 60 1.07 1.15 1.07 1.75
15:10 63.0549 68 3.01 12.80 3.58 4.80
15:15 63.2426 68 3.59 16.08 4.01 5.71
15:20 64.3689 65 2.85 12.16 3.49 4.53
15:25 62.4896 60 2.78 10.97 3.31 4.42
15:30 61.0362 60 2.49 9.32 3.05 3.96

314 B. Priambodo and A. Ahmad



variables used to find dependent variable of road 158744 (Y), were road 158954, road
158446, road 158505, road 158475, road 159014 and road 158595. The data taken
from 01-08-2014 to 28-09-2014 15:00 pm. We get the coefficients of multiple
regressions as follows:

Y ¼ 56:432470 þ 0:115115X1 þ 0:005259X2 þ 0:084683X3

� 0:151605X4 þ 0:285097X5 � 0:004562X6 ð3Þ

Results of prediction and deviation of error rate are described in Table 6 below.

5 Results and Discussion

After conducting the experiments, we calculate the error of prediction using mean
absolute deviation (MAD), mean square error (MSE), root mean square error (RMSE),
and mean absolute percentage error (MAPE). Using result from Tables 5 and 6. and
using line chart shown in Figs. 5 and 6, results indicate that prediction average speed in
road 158324 is more accurate than prediction in road 158744. Deviation error between
predicted value and actual value in road 158744 is higher in road 158324.

Table 6. Results of road 158744 traffic flow prediction.

Time Prediction Actual MAD MSE RMSE MAPE

15:05 92.01 84 8.01 64.22 8.01 8.71
15:10 84.63 87 5.19 34.91 5.91 5.75
15:15 82.87 82 3.75 23.53 4.85 4.19
15:20 89.16 79 5.35 43.45 6.59 5.99
15:25 90.40 79 6.56 60.75 7.79 7.31
15:30 91.40 81 7.20 68.66 8.29 7.99

Fig. 5. Average speed prediction in 158324
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A clearer result can be seen using line chart as shown in Figs. 7 and 8. Both figures
show clearly that the results of predicted value in road 158744 is less accurate com-
pared to predicted value in road 158324. The error trend on road 158744 is greater for
long interval. While at road 158324, result is positive since the error trend is lower.
From Tables 3 and 4 it can be seen that the correlation neighbouring road 158324 has a
higher value than the correlation value of neighbouring road 158744, since all road
correlation values are above 0.6. This is different from the correlation values at road
158744, which all correlation values are below 0.6. The high correlation value indicates
that the prediction of average speed at road 158324 is better or more accurate than
prediction of average speed at road 158744. The question is what factors caused the
correlation value in road 158744 lower than road 158324 since there are also corre-
lation on other paths which value is below 0.6. This is probably due to location of the
roads, the average speed on the roads, and the number of vehicles passing through the
roads which leads to the differences in the value of correlation.

Fig. 6. Average speed prediction in 158744

Fig. 7. Line chart MAD between road 158324 and 158744
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6 Conclusion

Our research aims to investigate the impact of traffic flow of one road on traffic flow of
neighbouring roads. The experiments conducted shows that there is a relationship
between a road and its neighboring roads. The strong relationship between one road
and the other road around it, makes it an important factor for predicting traffic flow. The
experiments show that high correlation roads can be used to predict the value of
average speed for short time prediction. However, not all roads have high correlation
value with their neighbouring roads. The location of roads, the average speed on the
roads, the number of vehicles passing through the road are possible factors that lead to
the difference in correlation value of the road.
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Abstract. The use of surveillance video cameras in public transport is
increasingly regarded as a solution to control vandalism and emergency situa-
tions. The widespread use of cameras brings in the problem of managing high
volumes of data, resulting in pressure on people and resources. We illustrate a
possible step to automate the monitoring task in the context of a moving train
(where popular background removal algorithms will struggle with rapidly
changing illumination). We looked at the detection of people in three possible
postures: Sat down (on a train seat), Standing and Sitting (half way between sat
down and standing). We then use the popular Histogram of Oriented Gradients
(HOG) descriptor to train Support Vector Machines to detect people in any of
the predefined postures. As a case study, we use the public BOSS dataset. We
show different ways of training and combining the classifiers obtaining a sen-
sitivity performance improvement of about 12% when using a combination of
three SVM classifiers instead of a global (all classes) classifier, at the expense of
an increase of 6% in false positive rate. We believe this is the first set of public
results on people detection using the BOSS dataset so that future researchers can
use our results as a baseline to improve upon.

Keywords: People detection � Posture classification � People monitoring �
On-board surveillance � Machine learning

1 Introduction

The use of surveillance cameras for the prevention and management of criminal
incidents is becoming increasingly common. Santiago de Chile saw in 2010 an increase
of 78% in the number of cameras (313 extra cameras in 24 city districts) with an
investment of over 800 thousand US dollars [1]. Furthermore, in 2013 Metro Santiago
announced that it will install surveillance cameras in the more than 185 new trains to
become operational in the next few years. Elsewhere, the UK is one of the world
leaders in this field, [2] cites a report from Big Brother Watch claiming that there are
about 51,000 police-run cameras in urban areas, with an investment of 807 million
euros in the last four years and the country estimated to have 20% of the security
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cameras in the world. Nevertheless, it has been reported that only one crime is solved
for every 1,000 cameras [3] highlighting the need for automatic means of detecting
unusual situations and where computer vision can assist. It is assumed here that the
reader is reasonably familiar with computer vision and image processing techniques. In
the context of this work, we focus on machine learning techniques, specifically Support
Vector Machines (SVMs), e.g. see [4, 5] and pedestrian detection using Histograms of
Oriented Gradients [6]. Learning machines are used to recognize patterns typically
using labeled examples [7]. Popular learning machines in computer vision include
SVMs [8], Adaboost [9] and neural networks (including the increasingly successful
“deep” learners [10–12]). There are surprisingly little reports on the use of BOSS [13].
Truong Cong et al. [14, 15] report a foreground estimation and person re-identification
approach, but it is not clear how it can deal with stationary people, nor they consider
different postures. More recently Coniglio et al. [16] present an interesting approach
based on shape priors, HOG and multiple SVMs but it is not clear how they deal with
different poses.

In this work, we look at the classification performance of the HOG descriptor
combined with a binary SVM. In our case, the observed people are contained within a
normalized window of 128 � 256 pixels with a block size of 16 pixels, with an overlap
of 8 pixels, cells of 8 � 8 pixels, 4 cells/block and 9 bins. Therefore, the HOG
descriptor is of size 16740 (floating point numbers). The overall idea is to collect
sufficient samples of people (at the different poses that need to be classified) and of not
people (negative samples), compute the corresponding descriptors and train a classifier
to separate such sample populations. In the sections that follow, we will first describe
the dataset and the procedure to obtain such samples and then the results of the
classification process.

2 The Dataset

For this work, we used the public BOSS dataset as it contains a series of semi-realistic
videos of people acting out incidents (such as thefts, fights, fainting, etc.) as well as
normal behavior inside a moving train (thus with sometimes rapidly changing illu-
mination), using 9–10 cameras. The dataset has a sixteen video sequences (the lan-
guage refers to the audio that was also recorded), including:

1. Cell phone Spanish: struggle between two people and theft of a cell phone.
2. Checkout French: appearance of three people, in which a fight between two of

them occurs.
3. Disease: Person fainting.
4. Disease public: Person fainting, plus six people helping.
5. Faces (4 sequences): different people walking along the train corridor.
6. Harass French: harassment of a passenger by another.
7. Harass Spanish: harassment of a passenger by another.
8. Harass French 2: harassment of a passenger by another plus 5 witnesses.
9. Newspaper French: fight between two passengers over a newspaper with 4

witnesses.
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10. Newspaper Spanish: fight between two passengers over a newspaper with 4
witnesses.

11. No event (2 sequences): Between seven to ten people talking or greeting each
other.

12. Panic: Eleven people fleeing the train.

Ultimately, it will be useful to investigate human action/interaction recognition
algorithms that could identify the above situations. However, there are not enough
examples on this video set to train such systems and in any case, before actions/
interactions could be detected a system would typically need first to detect/track each
individual in the images and their postures. As this is still a challenging problem
(especially when dealing with multiple postures and rapid illumination changes), that is
what we concentrate on in this paper. For our experiments, we used data from camera
1, an example of which is shown in Fig. 1.

The BOSS dataset only provides annotations at the level of actions/interaction and
not of the position and posture of each person, so we had to create such ground truth
(this is available upon request from the authors). We used the VIPER-GT [17] anno-
tation tool, using three attributes for each person every eight frame (to save some
effort): ID (a unique identifier assigned to a person when he/she appears for the first
time in the scene), Body (a rectangular bounding box) and Status (the posture class
coded as 0: Sat down, 1: Sitting (half-way between Sat down and Standing), and 2:
Standing).

2.1 Ground-Truthing

The ground-truthing process consists of five sequential stages:

Video Labeling.
This process consists on using VIPER-GT to manually localize and label each person
in each frame of the video (this is therefore the most time-consuming part) as illustrated
in Fig. 2a.

Pre-processing.
Once the frames have been labeled, the images for each labeled pedestrian are extracted
to be used later as positive training samples for the classifiers. This is illustrated in

Fig. 1. View from camera 1 (BOSS dataset)
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Fig. 2b. It should be noted that in fact, we extract an additional border of 10% of the
annotated bounding boxes, following the finding in [6] that the inclusion of some
background improves the performance of the classifier. These are referred as expanded
bounding boxes/images.

Under the hypothesis that we want to avoid too much occlusion in the positive
training samples, a further check is done on bounding boxes in each frame. For a given
expanded bounding box, its intersection Ieu with other non-expanded bounding box in
the same frame is calculated by:

Ieu ¼ Ae \Au

Ae [Au
ð1Þ

where Ae is the area of the expanded box and Au the area of an unexpanded box. If the
intersection is greater than a given threshold (sov) then the candidate expanded sample
is discarded. An illustration of intersection is shown in Fig. 3 To evaluate the effect of
this process of positive samples selection, we have conducted tests for values of
sov = 1.0, 0.5 and 0.2 yielding 16323, 13852 and 6698 positive samples respectively.
Note that a value of 1.0 means that all samples are accepted even if they are fully
occluded.

Extraction of Positive Images.
This consists on using the ground truth annotation and the intersection rule to extract
positive samples (including the additional border). An illustrative example is shown in
Fig. 4.

Fig. 2. (a) Labeling each person in the video (ID, bounding box and status), (b) extracted
pedestrians

Fig. 3. Intersection of bounding boxes
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Image Normalization.
A restriction with most learning machines (including SVM) is that the feature vectors
for all samples (positives and negatives) need to be of the same dimension. An addi-
tional restriction in our case is that the OpenCV implementation of HOG needs the size
(horizontal and vertical) of the images to be a multiple of 8. As pedestrian images in the
original annotations vary in size, we have used OpenCV’s resize function to resize all
positive samples obtained after stage 3 above, to a size of 128 � 256 (these are close to
the mean sizes of the annotated images).

Extraction of Negative Examples.
Negative samples are image regions (normalized as explained above) that contain no
people. Given the ground truth, we know where people are and so what can be done is
to sample the video images randomly making sure that such samples do not overlap
regions containing people. In this way, a very large number of negative samples
(compared to the number of positives) can be obtained. To reduce the size of such
population, we use the following rules (in each case the resulting negative samples are
then size normalized to 128 � 256):

• For each frame without people, we obtain five random (location and size) negative
images (the literature tells us that a ratio of five negatives for one positive is
popular).

• In frames with people, for each person we get a random sample of the same size and
checking that it does not overlap more than a given fraction (as above) with any
annotated person.

In this way, a total of 23990 negative samples were obtained. That population of
negative samples is maintained constant for all the experiments so as not introduce a
random element. This will also allow a better comparison of algorithms should other
researchers wish to use the same data (available upon request from the authors).

2.2 Sample Groups and Sizes

To evaluate the performance of various machines, different groups of positives,
depending on the position of people and the intersection with others were used:

Fig. 4. An image and the corresponding extracted positive sample (in this case of status “Sat
down”)
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By Posture.
We separated the positive samples into four groups. The three first groups correspond
to samples in each of the posture categories (Sat down, Sitting, Standing) while the last
group contains all samples irrespective of their posture and we called this Full.

By Intersection.
These correspond to the groups obtained by varying the maximum allowed overlap as
explained earlier and called “1.0”, “0.5” and “0.2”.

The above groupings resulted in the following numbers of positive samples
(Table 1):

3 Experimental Classification Results

The descriptors for each of the negative and samples can be calculated using OpenCV’s
compute() method in its HOGDescriptor class. The different groupings outlined above
form the basis for different experiments. In each case, we use OpenCV’s SVM
implementation to train classifiers. We use 10-fold cross validation meaning that in
each group we take 10% of the samples as a testing set and the remaining 90% as a
training set, computing results (mean, variances) for 10 possible 10%:90% partitions.
We compute sensitivity (S) and false positive rate (FPR):

S ¼ TP
TPþFN

; FPR ¼ FP
TPþFP

ð2Þ

where TP is the number of true positives, FN the number of false negatives and FP the
number of false positives.

3.1 Global vs. Specific SVM

The first test is to evaluate the performance of a classifier that considers all postures and
compare it with classifiers trained on specific postures to see if such specialization is
useful for the purposes of pedestrian detection (independently of postures). The
aggregated cross-validation results for sensitivity and FPR are shown in Table 2.

These indicate that in all cases, the global classifier has a poorer performance than
the more specialized classifiers. The results for the other two intersections are given in
Tables 3 and 4 that confirm this finding and show that results tend to improve with less
occluded training samples (but this effect might be due to the smaller variability in the
less occluded samples, recalling that these resulted from discarding positive samples).

Table 1. Positive samples groupings

1.0 (100%) 0.5 (50%) 0.2 (20%)

Sat down: 11218 Sat down: 9232 Sat down: 3428
Sitting: 1198 Sitting: 1079 Sitting: 640
Standing: 3907 Standing: 3541 Standing: 2630
Full: 16323 Full: 13852 Full: 6698
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Overall, the more specific classifiers show an improvement of between 1–8% in
sensitivity and 8-20% in FPR.

3.2 Use of Cross-Negatives

By “cross” negatives we mean people samples from a different class that are used as
negative training samples (e.g. using “Sat down” positive samples as negative samples
to train a “Standing” classifier). We have experimented with adding different propor-
tions of such samples (10%, 20% and 50% taken equally from the remaining two
classes), obtaining the results shown in Tables 5, 6 and 7. In none of these cases the
addition of this type of negative samples improved the performance of the individual of
these classifiers.

Table 3. Mean sensitivity and FPR for intersection 0.5

Sensitivity ERROR FPR ERROR

Global 0.810 0.035 0.205 0.095
Sat down 0.857 0.057 0.124 0.066
Sitting 0.868 0.037 0.045 0.009
Standing 0.889 0.020 0.097 0.017

Table 2. Mean sensitivity and FPR for intersection 1.0 (ERROR is standard deviation)

Sensitivity ERROR FPR ERROR

Global 0.790 0.053 0.253 0.109
Sat down 0.817 0.037 0.128 0.052
Sitting 0.830 0.043 0.056 0.017
Standing 0.850 0.043 0.132 0.026

Table 4. Mean sensitivity and FPR for intersection 0.2

Sensitivity ERROR FPR ERROR

Global 0.860 0.031 0.158 0.070
Sat down 0.941 0.021 0.058 0.022
Sitting 0.877 0.045 0.039 0.014
Standing 0.907 0.022 0.073 0.011

Table 5. Mean sensitivity and FPR for “Sat Down” classifier, using cross negatives

Sensitivity ERROR FPR ERROR

Sat down 0.941 0.021 0.058 0.022
Sat down + 10% 0.914 0.032 0.066 0.023
Sat down + 25% 0.880 0.028 0.077 0.031
Sat down + 50% 0.859 0.031 0.084 0.036
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3.3 General vs. Combined Classifier

In this experiment, we investigate if the better performance we have seen in the
individual classifiers could be maintained by combining them as an alternative to the
global classifier. The steps in this experiment are:

• Separate training: Each classifier is independently trained as reported earlier (using
an intersection of 0.2). The negative samples set is the same for each classifier.

• Separate testing: For each test image, each classifier is evaluated.
• Combination by voting: if at least one classifier indicates the presence of a person,

then a person is deemed to have been detected. If no classifier detects a person, then
no person is detected.

The results of this type of combination are shown in Table 8. There is an
improvement in sensitivity of 11.8%, but at the expense of an increase in FPR of 6.3%
(as it might be expected given the combination rule).

3.4 Using the Distance to the Hyperplane

In all the above experiments, we have used the default behavior of the SVM software,
which returns the distance to the hyperplane. If this distance is negative the result is
taken as a person detection, otherwise a no person detection. In other words, the
decision boundary is at zero. It might be useful to explore if performance could be
improved by changing this boundary. Figure 5 shows the distribution of the distance to

Table 6. Mean sensitivity and FPR for “Sitting” classifier, using cross negatives

Sensitivity ERROR FPR ERROR

Sitting 0.877 0.045 0.039 0.014
Sitting + 10% 0.777 0.066 0.067 0.016
Sitting + 25% 0.719 0.108 0.082 0.014
Sitting + 50% 0.730 0.058 0.106 0.019

Table 7. Mean sensitivity and FPR for “Standing” classifier, using cross negatives

Sensitivity ERROR FPR ERROR

Standing 0.907 0.022 0.073 0.011
Standing + 10% 0.886 0.032 0.103 0.022
Standing + 25% 0.847 0.062 0.111 0.026
Standing + 50% 0.829 0.034 0.122 0.020

Table 8. Sensitivity and FPR for the global and the combined classifiers (intersection = 0.2)

Sensitivity ERROR FPR ERROR

Global 0.860 0.031 0.158 0.070
Combination 0.978 0.007 0.221 0.058
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the hyperplane for positive and negative samples for the “sat down” class. Table 9
shows the results obtained when the decision boundary is −0.1, −0.2 and −0.3 com-
pared to the original 0.0. Similarly (to save space we omit here the distance frequency
graphs), Tables 10 and 11 show the results for classes “sat down” and “sitting”,
respectively. It is clear than in all cases there is an increase in sensitivity but at the
expense of a noticeable larger increase in the FPR (effectively the operating point in a
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Fig. 5. Distribution of distance to hyperplane for positive and negative samples (“Sat down”)

Table 9. Sensitivity and FPR (“Sat down”) for varying distances to hyperplane

Sensitivity ERROR FPR ERROR

Original 0.941 0.021 0.058 0.022
0.1 0.972 0.011 0.110 0.036
0.2 0.988 0.007 0.192 0.052
0.3 0.999 0.002 0.413 0.082

Table 10. Sensitivity and FPR (“Sitting”) for varying distances to hyperplane

Sensitivity ERROR FPR ERROR

Original 0.877 0.045 0.039 0.014
0.1 0.975 0.023 0.148 0.033
0.2 0.981 0.021 0.237 0.046
0.3 0.992 0.447 0.345 0.186

Table 11. Sensitivity and FPR (“Standing”)

Sensitivity ERROR FPR ERROR

Original 0.907 0.022 0.073 0.011
0.1 0.959 0.015 0.142 0.020
0.2 0.982 0.010 0.241 0.028
0.3 0.996 0.003 0.360 0.040

People Detection and Pose Classification Inside a Moving Train 327



Receiver Operating Curve, ROC, changes in a typical manner at the top end of sen-
sitivity). Should it be necessary to minimize FPR, a decision boundary of zero would
work best.

4 Conclusions

As far as we are aware, this is the first attempt at investigating and assessing pedestrian
detection using the BOSS dataset and in particular in an environment subject to rapidly
changing illumination conditions because of the movement of the train. A time-
consuming manual ground-truthing process has been carried out and the resulting data
is made available to the research community upon request for further progress in this
field. We verified, through cross-validation, that classification is relatively stable as the
standard deviations are within 0.1.

We also showed that the use of specialized classifiers (trained for each posture
class) produce better results, in terms of sensitivity and FPR, than a classifier trained
just for pedestrian presence. We also looked at the effect of fine-tuning the positives
training sets by discarding samples that presented occlusion and saw that “cleaner”
samples (with a stricter intersection rule) resulted in better classification performance.
We rejected the hypothesis that negative samples containing pedestrians in different
postures would improve posture-specific classification. This seems to indicate that
although the samples are of different postures, they are sufficiently close to the positives
and far from the negatives to create confusion in the classifier. We also looked at a
combined classifier used to classify people presence. The motivation here being to
exploit the higher sensitivity of the specialized classifiers to solve a “global”
(posture-independent) pedestrian classification problem. Although sensitivity improved
noticeably, so did the FPR, indicating that we moved too far to the right on the
operating curve. As the combination rule is relatively simple, there is significant scope
for improvements. For example, it would be possible to use the distance output of each
classifier (we also saw how using this distance as a decision boundary changed the
operating point of a classifier) as an indication of confidence to be used as weighted
vote (better still, the output of each SVM could be converted to a pseudo-probability
[18] which is a better indication of normalized confidence than an absolute distance).
We hope that we have established a good baseline using a public dataset so that
researchers elsewhere can compare their results to improve performance in this field. It
should be noted that here we have concentrated on the classification problem i.e. given
an image extract (of the same size as used for training) what is the probability that a
classifier will correctly label it as a pedestrian (what we called the “global” classifi-
cation) or as a pedestrian in each posture (the specific classification). Once a classifier
has been evaluated, there remains the localization problem i.e. given a complete image,
where are the people and in what posture. This is traditionally solved using a sliding
window to scan the image in all possible locations and at different scales (because
people would have different sizes as the ones used for training). This is not a trivial
problem because as the sliding window starts approaching a person, the classifier
would typically start responding positively and that will generate multiple hits that have
be “cleaned up” (typically using non-maximal suppression). In [18] we show how this
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problem is significantly eased by first characterizing the response of a classifier in terms
of probability.
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Abstract. One of vital issue in Optical See-Through Head Mounted Display
(OST HMD) used in Augmented Reality (AR) systems is frequent (re)calibra-
tions. OST HMD calibration that involved user interaction is time consuming. It
will distract users from their application, which will reduce AR experience.
Additionally, (re)calibration procedure will be prone to user errors. Nowadays,
there are several approaches toward interaction-free calibration on OST HMD.
In this proposed work, we propose a novel approach that uses EEG signal
processing on eye movement into OST HMD calibration. By simultaneously
recording eye movements through EEG during a guided eye movement para-
digm, a few properties of eye movement artifacts can be useful for eye local-
ization algorithm which can be used in interaction-free calibration for
OST HMD. The proposed work is expected to enhance OST HMD calibration
focusing on spatial calibration formulation in term reducing 2D projection error.

Keywords: Optical See-Through Head Mounted Display � Spatial calibration �
Electroencephalographic � Eye-tracking

1 Introduction

In early days, Optical See-Through Head Mounted Display (OST HMD) can be con-
sidered as a component of the Augmented Reality (AR) framework’s settings [1–6].
Accurate spatial registration in OST HMD AR system implementation can be done if
we have a proper OST HMD calibration procedure [31]. There are a few existing
calibration algorithms that have been formulated all through years. Technically, the
OST HMD calibration principle goal is to acquire eye position data [8]. Interaction
from user during calibration procedure is a common method in early days. These
methods can be identified as manual calibration. However, manual calibration methods
inclined to user error, which later prompts to reduce spatial registration accuracy.
Nowadays, automated calibration approaches are presented by acquiring eye’s data
from user using portable eye tracking system [16, 36] which permit OST HMD cali-
bration without user interaction. But, there are a few issues in recent automated cali-
bration methods which are virtual display calibration related issues and eye tracking
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related issues. As mentioned, eye tracking system has been utilized as a part of
automated calibration procedure, which we can be identify it as Video-Oculography
(VOG), a system where eye is tracked using camera pointed to it. This method is
inherently noise due to the issues between the eye and the camera, which related with
varying light condition and occlusion [32]. Recently, the most promising method in
gaze tracking is using brain signal processing via EEG [29]. Moreover, there have been
few commercial portable EEG devices which is suitable to combine with OST HMD.

In this proposed work, we proposed a novel approach towards interaction-free
OST HMD calibration by exploring and investigate the potential of EEG signal pro-
cessing on eye movement as to improve recent studies on interaction-free calibration
methods. Several approaches focusing on interaction-free OST HMD calibration and
EEG signal processing on eye movement techniques, will be presented in the next
section.

2 Related Work

Basically, this proposed work combines research from several areas which are display
calibration and EEG eye movement. The primary objective in OST HMD calibration is
to distinguish the virtual camera system that consists of the user’s eye and the screen of
an OST HMD, which will formulate projection of the real world through it. Subse-
quently, the projection contains geometric data of user’s eye, since the user’s eye data
acquisition is a part of the framework. There are already several approaches that have
been introduced generally to formulate the eye to the screen projection for OST HMD
calibration.

2.1 Display Calibration

Most convenient method was presented by Tuceryan et al. called Single Point Active
Alignment Method (SPAAM) [10]. SPAAM permits head movement without restric-
tions inside the physical environment. By using SPAAM, users must align a cross hair
that has been drawn randomly on their HMD screen to a given physical point of interest
at a known world position for multiple time. 6 2D-3D correspondences are enough to
completely determine the projection matrix as the recommended correspondences are
no less than 12, due to preserve enhancement calibration formulation in contradiction
of user errors. All through years, SPAAM has turned into a broadly utilized strategy in
OST HMD calibration for AR applications.

Several calibration approaches that aimed to reduce user interaction have been
presented throughout years. Furthermore, an extended version of SPAAM called
Easy SPAAM [14, 30] has been presented. This method reuses previous SPAAM
projection matrix followed by the alignment of that projection matrix with an updated
user’s eye position. The 2D-3D correspondences that are needed for online calibration
in Easy SPAAM are no less than 2, which leads to reduction of the alignment task.
Moreover, Owen et al. proposed Display-Relative Calibration (DRC) [15], which
separates display screen properties and eye tracking properties into separate parameters.
In DRC, there are two stages calibration procedure which are offline calibration for the
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display parameters utilizing mechanical jigs and online calibration which consists of 5
different options, including online calibration using fewer parameters of eye localiza-
tion estimation, and online calibration that needs 6 Degree-of-Freedom (Dof) of eye
localization estimation.

Recent approaches allow no interaction from user during OST HMD calibration
procedure which can be identify as automated calibration. Itoh et al. proposed Interaction
Free Display Calibration (INDICA), a method that utilizes dynamic 3D eye position
estimations from an eye tracker combined with static display calibration parameters [10].
Schematic of the overall INDICA setup can be seen in Fig. 1. But still, it did not out-
performed SPAAM in term of 2D projection error. This probably happen due to two
conceivable reasons such as the offline calibration parameter estimation quality and eye
tracking error related. Furthermore, details information about the anatomical parameter of
human eyeball is needed as eye of each individual should be different [16, 36]. Thus, a
simple 3D eye model is not sufficient for INDICA implementation.

Plopski et al. then proposed Corneal Imaging Calibration (CIC), an OST-HMD
calibration based on cornea position estimation using corneal imaging to obtain cor-
respondence pairs from a calibrated HMD-screen and its content reflection on the
cornea in an eye image [36]. This approach is more practical as to compare with
INDICA. However, SPAAM still outperformed CIC approach in term of 2D projection
error due to CIC uses a similar approach as INDICA in term of computation between
the OST HMD to the eye relationship. Thus, it will still limit the upper bound of
calibration accuracy as CIC and INDICA could achieve. Furthermore, SPAAM inac-
curacies is technically based on 2D-3D alignment errors done by users during cali-
bration, as to compared with CIC and INDICA.

Thus, we can conclude that most of the issues in OST HMD, ranging from manual
calibration to automated calibration, is eye tracking related issues. Moreover, first step
that needed to take care of before we can proceed with the calibration formulation is the
eye data acquisition. Further related work on eye tracking approaches will be discuss in
the next sub-section.

Fig. 1. Schematic overview of the automated OST-HMD calibration [16, 36].
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2.2 Eye Tracking

Eye tracking can be defined as estimating a person’s eye movement and focus of foveal
attention [33–35]. Eye movement types can be categorized as saccades, smooth pursuit,
fixation and blinking. Generally, eye tracking techniques can be classified into two
categories which are VOG approaches and non-optical approaches.

VOG is an eye tracking techniques that has widely being used especially in gaze
tracking system. There are already several approaches on wearable head-mounted eye
tracking system [17–21]. Mostly, these systems are used to collect and analyze user’s
viewing direction for gaze analysis. Most known non-optical eye tracking techniques
are Electrooculography (EOG) and EEG signal processing on eye movement. In this
paper, we will be more focusing on acquiring eye movement data from EEG. There are
several approaches on EEG eye movement studies which use non-invasive Brain
Computer Interface (BCI) to track eye movement [23–27]. Mostly, these studies
involving with eye movement artefacts removal from EEG signal for robust eye tracker
that would be beneficial to gaze tracking.

To overcome error related to the eye tracking on recent interaction-free OST HMD
calibration, we propose to use EEG signal processing to track eye movement as to
replace the eye tracking system that has been used in the recent implementation, which
has been reported as possible error due to insufficient information of the eye parameter.
This eye information can be provided by extensive investigation and revision on eye
movement artefacts, including cornel-retinal dipole changes, saccadic spike potentials
and eyelid artefacts as well as their interrelations during different types of eye and
eyelid movement [24]. Recent advances in eye-tracking technology have allowed
researchers to use eye movements as the means of segmenting the ongoing brain
activity into episodes relevant to cognitive processes in scene perception, as well as
visual search [26]. This kind of information is important as the calibration depends on
eye projection to the HMD screen. Moreover, the prevalent method for eye tracking in
current implementation of automated calibration is related with VOG. Eye image
capture can be considered noisy due to the issues between the eye and the camera,
which related with varying light condition and occlusion [32].

Then, the calibration technique will be based on formulated eye position relative to
world camera and screen display. It can be investigated by conducting a complete
virtual display calibration. DRC can be an option for the investigation, as to perform
offline and online calibration based on formulated eye position from processed EEG
signal on eye movement. The conceptual design of the proposed work will be presented
in the next section.

3 Proposed Work

In this section, we will present the conceptual design of the proposed work. It can be
divided into 2 sub-sections which are display calibration and EEG signal processing on
eye movement.
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3.1 Display Calibration

Figure 2 shows our proposed model of spatial calibration for OST HMD that utilizes
eye movement based on EEG signal processing from E to produce an estimated eye
position measurement ET. This proposed display calibration formulation can be divided
into three stages.

The first stage is by considering a virtual camera which can been defined by the eye
and the virtual screen of the OST HMD. The virtual screen will has its coordinate
system S and it is located at translation vector tSEt0 = [sx,sy,sz]

T in the camera coor-
dinate system ET0. This camera coordinate system can be referred as a pinhole camera.
Thus, it can be written as intrinsic camera matrix KEt0:

KET0 ¼
ax

ay
1

2
4

3
5 sz �sx

sz �sy
1

2
4

3
5 ¼ AS tSEt0ð Þ ð1Þ

while assuming that the ET0’s z-axis is perpendicular with screen. Based on Eq. (1), A
is a diagonal matrix that transforms projected screen points into image pixel points by
scaling factor ax and ay, while S(tSEt0) is a transformation of 3D points in ET0 to the
screen in real scale. The image pixel plane origin can be determined by S(tSEt0), while
tSEt0 will dependent on estimated eye position ET in the next stage.

The second stage is considering a new eye coordinate system ET, which is based on
eye position data acquisition that can be obtained from E. Based on the same idea in
first stage (by referring this new camera coordinate system ET as a pinhole camera),
ET’s z-axis can be assumed as perpendicular to the screen. Based on transformation
from ET0 to ET, we can be defined the translation vector tEt0Et = [tx,ty,tz]

T which will
determined the screen position in ET as:

P

Fig. 2. Schematic overview of the proposed display calibration formulation.
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tSEt ¼ tEt0Et þ tSEt0 ð2Þ

Intrinsic camera matrix KEt can be expressed similarly as in Eq. (1):

KEt ¼ AS tSEtð Þ ð3Þ

Based on Eq. (3), another new camera coordinate system based on new eye position
data acquisition measurement can defined in the same way.

In third stage, all new coordinate system will be relocated into the world coordinate
system W. By referring to basic projection matrix of the pinhole camera model, we can
define:

pEt ¼ KEt RWEt tWEt½ � pw
1

� �
ð4Þ

The extrinsic parameters [RWEt tWEt] will be used to define PWEt(tWEt). The rotations
from world coordinate system to new eye coordinate system which will be defined as
RWEt can be determined by rotation screen to the world RWS. The translation vector of
screen position in ET can be expressed based on translation vector world coordinate in
ET and translation vector world coordinate in screen as:

tSEt ¼ tWEt � tWS ð5Þ

Thus, based on Eqs. (3) and (4), the projection matrix PWEt(tWEt) can be written as:

PWEt tWEtð Þ ¼ AS tWEt � tWSð Þ RWS tWEt½ � ð6Þ

There are several parameters that Eq. (6) needed such as a complete set of display
parameters of tWS (which can be done in offline calibration), the pixel scaling factor ax
and ay (refer to Eq. (1)), rotation RWEt (which can be defined based on rotation RWS),
and translation vector tWEt.

Moreover, ET0 and ET values will be obtained based on EEG signal processing to
acquire estimated eye movement which later falls into the next step of our proposed
method. This second step can be defined as an eye tracking technique which utilizes
EEG signal processing on eye movement. We then formulate the data acquisition for eye
position measurement, which later will be used as eye coordinate system ET0 and ET.

3.2 EEG Signal Processing on Eye Movement

There are several approaches on EEG eye movement studies which use non-invasive
Brain Computer Interface (BCI) to track eye movement [23–27]. In current imple-
mentation, this proposed work will use EEG signal processing in eye tracking based on
Samadi et al. work [29].

The current proposed work implementation will use EEG eye position measure-
ment in relation to the visual field from Steady State Visually Evoked Potential

336 A. Tomi and D.R.A. Rambli



(SSVEP) response detection, which technically based on the positions of stimuli in the
visual field. Figure 3 shows the overall stages of our proposed work on EEG signal
processing on eye movement.

Based on Fig. 3, there are few stages will be included in the proposed work which
are:

(1) Pre-processing: Band-pass filtered the EEG channels to remove the slow drifts
and high-frequency noise.

(2) Independent Component Analysis: The source component will be extracted from
channels using Blind Source Separation (BSS) algorithm.

(3) Feature Extraction: Feature from the pre-processed EEG channels are extracted
by referring to SSVEP response estimation. The extracted features from all
channels will be concatenated.

(4) Classification: Current implementation is using k-Nearest Neighbour (kNN)
classifier. This classifier is trained for eye movement type and to detect SSVEP
using the feature extracted from ICA components.

From here, we can determine eye focus of foveal attention which later will be
matched synchronously with the eye position estimation for camera-eye calibration,
and then will be used as ET. Further investigation on this proposed EEG signal pro-
cessing on eye movement will be conducted to formulate high accuracy estimated eye
position measurement.

Fig. 3. Overall stages of the proposed work on EEG signal processing on eye movement.
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4 Conclusion and Future Work

In this paper, we have presented a conceptual design of spatial calibration for
OST-HMD using EEG signal processing on eye tracking. The proposed work is based
on combination of research from several different areas which are OST HMD calibration
and EEG eye movement. The proposed work can be divided into two steps which are
display calibration formulation and EEG signal processing on eye movement. In current
implementation, we are still conducting a study on eye position estimation using EEG
signal processing as to formulate an algorithm for use of the overall calibration.

For future work, further extensive studies on various algorithms and techniques
focusing eye position estimation based on EEG signal processing on eye movement
will be conducted. A prototype will be developed based on the proposed work for
evaluation purposes. A set of experiments will be conducted as to evaluate the pro-
posed work based on recent methods.
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Abstract. Climate change is a pressing issue that has taken many countries to
task in addressing this global concern. The public need an effective information
channel in enhancing their awareness pertaining to the impacts of climate
change. One of the most appropriate ways to convey such information is through
the optimisation of 3D visualization media. This paper reviews extant work on
the use of 3D visualization media with regards to severe floods, argued here as
one of the immediate and observable impacts of climate change. The analysis of
literature shows that 3D geovisualization is often used to transform spatial and
non-spatial data into a 3D visual using software data transformation tools such
as ArcGIS, Feature Manipulation Engine (FME) or Google Sketchup. The data
transformation process is often followed by the process of creating 3D visuals
using Google Sketchup, thus producing a complete 3D visualization project.
This is done through a process called the Building Information Modeling (BIM).
This process is able to calculate number of elements, can determine the size
(magnitude and scale) of an element, check or prove the accuracy of informa-
tion, and also to create a realistic visualization. With the many advantages of the
BIM process, it can be also used to calculate the amount of material losses
caused by the flood. However this process is new and quite complicated to use
resulting in its limited use by the practitioners. From the study, 3D visualization
using BIM process will improve visualization outcomes compared to the
deployment of conventional multimedia design process.

Keywords: 3D visualization � Geovisualization � Multimedia design � Media
information

1 Introduction

Climate change is the change in the average weather, such as changes in average
precipitation, annual average temperature change, change of seasons of a region, city,
and state [4, 12, 14, 23].
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With the onset of climate change, a number of serious implications are expected to
bring impacts including rise in sea levels, rise in sea temperature causing the melting
ice in the North Pole, increase in air temperature, increase in rainfall, increase in
evaporation, and increase in the occurrence of tropical storms. Further, climate change
is claimed by climate scientists as the cause of various natural disasters such as severe
floods, major landslides, prolonged droughts, massive forest fires, the sinking of small
islands, and so forth [12, 14, 23].

Although the effects of climate change take a very long time to be observed, the
increasing frequency of the natural disasters stated earlier provide evidence supporting
the theory of climate change [12]. It is posited that various natural disasters will be
more frequently happening, in particular the severe floods which threatened urban and
rural areas in many countries.

With regards to conveying information on natural disaster, there are some con-
ventional mediums that can be used in facilitating information, namely: television,
radio, print media, and international news agency. In addition to that, computer-based
media can also be used and found to be more effective in conveying the message across
in a faster and more efficient manner [4].

3D visual effect is part of the computer-based media that can be harnessed to
communicate an idea, a message, an event or fact, it is also often used as a media
presentation. For example, animated movie developed using 3D visual effect is used to
achieve a special effect that cannot be achieved by a live film technique using normal
camera shooting [11].

3D visual effects generally include 3D graphics, 3D rendering, and computer
generated imagery (CGI) [10, 11, 16, 20]. In essence, it is a process in which graph-
iccontent created using 3D software to produce high quality digital content. This study
will analyze the use of 3D modeling as a computer-based media to convey information
on severe flood. This is done by analyzing the literature on how to transform spatial-
and non-spatial data into a 3D visual effect.

From the results of a review of some previous research, typical data that they use is
the spatial data, which is a geographically-oriented data (i.e., the real picture of a
region) and has a coordinate system specified as a basic reference, have an important
part made differently from other data such as location information (spatial) and
descriptive information/attributes (non-spatial) [19]. The common example of spatial
data includes graphs, maps, and images in raster format and shaped with a certain value.

A review of how the transformation of spatial data into 3D modeling is necessary in
producing better 3D visualization modeling than methods used previously and the
results of these studies are reviewed in this paper.

The design of this study will use qualitative methods by exploring a problem as the
focus of the research, in the form of review on how to change spatial and non spatial
data to 3D geovisualization. The process of data collection and analysis, triangulation,
and discussion is shown in Fig. 1.

The first phase commences by conducting a study of the literature by reviewing
extant works on 3D modeling of floods. Analysis of the methods used by researchers in
performing 3D visualization of the floods such as what data is needed, the software
applications used in performing 3D modeling, and their main purpose in doing 3D
visualization on floods was conducted.
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In the second phase, mapping of the actual data used in the previous studies and
classifying them into two parts in the form of spatial data and non-spatial. This is
followed by studying each software on the process of transforming the data into 3D
visualization by conducting how to use software from existing data in previous
research. Analysis captured every step of the process in the form of a chart and then
matched it with the visualization process obtained from literature review, and then
summed up how the actual process is to be applied.

In the third stage, analysis of the visual results of each 3D modeling software was
conducted using SWOT analysis to determine the strengths, weaknesses, opportunities,
and threats of these softwares. The first author tried the software on the computer by
reviewing the functionalities and features of the software (ArcGIS, FME and Google
Sketchup), and by reading technical books of each software in order to fully understand
how the process of making 3D modeling visualization of floods can be implemented
under these software environments.

The final phase of the review provides recommendation on the best way to perform
the visualization of 3D modeling for the flood modeling. This conclusion is based on
the results of analysisconducted from the first stage to the third stage. The detail
findings will be explained in Sect. 4 of the paper.

2 Theoretical Background of 3D Geovisualization

In an effort to provide background knowledge to the research and to explore the extant
work done on 3D media modeling in the context of severe floods, a review of literature
was conducted. The findings of the literature analysis contribute to the development of
the theoretical framework (refer Fig. 2) of this research. The literature findings cover
the main topics discussion of spatial and non spatial data, transformation of data into
3D geovisualization and 3D software used in geovisualization.

2.1 Spatial and Non-spatial Data

Data is a collection of facts obtained from a measurement and good decision is the result
of the conclusion based on accurate data [3]. To obtain accurate data require a reliable
and valid measuring instrument, a geological mapping tool such as GPS and others.

The location information (spatial) is information relating to geographic coordinates
(latitude and longitude) or rectilinear x y z (Cartesian) coordinate of abscissa, coor-
dinates and altitude, including projection systems from dimension of the Earth. While
descriptive information/attributes (non-spatial) is the information of a location that has

Fig. 1. Flow of review
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some information related to the location, for example, the type of vegetation, popu-
lation, area, zip code, and so on. Attribute information is sometimes used to express the
condition of the location [27].

2.2 3D Geovisualization

The 3D model is preferred because of the interactive capabilities and ability to visual in
conveying information about the risk of flooding [1, 2, 9, 10, 12]. GIS is recommended
in producing good visualization results and provide a better platform for visualizing
flooding [1].

3D geovisualization is a term used for 3D visualization display from the surface of
the Earth overall or only partially [5]. 3D geovisualization has the ability to attract
attention to everyone who sees it, allows people to focus in receiving the information
that have been portrayed. Therefore, 3D geovisualization can be implemented to
illustrate the flooding risks and be considered as an efficient technology to support
discussion and collaborative thinking in an area of flood risk management [13].

In making 3D geovisualization, there is some research which uses the concept of
BIM. This is a process of making 3D buildings virtually, equipped with detailed
information, commonly used for planning, design, implementation of development, and
maintenance of buildings [7]. Using software GIS, is a software which is capable of
producing visual geodatabase, geovisualization, and geoprocessing, This view can be a
2D or 3D visualization [25–27].

Conclusion results show that 3D geovisualization especially those that use the con-
cept of BIM, can be used to assess in detail the cost of building damage caused by
flooding. However, the results of the study by [2] is still limited to a small scale area
consisted one or a few buildings and have not been able to scale to the size of a big city [2].

2.3 Transformation of Data to 3D Geovisualization

Transformation of data is a process of transforming data in order to make it more useful
and for further manipulation. The steps taken are reading the data, perform the trans-
formation, and turn it into a new form [10].

Bogetti Sam, has done research using spatial data to perform topography such as
LIDAR (light detection and ranging), is optical long distance touch technology which
measures the properties of light to find distance or other information from distant
targets, bathymetric point is the process of drawing waters base from a stream of water,
and ESRI files is the data file format produced by GIS software [6].

The software they use is ESRI ArcGIS 10, package FME 2011, and Google
Sketchup. ESRI ArcGIS is used to describe the research area, preprocess topographic
data, and to prepare the building and retaining floods to form a layer of the modeling
process. FME 2011 is used to convert the terrain, buildings, and other information, into
a CAD file that can be opened in Google Sketchup [6].

In another study conducted by [1], exploration of LIDAR data and 3D modeling
applications to provide flood risk analysed the combination of 3D GIS applications and
Google SketchUp. The aim was to make the simulation and to predict flooding and its
impact on utility providers as a powerful visual representation for basis of good
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decision-making in the event of flooding. The study looked for accurate and high
planimetry geoidal coordinates to be processed in finding LIDAR strip at the location,
bare earth DEM soil extract, extract building footprints, edit footprints by comparing
cadastral data, then the data for the 3D modeling of the flood [1].

A study of 3D visualization as a medium of information and evaluation to measure
due to flood damage to buildings was reported in creating 3D modeling using the BIM
process concept with GIS [2]. The purpose of the research was to create a 3D geovi-
sualization that is able to analyze in detail the damage to buildings caused by floods,
making it useful for owners and users of buildings, insurance companies, and others.
This study also aims to increase community resilience to flooding and the adverse
impacts on them by understanding the risks and to enable them to take the best
decisions and policies [2].

2.4 Building 3D Geovisualization

Researchers and practitioners in the area of 3D modeling and visualization used a
number of tools to help them make the most out of their spatial data. These tools
include ESRI ArcGIS 10, FME 2011, and Google Sketchup [1, 6]. In terms of the
visualization process, a method called Building Information Modeling (BIM) is com-
monly used [2, 15, 22].

3D modeling is defined as a process of making 3-dimensional shapes of an object,
character, or other form which is desired and this process uses 3D modeling software
which is installed on a computer [20]. Visualization is defined as a process of changing
the form of data or information into visual, allowing people to recognize the situation,
structure, and behavior of the form. Generally, visualization is different with geovi-
sualization [16].

Geovisualization is organize information about location surface of the earth
view which are interesting, and informative, in 2D and 3D visualize. While visual-
ization is image making techniques, diagrams or animations for the appearance of an
information [16].

Figure 2 below illustrates the process of 3D geovisualization, by transforming
spatial data, and then processed into a visual form with ESRI software ArcGIS, FME,
or Google Sketchup. After creating the visualization using the BIM process, then the
result called geovisualization, functioning to inform about the flood [2, 9, 18, 19, 26].

Fig. 2. The process of 3D geovisualization
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Geographic information system (GIS) is a computer system for the management,
analysis, and display of geographic information [1, 6, 25, 26]. GIS uses geographic
data in the form of spatial data and non-spatial data then changed into 2D or 3D visual
form, so it generates base geodata, (see the process of 3D geovisualization in Fig. 2).
One of the software that can be used to translate and transform data to solve data
interoperability issue is FME (Feature Manipulation Engine). Interoperability here
refers to communication, sharing and distribution of data, as well as the ability to use
transparent data, sometimes classified as spatial ETL (Extract, Transform, and Load)
across applications. FME is often used to store and extract data from its source, then
change it according to user needs and put it in the data warehouse. The software
supports different types and formats of data, such as: GIS, CAD, 3D, database, etc. [8].

Google Sketchup is used by many practitioners in designing 3D geovisualization.
This software also often used in the field of multimedia design and architecture. Since
its inception in 2006, this application has improved its performance by adding plug-ins
that can give more realistic effects. This application integrated with data warehouse and
allows users to get a variety of 3D objects and additional plugins easily [17].

Building Information Modeling (BIM) is a process for building virtual structure by
creating 3D digital models. It also contains all building information which serves as a
means for planning, designing, developing, implementing, maintaining buildings and
other infrastructure. Using the BIM process the resulting 3D modeling become easier
and clearer, making it easier detecting if an error occurs and will help to evaluate also at
the moment make decisions in designing [7].

This BIM process has quite a number of capabilities such as: storing information,
counting the number of elements, performing quality control, modeling information,
determining the needs and choosing elements, determining the size of an element,
simulating and predicting financial modeling performance, checking or proving the
accuracy of information, creating a realistic visualization, modifying information and
translating it in order to be processed in another program, creating a symbol repre-
sentation of the modeling, making records of information in the form of narration, and
enabling a rapid prototype development.

This process is more widely used in the field of architecture. In geovisualization,
this process is only used to calculate how much the amount of loss as a result of
damage to buildings caused by natural disasters such as floods, but the ability of this
process can be used to count only one building, not yet usable in larger quantities such
as counting damage of an entire village or town [2, 7].

3 3D Geovisualization Modeling

The data required to create flood modeling is divided into two parts:

• Sample data of location information (spatial) such as the limit territory, population,
gender, coordinates of the zone, digitized maps, and attribute data.

• Sample data of descriptive information/attributes (non-spatial) such as adminis-
trative map, soil map, map of soil types, slope maps, land use maps, rainfall maps,
maps of land units, and hydrology.
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To develop 3D modeling of flood, the first step is to collect all the necessary data
such as spatial and non spatial data, as described above. Next is by creating a flood
location map of the area set in 2D form and use ArcGIS for data preprocessing. The
final stage is to import files on flood maps from ArcGIS format into Google Sketchup,
and further processed and developed into 3D modelling file format. Figure 3 shows the
flow of developing 3D modeling using ArcGIS and Google Sketchup [2, 6, 26, 27].

GIS is commonly used to change spatial data and non spatial from a flooded loca-
tion, with purpose to do the mapping, give coordinates, annotate, create a layout map,
and then export the AutoCAD file format which can be further processed using Google
Sketchup. The detail of each stage of GIS process can be seen in Fig. 4 [2, 19, 25, 27].

Another software is known as FME (FeatureManipulation Engine) and its function is
similar to the GIS, which is to transform the initial data and do a further processing into a
3D visualization. The data transformation process for FME can be seen in Fig. 5 [9].

Fig. 3. 3D modeling flow with ArcGIS/FME and Google Sketchup

Fig. 4. Data transformation flow using GIS

Fig. 5. Transformation data flow using FME
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Google Sketchup is used to create 3D modeling from the initial data that has been
processed previously using GIS or FME. The output files that have been saved in
AutoCAD format or other relevant formats will be imported to Google Sketchup for the
modeling by processing or adding after effects and materials as needed, so that it
becomes a form of 3D geovisualization. The modeling process can be seen in Fig. 6
[11, 13, 16, 18]:

Finally, the output file will be saved in the form of image with file format JPG,
PNG, TIFF, etc., or it also can be saved in a movie form with a file format avi, quick
time, etc. Figure 7 shows some of the examples of 3D visualization created by Bogetti
[1, 2, 6], by implementing a series of the 3D modeling process as the above described.

4 SWOT Analysis on 3D Geovisualization Software Tools

This section discusses the use of SWOT analysis in examining the advantages and
disadvantages of each of the software tool involves in developing the 3D geovisual-
ization. This analysis carried out by reading literature and software testing There are
four elements in SWOT analysis to identify the strengths and weaknesses, as well as
opportunities and threats for every single software tools of 3D geovisualization
development. Below are the description of the SWOT analysis [8, 21, 24]:

• ESRI ArcGIS

1. Strength: Can export file format: BSQ, BIL, BIP, JPEG, TIFF, BMP, GeoTIFF
or grid data derived from ARC/INFO,and others. Having a more structured data
management and easy to use in the mapping process. Having the data online
from all over the world, such as: weather data, forestry, marine, climate and

Fig. 6. Using Google SketchUp 3D modeling

Fig. 7. Example of 3D geovisualization
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others. There are free and paid plugins, in vector and raster format. In making
the map, the statistics complicated calculations can be executed with a simple
and easy. Using network analysis to calculate the shortest distance and so on as
well as the model builder to create a model of spatial data calculation is very
easy to use in ArcGIS. Capable of displaying 3-dimensional data that is directly
connected to the internet, and assist in making the display processing 3 D, to do
further editing of the data, edit data such as trim, fillet, extending curves. Able to
produce visualizations with jpg format and video (avi).

2. Weakness: It takes a high spec computer hardware, by default does not support
multi-view and multi-layout, it is very difficult to make mass map like GNRHL
activity map. The use of ArcGIS will not be efficient if it does not use some
other software besides ArcMap opened together, such as ArcCatalog, Windows
Explorer and Notepad. ArcGIS is not 100% compatible with ArcView 3x. The
migration process will be very greatly change, such as migration from MS Word
2003 or MS Word 2007. In ArcGIS there Xtool and ET but paid.

3. Opportunity: Visual results were supported by the data is accurate and visual
results were able to be exported in a video format, enabling the visualization of
ArcGIS can be used as movie content for further processing as an information
media.

4. Threat: Still less efficient because it must be supported by other software,
resulting in users switching to other software that is more practical.

• FME (Feature Manipulation Engine)

1. Strength: Supports a variety of types and data formats, such as: GIS and CAD to
BIM, Point cloud via XML, raster, database, non-spatial, 3D, and others. Being
able to create a realtime map. Can take a satellite image data. Users are able to
share resources through the translation of the FME server repository. Being able
to connect directly to virtual machines through a web service with tools FME
Cloud. Able to translate and transform data into a graphical interface. Can
ensure that the information received is correct with the data inspection. Has
more than 400 functions change data. Having the ability to do geoprocessing
and translate it into 3D Visual.

2. Weakness: Too many steps in the data-processing causing users who are not
adept will have difficulty in using this software.

3. Opportunity: This capability supports a variety of file formats, opening up
opportunities for this software to be combined with multimedia software, so it is
possible to use into a movie content to serve as a media of information. Ability
to process geoprocessing, not shared by other ETL software, allowing the
software to be used in work geovisualization.

4. Threat: How to use is quite complicated, thus making it difficult to learn it
themselves without the guidance of an instructor, that makes people hesitate to
learning more.

• Google Sketchup

1. Strength: Ability to create 3D images fast and practical. Can process file format
2D into 3D. Software is lighter and easier to learn. There are many open source
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plugin. Results able to replicate the real picture when coupled with the plug-in
renderer like VRay, and Maxwell. Able to support file to 3ds max, AutoCAD,
and Google Earth, with 3ds file format, DWG, kmz, pdf, jpg, bmp, DVX, and
others.

2. Weakness: For advanced modeling, there are still many limitations despite being
aided with plugins. Frequent crashes when creating objects that are using vertex
and patches. When not coupled with plugin then the results will be less
satisfactory.

3. Opportunity: The software is open source, easy to use, and rendering results
which is supported by plug-in application.

4. Threat: Frequent crashes in the manufacture of advanced modeling, will be
considered whether to continue or replace the software with other software that
is more stable.

ESRI ArcGIS and FME are software used to configure data into a visual form.
From the SWOT analysis performed above, the authors conjectured that the use of
ArcGIS is preferable as the software is more familiar compared to FME. File results
from this data conversion software will be further processed using Google Sketchup by
making models, adding effects, create animation, and etc. for the eventual 3D geovi-
sualization modeling.

5 Conclusion and Future Research

One of the most appropriate ways to deal with problems of severe flooding due to
climate change is by providing information through the media of 3D visualization. Most
extant research make use of media information and flood simulation using 3D media
geovisualization by transforming spatial data and non-spatial using ArcGIS or FME. It is
then processed again into 3D shape modeling using Google Sketchup software.

3D modeling is preferred because of its ability to interact in visualizing information,
providing a better platform than the previous media such as 2D maps. 3D modeling
capability is able to captivate the attention of the target audience, allowing people to
focus on getting the flood information given, thereby 3D geovisualisation of the risk of
flooding can be considered as an efficient technology in flood risk management.

SWOT analysis of 3D visualization software was conducted to determine the
advantages and disadvantages of each software in generating 3D geovisualization. The
results of the analysis indicate that the manufacture of 3D visualization using BIM
process visualization able to have an accuracy level of size, shape, and the coordinates
which are close to perfect.

The results of this analysis have also shown not all 3D geovisualisation need to use
BIM process, only 3D geovisualization which aims to calculate the amount of losses
and damage to buildings caused by the flood need to use BIM process. As for 3D
geovisualization which aims to make simulated flood, it should not be necessary to use
the BIM process just doing transforming the data into visual using GIS or FME
software, which combined with google sketchup.
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Therefore, it is highly recommended for future research that the combination of
both of these methods (BIM and Multimedia design), to create 3D geovisualization
which aims to calculate the amount of loss caused by severe floods. As for 3D geo-
visualization with the aim of flood simulation, it can incorporate geovisualisation
software and software maker of multimedia products, like 3DS Max, Maya, Adobe
After Effects, etc. such that it can create an accurate 3D flood visualization and
resembles the original object.

Further, 3D modeling visualization of flooding can be used as a media of visual-
ization for the government to make a decision in adopting measures such as: termi-
nation of electric current, turning off the water channel, closure of public facilities,
roads and buildings, evacuation, arrange the system disposal waste, and estimating the
amount of property damage caused by flooding.
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Abstract. The enhancement of current face recognition system used in atten-
dance system is proposed to fulfill the motivations for this project which are to
encounter the shortcomings from the existing systems, to put an innovation into
the existing system and to make the system smarter by using real-time function-
ality. There are three objectives in this project which are tomake the system able to
differentiate between real face and a photo, to make the system works on desired
speed and important key is to make a user-friendly system in term of its interface
and functions. Techniques that will be used to achieve the objectives are by using
average standard deviation of depth or pulse magnification, using JAVA pro-
gramming language and develop using simple and standard user interface com-
ponents and functions. At the end, this system is expected to fulfill the objectives
stated and can encounter the problem arise in existing system. As the conclusion,
there is no perfect system and still need to be enhanced from time to time.

Keywords: Attendance system � Face recognition system � Innovation �
Real-time

1 Introduction

Biometric recognition system has been acknowledged by many sectors especially for
those who are practicing the safety precautions like immigration department, police
department and custom department to prevent and minimize crimes. Nowadays, even
the attendance system is using biometric recognition system. Attendance system is
started by using signature system where this is no longer effective as one person can
copy the other person’s signature. Then, it moves to card scanning where nowadays
there are still sectors that implementing this system. However, this method still not
effective enough as the scanner often depends on the electricity and the card can be
transferred from one person to another. There is still possibility that the card is not in
the owner’s hand. Next, it moves to biometric recognition system. From all biometrics
like fingerprint, iris and face, face recognition system is the optimal but it still has
several shortcomings that need to be improved. People may use a photo instead of the
person himself to be recognized and this will lead to the false acceptance thus create
negative consequences.

© Springer International Publishing AG 2017
H. Badioze Zaman et al. (Eds.): IVIC 2017, LNCS 10645, pp. 352–363, 2017.
https://doi.org/10.1007/978-3-319-70010-6_33



The highlight of this system is the real-time functionality that will be implemented.
Most of processes involved in this face recognition system will be operated in real-time
starting from detection and tracking face to recognition. Furthermore, this system also
is operated without human presence or human monitoring. In other word, this system
will be a stand-alone face recognition system.

1.1 Problem Statement

Attendance system has been started with a simple manual way which a student or an
employee needs to sign for their attendance. This way has many shortcomings as a
person can simply cheat on the signature. Another person can easily copy their friends’
signature to help them fulfill the attendance. Next, punch card and card scanning has
been introduced to people. At first, this seems to be an effectively way to avoid any
false attendance and it is easy to implement as nowadays there are sectors still
implementing this method. However, the disadvantage of this system is one person can
use the other’s card to have the permission. This is worrying as it will affect the security
measures. Sometimes when there is no electricity, it is also such a troublesome as the
card scanner cannot function.

Then, the biometric system has been developed with using fingerprint. Unfortu-
nately, this method comes with several disadvantages to the user. The devices needed
to operate this system can be expensive to afford, thus it makes the use of this fin-
gerprint system is limited. Other than the cost, this system will not function well as the
devices not only detect the image of the finger but also contamination found on the
finger such as dust and other dirty that will lead to incomplete image of fingerprint
being detected. Therefore, there are chances of being rejected by the system. Besides
that, by using external devices for operating the system, fingerprint system is complex
where it needs physical contact between users and devices. Some users might think that
it is distressed to use the system. Next, face recognition attendance system has been
developed but there are still several issues regarding this system such as the quality of
the image processed, the system and its maintenance are expensive and accuracy rate is
low. On the other hand, there is possibility where a person might use a picture instead
of the person himself to be recognized. This can lead to false acceptance. Real-time
based system is not very common yet among users as most of the system available still
need the human-control where a person in charge need to be in place with the system to
monitor it. The common consequence from this behavior is bias problem and time
waste just to monitor the system.

1.2 Proposed Solutions

With the wide availability of existing system, this system will be enhanced by taking
the deficiency of the current work and innovates on that part so that the deficiencies can
be at least minimized. The proposed system will operate in real-time as it is the main
highlight of this system. The face of user will be detected and tracked in real-time using
camera integrated with the system and the face detected will also be recognized in
real-time and automatically. In this case, the specifications of the camera used is not
taken into consideration as for now the camera input source can be any. Next, the other
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innovation will be done on the recognition part where based on the problem which the
user can use a picture instead of the person himself to be recognized. Eye blink
detection [1] will be implemented and tested in this system as the solution to make the
system to detect whether it is real face or photo attack. Based on scientist research, the
average a person blinks are 15-20 times per minute or every four seconds [2], thus it
can be one of the indicator to detect it is the real face.

There are existing techniques or algorithms that have been used by other developer
to develop this kind of recognition. Some of them are Local Binary Pattern (LBP),
Linear Discriminant Analysis (LDA) and Neural Network. The algorithm proposed for
this Real-Time FRS is Principal Component Analysis (PCA) which is the simplest of
the true eigenvector-based multivariate analyses. The use of PCA in this system is
because compared to other algorithms, PCA is using less time to train the data com-
pared to LDA which require more training time than PCA because it generally uses
PCA as a preprocessing step to avoid the small sample size problem.

This system is integrated with the attendance database by updating the tables in the
database. In this case, there is no attendance system involved but only the database that
shows similar attributes as attendance system to show that this system can work well
with the attendance database. Attendance database created for this system acts as a
support function to show the system is well-functioning and meet its requirements.

2 Background and Related Work

This research project is the enhancement of the developed project done previously.
There are functions that newly added and some functions are changed. One of them is
this system involves real time photo taken instead of static photo that manually inserted
into the system to be recognized from database from previous work.

Face recognition or facial recognition system has captured government’s attention
such as the immigration department as they are dealing with various people from
various corner of the world. From their perspective, it is the security aspect that leads to
implementation of face recognition system. NEC Corporation of Malaysia introduces
Neoface® facial recognition solutions for the first time in Malaysia as part of public
safety capabilities [3].

There is a system that runs face recognition which is KeyLemon. This system is
used generally for locking and unlocking a system. However, this existing system is not
secured. It is because even the face recognition accuracy settings are set at high
accuracy, it provides less security than a password. This face recognition software has a
high false acceptance rate such that it is easy to be hacked by anyone having only basic
photo editing skills according to a review site on Internet [4]. Some of the existing
algorithms that always been used in this type of recognition system are Principal
Component Analysis (PCA) and Local Binary Pattern (LBP).

PCA is based on the information theory approach. The relevant information in a
face image is extracted and encoded efficiently as possible. It is also widely used for
dimensionality reduction which in 1991, Eigenfaces is introduced by Turk and Pent-
land. By using this dimensionality reduction, the dimensionality of a face model can be
reduced from image pixel size to several principle bases. The information may be
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encoded by the bases sufficiently. The subspace of the image space spanned by the
training face image data is identified by PCA and decorrelates the pixel values [5, 6].

LBP was proposed by Ahonen. The method provides information about the shape
and texture. The original LBP operator labels the pixels of an image by thresholding the
3 * 3-neighbourhood of each pixel with the center value and consider the results as a
binary number, thus a histogram is made to describe the image. A LBP is called
uniform if it contains at most two bitwise transitions from 0 to 1. With this criterion, the
number of bins of different patterns reduced from 256 to 59, 58 bins for different
uniform patterns and one bin for non-uniform patterns [5, 6].

The code for detecting and tacking face is already available on the internet done by
other developers but the existing code itself is still having deficiency to differentiate
between real face and photo attack. Although the user is scanning using photo, the
system still detects and tracks the photo as it is the real face. This shows that this code
needs to be enhanced so that the system will be able to detect and track only the real face.

3 Methodology

Information gathering is carried out by making comparison between the algorithms
available for face recognition system which are Principal Analysis Component (PCA),
Local Binary Pattern (LBP) and Linear Discriminant Analysis (LDA) [7]. Through the
comparison, the differences between the algorithms can be pointed out, thus the suit-
able algorithm to be used is chosen. Moreover, information gathering also is carried out
by storing and testing with various dataset. This is because by using various dataset; the
results achieved are more accurate compared to single dataset. In addition, when it
involves the face recognition, it is very complex to be analyzed using single dataset.

Face recognition system is consisting of four main components which are user,
camera, the system and database. In this system, the user will be a student or a staff that
wants to get his or her attendance marked as present. They need to look at the camera to
get his or her face to be detected and recognized. Next, the system will detect and track
the face before it captures the face detected to be processed in recognition phase. After
the face has been captured, the system will do recognition process by comparing the
face with the dataset in database. The dataset is stored in various conditions and poses
such as frontal face, side face and conditions of light so that the changes of getting
accurate result is high. Meanwhile, for the unrecognized face, the detected face will be
stored in the database as a new database such that it can be used in the future if there is
a case where the person is detected again. Below is the network diagram that illustrates
the components involved in this system.

The figure below shows the algorithm of Principal Component Analysis
(PCA) which will be implemented and tested in this system. The algorithm shows the
processes of getting the features analysis and recognizing the face (Fig. 1).

This system uses webcam to acquire face image of a user, hence this system is a
real-time system. In the webcam video, the system will detect and track the face and
eyes position of user before it captures the face for further process. At this stage, blink
detection is executed for validating between real face and photo attack where if blink is
detected, then it is real face but if there is no blink, then it is not real face and can be
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concluded to be a photo attack. When the system has identified that it is a real face, the
face will be captured. After that, the face captured will be pre-processed by the system.
The pre-processes include creating eigenvectors or eigenvalues bundle for the specified
training images and save each eigenfaces (eigenvectors) as an image file. The array of
training images is converted into a matrix where each row is an image and the number
of columns is the number of pixels in the image. Then, the array is normalized. As the
result, each row in the matrix is a normalized image. Next, the mean face vector is
calculated as an array from the average of each matrix column. After that, the mean of
each column is subtracted from each matrix row. Each row now contains only dis-
tinguishing features from a training image. The covariance matrix is then calculated by

Fig. 1. Principal Component Analysis (PCA) Flow
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multiplying the normalized matrix and its transpose. Eigenvalues and eigenvectors for
covariance matrix is the calculated before it is sorted into descending order by
eigenvalues. The result is added to a table so the sorting of the values adjusts the
corresponding vectors. In the table, the eigenvalues act as the key while the eigen-
vectors act as the value. The sorted key list is converted into an array and it is used to
update the eigenvalues array. The eigenfaces for the training images also are nor-
malized by multiplying the eigenvectors to the training images matrix. After all these
calculations were made, the eigenfaces are saved as images. It is an optional to
reconstruct the eigenfaces back to original. The face captured will be changed into an
array and converted into normalized one-dimensional array. Next, the mean of the
image is subtracted from the image array and the image is mapped into eigenspace,
returning its coordinates which is its weights. After that, the smallest Euclidean dis-
tance between image and training images is calculated and the closest training image is
chosen. Based on the above result, the face captured will be classified as either known
or unknown. The following figure shows the architecture of Real-Time FRS (Fig. 2).

3.1 Recognition Testing

For recognition module, several test cases have been carried out to evaluate the system
accuracy. The method used for evaluation is ROC (Receiver Operating Characteristic)
Curve. Table 1 and Fig. 3 show the several test cases that have been carried out.

Based on this information, the ROC Curve is drawn. The data format chosen is
Format 1 which is Ordinal Rating Scale. For this format, each line is representing one
test case. On each line, there will be two numbers where the first number is either “0”
or “1”, depending whether the test case is truly positive (“1”) or truly negative (“0”)
and the second number is any integer (1, 2, 3, …) representing the confidence rating of

Fig. 2. Real-Time FRS architecture
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Table 1. Test cases and scenarios for recognition testing in Real-Time FRS

User Test 1 Test 2 Test 3 Test 4 Test 5

#1 Not found
in database

Not found
in database

Positively
recognized

Falsely
recognized

Falsely
recognized

**Remark Truly and
definitely
negative

Truly and
definitely
negative

Truly and
definitely
positive

Truly and
definitely
negative

Truly and
definitely
negative

#2 Positively
recognized

Falsely
recognized

Falsely
recognized

Positively
recognized

Positively
recognized

**Remark Truly and
definitely
positive

Truly and
definitely
negative

Truly and
definitely
negative

Truly and
definitely
positive

Truly and
definitely
positive

#3 Not found
in database

Not found
in database

Not found
in database

Not found
in database

Found in
database

**Remark Truly and
definitely
positive

Truly and
definitely
positive

Truly and
definitely
positive

Truly and
definitely
positive

Truly and
definitely
negative

**User 1 and User 2 are in database while User 3 is not in database.
**Truly Negative – Person not found (for user existed in database) and falsely recognized.
**Truly Positive – Person not found (for user not exist in database) and correctly recognized.

Fig. 3. (a) Test result 1 of ‘correctly recognized’, (b) Test result 2 of ‘photo attack detected’ and
(c) Test result 3 of ‘not in database’
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each test cases. The higher number indicates greater positivity. For these test cases, the
categories would have the following meaning; (a) definitely negative, (b) either neg-
ative or positive, and (c) definitely positive (Fig. 4).

Fig. 4. ROC curve for system accuracy
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Based on the above figure, the result given is based on the data in Table 1. For
given test cases, the system accuracy is approximately 73.3 percent (73.3%) accurate.
However, the accuracy is different when there are other test cases. The testing has been
carried out for different users’ category. The categories are user that exists in the
database, user that not exists in the database and a photo (Fig. 5).

3.2 Results

All the test cases are carried out based on the use case of Real-Time FRS. For example,
to test the webcam whether it is well-functioning and work correctly, the user must
stand in front of the webcam and see the video of the person displayed in the box on the
system main screen. In this situation, the video is tested whether it can display back the
video of user smoothly and well. Like the other function like tracking and detecting eye
blink. For face tracking, it is being tested whether the system can track the position of
the user’s face whenever he or she moves the face either right or left. Meanwhile for
eye blink detection, it is being tested whether the system can detect eye blink as this is
the criterion taken to distinguish or validate whether the user is using photo or real face.

From the unit testing conducted, each requirement is functioning well. The webcam
can detect, track and capture the face. The blink detection also is well-functioning as it
can detect whether the user is blinking within a specific time range. As the result, the
system will only proceed to the next process when the blink detection is successfully
passed. Every message is also correctly displayed in the right boxes for user reference.
However, the result of recognized face is not very accurate as it still has the possibility
of falsely recognize a person. This can be improved by refining the method of

Fig. 5. ROC curve for recognition testing of Real-Time FRS
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calculating the eigenvalues of training images and increasing the number of training
images with different illuminations and styles.

One of the weaknesses of existing solution is that for validating real face, it does
not have restrictor in detecting eye blink. Although the eye blink detection is imple-
mented, without a restrict conditions, user can manipulate the function easily by using
some photo editing using various editing software. Thus, the integrity of the system can
be questioned and the result of recognition process can be tainted. In Real-Time FRS,
eye blink detection is also being implemented but with a restrict condition where the
user need to blink a few times continuously in a specific time range. If the user really
uses real face, this condition will be easily being passed without any error warning
from the system.

Furthermore, this system utilizes the real-time functionality where it is now one of
the demand functionality due to its benefits to human being. By using real-time
functionality, the information gathered is always up-to-date without any delay. For
example, in this system that involves the attendance, the remark whether he or she is
present or not is stored on the spot when he or she has been recognized. Meanwhile, if a
person is not recognized by the system, the organization can be immediate notified
about the situation for further process or action. One of the constraint of this system is it
can only process one person at a time. Only one person at a time can stand in front of
the camera attached to this system. However, this constraint can be improved in future
work of this system.

4 Conclusion and Future Work

The idea of Real-Time Face Recognition System (Real-Time FRS) is proposed for
solving the problems faced by the related authority and organizations in Universiti
Sains Malaysia as the initial target. It is believed that this proposed solution will sustain
and improve students’ and staffs’ attendance performance by decreasing the chances of
false attendance made by the students of staffs. It is because with the current method of
taking an attendance which is using signature, it has high percentage of students giving
false signature. For example, students can just sign the attendance for their friends who
did not attend the class. Hence, this system can minimize this false attendance because
it is using real-time function, real face validation and it compares with the database.
With these restrictions, it is believed students cannot cheat about the attendance. This
recognition system utilizes the real-time function, real face validation and database
comparison and then displays the related information corresponding to the user but the
information will only be shown if the person is recognized by the system when
comparing with the database. The expected outcome of this solution is to check
whether the user is using real face or photo besides whether the person is being
recognized by the system correspond to the database.

The development process of Real-Time FRS had faced many challenges which one
of it is the accuracy of the detection algorithm; in this case the system used haarcascade
classifiers which are haarcascade_frontalface_alt.xml for face detection and haarcas-
cade_eye_tree_eyeglasses.xml for eye detection. Although the available detection tool
is used, it can also make mistake in detecting the face and eye. Many technologies are
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being used in this project such as SQL which is the fundamental of Real-Time FRS and
it is where all the data are retrieved and stored. Besides that, Java programming
language is used for coding the system and Eclipse Neon is the Integrated Development
Environment (IDE) platform. At the end, the result met the main objectives which are
to verify the person is in database through several processes, classify unverified face,
increase security level and innovate attendance system by using biometric and real-time
function.

The Real-Time FRS has a spacious room for improvement as it utilizes the tech-
nologies that rapidly improving, for example, the biometric element which in this case
is the face of a user. Apart from face, there are many biometric elements that can be
used or integrated in this system. Thus, this system is not limited to only face. Fur-
thermore, although this system can only process one face at a time, it can be modified
to multiple faces being processes at a time in the future with more details development.
Using this technology, the system can give a better result and accuracy in identifying
and verifying a person with the organization’s database to secure the security of the
organization. Nowadays, there are a lot of security breaches that can contaminate the
integrity of an organization. As a result, the organization can have a better security
level with less caution on security breach.

In the future, instead of processing one face at a time, processing multiple faces at a
time can be done with more details development work. Image tracking [8] could be one
of the best choices for this implementation. The benefit of processing multiple faces at
a time is it can reduce time consuming to identify and verify a person with the database.
Other than that, other biometric elements such as retina scan and body temperature
detection can be integrated with this system [9]. The benefit of these additional ele-
ments is they can give more accurate result on person verification because there are
more criteria that being considered and processed by the system, which could also
include other improved image processing and segmentation such which have been
proven and applied on more complex images [10–15]. Several people might have one
common feature for one criteria, but when there are several criteria are being processed,
the chances of group of people have common feature is low. It is believed that these
future works can be done successfully by giving more efforts, suitable technologies
both software and hardware and detailed research need to be done.
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Abstract. Key frame extraction is an important algorithm for video summari-
sation, video retrieval, and generating video fingerprint. The extracted key
frames should represent a video sequence in a compact way and brief the main
actions to achieve meaningful key frames. Therefore, we present a key frames
extraction algorithm based on the L1-norm by accumulating action frames via
optical flow method. We then evaluate our proposed algorithm using the action
accuracy rate and action error rate of the extracted action frames in comparison
to user extraction. The video shot summarisation evaluation shows that our
proposed algorithm outperforms the-state-of-the-art algorithms in terms of
compression ratio. Our proposed algorithm also achieves approximately 100%
and 0.91% for best and worst case in terms of action appearance accuracy in
human action dataset KTH in the extracted key frames.

Keywords: L1-norm � Optical flow � Colour histogram � Frame differences �
Blocks differential

1 Introduction

Key frames extraction is the first step in several computer vision fields such as video
summarisation, video retrieval, and video forgery detection based on the fingerprint.
Generally, the algorithm for key frame extraction should provide a compact video
representation, but it should not be a complex and time consuming process. There are
several visual features were used for key frame extraction including static features and
motion features such as colour, texture, shape, and camera movement and object
motion [1]. The motion feature is used to generate a compact video representation
while protecting the important actions of the original video. The motion feature is
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calculated by a motion estimation technique such as optical flow to describe the visual
contents with temporal differences inside a video [2]. The Lucas–Kanade method [3] is
widely used in differential methods for optical flow estimation and computer vision by
calculating the motion feature between two frames which are taken at a specific time.
Lu, et al. [4] proposed a real time motion detection algorithm based on the integration
of accumulative optical flow and twice background filtering technique. The
Lucas-Kanade method was employed to compute frame-to-frame optical flow to extract
a 2D motion field. The accumulative optical flow method was used to cope with
variations in a changing environment and to detect movement pixels in the video. The
advantages of the algorithm [4] are: avoiding the need to learn the background model
from a large number of frames, and it can handle frame variations without prior
knowledge of the object shapes and sizes. The algorithm was reported to be able to
detect tiny objects and even slow moving objects accurately. Many authors focused on
motion estimation and analysis to extract key frames to keep important information
about actions of the original video and to provide a compact video representation [5–7].

A variety of different key frame extraction algorithms were developed in recently to
extract key frames to segment video into shots or scenes. The simplest was the
selection of key frames by calculating the colour histogram difference between two
consecutive frames [8], then computing the threshold based on the mean and the
standard deviation of absolute difference. After that, comparing the difference with the
threshold if the difference is larger than the threshold. Then select the current frame as a
key frame. Steps were repeated until the end of the video to extract all key frames. In
another typical method [9], key frames were extracted by comparing the consecutive
frame differences with a pre-determined threshold value. The algorithm read each
frame in a video and converted them into the gray level, and calculated their differences
between two consecutive frames. Then it calculates the mean and standard deviation
values simultaneously and sets the threshold value similar to standard deviation mul-
tiply by a constant number. If the difference is larger than the threshold, then the current
frame will be saved as key frame. Cao, et al. [10] proposed a key frame extraction
algorithm based on frame blocks differential accumulation with two thresholds. In their
algorithm, the first frame in a video was considered as a first reference frame. The
remaining video frames were then partitioned into equal sized image blocks. The
created image blocks were used to detect any local motion in the video. The colour
mean differences were computed in RGB colour space of the corresponding blocks in
the reference frame and the current frame. The algorithm counted the blocks changing
in the current frame in relation to the block changing in the reference frame. If the count
number was greater than the global threshold, this means the current frame had more
changes than the reference frame. Then, the algorithm used the current frame as key
frame instead of the reference frame and similar steps were repeated until the last
frame. The algorithm [10] was able to identify the movements in high efficiency and to
extract key frames with strong robustness in different types of video.

The majority of key frame extraction algorithms was developed to segment videos
into shots or scenes. There are very few researchers as [8] focused on extracting key
frames within the video shots. However, it is considered important in some fields which
need a compact presentation of video shots such as in video forgery detection system
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based on fingerprint [11], for video copyright protection [12], and it may give a good
benefit in the field of improving the hallucination of probes in the videos [13].

In Sect. 2, key frames extraction algorithm within the video shot is presented and
discussed; Sect. 3 argues the experiments, analysis the result, and shows the quanti-
tative evaluation of the proposed algorithm. Finally, Sect. 4 concludes the work and
suggests future work.

2 Action Key Frames Extraction Algorithm

The key frames extraction within a scene is an easier task than extracting them inside a
shot. A scene has a transition between two sequential shots and different views from
shot to shot, while the shot is a sequence of successive frames captured without
interruption by the same camera. In order to derive an algorithm to perform key frame
extraction effectively inside shots is a challenging task because video frames are
attributed to many visual features such as motion and colour. The most important key
frames which contain critical action of objects and extracted with a compact limited
number make them easier to use in different systems such as video retrieval and video
fingerprint. The basic action was defined by [14] as the unit into which human behavior
shall be classified, and the amount of information which needs to be accumulated
depends on the complexity of the action such as a high jump needs more frames rather
than running and jumping. Schindler and Gool [14] claimed that the one to seven
frames are sufficient for basic action recognition from a very short shot. They extracted
the local shape and optic flow features for each frame and achieved a good averaging of
correct recognitions around 90%. The frames were between five to seven and about 0.3
to 0.5 s of the video. Therefore, we chose ten as an average for accumulative action
frames to be moderate and suitable for detecting more complex actions such as moving
objects with a static camera either with a static or dynamic background, moving objects
with a moving camera or a shaky camera.

At the beginning, our proposed algorithm read ten consecutive frames from the
video shot, and used the optical flow to estimate objects’ velocities from each frame
based on Lucas-Kanade method. If the objects’ velocities of any frame equal zero, the
frame was discarded and read the following frame. Each selected ten frames were
organized as a window. Later, the algorithm generated an absolute difference image
AbsDiff from optical flow frames Ofi and Ofi−1, where Ofi is the first frame in the
current window, and Ofi−1 is the last frame in the previous window as shown in
Eq. (1). Features extraction usually used to extract the information that represents the
objects [15]. Thus, to inspect the sparsity of the motion information in AbsDiff images,
the L1-norm (least absolute error) was used in Eq. (2). L1-norm was proposed by
Claerbout and Muir [16] for data modeling and used by Schindler and Gool [14] to
extract motion features.

AbsDiff ¼ jOfi � Ofi�1j; ð1Þ

L1 norm ¼
X j

1

Xk

1
AbsDiffð Þ ð2Þ
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where j and k are the AbsDiff number of columns and rows respectively. L1-norm is the
sum of the absolute differences between Ofi and Ofi−1, and it returns motion infor-
mation about the current AbsDiff frame. Different threshold values were examined to
pick out the optimal value able to detect the accurate action frames Af generated by
Eqs. (1) and (2) to filter the frames were selected via L1_norm, and to discard Af with
none or tiny motion information, refer to Sect. 3. In [17], the sum of absolute differ-
ences (SAD) was calculated from image blocks to create a block similarity while in our
proposed algorithm the SAD was calculated from action frames to create action frames
summations, as shown in Eqs. (3) and (4).

Action FrDiff ¼ Afi � Afi�1j j; ð3Þ

Action FrSum ¼
X10

m¼1
Action FrDiff mð Þð Þ ð4Þ

where Action_FrDiff is the absolute difference frame between the two consecutive
action frames, Afi is the current action frame, Afi−1 is the previous action frame.
Action_FrSum was defined as candidate key frames generated by accumulating ten of
action frames, m is the current Action_FrDiff frame. The selection of key frames
depended on three cases. In the first case, if the candidate key frames were between six
to ten, they were acceptable and saved as the final key frames. In the second case, if the
candidate key frames had extra keys less or equal ten, it means the shot has little
dynamic texture and/or small motion objects need to be detected. Therefore, the dif-
ference between each two consecutive candidate key frames was calculated, then the
candidate key frames with maximum differences were selected. In the third case, if the
candidate key frames had extra keys more than ten, the candidate key frames were
converted to a binary image using Otsu’s method [18]. The reason of using Otsu’s
method because it can computes a global threshold that can be used to convert an
intensity image to a binary image. Then the difference words counts between each two
consecutive candidate key frames were founded. After that, the ten candidate key
frames with maximum differences were selected. The pseudo code of the proposed
algorithm steps is shown in Fig. 1.

3 Experiments and Result Analysis

Our experiments were performed on a laptop, Toshiba Satellite C850-B098 with
CPU-Intel (R) Core (TM) i3-2312 M CPU @ 2.10 GHz, memory RAM-2 GB, system
type 32-bit. Our system was programmed with Matlab2013a using Windows 7. Our
proposed algorithm was implemented under KTH human action dataset which pre-
sented in [19]. KTH contains 599 video shots - we used the term of video shot instead
of video because each video in KTH has the same view without transition - of six types
of human actions: boxing, hand clapping, hand waving, jogging, running, and walking.
The actions were performed by 25 actors and actresses in four different scenarios:
outdoor d1, outdoor with scale change d2, outdoor with different clothes d3, and indoor
d4. KTH video shots were taken over a homogeneous background, frame rate equal to
25 frames per second, resolution 160 � 120 pixels per frame, and a length less than
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one minute. We divided KTH into two different sets. The five selected video shots in
[8] from KTH as a training set, and all 300 video shots in the jogging, running, and
walking as a validation set.

L1-norm threshold is a global threshold since its value is defined using the whole
frame and need not segment the whole frame to blocks. The global threshold is easier to
implement than the local threshold with less computation time [20]. L1_norm action
frames were compared with the action frames selected by a user using a comparison of
user summaries (CUS) evaluation method [8], more details about CUS method were
discussed in Sect. 3.1. As shown in Fig. 2, the user selected four sequence groups for
the same action in the same video shot.

Fig. 1. The pseudo code of the proposed key frame extraction algorithm steps.

Fig. 2. The action frames of the target selected by a user (a) the first appearance (b) the second
appearance (c) the third appearance (d) the fourth appearance.
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The accuracy rate and error rate were used to evaluate the quality of the auto-
matically extracted key frames compared with user extraction in [21]. In this work, the
action accuracy rate (ActionA) in Eq. (5) and action error rate (ActionE) in Eq. (6) were
used to evaluate the quality of the detected action frames by L1-norm threshold
comparing with selected user action frames.

ActionA ¼ #Matching action frames
#user action frames

ð5Þ

ActionE ¼ #Non�Matching action frames
#user action frames

ð6Þ

where Matching action frames means the extracted action frames based on L1-norm
matched the action frames set which selected by the user. Non-Matching action frames
means the extracted action frames based on L1-norm not matched the action frames set
which selected by the user. The line graphs in Figs. 3 and 4 show the effects of
implementing different values of L1_norm threshold from 600 to 5400. The ActionA of
L1-norm goes down after 2600 between 0.003 to 0.042, while the ActionE of L1-norm
stability begins from 4600 with least action error rates between 0.005 to 0.011. The
ActionA and the ActionE are complementary, the highest quality being when ActionA
equal one and ActionE equal zero that means all detected action frames by L1-norm and
the user are exactly matched. Therefore, the 4600 value was chosen of L1-norm
because it has an ActionA equal one except the last video shot which has an ActionA
approximately 0.99 with minimum ActionE.

The compactness measure of video shots contents due to the extracted key frames
was computed using the compression ratio (CR) to evaluate the performance of key
frame extraction algorithms. The higher value of CR of an algorithm indicates that the
algorithm is good [8]. The CR was calculated using the Eq. (7) from [8].

CR ¼ #Video frames
#Extracted key frames

ð7Þ

Fig. 3. Action accuracy rate using different L1-norm threshold values.
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The CR results of the absolute colour histogram difference were described in [8],
while the CR results of our proposed algorithm, the grey level consecutive frame
differences with threshold [9], and RGB colour space frame blocks differential accu-
mulation with two thresholds were obtained by experiments using the training set video
shots from KTH as described in [8]. To determine the acceptable values for frame
blocks differential thresholds variables a and b [10] on KTH training set video shots,
different experiments were executed in Eq. (8) and Eq. (9). As shown in Fig. 5, frame
blocks differential threshold [10] had the best CR when a = 1 and b = − 6.

Threshold1 ¼ a� mValue ð8Þ

Threshold2 ¼ bþ m� nð Þ� / where /¼ 0:6 ð9Þ

where the mValue is the mean differences of all blocks in each frame, m and n are the
numbers of columns and rows respectively in the frame. Variable a range is [0,1] and
variable b range is [−10,10]. The main disadvantage of [10] is the difficulty of
determining the threshold value, and several experiments need to be attempted to find
the appropriate threshold value.

Fig. 4. Action error rate using different L1-norm threshold values.

Fig. 5. The total number of the extracted key frames using different thresholds value’s.
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Table 1 gives the CR value of the training set video shots in KTH dataset. All
selected video shots were represented as individual action in a single video shot. As
shown in Table 1, our proposed algorithm had the best CR of extracting key frames for
the five video shots comparing with the-state-of-the-art algorithms, the absolute colour
histogram difference [8], the grey level consecutive frame differences with threshold [9]
and RGB colour space frame blocks differential accumulation with two thresholds [10]
respectively.

3.1 Quantitative Evaluation of the Proposed Key Frame Extraction
Algorithm

Video summarisation is a technique to generate a short summary of a video. The
summary can either be an order of static images called key frames or moving images
called video skims. A good video summarisation should return a maximum information
about the video in an identified time limitation or adequate information in the minimum
time [22]. To evaluate any proposed algorithm for video summarisation, the best choice
is comparing it against existing algorithms. Nevertheless, a stable evaluation frame-
work is absent for key frame extraction and video skims. Currently, every key frame
extraction algorithm has its own evaluation methodology and regularly presented
without any performance comparison with existing algorithms. This occurs because the
definition of what should be considered as an exact detection is not an explicit task [23,
24]. Therefore, the existing evaluation methods for video summarisation by extracting
key frames algorithms are grouped into three different categories [22]. These categories
are the result description which does not require any comparison with other algorithms,
and used to discuss the effect of the system parameters or visual dynamics of the video
sequence on the extracted key frames. The objective metrics are used to compare the
key frames extracted by different algorithms or by changing parameters for the same
algorithm. The user studies require independent users to judge the quality of video
summary or extracted key frames. Therefore, a novel evaluation method to evaluate
video summaries was proposed [23, 24]. This evaluation method called the comparison
of user summaries (CUS), the video summary is built manually by a number of users
from the sampled frames. The user summaries are taken as a reference to be compared
with the summaries obtained by different methods.

Table 1. CR for our key frames extraction algorithm and the-state-of-the-art algorithms.

Training set video
shots

Frames
count

Compression ratio of the extracted key frames

Our
alg.

Colour his.
diff.

Con. frame
diff.

Frame blocks diff.
(1,−6)

Person1_runing_d1 335 41.88 5.68 4.14 1.58
Person1_ runing_d2 365 36.50 8.90 2.92 1.79
Person1_ runing_d3 350 38.88 6.48 3.72 1.57
Person2_ runing_d1 314 31.40 6.83 2.51 1.35
Person2_ runing_d2 1492 149.20 7.54 1.79 1.75
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Ideally we should use the same data sets and same metrics to compare our proposed
algorithm with the state of the art algorithms. However, most of the previous algo-
rithms that used the KTH data set focused on human action recognition and this made
direct comparisons almost impossible. For this reason, to verify our key frames
extraction algorithm, we used the jogging, running, and walking scenarios amounting
to a total of 300 video shots from KTH as a validation set. The validation set has
several human appearances from the right and the left sides for each action. The key
frames in [25] were extracted by searching the human appearances inside the video
shots in KTH dataset as the first step in human action recognition system. Therefore, to
study if our key frames - called action key frames - extraction algorithm can detect all
human appearances in KTH. We presented Eq. (10) to study the accuracy of our action
key frames extraction algorithm in detecting the different appearances for the same
action in the same video shot. The best value for Action_appearanceacc equals one,
that’s mean each different action appearance is detected by one key frame or more.

Action appearanceacc ¼ #Detected action appearances
#Action appearances

ð10Þ

Our proposed algorithm is able to extract the action key frames in sorted order to
enable the visual understanding of the result as shown in Fig. 6. In addition, the
extracted action key frames were able to detect and extract video shots with different
scale appearances as shown in Fig. 7, and partial appearances as shown in Fig. 8.

Fig. 6. Six sorted appearances from video shot person12-jogging-outdoor with their saved
names.

Fig. 7. Four different scale appearances from video shot person23-walking-outdoor.
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In Fig. 9, the running action has the best Action_appearanceacc in a different camera
and environment conditions while the walking action has the least Action_appear-
anceacc. On average, indoor has the best Action_appearanceacc comparing with other
conditions; nevertheless, outdoor has a complete Action_appearanceacc equal one in
jogging and running actions. In general, the highest accuracy in the best cases equal
one and in the worst case equal 0.91%. The jogging and running actions have the same
standard deviation equal six while walking action has twelve.

4 Conclusion and Future Work

The extracted key frames can be used to represent the video as a whole and summarize
the important actions of the video. The optimal number of extracted key frames is
mainly dependent on video complexity, such as camera motion, shot visual contents, or
the dynamicity of foreground or background. Our proposed algorithm focused on
estimating motion by using an accumulative number of optical flow frames based on
L1-norm. In comparison with the-state-of-the-art algorithms tested in our experiments,
our proposed algorithm detected the important actions in the video shots with a
compact controlled number of key frames between six and ten. For all video shots, our
proposed algorithm was able to extract action key frames automatically which makes it
suitable for full automatic application in future for video fingerprint generation,
detecting video forgery system, video retrieval and searching system, and video
summarisation. For future work, we need to eliminate the wrong detection that
appeared in video shots with shadow appearances instead of a person or empty key
frames caused by sudden shaking camera. We would like to acknowledge that this
paper has been supported by the Ministry of Higher Education under the Prototype
Research Grant Scheme PRGS/1/2016/ICT02/UKM/02/1 entitled “Intelligent Vehicle
Identity Recognition for Surveillance”.

Fig. 8. Four partial appearances from video shot person2_running_indoor.

Fig. 9. Comparison of action appearance accuracy under validation set video shots.
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Abstract. Since the technology is growing rapidly, a lot of people nowadays
start to learn the foreign language by using computer or mobile phone where
they can simply download the language learning software into their phone or
computer, and learn it without attending the traditional class room. However,
most of the language learning software on the market does not support the nasal
recognition. If a user contains nasal voice, the system may not able to recognize
and determine his/her voice. Thus, nasal user may find it difficult in using this
kind of language learning system. In this research, a new Mandarin Language
Learning System is developed for nasal voice user. This Mandarin Language
Learning System able to understand the nasal pronunciation which allows the
nasal voice user to learn Mandarin without facing any problems. Once the
system able to recognize the nasal pronunciation, it will increase the accuracy of
recognition and also the efficiency of the system. In this research, Mel Fre-
quency Cepstral Coefficient (MFCC) features are extracted from nasal speech
signal and normal voice signal. Later extracted signals are studied the difference
and matching using Dynamic Time Warping (DTW) techniques. Results obtain
are compared with Hidden Markov Model (HMM). The accuracy of Nasal
Voice is much higher by Combining MFCC features and DTW.

Keywords: Nasal voice � Mel Frequency Cepstral Coefficient (MFCC) �
Dynamic Time Warping (DTW) � Hidden Markov Model (HMM)

1 Introduction

This research explains the development of the Mandarin Language Learning System
for Nasal Voice Users. Mandarin language learning system for nasal voice users is a
system that used to detect the accuracy of Mandarin pronunciation with the aid of voice
recognition system. Thus, this system assists users in their Mandarin language learning
process by allowing users to realize their problems in pronunciation of Mandarin.

Nowadays, China is considered as the world’s second largest economy by attracting
abundant of foreigners entering the market for investment [1]. Therefore, it attracts a lot
of foreigners starting to teach Mandarin as their second language in order to com-
municate and interact with Chinese for sharing and exchange of information or ideas.

© Springer International Publishing AG 2017
H. Badioze Zaman et al. (Eds.): IVIC 2017, LNCS 10645, pp. 376–388, 2017.
https://doi.org/10.1007/978-3-319-70010-6_35



In accordance to a survey of Dalian University, it is found that the number of foreign
mandarin language learners has increased to 100 million in 2014 as compared to 30
million in 2004 [2]. As such, it is obvious that the role of Mandarin is kept increasing
as time goes on. In order to allow foreigner to learn Mandarin in a more effective way,
the development of a Mandarin language learning system is vital in current era.

In the process of learning Mandarin language, the most common problems faced by
learners are their nasal voice made in pronunciation [3]. According to a research, nasal
voice always occur when abnormal coupling of oral and nasal cavities during speech,
especially with vowel productions [4]. As we know, nasal voice is a disorders and it
hard to be controlled by the patients. It is because the nasal voice will be occurred
unconsciously, and the patient will not aware of it. In this case, when the patients try to
communicate with other people, the nasal voice will directly affect pronunciation of the
patient. Thus, this system will help to detect the nasal voice of the users. With the
system, the users able to learn the Mandarin Language by listening to certain Mandarin
words that pronounced by the system and then pronounce the words through the
microphone to allow the voice detection system to access the pronunciation of the
users. As such, the system will recognize the nasal pronunciation of the learner. By
understanding the nasal pronunciation, the users are able to proceed with making
correction on their Mandarin pronunciation.

1.1 Problem Statement

With the technology advancement nowadays, most of the people start to use the lan-
guage learning software to learn mandarin as their second language such as Rosetta
Stone, TellMeMore, eLanguage, RocketLanguage and etc. These mandarin language
learning software allow the learner to learn the Mandarin in a more simple way without
attending the formal language learning classes. However, all of the existing Mandarin
language learning software in the market does not help to recognize the nasal tone from
the learner, especially those with nasal voice.

Nasal voice is a disorder that learner’s voice contains nose sound. As there is too
much sound resonating in the nasal cavity during speech, nasal voice will occur [5].
The nasal voice learner find it difficult in learning Mandarin language by using the
existing language learning software as they has difficulties in pronouncing Mandarin
tone correctly [6]. The nasal voice may affect the user while they are pronouncing the
Mandarin tone. Meanwhile, the nasal voice may also influence the recognition rate and
accuracy of the software. When the learner speak with nasal voice, the existing lan-
guage learning software is hard to recognize the voice of learners.

The majority of existing language learning software does not have the nasal voice
detection function. Thus, if the nasal voice user speaks to the software, the software
function can only determine the user pronunciation but it is unable to detect nasal voice
from the user. The learner find very difficult in pronouncing Mandarin when they using
the existing language learning software as the learner does not know their nasal voice
that will affect their pronunciation.

In language learning process, the first language may influence the target language
of learners. This can be reflected in the case that most learners will find it difficult to
pronounce because some Chinese sounds is similar with their first language sounds, but
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they are totally different from each other [7]. In addition, nasal sounds also are one of
the reasons that cause the learner unable to pronounce mandarin correctly. Nasal sound
will prevent the occurrence of certain combinations of consonant sound, thereby limit
the Mandarin language learner’s ability in proper pronunciations [8]. Due to the reason
above, nasal voice learner find it more difficult in pronouncing the correct mandarin.

The purpose of this research is to allow the entire nasal voice user to simply use the
language learning software to learn Mandarin and reduce their nasal voice pronunci-
ation to ensure that they can pronounce the correct Mandarin. This project will pro-
posed a learning tool for nasal voice user to learn Mandarin and allow them to
pronounce Mandarin with correct tone. This learning tool will encourage more nasal
voice user to use this learning tools to learn Mandarin. In addition, this learning tools
will include the nasal pronunciation detection function to accuracy detect user nasal
voice to help the user reduce their nasal voice and allow the nasal voice user can
pronounce the Mandarin with correct tone.

1.2 Research Objectives

The purpose of this research is to develop a mandarin language learning system for
nasal voice user. The system will analyse the pronunciation and intonation of the
speaker, and determine the correctness of the pronunciation of the user. The following
objectives are set to achieve the main aim to recognize and analyse the nasal pro-
nunciation from nasal voice user by using Mel Frequency Cepstral Coefficient (MFCC)
and Dynamic Time Warping (DTW).

1.3 Scope

This research focus on the implementation of the Mandarin language learning system
and also the nasal pronunciation detection function. As this Mandarin language
learning system includes the nasal pronunciation detection function, it may allow the
nasal voice user to learn the new language and help to reduce their nasal voice to ensure
that they can pronounce the correct Mandarin tone. By using this new nasal pronun-
ciation detection function, it will recognize the nasal pronunciation from user and
efficiently to help them to reduce their nasal voice.

However, there still have some problems for the nasal pronunciation detection
function. For example, if some mandarin words are containing with nasal end, this kind
of words will cause the detection function cannot determine the nasal level of user and
it will influence the operation of system.

2 Speech Recognition

In this section, the information regarding to the speech-recognition system of language
learning system, MFCC feature extraction, Dynamic Time Warping and Hidden
Markov Model is discussed. The implementation of each techniques and also the
comparison between two matching techniques Dynamic Time Warping (DTW) and
Hidden Markov Model (HMM) will be discussed.
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2.1 Speech–Recognition System

Figure 1 has shown that how is the speech-recognition system work. Application’s
interface with the decoder is applied to gain recognition results which will be adopted
to adapt other components within the system. The representation of knowledge about
phonetics, acoustics, gender, microphone, environment variability and dialect differ-
ences among speakers are included in the acoustic models. Language models is
referring to the knowledge of a system of what forms a possible word, what word is
likely to be co-occurred, and in what sequence.

2.2 Feature Extraction

There are many feature extraction techniques being used by speech/speaker recognition
system, such as LPCC, KNN, MFCC and etc. Following sections, will discuss on
MFCC feature extraction and the implementation into Mandarin language learning
system.

2.2.1 Mel-Frequency Cepstral Coefficients (MFCC) Features Extraction
Mel-Frequency Cepstral Coefficients (MFCC) is the most common features extraction
technique that being used by the speech/speaker recognition system. This features
extraction method was introduced by Bridle and Brown in 1974. MFCC is regarded as
the coefficients that being used to represent the sound based on the human speech
perception. The derivations of MFCC are made by taking the signals’ Fourier Trans-
form and warp it by applying the Mel-filter bank to mimic the Mel-scale. The last step
is to perform Discrete Cosine Transform on the logarithm power of the speech frame
from the Mel-scale output (Fig. 2).

There are many matching techniques being used by the speech/speak recognition
system, such as Gaussian Mixture Models (GMM), Support Vector Machine (SVM),
Dynamic Time Warping (DTW), Hidden Markov Models (HMM) and etc. In this

Fig 1. System architecture of speech-recognition system
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section, the two majors matching techniques will be discussed, which is Dynamic time
warping and Hidden Markov Model.

Dynamic time warping is referring to a statistical method that normally being
applied to recognize speech signal. However, it is replaced by successful and powerful
techniques such as Hidden Markov Model. By using Dynamic Time Warping (DTW),
different type of data that is represented linearly can be analysed. The advantage of
using DTW algorithm is in measuring similarity between two time series which may be
different in time or speech. For example, to find the optimal match between two
sequence, the input and reference template. DTW main principle is to differentiate
between two dynamic patterns and measure the similarity and calculate the minimum
distance between the two patterns. A formula is used to find the minimum cost between
input frame (fi) and transition cost (Txy) by calculating the distance between the
reference frame and the input frame.

D i; jð Þ ¼ d i; jð ÞþminðD i; jð ÞþT10;D i; jð ÞþT11;D i; jð ÞþT01Þ
WhereD i; jð Þ is lowest cost to i; j
D i; jð Þ is lowestmatch cost

ð1Þ

The steps included in Dynamic time warping are as follow:

• Recording, Parameterizing and storing reference words’ vocabulary.
• Recording test word to be parameterized and recognized.
• Measuring the distance between test word and each reference words.
• Choosing reference words closest to test word.

2.2.2 Hidden Markov Model
The difference between Hidden Markov Model (HMM) and Markov Chain is that
HMM is a finite-state machine with probabilistic transitions between states and also a
set of observation probabilities associated to the states. For Markov chain, the states are

Fig 2. Block diagram of the MFCC algorithm and reference [9]
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directly visible to the observer but for HMM are not directly visible but the observa-
tions are visible. HMM is widely used in temporal pattern recognitions application such
as speech recognition, handwriting recognition and part of speech tagging (Fig. 3).

For the standard Hidden Markov Model, the state space is discrete, while the
observations can either be discrete or continuous. The parameters of interest comprise
the state transition probabilities and observation probabilities. The state transition
probabilities control the way the hidden state at time t + 1 is chosen given the hidden
state at time t. On the other hand, the observation probabilities govern the distribution
of the observations at a particular time given the state at that time (Fig. 4 and Table 1).

Fig 3. Optimal alignment between input frame and reference [10]

Fig 4. Example of a three-state Hidden Markov Model with discrete observation symbols
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2.2.3 Comparison Between Dynamic Time Warping and
Hidden Markov Model
The function of database is to collect the pinyin pronunciation samples. The database will
be separated by two, which is Normal database and Nasal database. Normal database is
used by the normal voice user, and Nasal database will being used by nasal voice user.

Mel-frequency cepstral coefficients (MFCC) features extraction and Dynamic time
warping (DTW) pattern matching will be the main techniques that being used in this
Mandarin language learning system. Based on the research conducted by Fan and Liu
(2010), the efficiency and accuracy of the combination of MFCC and DTW is higher
than the combination of MFCC and Hidden Markov Model (HMM). Therefore, the
efficiency and accuracy of Mandarin language learning system will become higher if
the combination of MFCC and DTW is applied into this system.

3 Methodology

The Mandarin language learning system will receive a voice from user. After that,
system will establish the connection with MFCC and DTW functions to ensure that
these two functions are ready to use. Secondly, system will start to verify the user’s
voice, and make a decision. If the user’s voice is not valid, the system will display
“voice not valid” and system will stop immediately.

If the voice is valid, then the system will pass the user’s voice to MFCC for feature
extract and DTW for compare the user’s voice with the database samples. Lastly, the
system will determine the user result is good or no good. If the result is good, then the
system will display “Good! Continue work hard!”. If the result is no good, the system
will display “No good! Practice again!”.

3.1 Database

The database is divided into two, which is Normal pinyin database and Nasal pinyin
database. The purposes of database are used to compare the user pronunciation. If the
voice is from the normal user, then the system will compare their voice with the normal
database. If the voice is from the nasal user, then the system will compare their voice
with the nasal database.

Table 1. Comparison of DTW and HMM

Classifier Pros Cons

Hidden
Markov
Model (HMM)

• Accuracies for speech recognition
tasks that are comparable to other
well-known classifiers

• A lot of design issues related to
the structure and training of the
HMM classifier

Dynamic
Time Warping
(DTW)

• Accuracies for measuring the
distance between two signals

• DTW need a lot of memory
space

• Often used by speech recognition
system

• Slow during the training section
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The samples of pinyin database are retrieved from an open source website and each
pinyin letter is pronounced by different speaker. As such, the samples of nasal pinyin
database are recorded by different nasal speakers.

For normal database 23 pinyin initials pronunciation will be stored in the normal
database. Each pinyin initial have 4 simples, and all the samples is pronounced by
different people. The main purpose of the database is used for training, matching and
comparing. Whereas for nasal database, 23 nasal pinyin initials pronunciation will be
stored in the nasal database. Each nasal pinyin initial also have 4 simples, and all the
samples is pronounced by different nasal people. The main purpose of the database is
used for training, matching and comparing.

3.2 Signal Processing

The first step is to extract MFCC features from normal and nasal Pinyin speech signal.
This file is saved as .mat (Fig. 5).

The extracted features are supplied to DTW algorithm to compare the pattern of
nasal and normal pinyin speech signal. The result of the comparison will be stored into.
MAT file (Fig. 6).

Subsequently, a baseline sample is formed to use for comparing against the DTW
results. This baseline sample is formed through matching the best two samples from
normal pinyin database. Lastly, system will select the result with least distance from 3
pairs of DTW results and compare it with the baseline. A final output is prompt with a
condition, if the result is higher than 60%, it is considered acceptable (Fig. 7).

The method for detection of nasal pronunciation is basically similar with method
for detecting the normal pronunciation.

Fig 5. Flow chart from user’s voice to MFCC

Fig 6. Flow chart for DTW implementation in this system
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Most of the existing language learning system in the market only has one database,
which is the normal pinyin database. By using one database, the system will face
difficulty when analyze the nasal user voice and it also will reduce the accuracy of the
result. Since the system is train by the normal pinyin database samples, it unable to
analyze and understand the nasal voice.

4 Results and Discussion

Testing has been conducted with 10 subjects. Five subjects tested for “Normal Voice
Lesson” and another five subjects tested for “Nasal Voice Lesson”. Each group of five
subjects contains two females and three males. All the subjects are briefed before the
testing take place. Each subjects are tested for all 23 Pin Yin letters (Table 2).

4.1 Normal Voice Pin Yin Result

The result table below has shown that the lowest pinyin pronunciation letters are b, f,
and l. It means that the normal voice user may found it difficult to pronounce those
pinyin letters correctly. The reason that they facing difficulty in pronouncing those
pinyin letters is because their first language is affecting them while they are pro-
nouncing those pinyin letters. Since the pinyin pronunciation of b, f and l is quite
similar with some of their first language word, but they are exactly difference.
Therefore, it will cause the normal voice user hard to pronounce b, f and l correctly.

The highest pinyin pronunciation letters on the result table above is k, z and j. It
means that the normal voice user has high accuracy while they are pronouncing those
pinyin letters. Since the pronunciation of k, z and j is totally similar with some of their
first language pronunciation. Therefore, they user may found it very easy while they are
pronouncing the letters k, z and j.

4.2 Nasal Voice Lesson Result

From the result tabulated in Table 3, it shows that the lowest pinyin pronunciation
letters are q and x. The nasal voice user may found it difficult to pronounce this two

Fig 7. System for comparing least distance DTW result with baseline sample
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pinyin letters with the lowest percentage, 70%. The reason that could be inferred from
the result is may be the nasal voice user found difficult to pronounce q and x Therefore,
the nasal voice will definitely cause the user unable to pronounce the pinyin tone
correctly.

Further, from Table 3, it can be seen that the highest accuracy of pinyin pronun-
ciation letters is from k and w which are above 90%. This further indicates that the
nasal user has high accuracy in pronouncing the pinyin letters k and w. Since the
pronunciation of k and w is containing some nasal end, so the nasal voice will not
affecting them while they are pronouncing k and w.

4.3 Discussion

The proposed system has successfully developed for normal and nasal voice users who
wish to learn Mandarin. The result shows that the system has effectively recognized the
user pronunciation with normal or nasal voice. For normal voice lesson, the total

Table 2. Result of Normal Voice Lesson

Initials A B C D E Average

b 67.5613% 79.6382% 70.5638% 60.3878% 19.8277% 59.5957%
P 79.4303% 100% 91.4674% 69.5730% 49.3536% 77.9648%
m 96.6323% 100% 75.3485% 73.0304% 81.1713% 85.2365%
f 60.5758% 99.7235% 66.0969% 38.3328% 64.0463% 65.7550%
d 92.3434% 100% 83.8376 71.3749% 98.4281% 89.1960%
t 93.3718% 73.2548% 68.4516% 57.9791% 85.0009% 75.6116%
n 83.8201% 79.2424% 80.3266% 75.0968% 78.2784% 79.3528%
l 77.3567% 83.2698% 62.3557% 38.5855% 84.2051% 69.1546%
g 100% 75.7297% 74.1475% 78.1650% 91.3328% 83.8750%
k 100% 100% 98.0979% 80.5739% 89.3738% 93.6091%
h 100% 84.4021% 93.9986% 73.0484% 71.2149% 84.5328%
z 93.2184% 100% 96.3355% 85.2849% 100% 94.9678%
c 87.9842% 90.4638% 100% 64.6385% 84.2739% 85.4721%
zh 83.2427% 99.1734% 96.8326% 70.0015% 90.0193% 87.8539%
ch 97.5848% 86.5296% 100% 76.2918% 77.1427% 87.5098%
sh 100% 87.5785% 100% 63.0165% 81.9881% 86.5166%
r 79.7049% 85.4759% 66.8455% 81.6679% 68.1320% 76.3652%
j 98.1845% 100% 94.6401% 90.1284% 75.2839% 91.6474%
q 88.7584% 100% 100% 67.3473% 88.1273% 88.8466%
x 94.8459% 96.9462% 83.7549% 77.7392% 61.3847% 82.9342%
y 69.9033% 79.1029% 73.1038% 100% 98.8726% 84.1965%
w 79.8634% 88.2179% 80.3290% 82.7823% 100% 86.2385%
s 82.2840% 90.4739% 71.3834% 80.3845% 65.7218% 78.0495%
Total Average 82.5651%
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average result is 83%. It indicates that the system has high ability to recognize and
analyze the normal pinyin pronunciation from the user. In addition, the result of nasal
voice lesson is 80%. The result is a good evidence to prove the system can understand
and recognize the pinyin pronunciation from nasal user. Also, this system result is not
affected by the users’ gender. It is because the system is using dynamic time warping
(DTW) matching technique. This is because DTW technique is measuring the distance
between two sample audio, so that the high pitch and high energy from the female is
hard to affect the decision of DTW. Finally, this system definitely increases the con-
fident of the nasal user while they are using it.

5 Conclusion

Although the objective of this research project is achieved, the system still has some
limitations which can be improved in future. For example, if the user pronunciation
consisting some background noise, it will simply affect the result and decision of the
system. It is because the system assumes the background noise is part of the user voice

Table 3. Result of Nasal Voice Lesson

Initials F G H I J Average

b 69.7123% 76.2706% 81.8474% 85.8334% 59.6685% 74.6664%
P 89.9353% 83.0231% 76.7127% 70.4849% 66.5598% 77.3432%
m 89.3505% 36.0634% 90.8349% 89.4590% 73.7340% 75.8884%
f 82.0851% 62.2384% 75.4658% 90.5897% 88.9964% 79.8751%
a 100% 79.4108% 67.3723% 72.6859% 100% 83.8938%
t 89.4638% 100% 70.0938% 98.1200% 80.8032% 87.6962%
n 89.7919% 70.7244% 75.3248% 80.7635% 64.1003% 76.1410%
1 79.4739% 86.7189% 73.0093% 72.3323% 90.8976% 80.4864%
g 68.7148% 100% 61.6758% 100% 100% 86.0781%
k 98.2695% 84.8594% 78.7584% 100% 88.6524% 90.1079%
h 95.1480% 82.2317% 64.5854% 67.3699% 100% 81.8670%
z 100% 96.9955% 80.5447% 89.9328% 75.7733% 88.6493%
c 74.8473% 81.8329% 59.3369% 63.7786% 93.4743% 74.6540%
zh 83.3019% 72.5859% 77.3990% 92.7062% 100% 85.1986%
ch 100% 58.7482% 60.8243% 71.7464% 78.9557% 74.0549%
sh 87.4357% 65.9477% 91.8574% 89.9856% 78.3322% 82.7117%
r 79.3728% 70.6478% 63.5948% 60.2238% 82.7666% 71.3212%
j 61.7605% 77.7898% 83.4627% 79.9178% 85.3343% 77.6530%
q 87.9854% 70.2985% 95.0937% 66.5698% 32.5774% 70.5050%
x 78.7858% 63.5740% 55.4990% 84.4436% 67.8423% 70.0289%
y 91.4358% 86.4233% 67.3238% 80.5588% 89.0064% 82.9496%
w 82.3473% 89.8876% 86.9548% 100% 100% 91.8379%
s 78.4637% 88.1929% 100% 72.7481% 81.4755% 84.1760%
Total Average 80.3384%
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and calculates together with the user’s voice. Therefore, the background noise affects
the system’s accuracy and confuses the system further.

However, it is believed that Mandarin language learning system will benefitted the
people who wish to learn Mandarin, especially the nasal voice user. It is because the
system is designed for nasal voice user. Since this system has the ability to understand
and recognize the nasal pronunciation from nasal user. Thus, will reduce the problem
that user will face when using other language learning system.

Some of the future direction can be work on this current work will be by improving
the interface, including more samples into both databases and by adding noise filtering
techniques.
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Abstract. Autism is a developmental disability that influences a significant
number of daily skills, which includes social, communication and behavioural
challenges. Technology has proven as one of the prompt intermediation and
efficient educational method that leads to infinite improvement especially for
children. Autistic children seem to have difficulties in communication and social
skills and as a result of this need their teachers and parents’ support with their
social interaction. Numerous educational practices and approaches have been
carried out in order to assist as well as develop these children. This paper
presents the results of user experience testing of Autism Social-Aid mobile
application to children with autism. The session was conducted to children with
medium functioning Autism Spectrum Disorder, from two different age groups
that include 5–14 years old and 14–18 years old. The children’s reactions were
observed and scored by a moderator. Results have shown that majority of the
children with autism are more confident and satisfied when using the applica-
tion. The application does need to be improved in ways that could capture the
child’s attention towards the mobile activities.

Keywords: Autistic children � User experience � Social communication �
Mobile application

1 Introduction

Autism is a developmental disability that naturally happens in the first three years when
a child is born. Understanding the behaviour of these children can be a challenge, as
each of them are unique and diverse in their own qualities [1]. Autism Spectrum
Disorders (ASD) is mutual youth neuron developmental disorder [2]. Core features
comprise social and verbal impairments, sensory restriction and monotonous stereotype
behaviour. Although auditory skills are known as their biggest flaw, visual sensory
abilities are generally their main quality [3]. It is known that various learning theories
have been conducted to aid and improve the everyday skills of children with autism.
Mobile technologies are a well-known trend today. Mobile technology offers a simpler
and effective access compared to computers. For a child with autism, it is vital to
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sustain their interest, as they are unable to focus for a long period of time. Hence, the
assistance of mobile devices like tablets or iPad could enhance their learning con-
centration and motivation. Although the technology is occasionally problematic,
mobile devices were proven effective for children with autism than without any gadget
[4].

The current teaching materials lacks therapeutic effect that is essential for the
students. Children with autism’s find it difficult to participate in behavioural and
emotional skills since they need to familiarize themselves in a varied social context.
Therefore, this reduces their capability to study and interact properly with other chil-
dren [5]. Knowing that these children are particularly strong in their visual skill, many
educators implement one of the newest theories, which is the visual approach.
According to [6], visual approach is the most recent method in teaching children with
autism, which can be applied by using images, videos or other visual items to educate.
They commonly show potencies in tangible intellectual, memorization, sympathetic of
graphic associations, battles in nonconcrete thinking, communal observant, commu-
nication, and attention [7]. Hence the objective this paper is to evaluate the learning
experience of children with autism while using Autism Social-Aid application. At the
same time, this paper aims to compare the learning experience between two different
autistic age groups.

2 Literature Review

Autism is an eternal neuro developmental incapacities categorized with the following
characteristics; impairments in social interactions, deficiencies in verbal and non-verbal
communication, stereotyped manners and routine [8]. All around the globe, approxi-
mately 35 million people are born with autism. In Malaysia, one in every 600 children
is affected by autism. Latest records indicate that about 47,000 of the citizen in this
nation are autistic [9]. It is a challenge to develop the skill of children with autism, as
each of them is special in their individual habits. However, the continuous practices and
support by parents, teachers including experts is crucial to improve every child’s
performances and strong point. Their characteristics can be categorized into 3 main
areas, which includes speech impairments, challenging behaviors, and their social skills
[10].

Children with autism encounter limitless complications day-to-day. Conversely,
their problem of socializing in a public setting is their greatest challenge. Social
interaction problems could include disadvantage in peer interaction, disadvantage in
using and accepting nonverbal communication, and constrained imitation of other’s
actions [11]. As a result, they have a tough time in building relationships and may not
seem eager to do so. On top of that, they are unable to recognize people’s feelings and
actions and may express little or no facial expressions in response to others [12]. As a
result, this will reduce their independence routine. Their limited social attention may
decrease entire impulsiveness in skill performance, thus increasing the necessity of
adult supervision.

The novel and effective method in teaching children with autism is the visual
approach that uses videos, images or other visual items to communicate with their
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environment [13]. This could definitely help these children as they have the ultimate
capability with their visual strength. Based on [14], the visual approach is known as the
most effective method in catering for students with autism. An increase in acceptance
of visual education for children with autism is becoming a practice in the academic
sector [15]. Hence, with the assistance of visual approach, autistic children became
more interested and are able to grow more as their strong points is honed every day.
Real or actual pictures are the most effective teaching tools that can be applied for the
purpose of supporting these children. Therefore, a mobile application, Autism
Social-Aid has been developed using videos and games to support the Autistic children
to teach on communication skills.

2.1 Autism Social-Aid

Autism Social-Aid is a mobile application developed for the children with autism,
focusing on social learning. The objective of Autism Social-Aid is to assist the children
with autism to learn and apply basic social interaction skills. The development of
Autism Social-Aid aims to provide a platform where children could experience virtual
learning anytime and anywhere. The contents are adapted from the modules given by
Ministry of Education. Autism Social-Aid offers an option to select between two
languages, English Language or Bahasa Malaysia Language.

The application consists of two different features that are ‘Lesson’ and ‘Activity’.
Under the ‘Lesson’ feature, the application displays a set of different video modules to
teach basic social interaction skill, which includes; ‘Introducing Yourself’, ‘Emotions’
and ‘Gestures’. ‘Introducing Yourself’ module educates the children on how to answer
basic questions about yourself. ‘Emotion’ module displays the basic human emotions,
which are Happy, Sad and Anger. Lastly, the ‘gesture’ module introduces some basic
gestures in daily social communication such as waving hand, nodding head and
clapping hands. Figure 1 displays an interface of a video module that is embedded in
the application.

Fig. 1. Interface of video module
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Every video module shows a distinctive way on how to carry out every day social
activities including acting scenes on when you should apply the social skill. Another
feature that is available in the “Video Module” is the replay button. The user can click
on the replay button at the bottom right of the screen to repeat the video session or they
can proceed to the next video by clicking the number buttons at the bottom screen.
Another function is the “Record and Playback” button. It provides a user with a feature
that could record their voice while holding the button and when it is released, the
application will playback the user’s voice. This function aims to train their pronun-
ciation and conversation. They could replay their voice and try pronouncing the word
again in order to convey it correctly.

Figure 2 displays the “Activity” feature that consists of two activities, which
include “Quiz Me!” and “Listen”. “Quiz Me!” is an activity where children have to
match different type of emotions to the correct picture. This is to evaluate whether they
understand the different emotion expression. Next, the “Listen” activity displays dif-
ferent emotions and the child could record their voice to properly practice they pro-
nunciation of each emotion.

3 Methodology

User experience testing was conducted for two special needs class from the National
Autism Society of Malaysia (NASOM) centre in Butterworth, Penang. A total of 12
students with medium functioning ASD were involved, from two different age groups.
The first is a primary class, which involves student aged 5 to 14 years old and a
technical class that involves children aged 14 to 18 years old. The children were given
the opportunity to play and learn Autism Social-Aid application and they were

Fig. 2. Activity feature
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evaluated based on their reactions towards the application. The child was assisted by a
teacher to make them feel comfortable in the observation room. The observations were
adopted from the ARCS Model of Motivational Design [16]. The evaluation criteria
contains attention, relevance, confidence and satisfaction. The “Attention” criteria is
analysed based on their enjoyment, happiness, eagerness and excitement while using
the application. The “Relevance” criteria is analysed based on their ability to under-
stand easily and familiarized application. The “Confidence” criteria is analysed
according to their happiness while using the application without being forced, ability to
explore the application without any assistance and also their motivation to use the
application thoroughly. Finally, the “Satisfaction” was analysed conferring on their
satisfaction if they choose a correct answer and also the ability to do the activities
provided correctly. The criteria were rated on scale 1 to 5 (1 = strongly disagree,
5 = strongly agree).

4 Results and Discussions

This section discusses the results of the observation evaluation. Figure 2 shows the
results from the user experience testing for both age groups of children with autism.
The results show the average of the tests from evaluation forms during the user
experience testing session.

All students show different reaction towards the modules. Some were captivated in
watching, while others were very passive and avoids eye contact. 80% of them were
fascinated by the modules displayed. They were curious with the medium used. Only a
few students are unable to concentrate with the video, as there are many distractions
that caught their attention. Based on Fig. 3, the results show that children aged 5–14
years old are able to score higher compared to children aged 14–18 years old. Children

Group 1: Children aged 5-14 years old
Group 2: Children aged 14-18 years old

Fig. 3. User experience result
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from the younger age group are more eager and interested to try all activities in the
application. They are more interested and are able to accept and familiarise themselves
to the new application. Even if some were easily distracted, they are able to focus again
when prompted.

On the other hand, children aged from 14–18 years old are harder to manage as the
activity requires them to alter their routine. If a child is familiar with any mobile
application from an early age, he/she is able to accept application. However, in this
case, the older children were so focused and consumed by their original routine, it is
difficult for them to be introduced to new activities. They seem inexperienced with the
technology but are fascinated when it started. However, their attention do not last long.
From the observation, only 50% of them are eager to play throughout the whole
activity.

The study also showed that there is a gap between the children in 5–14 years old
and 14–18 years old class. The older children are having difficulties in adapting to the
new learning platform as they are used to their traditional routine. It takes time for them
to understand and alter what has been taught to them. This result seems to be consistent
with the findings from [15]. However, the children from the younger age group are
more enthusiastic and motivated to learn as they have not yet adapted to a routine. Most
of them are able to understand and enjoy the session compared to their previous
learning materials such as flash cards and books. Thus, it is established that prompt
education or excellent intervention could help in assisting children to lessen their
autistic effect.

5 Conclusion

In conclusion, the results of the existing study have showed that the mobile application
is suitable for children with autism using visual approach to train social interaction
skills. Most students had shown their eagerness and passion to learn more using mobile
application. Nonetheless, children from the older group found it difficult to accept the
learning platform as much as the younger group. Results have shown that majority of
the children with autism are more confident and satisfied when using the application.
The application does need to be improved in ways that could capture the child’s
attention towards the mobile activities.
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Abstract. The aim of this study is to create a standard guideline for the
development of instructional media (apps) with digital story telling (DST) con-
cept for touch screen tablet. High demand for apps with mobile interaction has
boosted the need to create tablet-based teaching products. Nevertheless, guid-
ance to create such products is lacking. Content and comparative analyses were
employed based on the previous studies on digital media guidelines to formulate
the components of the guidelines. A total of 13 experts, representing the Institute
of Teacher Education (ITE) and the Institute of Higher Education (IPTA), were
appointed as panel of experts to validate the guideline. Expert review checklist
and interviews were used as data collection methods. The guideline should ease
novice designers cum teachers to develop apps with mobile technology. Besides,
students too can benefit from the new teaching strategy with DST concept.

Keywords: Digital storytelling � Expert review � Guideline

1 Introduction

The rapid growth of Information and Communication Technology (ICT) stimulates the
application of technology in education. It has inspired teachers to transform teaching
strategy via storytelling and set a new shift of conveying information. Thus, the
combination of storytelling and multimedia technology which was introduced by
Lambert (2006) and Dana Atchley (pioneers of DST) had caused the delivery of
information to become more effective as the narrative was transformed into digital
form, better known as the Digital Storytelling (DST) (Lambert 2006; Porter 2004;
Signes 2008). Thus, the need for better learning instruction with technology will ease
teachers to tailor lessons in the learning based technology (Siemens 2002; Yao et al.
2012). Teaching strategy could be improved with the development of teaching products
(apps) in the teaching and learning. This article includes background study for
guideline which involves the guidelines components namely the development process,
DST elements and mobile technology. The next section will cover the methodology to
obtain result of this study and the latter includes the conclusion to summarize the
findings.
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2 Background Study

The introduction of DST concept in the teaching strategy has resulted positive impact
because it is in line with the need of latest technology (Yahya and Dayang Raini 2011).
High demand of teaching products (apps) with mobile interaction has boosted the need
to create tablet-based teaching products. Recent studies indicate that many users do not
know how to interact with mobile devices (touchscreen) although these interactions are
easy to learn (Malizia and Bellucci 2012; Montague et al. 2011). This is due to the lack
of standards for determining the interaction of the touch screen and established
guidelines (Norman and Nielsen 2010). The proposed guideline is to ensure that the
development of instructional media will comprehend the concept of DST and inter-
action with touch screen tablet. It is a standard guide for novice designer cum teacher to
instill DST concept in the development of digital media. The next section discusses
thoroughly the suggested components for the proposed guideline.

2.1 Guideline Components

Prior to proposing the guideline for development of instructional media with DST
concept for touch screen tablet. A critical analysis is employed. In order to explore
issues and create ideas for shaping the components to the desired guideline of this
study, a total of 10 existing models of digital media guideline from previous studies are
selected. They are used as a basis to seek for commonalities of components of the
proposed guideline based on the justification details in Table 1.

2.2 DST Elements

Concept of DST is recognised by elements to distinguish DST from other types of
media such as film, television, video and blog (Lowenthal 2006). Furthermore, in order
to draw audience’s attention in listening to stories, designer is to rely on its element.
Comprehensive study by Tenh et al. (2012) suggested 14 key interactive DST ele-
ments, which are perspective, intention, personal, dramatic question, engagement,
articulation, sound track, tempo, story map, expression, significant content, collabo-
ration, user contribution and minimal. The elements are validated by 7 prominent DST
experts such as Robin, Porter, Ohler, Lambert, Sapeter, Paul and Fiebich and Schafer.
However, the elements are scarce and do not emphasis on types of technology applied.
Mobile devices and softwares are suggested tools of technologies for editing and
recording stories which will ease the development process of storytelling (Green 2011).
Detail description of the DST elements on touch screen tablet are presented in Table 2.

2.3 Mobile Technology

Students are active users of the new technology, hence design for an innovative
teaching strategy in delivering knowledge is required to capture students’ interest in
learning. Therefore, the concept of DST is designed in line with mobile technology to
stimulate the rapid changes in education. Transformation from revolutionary devices to
mobile devices such as laptops, smartphones and tablets have brought about to higher
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Table 1. Justification for selecting models with content analysis

Source Justification of selecting guideline model Component

Rubegni et al. (2013) Provide a set of user design requirements
to design tool for DST with tablet-based
with reference to Narrative Application
Model (NAM). The model supports
collaboration on a key element in
educational practices

• DST element
• Tool features
• System
requirement

• Development
process

• Theory and model
Robin and McNeil (2012) Propose a general guideline with the

integration of DST in teaching and
learning process in the classroom
according to ADDIE Model

• DST element
• Tool features
• System
requirement

• Development
process

• Theory and model
Tenh et al. (2011) Propose DST interactive and

non-interactive key elements as
guidance for designers to develop DST
without emphasising the development
process and mobile technology aspects

• DST element
• System
requirement

• Development
process

• Theory and model
Ma et al. (2012) Provide guidance for designer in

depicting emotions based on story
situations in order to create a story idea
in a storyboard

• DST element
• Tool features
• System
requirement

• Development
process

Kelvin and Norshuhada
(2006)

Provide guidance for the designer in
adapting media technology in the
development process of digital materials

• DST element
• Tool features
• System
requirement

• Development
process

• Theory and model
Häkkilä and Mäntyjärvi
(2006)

Provide design guideline on
human-computer interaction with
context-aware mobile handheld devices
without considering interaction design

• Tool features
• System
requirement

• Development
process

Jumail et al. (2010) Provide a DST prototype system to
guide children in creating stories in a
flashcard form

• Tool features
• System
Requirement

• Theory and model
Landoni and Rubegni
(2014)

Propose a guide to help designers in
creating eBook for mobile learning with

• DST element
• Tool features

(continued)
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Table 1. (continued)

Source Justification of selecting guideline model Component

users’ collaboration (participatory
approach)

• System
requirement

• Development
process

Ariffin and Faizah (2010) Adoption of Nielsen heuristics in the
process of developing guidelines for
Assistive Technology

• DST element
• System
requirement

• Development
process

Fadhl et al. (2009) Identify the usability issues and develop
guideline for mobile devices

• DST element
• System
requirement

• Development
process

Table 2. DST elements for touch screen tablet

No Element Description

1. Story
objective

Objective of the story with a specific focus so that the information is
delivered clearly

2. Story content Story includes a headline, type of story and adequate learning support
materials for learning based on structure and story map

3. Story style Style of story is presented by narrator for audience’s awareness by
encouraging questions and dramatical views

4. Character An image for interaction via two-way communication to draw
audience’s attention through facial expressions or body language

5. Editing
media

Editing media (text and images) by changing size and format, move
and delete in order to manipulate the media in accordance with the
story line

6. Authenticity An appropriate background or image to describe a real situation with
the correct angle of view

7. Interactivity Interaction with audience to navigate on the touch screen via finger
input based on the size of media

8. Screen
display

A suitable working area on the screen so that the audience can
interact smoothly on touch screen

9. Collaboration Audience and designer are engaged to contribute and share stories to
enclose gap via interaction with story’s system

10. Articulation Narration or voice recording and combination of text and voice are
played together with effective background music for a better impact
in delivering message

11. Story beat Image is displayed at a certain time according to the story line. Each
scene uses transition and animation to demonstrate the continuity of
the story
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quality of information delivery, tablets. The high demand for the mobile devices in
education is due to its low price, ease of use and touch screen interaction (Druin et al.
2009). According to the analysis of Ericsson Consumer Lab in South-East Asia, there is
an increase of tablet users, which almost tripled the use from 14% in 2012 to 39% in
2013 (Xiung 2013). Compared to other mobile devices, tablet features such as light,
fast start up, high performance graphics and efficient memory have fascinated many
users (Milne et al. 2010). The touch screen technology has taken over the role of the
control device input (keyboard and mouse) for better interaction with the touch of a
finger on screen information and manage to convince users to control their interactions
(Yao et al. 2012). In producing authenticity in media, special editing functions are used
to resize and edit images by enabling designers to enlarge, shrink and move images to
the desired locations. With touch screen technology, these tasks can be done by
flicking, flinging, pinching and spreading to complete certain tasks and reduce errors
quickly (Jennings et al. 2013). Thus, developing apps and editing activities becomes
fun and interesting tasks for designers. A study conducted by Multimedia Super cor-
ridor (MSC) on the development of apps found that the quality of the teaching products
is low, particularly the pedagogy and contents of which are less attractive. Thus, the
needs to create tablet-based teaching products have increased. Nevertheless, guidance
to create such products (apps) is lacking (Malizia and Bellucci 2012; Montague et al.
2011; Norman 2010; Rafiza and Maryam 2013). Therefore, the aim of this study is to
create a standard guideline for the development of instructional media (apps) with DST
concept on touch screen tablet.

3 Methodology

In proposing the desired outcome, this study was implemented with three phases as
shown in Fig. 1. In the first phase, a total of 10 sample of digital media guidelines and
seven sample of DST tool from past studies were identified and used as a basis to get

Identify suitable guideline 
components and elements   - 10
samples of digital media guideline 
and 7 samples of  DST tools 

Review components and elements
- 4 lecturers

Guideline components 

DST elements for touch 
screen tablet

 Content Analysis  dan 
Comparative Analysis

Expert Review I

Expert Review II

Create standard guideline for 
development instructional media
for touch screen tablet

Proposed guideline for 
development instructional 
media  for touch screen 
tablet

 Comment and Validate guideline 
- 13 experts (checklist and 
interview)

Validated guideline for 
development instructional 
media  for touch screen 
tablet

ACTIVITY OBJECTIVE OUTCOME

 Phase 
I

 Phase 
II

 Phase 
III

Fig. 1. Summary of activity
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the generic components of the proposed guideline. Content analysis was to justify and
identify generic components. Meanwhile, a comparative analysis was carried out to
seek for the commonalities among the components, whereby other studies were
compared against each other in order to formulate a standard guideline. In the second
phase, experts would review the proposed guideline components and DST elements for
touch screen tablet. The proposed guideline was then validated in the third phase using
an expert’s checklist and interview with the experts.

4 Results and Discussion

Based on the methodology of this study, a guideline was developed and validated by
experts. A comparative analysis was conducted to formulate a standard guideline based
on components derived from the content analysis as discussed earlier (Table 1). The
components was designated through comparative analysis based on the majority scores
on components applied in other studies as shown in Table 3.

4.1 The Proposed Guideline

The findings was analyzed according to the condition for classification of generic
components as presented in Table 4 (Azizah et al. 2015). If the score is between 8 to
10, this indicates the component is highly recommended, but if the score is between 4
to 7, these component is recommended. On the other hand, if the score is less than 3,
the component is discarded. This is important to attain an accurate result and appro-
priate components for the proposed guideline.

Table 3. Comparative analysis for guideline components

Component A B C D E F G H I J Total score

Development process ✓ ✓ ✓ ✓ ✓ ✓ ✕ ✓ ✓ ✓ 9
DST dimension ✓ ✓ ✓ ✕ ✕ ✕ ✕ ✓ ✕ ✕ 4
DST element ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ 10
Theory and model ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ 10
DST heuristic ✕ ✕ ✕ ✕ ✓ ✓ ✕ ✓ ✓ ✓ 5
System requirement ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ 10
Tool feature ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ 10
✓: the component is applied ✕: the component is not applied

A: Rubegni et al. (2013) F: Häkkilä and Mäntyjärvi (2006)
B: Robin and McNeil (2012) G: Jumail et al. (2010)
C: Tenh et al. (2011) H: Landoni and Rubegni (2014)
D: Ma et al. (2012) I: Ariffin and Faizah (2010)
E: Kelvin and Norshuhada (2006) J: Fadhl et al. (2009)
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Based on the results, all components were sustained because they have scores of
more than 4. Having all components recommended in the proposed guideline, a model
of the guideline is formed. A brief design of the guideline with the integration of all
components was developed as illustrated in the Fig. 2. The guideline was then vali-
dated by experts before it was implemented by respondents to create an instructional
media (apps).

The proposed guideline has identified seven components based on the format of the
guidelines proposed by Kelvin and Norshuhada (2006), comprised of basic concepts,
development process and technology. Thus, there were three main components in this
study, namely process development, DST element and system requirement. Other four
components were DST dimension, theory and model, DST heuristic and tool features.
Designers would implement activities from four phases (preproduction, production,
postproduction and distribution) in the development process. DST elements was
infused into the development process in an attempt to produce apps with the concept of
DST. The elements were supported by theory and model, while DST heuristic was
applied in the development guide. Tool features were referred by designers for

Table 4. Conditions for classification of generic components.

Condition (Total score) Indicator

8 to 10 Compulsory
4 to 7 Recommended
0 to 3 Discarded

Guideline of the 
Development
Instructional

Media on Touch 
Screen Tablet

1.0
Development

Process

3.0 DST 
Element on 

Touch Screen 
Tablet

6.0  System 
Requirement

Preproduction

Production

Postproduction

Distribution2.0 DST 
Dimension

4.0 Theory And 
Model

5.0 DST 
Heuristic

7.0 Tool Feature

COMPONENT

apply in

infuse
into

 development guide in

consists of

supported by

referred
from

Fig. 2. Components of the guideline
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selecting DST tools in the development of the apps. In order to conform to the pro-
posed guideline, experts were to check and validate the guidelines to ensure the smooth
process in developing the apps.

4.2 Expert Review

This process was implemented through iterative methodology until the experts were
satisfied. They would validate the proposed guideline to the correct procedures based
on their expertise through two cycles of expert review method. Table 5 lists the
demographic profile of experts based on the information obtained in the expert’s
checklist such as gender, post, affiliation and experience, to support the reliability of the
experts. Thirteen experts involved in the study represented academic lecturers (six men

Table 5. Demographic expert profile

Expert Gender Post Affiliation Expertise Experience
(year)

A Male Ass.Prof./Dr. USM Multimedia in education 20
B Female Ass.Prof./Dr. USM Instructional design/DST 10
C Female Senior

Lecturer/ Dr
MMU Multimedia 15

D Female Senior
Lecturer/ Dr

UiTM Multimedia in education/
DST

8

E Male Lecturer IPGK Darul
Aman

Multimedia in education 15

F Male i Senior Lecturer IPGK Darul
Aman

IT 20

G Male Senior Lecturer IPGK Darul
Aman

Multimedia in education 15

H Male Senior Lecturer IPGK
Sultan Abdul
Halim

IT 13

I Female Senior
Lecturer/Dr.

UUM IT 13

J Female Senior
Lecturer/Dr.

UUM Multimedia in education 15

K Female Senior
Lecturer/Dr.

UUM Multimedia 9

L Female Senior
Lecturer/Dr.

UiTM Multimedia/usability 10

M Male Lecturer UMK Multimedia/ DST 6

UUM: Universiti Utara Malaysia.
MMU: Multimedia Malaysia University.
USM: Universiti Sains Malaysia.
UiTM: Universiti Teknologi MARA.
UMK: Universiti Malaysia Kelantan.
IPGK: Institut Pendidikan Guru Kampus.
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and seven women) from the Institute of Teacher Education (ITE) and universities
(USM, UM, MMU, UiTM). They have relevant expertise such as Digital Storytelling,
Information Technology, Instructional Design and Multimedia. Experts contributed
constructive comments and suggestions for the improvement in the proposed guideline.

Expert Checklist
The information obtained from expert’s checklist was analyzed by frequency, mean and
percentage scores (Wesiak et al. 2012). The checklist consisted of

• the relevance of the proposed guidelines and dimension component
• the understanding of DST elements for touch-screen tablet
• the applicability of MPBPD development guidelines for touch-screen tablet

They were given the proposed guideline model for validation and making com-
ments. As a result, the majority of the experts agreed that the guidelines (75.82%), the
DST dimensions (80.80%) and DST elements on touch-screen tablet (76.92%) are
relevant and understandable. In determining the relevance of the proposed guidelines,
all experts (100%) agreed that the development process is the most relevant component
in the guideline as shown in Fig. 3. The majority of experts agreed with 76.92% for
DST heuristic, 69.23% for system requirement, 61.54% for DST tool features, 69.23%
for theory and model. Meanwhile, majority of the experts (84.60%) agreed that the
relevance of the DST dimensions for the narrative, interface and multimedia tablet and
69.20% for functional. Figure 4 represents information on understanding of DST on
touch screen tablet. The majority of the experts (76.92%) have a clear understanding,
22.38% experts require a little explanation and only one expert (0.70%) requires some
explanations on screen display.

Next, for the latter section of the checklist, majority of the experts (79.12%) agreed
to the applicability of the guideline as shown in Fig. 5. Majority of experts agreed that:

1. P1: (84.62%) for the guideline is clearly understood,
2. P2:100% for the DST elements is identified,

0 20 40 60 80 100 120

Development Process

DST Element

DST Dimension

 Theory and Model

Tool features

 System Requirement

 DST Heuristic

Totally relevant Partly relevant

Fig. 3. Percentage from expert feedback on the relevance of the component
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3. P3:76.92% for the guideline is very systematic,
4. P4:61.54% for the use of the correct term and the statement is very clear,
5. P5:84.62% for the clear sequence in the relation of each guideline component,
6. P6:76.92% for the technology (hardware and software) that is used to ease the

development process and
7. P7:76.92% for the guideline is easy understood.

Apart from experts’ comments, transcribe of the interview was used to triangulate
data in order to improve the proposed guideline. The interview with experts was
repeated three or four times until data was saturated. The summary of expert comments
and suggestions are analyzed according to the theme and subthemes to justify expert
comments as shown in Table 6.

0 20 40 60 80 100 120

Story objective

Story content

Story style

Interactivity

Screen Display

Collaboration

Articulation

Story beat

Character

Editing media

Authenticity

Very clear understanding require a little explanation require some explanation

Fig. 4. Percentage from expert feedback on understanding of the DST element
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P1 P2 P3 P4 P5 P6 P7
Yes No

Fig. 5. Percentage from expert feedback on applicability of the guideline
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Table 6. Expert comments and suggestions based on theme and subthemes

Theme Subtheme Expert suggestion

Use correct
statements and
terms

• Unclear description
• Confusing and wrong use of
terminology

• More detailed description
• Use of negative statement

• The terminology for technology
(component) is changed to system
requirement, realistic(element) is
changed to authenticity, screen
(element) is changed to screen display

• All negative statements in the
development of guideline are
reorganized and changed to positive
statements

Applicability of
theory and
model

• Only related theory and
model, heuristic PD included

• Only appropriate and useful
theory and models included

• Require more detailed theory
and model

• Do not include all the components
such as theory, model and heuristic
because they are not essential to
designers

• Instructional Design Model is
sugggested in the guideline because
the analysis of audience’s background
is important in the selection of
technology

• Character element is moved into the
narrative dimension

Clear design of
technology

• Unclear guidance for the
development process

• Add more specific
development guideline

• Use generic storytelling tool

• The guideline should be more specific
in terms of size of the display working
area, size of the object and size of the
file being uploaded, therefore, the
suggestion of the size of the screen
resolution is 1024 � 786 pixels, the
font size is 17 pt, the object size is
40 � 40 pixels and the size of
uploaded file should not exceed 2 GB
to 4 GB (Sun, Plocher, and Qu,
2007).

• Android and iOS for tablets and
Windows for personal computers are
suggested operating system (OS)

• DST tool should be categorized
according to its functional

Readability and
layout
components

• The flow of the wrong
direction in the development
process

• Wrong numbering system in
the flow of the development
process

• Show the correct indicator of
the guideline

• The flow of the correct direction in the
development process should be
arranged from left to right according
to the normal readings

• Accurate numbering system of each
component is arranged according to
the preference of the development
process

• The indicator should show the
differences between types of arrows,
type and color of the boxes
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Experts have suggested some improvements to be considered in the proposed
guideline so that designers cum teachers could comprehend and follow the correct
procedures. The validation of the guideline based on their expertise judgement was to
provide justification for the designers who would implement the guideline and create
the apps according to the objective of this study as illustrated in Fig. 6.

5 Conclusion

The guideline is designed for the development of instructional media with DST concept
on touch screen tablet for designers cum teachers who are keen in the developing apps.
A critical analysis (content and comparative analysis) is employed for better justifi-
cation on the components of the guideline. There are seven components of the
guideline, namely process development, DST element, system requirement, DST
dimension, theory and model, DST heuristic and tool features. However, DST
heuristic, theory and model are not displayed in the model due to experts comments’ as
they are irrelevant for designers’ reference. The experts’ validation and comments have
successfully confirmed the correct procedure of the guideline and improved the pro-
posed guideline. With the rearrangements of the components and process flow, the
development process can then be implemented appropriately by designers. The novelty
of the guideline for the development of instructional media with DST concept on touch

Interface

Functional

Narrative

Specification:
OS: Andriod 
Touch Screen Tablet 7-10"
DST Tool: Storyboarding tool, 
Editing Tool and Authoring tool

 introduce DST concept

DEVELOPMENT
PROCESS

1.0

1.2

1.3

1.4

support by

1.1

Technology3.0

DST element 
2.0

DST Tool FeaturesDST
Dimension

categorize  by

• have storytelling template.
• allow navigation on  touch screen.
• enable image/character/ 

background entered and displayed.
• enable audio (music/sound) loaded, 

recorded and played. 
• enable video loaded, recorded and 

played.
•  enable text entered and displayed.
• display image at a certain period.
• edit media (move/drag the image, 

delete, resize and convert media to 
other formats.

• create animation/transition.
• upload and share a story to the 

network server.
• allow integration/links between 

multimedia elements.
• alllow interaction with tablet.

4.0 5.0

Multimedia

select

• Story Objective
• Story content 
• Story style
• Character
• Editing Media
• Authenticity
•  Interactivity
• Screen Display
• Collaboration
• Articulation
• Story beat

Fig. 6. Guideline for development of instructional media with DST concept on touch screen
tablet
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screen tablet is the DST element that is infused in the development process. Therefore,
the development of compelling apps with DST concept can be created with a sys-
tematic guide. There is also potential for a greater emphasis to incorporate end user
evaluation with the apps on touch screen tablet during future research. However, the
new educational interventions need time to become embedded in classroom practice.
Hence, stakeholders such as school leaders and researchers should acknowledge that
the benefits of a new technology might not be immediate and will take time to be
accepted in school curriculum.
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Abstract. This paper reports on ongoing research on the development of an
Augmented Reality (AR) application for the literacy development of hard of
hearing children, particularly deaf children that rely on Arabic Sign Language
(ArSL). This research is intended to help deaf children learn how to read by
enhancing current elementary courseware with visual augmentation. Elicitation
from literature reveals the profound value AR can provide for deaf learners, i.e.
visual learners. Nevertheless, this approach is rarely undertaken for ArSL.
Preliminary studies were conducted to determine the visual needs of deaf Arabic
learners using three different instruments and targets: interviews with teachers
and interpreters, observation of deaf children, and questionnaire for parents of
deaf children. The results from teachers and parents of deaf children indicate a
preference for multiple resources, primarily ArSL, photos, and videos. Students,
in the other hands, performed better with finger-spelling and poorly in SL. This
disconnect highlights the importance of considering various perspectives in the
development of applications that target literacy in younger children.

Keywords: Augmented Reality � Deaf � Hard of hearing � DHH � Arabic Sign
Language � ArSL

1 Introduction

Literacy is critical for children’s growth as it significantly impacts educational, voca-
tional, and social development. The reading process requires two related factors: lan-
guage familiarity and decoding. Decoding is the process that leads to understanding the
mapping between the language and the printed text [1]. A hearing child is exposed to
spoken language early in their developments, i.e. their native language, and this early
exposure builds familiarity. To learn how to read, a hearing child must learn to map the
familiar spoken language to the printed word. Deaf children are clearly disadvantaged
on both factors; no access to familiar language early in their development and a lack of
phonemic awareness via decoding [2].

Deafness is categorised by educators in functional terms as hard of hearing or deaf,
where the former is able to function auditorially with amplification (e.g. by using
hearing aid) and the latter is not [3]. Recent statistics from the General Authority for
Statistics in Saudi Arabia declared 76,902 registered individuals that are deaf or hearing
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impaired [4]. While Arabic is the native language of many of the country’s population,
Arabic Sign Language (ArSL) is the native language of deaf and hard of hearing
people. Sign language is realised in the visual modality. While a hearing person would
decode a printed word into speech, a deaf person decodes the printed word into other
forms: decoding into articulation (e.g. lip reading), fingerspelling (or dactylology), or
signing using SL [5]. Of the three approaches, decoding into SL was found to be the
most effective and preferred options for deaf readers. This approach is further sup-
ported by various reading techniques, such as chaining or sandwiching [6], using
finger-spelling.

Visual literacy is the ability to understand ideas that are represented visually in
static or dynamic forms [7]. Deaf children visual literacy can be developed with the
support of Augmented Reality (AR) [8]. AR enriches its user’s real environment with
virtual object to enhance perception. Unlike virtual reality, AR does not completely
replace the real world thus the user remains grounded to the various resources being
augmented. AR is able to convert static image in book and newspapers into
3-dimensional interactive graphics or videos. There are several benefits to AR in
education, that includes: seamless integration with real objects, increased motivation
and attention, information accessibility, and creativity [9].

In this paper, we describe the preliminary investigation conducted to identify the
visual needs of deaf student to develop literacy competence. Current practices in
classrooms utilises picture and videos to support the mapping process between printed
text from various subjects to ArSL. This paper aims to make informed decisions
regarding various media and their support for elementary grade reading. Qualitative
assessments are conducted with those that play a vital role in a deaf child’s literacy,
including: the child, parents, and teachers. The scope of this paper is limited to ArSL,
Arabic courseware for literacy, and elementary school children.

The remainder of this paper is organised as follows: The related work section
reviews work that adopts AR for the education of deaf students via visual learning. The
following section describes the various instruments used in the requirement gathering
methodology to identify the visual needs of deaf readers. These instruments include
interviews, observations, and questionnaire; each is described and their outcomes
analysed. The next section discusses the cumulative results from the requirement
gathering phase of this research. The final section concludes the paper and briefly
summarises future directions.

2 Related Work

Various studies have been conducted in the field of ArSL systems and application.
However, the majority of works is concerned with Arabic language processing (e.g.
[10]), ArsL representation (e.g. [11], gesture and speech recognition (e.g. [12, 13]). Up
to now, there has been little work to support the visual literacy of deaf students using
AR. The rest of this section review work that utilises AR for the education of deaf
children and adults in various SLs.

An AR application was developed as a mobile phone application for the
3-dimensional representation of Indonesian SL [14]. Utilising a marker-less detection
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techniques, the AR application augmented printed letters with its corresponding SL.
The application can assemble the various alphabet card to form words that are
finger-spelled using the application. While the application was mainly intended for SL
learners, in general, its benefits can be extended to deaf visual learners. Particularly
children for the purpose of advancing their literacy development. Cards as AR input
was also explored for integrating printed text with Chinese SL on a desktop, however
the exploration merely explored the concept [15].

PekAr-Mikroogranisma is a science courseware development for older deaf stu-
dents that is augmented with AR via web-based application [16]. The enhanced
courseware is augmented with 3-dimensional models of organisms, while also being
supported with Malaysian SL visual description. The courseware and application were
heuristically evaluated with education courseware experts and feedback was encour-
aging. The development of this application and courseware was based on a preliminary
study to determine the need of deaf science students [17]. Observations were carried
out with three deaf students in various tasks, where common characteristics were
identified. Interviews were also conducted with education officers to further explore the
difficulties facing deaf learners.

A sign language teaching model (SLTM), multi-language cycle (MuCy), was
developed with AR technology to supplement sign language pedagogical material
(SLPMs) with visual and interactive digital content [18], visual reference, and printed
word; then vocalising the printed word. The SLPMs are augmented with avatars that
use American SL. An experimental study showed improvement when using the aug-
mented SLPMs and verified it complementary effectiveness when teaching deaf
children.

More recently the efficiency of using an AR application when learning SL was
assessed and examined [19]. An AR application was developed for Slovenian SL to
compare its performance against picture and physical SL interpretation. The application
detects a sign language interpreter and augments the image with videos. The experi-
mental results showed that users performed better when using the AR applications
compared to the photo, but did not perform as well as an SL from a sign language
interpreter. It was suggested that AR application can be a complementary education
tool along with a sign language interpreter when teaching deaf children.

3 Gathering Requirements

This study uses several qualitative approaches to determine the literacy development
needs of deaf children from the perspective of teachers, interpreters, parents of deaf
children, and deaf children. It was important to collect feedback from all those that play
a role in the development of a deaf child’s reading skill. For each of these vital roles, a
suitable instrument was used.

3.1 Interviews

Semi-structured interviews were utilised for the extraction of exhaustive information
from teachers and interpreters. This instrument was used due to its flexibility, yet still
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offering guidance throughout the interview sessions. They allow the interviewer to
probe and explore different elements in a subject matter that helps elucidate that
subject.

Method. Three female teachers and two interpreters were interviewed. Teachers had a
mean age of 44 years with a standard deviation of 7.93 years. All three teachers are
current teaching professionals from Al-Amal deaf institute in Riyadh, Saudi Arabia.
Al-Amal institute caters to all the instructional stages of deaf and hard of hearing
female students from elementary to high school. While all three teachers taught chil-
dren at the elementary level at the institute, one teachers expertise was in science
education. At the elementary level, the institute had students ranging from the age of 8
to 18 years old. Both interpreters were 30 years old and were recruited from the College
of Education, King Saud University. The university provides assistance to disabled
university students (typically aged 18 to 30 years old) through interpreters from the
college. The interviews were conducted over several sessions that spanned two days.
Each session lasted approximately two and a half hours and were held at the inter-
preters and teachers place of work. Interviews with teachers were conducted individ-
ually. The two interpreters were interviewed in the same session due to difficulties in
schedule one-on-one sessions. Therefore, their answers were combined as one. All
interviews were audio recorded and conducted in Arabic.

Interview Protocol. An interview protocol was devised to list the issues that are to be
explored and to ensure that the same basic line of inquiry is being pursued in each
interview. Throughout the session the protocol serves as a guide or a check-list to
guarantee that all relevant topics were covered. The interview protocol was as follows
(the protocol slightly varied with the interpreters and will be highlighted):

• Introductions and the presentation of the purpose of the research. The confidentially
of the interviewee’s responses was also clarified.

• A consent form is presented and signed by the interviewee.
• General information is collected. This includes: age, expertise, years of experience,

and job description. Teachers and interpreters are also asked about the age of the
deaf and hard of hearing students they work with and grade level.

• Questions about current practices: this was intended to investigate current
• Practices utilised by teachers when working with deaf student. Interpreters were

asked similar questions regarding university-level deaf students.
• Questions about text representation: the literature exhibited a range of media used to

visualise printed text or concepts. This part of the interview investigated appropriate
media for visual learning and students’ preferences from the teachers’ or inter-
preters’ perspectives.

• Two AR applications were demonstrated to the interviewees to clarify the idea
behind the research. The demonstrated AR applications were: Magic Camera [20]
and Anatomy 4D [21].

• Recommendation for the proposed AR application: the final set of questions probed
the interviewees for recommendations for AR input, methods to avoid distraction,
and potential support that can be implemented.
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Results. The audio recorded interviews were first transcribed and then translated into
English. Thematic analysis was used to elicit meaning from the transcribed interviews.
This approach is popularly utilised in various fields and aims to identify, analyse, and
report themes within the data via organisation and description [22]. The approach
undertaken involved a mix of inductive and deductive means of interpretation. The
following steps were used to identify themes [22]: data familiarisation by reading the
transcripts, coding and collating important features, searching for themes and selecting
candidates, reviewing candidate themes, defining the scope of the themes, and finally
contextualising the analysis. The thematic analysis resulted in the following themes:

Text Representation. Teachers and interpreters were asked for their preferred media to
use to clarify printed concepts or new vocabulary. All interviewees advocated for SL as
the main media to use, preferably combined with picture and/or video. One teacher also
utilised sound for students that were hard of hearing.

Vocabulary. Teachers were asked about the difficulties facing deaf students when
reading, and they unanimously agreed that students had problem identifying word in
context or its connotations. One teacher stated students’ difficulties in understanding
synonyms and antonyms. Interpreters did not agree with this point but instead high-
lighted problems that university-level deaf students had with adjectives and adverbs.
This contradiction between teachers and interpreters was expected given the age of deaf
students they typically interact with [23].

Sign Language. Interpreters agreed that SL is their primarily means of communication
with deaf students. This was also agreed upon by teachers as well. Teachers pointed out
the difficulties some students face with learning SL, which includes being raised in a
deaf or hearing households. The latter seems to struggle more with SL than the former.
This is further confirmed in the literature, where developmental delays are more
noticeable with deaf children in hearing households.

Teaching Techniques. Surprisingly, the teachers all agreed that no particular teaching
methods (e.g. sandwiching or chaining) is used when teaching reading.

Technical Resources. Interviewees were probed for information regarding the use of
technology in their teaching or interpretation process. Teachers utilised projectors to
display video and pictures to clarify the meaning of words or concepts being taught.
Interpreters utilise applications such as Facetime to communicate with deaf students.
No other application or technologies were noted by the teachers and interpreters. In
fact, one teacher was discouraged by the lack of ArSL application that can help her
during teaching.

AR Input. The interviewees presented several potential options for the AR input:
printed book, electronic book, or printed cards. Two teachers advocated for the printed
book for elementary deaf students as it would be harder to lose. An interpreter and a
teacher preferred the use of an electronic book.
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3.2 Observations

A guided observational study was carried out with deaf student. This approach was
utilised to confirm and observe the difficulties facing deaf student when associating a
printed text with various media. The observations were guided by using tasks to
encourage the identification of problem areas and to collect objective and subjective
information about the students’ experience while reading.

Method. Six students were recruited from Al-Amal institute. All students were female
with moderate to severe hearing loss. Three students were in fifth grade and the other
three were in first grade. The fifth graders had an average age of 14 years old with a
standard deviation of 3.46 years. First grades age ranged from 8 to 13 years old, with a
standard deviation of 2.64 years. Typical ages for first and fifth graders are 7 and 10,
respectively. This in itself could be indicative of the effect of their disability on their
educational development. The observation was carried out in two sessions: one with the
fifth graders and the other for the first graders. The observations were documented in
text and photos and each session last approximately 2 h.

The observations were carried out as follows:

• The observer introduced herself to the deaf student while the teacher interpreted this
interaction.

• General information was collected about the students.
• The students were assigned tasks that associates printed text with various
• media.
• The students were exposed to an AR application (Magic Camera [20]) and
• Let’s Read [24], an application the interprets a story using SL, sound, and images.

Task. The purpose of the task was to witness students reading performance when
associated with various media. The media investigated were based on the interviews
previously carried out in Sect. 3.1 and include: video, pictures, sign language, and
finger-spelling. For each task, the students were asked to associate a printed text with a
certain media. The text was chosen from the original courseware for elementary stu-
dents in Saudi Arabian schools and was a mix of adjectives and nouns.

• Link picture to text: in this task, photos and text cards were spread out in a mixed
order on a table and the students were asked to associate the text card with the
correct image (see Fig. 1). Photos include: two realistic photos and two cartoon
photos. The purpose for this was to identify preference for realistic or animated
representations in photos and videos.

• Link video to text: in this task, text card were spread out on a table. The student was
shown a video on a mobile phone and asked to associate it with the correct printed
word. Similar to the photos task, students were presented with two realistic videos
and two cartoon videos.

• Link sign language to text: this task presented the students with five videos of ArSL
signs. For each video, the students were asked to assign the SL to printed text.
The videos included two realistic and two animated (or avatar) interpreters that were
shown full-bodied. Another video displayed only the hands of a realistic human
interpreter.
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Fig. 1. A deaf student associating a realistic
image of a camel with the corresponding
printed text.

Fig. 2. A deaf student imitating the sign for an
Arabic alphabet using finger-spelling.

• Link finger-spelling to text: the final task had photos of finger-spelled words and
text card that were spread out in a mixed order (see Fig. 2). The students were asked
to associate the finger-spelling with the correct word.

For each task, the students were given two chances to answer correctly. If the students
did not get the correct answer, the teacher is asked to interpret the printed text or image
using ArSL. At the end of each task the students were asked for their preferred media.

Results. Table 1 summarises the performance on the six observed students during the
link media to text task. As expected, students from fifth grade (session one) performed
better than those in the first grade (session two). The results of each task were as follows:

Text to Picture. All fifth graders were able to associate the right photo with its cor-
responding printed text. This was not the case for first graders, where only one student
was able to link all photos to their text. One first grade student was only able to
associate one out of 4 photos to its correct text. Preference for photos were equally split
between realistic and cartoon photos.

Text to Video. Students had more difficulty with videos than they did with the photos,
where only one student from the fifth grade was able to complete the association
correctly. The performance in both session was somewhat level. Similar to photos their
preference for realistic or animated videos was equally split between the two versions.

Text to Sign Language. All students struggled with ArSL which was unexpected. Two
first graders failed in completing any of the subtasks, while the last student was only
able to answer one subtask correctly. Fifth graders fared slightly better, but generally
did not perform as well as they did in the picture and video tasks.

Text to Finger-Spelling. Finger-spelling proved easy for fifth graders where all stu-
dents completed the tasks successfully. First graders were observed signing the letter
along with the photos to help them associate them with the printed text and performed
relatively well.
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At the end of the linking tasks, the students were shown two applications that
utilises SL and printed text. The first application, Let’s Read [24], used ArSL to
interpret a story that is visualised and presented in Arabic. The second application,
Magic Camera [20], uses AR to animate a baby avatar to sign English words in
American SL. Fifth graders preferred Let’s Read, while first graders were intrigued by
Magic Camera. Of course in the latter case, students did not know American SL and
likely were impressed with the novel application.

3.3 Questionnaire

Parents of deaf children play a vital role in developing the child’s reading ability.
A questionnaire was used to collect information about deaf children’s literacy from a
parent’s perspective. The questionnaire used both open- and close-ended questions to
gather information pertaining to a deaf child’s literacy development. The questionnaire
was divided into four main sections:

• A general information section gathered details about the deaf child such as age, sex,
loss of hearing, school grade, and school performance.

• The reading and SL section asked questions relating to ArSL and reading profi-
ciency and difficulties. It also enquired about

• The third section asked questions pertaining to a deaf child’s technological com-
petence and preference. It also enquired about application preferred by deaf
children.

• The final questions probed parents of deaf children for media recommendations for
the proposed AR application.

Table 1. Deaf students’ task completion in both sessions.

Tasks Session one Session two
C1 C2 C3 C4 C5 C6

Realistic photo 1 ✓ ✓ ✓ ✓ ✓ ✓

Realistic photo 2 ✓ ✓ ✓ ✓ ✓ �
Cartoon photo 1 ✓ ✓ ✓ � ✓ �
Cartoon photo 2 ✓ ✓ ✓ ✓ ✓ �
Realistic video 1 ✓ ✓ � ✓ ✓ �
Realistic video 2 ✓ � � � � �
Cartoon video 1 ✓ ✓ ✓ ✓ ✓ ✓

Cartoon video 2 ✓ ✓ ✓ ✓ ✓ �
Human interpreter 1 ✓ � � � � �
Human interpreter 2 ✓ ✓ ✓ � ✓ �
Animated interpreter 1 � � � � � �
Animated interpreter 2 � � � � � �
Hand sign ✓ ✓ � � � �
Finger-spelling 1 ✓ ✓ ✓ ✓ ✓ �
Finger-spelling 2 ✓ ✓ ✓ � ✓ �
Finger-spelling 3 ✓ ✓ ✓ ✓ ✓ ✓
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The questionnaire was published on-line and distributed in various platforms
including Twitter, Facebook, various forums for deaf societies, and Whatsapp.
Thirty-seven responses were received, but only 14 of those were from parents of deaf
children.

Results. Parents of deaf children provided general information about their children
including sex (57% male and 43% female) and age (ranged from 7 to 17 years old). The
majority of the children had profound hearing loss at 57%. Half of the children were
born deaf and 36% lost their hearing during the first vital two years, and the rest after
their second year. Parents judged their children’s school performance as good (57%),
while 29% states poor performance. None of the parents declared excellent school
performance.

The following section in the questionnaire enquired about reading and SL profi-
ciency. 65% of the children knew SL, specifically ArSL, and 71% could read. How-
ever, 36% of those children reading skill was judged purely by their parent. The
questionnaire also asked parents about places of learning that play a role in developing
a child’s reading and SL (see Fig. 3(a) and (b)), where family and schools for the deaf
play the prominent roles. Parents of deaf children also listed some of the difficulties
their children face when reading, this list included: a weak inquisition crop, difficulty in
comprehending the meaning of a word, difficulty associating a word with SL, and the
child’s inability to associate the alphabet to SL.

Parents of deaf children stated the technological competence of their children,
where all were familiar with touch smartphones and/or tablets. Children mainly used
the device for entertainment, while only 43% used it for educational purposes. Parents
were also asked about what they think mostly attracts their children in an application,
their responses ranked videos as a favourite, followed by pictures and then animation.
SL and finger-spelling had a week preference at 29% and 15%, respectively.

The final section asked the parents for their recommendations for an application
intended for deaf children. Their responses ranked pictures and videos as the most
preferred method of representation, followed by SL and finger-spelling.

Fig. 3. The role of family, schools, and self-learning in the development of a deaf child’s
reading and SL skills.
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4 Discussion

Three instruments were used to collect data for the design and development of an AR
application for the literacy development of deaf children. Interviews conducted with
teachers of deaf elementary school children advocated for the use of ArSL to represent
written text. They suggested further supplementing this mapping with picture and/or
videos. They also recommended the inclusion of sounds to support hard of hearing
students. Difficulties relating to vocabulary were also noted by teachers to include
synonyms and antonyms, while interpreters reported difficulties with adjectives and
adverbs when working with university deaf students. Observations of deaf students
identified a weakness in ArSL, but the students fared better with finger-spelling. The
observations also demonstrated the importance of showing the interpreter’s face and
body. The majority of students seemed to also struggle with animated interpreters.
Questionnaire results from parents of deaf children supported the suggestion of teachers
with the inclusion of photo and/or videos, but gave them a higher priority over SL.
Surprisingly finger-spelling was neither suggested by parents or teachers, where the
observation indicates its utility to demonstrate vocabulary and also SL. While teachers
pushed for SL as the best form of representation, the observed students struggled with
mapping the sign with its corresponding written words. This clearly indicates a
weakness of deaf student in decoding SL to written text.

5 Conclusion

This research aims to develop an AR application and book to support the development
of deaf children’s literacy. Preliminary qualitative studies were conducted to determine
the visual needs of deaf children from their personal perspectives, the perspective of
their teachers and parents. The qualitative results demonstrate the difficulties deaf
students face with vocabulary and SL. For future work, a participatory design approach
will be adopted to develop the AR application for the literacy development of deaf
children. The design will consider the perspective of all those involved in a child’s
reading progress: teachers, interpreters, parents of deaf children, and deaf children.
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Abstract. The effectiveness of atmospheric cues on consumer’s emotion has a
significant impact on online businesses. The usability issues with regards to
atmospheric cues especially while browsing electronic commerce (e-commerce)
websites are very important. This paper aims to identify the common atmo-
spheric cues, usability issues and their effects on consumer emotions while
browsing e-commerce websites. Usability testing techniques was conducted to
five (5) participants from different backgrounds by using qualitative methods.
The outcome of this preliminary study will help e-commerce websites specifi-
cally Lazada Malaysia to reduce usability gap of online shopping experience.
The result highlights the atmospheric cues and their influence on the website.
These initial findings motivated the current study, which extends our previous
work by proposing other key variables and several new recommendations for
improvement to generate more effective usability issues.

Keywords: Atmospheric cue � Usability � E-commerce � Consumer emotions

1 Introduction

Malaysia has shown robust development and opportunities of electronic commerce
(e-commerce) market. Recent e-commerce report published by Lifting the Barriers to
E-Commerce in ASEAN (2015) revealed that the online retail market in the Associ-
ation of Southeast Asian Nations (ASEAN)1 is worth an estimated $7 billion.
ASEAN’s e-commerce market is projected to grow at least twice as fast as the
e-commerce market in the United States, Europe, and Japan [1]. This indicates great
potential for all e-commerce businesses, across all sectors and industries to embark
onto online shopping. E-commerce website is widely used by companies as a key
marketing and sales vehicle for their goods or services [2]. Lazada is one of the leading
e-commerce website, offering a wide range of the world’s most famous brands with
operations across Southeast Asia.

1 https://www.atkearney.co.uk.
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Atmospherics are the components of retail in the atmosphere, which in this context
is web atmospheric environment of a retail environment that trigger emotional reactions
in potential consumers, encouraging them to stay cues [3]. Consumers’ emotions to
e-commerce environment are about their willingness to spend time and money, review,
evaluate, and proceed with transaction [4]. In Malaysia, there are several studies
conducted to evaluate the accessibility level of various websites [5, 6].

However, studies of usability level for e-commerce website in Malaysia is still
lacking. Usability testing to assess e-commerce website is important as one of
e-commerce strategy to survive in the retail businesses [7–9]. It helps to gain a com-
prehensive understanding of consumer’s needs and to improve products and services to
provide better user experience [7]. However, many e-commerce websites still do not
meet consumers’ usability requirements. Therefore, this study conducts usability test-
ing (atmospheric cues) to analyze and identify a user interface while browsing
e-commerce websites.

2 Literature Review

Nowadays, e-commerce offers a lot of things from different perspective of consumers.
It provides a range of services that consumers themselves can execute without direct
human intervention. It has become a main component for companies to market their
products and services via online. One of the pioneer in e-commerce website across the
fastest growing countries in the world is Lazada. Lazada Group founded in 2012 by
Samwer brothers is one of the preferred websites by Malaysian to shop online [10]. It
offers a fast, secure and convenient online shopping experience aligned with its tagline
‘effortless shopping’ with a wide range of products from fashion to automotive.
Atmospheric for website is defined as any cues that are consciously designed and
visible to the online consumers in online shopping environment. These include all the
cues used to design the website and its layout, for instance, the background pattern and
color, links, icons, overall color structure, font and web structures [11].

A well-known framework, S-O-R framework and Pleasure-Arousal-Dominance
(PAD) model are two important concepts with regards atmospheric cues and emotions
studies in retail environment. The S-O-R theory stated that a stimulus (S) spurs peo-
ple’s internal affective evaluations, organisme (O), which in turn leads to approach or
avoidance responses (R). PAD model is a functional theory to investigate consumers’
internal states and predict their responses in the shopping process13. However, the role
of dominance is not intensely examined and has been neglected in most of existing
studies [3, 12, 13].

Some of the feelings that consumers experienced when shopping online are under
retailer’s control. Thus, the atmospheric cues of the web e-commerce are often
designed in such a way as to induce emotions in consumers [14]. Usability is quality
attribute or characteristic of a product that measures how easy to use the user interfaces
[8]. The broad goal of usability in e-commerce from a user’s perspective is to acquire
acceptable effectiveness, efficiency and satisfaction [7]. Usability, therefore, considered
being one of the most vital quality factors for web applications.
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From web perspective, usability is a crucial condition for survival. If the main page
failed to clearly mention what the company offers and what consumers can perform
further, consumers will leave the website [8]. If customer experience difficulties in
finding a product, there is a high chance he or she will cancel the whole transaction.

There are various evaluation methods used in product evaluation. The selection of
the evaluation methods depends on the usability goals and usability dimension that
need much more concern in the specific context of study [16]. Among all, user testing
and heuristic evaluation method are commonly used for e-commerce website [7, 8]. In
conducting usability testing, most common data gathering techniques used are;
observation, interview (part of inquiry method technique), think aloud, eye tracking,
questionnaires (part of inquiry method technique), and remotely conducting the testing.

3 Methodology

This study used qualitative method approach in conducting usability testing on Lazada
Malaysia website to identify usability issues. In this study, the approaches used is a
combination of user testing techniques, which are observation, interview and think
aloud. A set of task-scenario was given during the user testing. Different techniques
were used to collect different type of data. For instance, interview which is considered
an efficient way of collecting the data [17]. Interview is used to collect demographic
data, participant general interest and user feedback on atmospheric cues and emotions,
as well as their recommendations to improve the identified atmospheric cues the
Lazada Malaysia website. Observation technique is done while user performing the
assigned tasks used to provide realistic situation to the participants while they were
browsing Lazada Malaysia website. Whilst, think aloud is used to acquire participant’s
thought while they are completing a given task. This method is a best way to encourage
participants to articulate their feelings [18].

4 Results and Analysis

Demographic data and information about participants’ experiences using Lazada
Malaysia website will be discussed in this section. The one-to-one usability testing was
conducted from 21st November 2015 to 11th December 2015.

(A) Pre-test Result
Five (5) participants with IT background aged between 20 to 39 years old involved in
this usability testing; four (4) female participants and one (1) male participant. The
participants were randomly selected from public with different education backgrounds.
Participants have experienced purchasing from Lazada website, at least once. Figure 1
below is the result of the participant’s preferences.
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(B) Testing
Participants were observed while performing the five tasks-scenarios and they are
encouraged to articulate their thinking and loudly expressed their feelings during the
testing. Table 1 below is the result of the tasks-scenarios method.

Fig. 1. Participant’s preferences

Table 1. Task scenarios result

Task-scenario Observation result
Positive Negative

Task 1: Product
search

Participants successfully
completed the task

One (1) participant had problems
using filtering option for price
range (the range is too small)

Task 2: Product
search (think aloud
technique)

Most of the participants expressed
their excitement when they looked
at the promotional product. One
(1) participant read the description
of the products

No negative comments

Task 3: Purchase the
product

The process went smooth and
satisfying
Only (1) participant read the
product specifications. Only
(1) participant compare the
products before adding the product
to the ‘Cart

The product description were
ambiguous, lengthy with the
image displayed

Task 4: Profile update All participants able to find the
menu, as it is located at the top
right of the page

No negative comments

Task 5: System log
off

Participants successfully
completed the task

No negative comments
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Task 1: Product Search
The first task required participants to search using search bar. The purpose of this task
is to observe how participants navigate the website in general, and to find any usability
issue with regards the atmospheric cues of graphics and colors on overall website

Task 2: Product Search (Think Aloud)
This task aimed to see how participants used think aloud technique to express their
emotions while browsing the website.

Task 3: Purchase the Product
The purpose of this task is to identify any usability issue with regards atmospheric cues
links and menu during purchasing process.

Task 4: Profile Update
The purpose of this task is to identify any usability issue with regards atmospheric cues
links and menu.

Task 5: System Log Off
The final task aimed to identify usability issue with regards atmospheric cue menu
similar to previous task.

(C) Post-test Result
Post-Test Result objective is to gather participant’s feedback and recommendation on
Lazada Malaysia website. Post-test questions are divided into three (3) parts which are
Part 1: Atmospheric Cues, Part II: Emotions and Part III: General Opinion.

Table 2. Atmospheric cues result

Atmospheric
cues

Positive Negative

Graphic All participants agreed that graphic
designs such as product image,
animation on the website are fun and
visually comforting

Three (3) participants commented
the graphics on website are just
nice

Colour Majority agreed the colors used in
the website are visually appealing
Majority agreed with the use of
visually appealing colours to
distinguish important contents

Three (3) participants disagree with
newly displayed merchandises with
distinctive colours

Menu All participants agreed that the
website menus were recognizable
and easy to use
All participants agree the
segmentations and design in the
website are satisfying, suitable and
consistent with the overall website
style

No negative comment

(continued)
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Part 1: Atmospheric Cues (Graphics, Colors, Menu, Links)
Based on previous research, it is understandable that atmospheric cues are the
important part of website design, which can trigger a pleasurable online shopping
experience, and eventually induce purchase intentions. Participant’s feedback on the
four (4) chosen atmospheric cues are shown in Table 2 above.

Part 2: Emotions (Pleasure and Arousal)
The result from the Post-Test interview indicates that all participants have expressed
their positive emotions while they browsing and using Lazada Malaysia website. This
part aimed to collect feedback on participant’s best emotions while browsing Lazada
Malaysia website and purchase from the website. Surprisingly, all participants
demonstrated positive emotions for both Pleasure and Arousal elements.

(A) Pleasure
The result from the Post-Test interview indicates that all participants have expressed
their positive emotions while they browsing and using Lazada Malaysia website. This
part aimed to collect feedback on participant’s best emotions while browsing Lazada
Malaysia website and purchase from the website. Feedback on pleasure was gathered
using ten (10) measures, both positive and negative, by asking them what kind of
feeling that best described them when using Lazada Malaysia website to shop [19]:

• Contented/Depressed;
• Happy/Unhappy;
• Satisfied/Unsatisfied;
• Pleased/Annoyed; and
• Free/Restricted.

Surprisingly, all participants demonstrated positive emotions using Lazada
Malaysia website to shop.

(B) Arousal
For arousal, there are eight (8) measures as well, both emotions; positive and negative
feedback were gathered when purchasing through Lazada Malaysia website:

Table 2. (continued)

Atmospheric
cues

Positive Negative

Links All participants agreed that the
website provides buttons and
shortcut paths to ease the consumers
to find products
All participants agreed that the
website able to find out what
customers want within three clicks
from the first page

One (1) participant was unsure with
the useful links to move into the
sub-sites provided
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• Aroused/Not aroused;
• Wide Awake/Sleepy;
• Excited/Calm; and
• Frenzied/Sluggish.

Similarly, participants feel aroused, wide-awake, excited, frenzied when they
purchased from Lazada Malaysia website with the big discount offered, nice graphics
and colours, and so forth. The detail result is shown in Table 3 below.

Part 3: General Opinion
In general, all participants agreed that it is easy to navigate around Lazada Malaysia
website. They also emphasized that they will continue purchase from Lazada Malaysia
website due to the convenient it offers, eases of use and less hassles. Apart from the
issues highlighted during actual testing, participant also provided feedback on other
issues on overall website. Among others are, the website is too crowded with pro-
motional items, searching retrieved irrelevant products and shipping cost that only
available during checkout process. Other feedback are product images do not represent
the actual product, for example the size of kid’s apparel, the promotion link is still
available even though the promotion period already ended, invalid voucher claim link
and product descriptions do not represent the actual product. Apart from the issues
during actual testing, participant also highlighted other issues about the website.
Table 4 are the findings of Lazada website.

Table 3. Emotions post-test result

Emotions Positive Negative

Pleasure All participants felt content happy, satisfied, pleased and free
when shopping at Lazada website

No negative
comments

Arousal Majority agreed they feel aroused, wideawake, excited,
frenzied when they purchased from Lazada website with the
big discount offered, nice graphics and colors, and so forth

No negative
comments

Table 4. Opinion and general observations about Lazada website

General opinion

1 Easy to navigate around Lazada Website
2 The website is too crowded with promotional items
3 Search result retrieved irrelevant products
4 Product images do not represent the actual product. Some promotions have expired
5 Shipping cost were not clearly mentioned at early stage
6 Invalid voucher claim link
7 Product descriptions do not represent the actual product
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Based on the findings, there are eight (8) ways to improve the user experience of
Lazada Malaysia website shown in Table 5 below. The main point is visitors can easily
and quickly find the information that interests them. In general, there are several
important issues that need to be improved; navigation, display, design and user
experience. For example, the main page should not be too crowded with unnecessary
promotional items. This promotional item are disturbing and distracting customers. The
customers lose interest if this trend increases.

Usability testing was conducted by applying usability testing techniques including
observation, interview and think aloud in three (3) different stages; Pre-test, Test and
Post-test. The data gathered during the actual testing were then analyzed and inter-
preted. The findings, which are the usability issues are classified into three (3) cate-
gories with respective elements as shown in Table 6. Table 6 summarizes usability
testing results with the core elements of atmospherics cues and emotions.

Table 5. Improvements suggestions for Lazada Malaysia website

Improvements

1 Main page should not be too crowded with unnecessary promotional items
2 Filtering option for price range should be more flexible and easy to use
3 Product color is coded based on consumer’s preferences
4 Product searching mechanism need to be refined
5 Shipping cost need to be mentioned before the checkout process
6 Product images should represent the actual size or provide size information
7 Promotion link should be frequently updated
8 The sales product should be highlighted and must be aligned with the description

Table 6. Summary of usability testing results

Category Element Usability issues/Explanation

Atmospheric
cues

Graphics • Product image does not represent actual size (kid apparel);
and

• Product image does not highlight actual product offer
(ambiguous product description)

Colors • Hardly distinguish the colors of apparel
Menu • No issue highlighted
Links • Invalid promotion link (expired, but the link still there); and

• Unable to redeem entitled voucher
Emotions Pleasure

arousal
• Relatively positive respond received

Others • Hard to drag filtering option for price range;
• Homepage crowded with promotional items, sometimes quite
distracting;

• Product search function is not well-defined as it resulted of
unnecessary products based on the keyword inputted; and

• Shipping cost only stated during checkout stage
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5 Conclusions

Overall, Lazada Malaysia website is a usable e-commerce website in terms of overall
design especially on the four (4) atmospheric cues. However, there are minor issues
that need to be improved from perspectives of atmospheric cues graphics, colors and
links, and as well as overall Lazada Malaysia website. The contribution for usability
practice and future research are explained based on two (2) disciplines (i) e-commerce;
theory building process in minimizing the existing gaps in the online atmospheric
literature, and companies should take into consideration of human aspects, in this case
is consumers’ emotion in designing a good e-commerce website to induce consumer’s
satisfaction while using the website, and, in return, will generate more revenues and
increase the profits, which are the ultimate goals and strategies for most of the com-
panies, and from (ii) HCI discipline; promoting the practice of HCI in Malaysia con-
text, and may help the companies to reduce the gap of finding website issues from the
earlier stages.

There are several limitations acknowledged in this study whereby this study (i) only
focusing on four (4) atmospheric cues only, and two (2) emotion elements, namely
pleasure and arousal. The testing is done (ii) in general, applying usability testing
method, based on observation, interview and think aloud techniques, which the iden-
tified usability issues are solely from user’s perspectives. This study is using Lazada
Malaysia website as a case study and the usability issues identified may not represented
the overall e-commerce business activities, which nowadays, consumers rely on vari-
ous Internet sources to perform online purchase activities (iii).

There are three (3) relevant areas to conduct further research, (i) to evaluate
usability on other key variables of web atmospheric cues, and another emotion
(PAD) element which is dominance that has been left out in previous research,
(ii) involvement expert views, for example using Heuristic Evaluation method and
using different technique, such eye-tracking, which would potentially improve the
current website design from different perspectives and the last recommendation (iii) is
to extend this study by conducting usability study on social media platforms, for
example Facebook or Instagram that would generate a comprehensive understanding of
usability role when consumers and companies interact with these new technologies.
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Abstract. Children with learning difficulties require support during teaching
and learning process. This study looks into the solution of learning difficulties
confronted by the low achieving (LA) children who particularly have problems
in literacy (reading) and numeracy (calculating). This study proposed the suit-
able learning techniques integrated into a learning courseware in order to ensure
the children are engaged during the learning process as well as able to
accomplish the whole learning content. The main objective is achieved through
three research activities, which are (i) learning techniques selection, (ii) design
and development of courseware, and (iii) user experience testing. As the result,
this study initially found three learning techniques that are suitable for LA
children. They are deployed into a courseware, iCAL4LA-Bijak Matematik in
motivating the LA children to learn mathematics. The user experience testing
revealed that it was motivating the LA children with percentage of mean, 97% as
the ability in accomplishing overall sub-modules, as they can choose specific
learning technique based on their preference.

Keywords: Low achieving � Learning techniques � User experience

1 Introduction

Learning abilities varied among children with some of them demonstrating an excellent
performance, while others may face specific difficulties, which implicate their academic
achievement [1]. Generally, learning difficulties refers to those who academically and
practically have problems to absorb what is being thought in schools. Several outlines
[2–4] agree that learning difficulties can be observed in those who are unable to
perform in academic and examination evaluation. Similarly, [5] suggest that learning
difficulties should be categorized from general to specific learning difficulties by
implying the term ‘moderate learning difficulties’ to those who are incompetent in
their study. These children are quite tormented in the mainstream education system, as
they struggling with their difficulties and need to cope with the learning content.
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Accordingly, this study refers them as low achieving (LA) children who require an
attentive learning approach or technique in motivating them to learn.

Proper learning techniques are required in order to provide them with a better
learning concept. The learning process could cultivate their interest by blending the
learning techniques and interactive computer assisted learning (iCAL) in a learning
courseware. Referring to the previous studies by [6], they justified the learning
requirements and concept that are vital to be included in the digital learning material for
LA children, in which interactive multimedia are most appropriate. Therefore, this
study proposed the incorporation of learning techniques and interactive multimedia
learning courseware in the conceptual model of iCAL4LA (interactive computer
assisted learning for low achiever). The main objective of this study is to propose the
appropriate learning technique that suitable for LA children based on the previous
studies and to integrate them into a learning courseware with the intention of moti-
vating the LA children in completing the learning process. In line with that, this paper
is outlined into four main sections: (i) literature review, (ii) methodology (iii) finding
and discussion, and (iv) conclusion.

2 Literature Review

2.1 Learning Technique

Learning technique is a specific approach to support pedagogical activities for a par-
ticular lesson. In traditional classrooms, teachers usually implement various learning
techniques in order to enhance learning performance especially with those with
learning difficulties [7, 8] such as LA children. In line with that, to propose a con-
ceptual model of iCAL4LA, the consideration of learning techniques is essential
because LA children require specific technique to facilitate them during the learning
process. Therefore, the following subsections discuss three learning techniques that are
suitable for different learning content such as mathematics and language. They are
(i) e-flashcard, (ii) phonic reading, and (iii) mental arithmetic.

E-flashcard. In a traditional way, flashcard refers to a learning tool that utilizes visual
representation of paper-based materials consisting of specific learning contents such as
characters, vocabulary or math facts on either one side or both [9–11]. The initial
concept of flashcard is to enable learners, especially children to memorize or study facts
[12, 13] in different range of complexity which can be presented from easy to a hard
level [14]. In fact, Wissman and friends [15] found that learners prefer to use flashcard
as it is helpful in providing an easier way of learning. However, with the advancement
of digital technology, utilizing flashcards as a learning technique has shifted to the
implementation of digital flashcard or e-flashcard. E-flashcard is a digital version of
flashcards implemented in the form of computer-based or mobile-based application
with the incorporation of multimedia elements [11, 16]. The inclusion of innovative
and creative concept of e-flashcard has been proven effective [17] as it enables learners
to get prompt response from digitally designed learning materials [18]. It is suggest that
e-flashcard is applicable for all range of age and suitable to assist children with learning
difficulties [16], which is related to iCAL4LA study.
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Mental Arithmetik. Mental arithmetic is a specific technique for mathematical
learning. Mental arithmetic is basically based on the working memory utilization on
how to perform simple addition mentally within the range of ‘whole number fact’ [19,
20], which is useful for elementary level children. In fact, Price and the team [21]
revealed that inability to mentally perform arithmetic operation during elementary level
could implicate their mathematical performance at high school level. In addition, Wu
and his colleagues found that LA children rely on the central execution of working
memory [22], which works as a supervisory control system to choose and apply
particular strategies in solving arithmetic problems such as addition problem. One of
the strategies is mental arithmetic strategy that employs working memory capacity to
perform addition of two numbers such as 8 + 3. Unfortunately, to rely only on the
working memory capacity alone is challenging for LA children as they have low ability
to memorize many numbers at once. On contrary to that, [23] have studied the
finger-based representation to perform arithmetic calculation such as German and
Chinese finger counting techniques. They found that this technique is proven to
stimulate mental arithmetic skill among not only children but also adults’ learners. In
short, to simplify the application of mental arithmetic technique only one digit will be
stored in the working memory [20, 22] and the other numbers will be counted using
fingers [23].

Phonic Reading. Phonic is “a type of reading instruction that is intended to promote
the discovery and understanding of the alphabetic principle, the correspondences
between phonemes and graphemes, and phonological decoding” [24, p. 326]. In a
simple concept, phonic reading technique emphasizes the reader to pronounce a single
letter-sound and incorporate it with other vowel/consonance letter-sounds to form a
syllable. Even though this technique is commonly used for the English language [25,
26], it is also applicable for the Malay language [27, 28]. In the Malay language for
example, the letter ‘b’ is decoded as “beh” and letter ‘a’ is decoded as ‘aaa’, in which
the combination of both letters forms a syllable ‘ba’ [27, 29]. In fact, previous studies
have proven the effectiveness of phonics reading technique to develop reading profi-
ciency [26, 30, 31]. This technique is not only useful as an early stage of reading
process but can also be utilized as an intervention program for children with reading
difficulties [32, 33] such as LA children that are related to iCAL4LA study.

2.2 The Motivating Aspect in User Experience

Positive experiences encourage users to do something and they become more energized
than the prior state. In a broad point of view, [34] stated that “motivation is indicated by
the intensity (or energy), direction, and persistence of a goal-directed behavior or
action” (p. 11), which are related to the effort of a particular person. However, in
specific user experience definition, [35] emphasize that motivation is one the value that
obtained from the interaction with software, which reflect to the internal state of the
user. It shows that, motivation is a process to enhance user capability and interests in a
particular field for example in education field. Basically, in order to capture motiva-
tional significance of users, they have to be exposed to the interactive software [36] by
fostering generative processing [37] for example, in interactive multimedia software
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[38]. Numbers of studies have look into this by associating motivating aspect with user
engagement in using an interactive software [39, 40] and game based software [41]. It
measures the user experience in form of engagement aspect or in short, to which extend
user are motivated to engage to an application. Period of engagement can be quantify
by observing users’ ability to complete the whole learning module within specific time
[42, 43], which is suitable to level of user especially children.

2.3 The iCAL4LA

The motivation of constructing the conceptual model of iCAL4LA is based on the
existing studies with enhancement on the interaction design component and its prin-
ciples that are specifically designed for LA children that focus on providing fun,
helpful, and motivating experience. The conceptual model of iCAL4LA is expected to
expose the LA children with learning concept that comprises comprehensive compo-
nents with utilization of interactive learning assistance technology and comparison of
previous studies. The components were determined based on iCAL perspective, which
embraces pedagogical context such as learning theories, learning approaches, learning
techniques and instructional design model by specifying structure, content, and tech-
nology incorporated in it. The model provides a complete design guideline for
designers or developers of digital learning contents such as teachers, courseware
developers, and instructional designers to create digital learning material for LA
children. However, this paper only discussed on the motivating perspective within the
application of learning techniques. Figure 1 summarizes the basic concept of the
conceptual model of iCAL4LA [44].

Conceptual Design Model of i-CAL4LA: The Components

User Segment

Actor

includes includes

Design Segment

General Design

Multimedia Design

Navigational Design

Interaction Design
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Content Composition

Development Process
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Hardware

Software

Internet

Audience

includes

includes
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Learning Segment

Learning Theories

Learning Approaches

Learning Techniques

Technology Segment
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contains

relates

interacts supports

Not compulsory but is recommended to applyLegend: Compulsory to apply

Fig. 1. Conceptual model of iCAL4LA.
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3 Methodology

This study involves three steps of research activities, which are selection of the
component, design and develop of the courseware, and testing of user experience. First,
this study determines and selects the component of learning techniques based on the
discussion from the literature review section. Next, during the design and development
process, this study integrates the selected techniques into the courseware known as
iCAL4LA-Bijak Matematik. Based on the outcome of the previous process, iCAL4LA-
Bijak Matematik undergo user experience testing in investigating the motivating aspect.
In order to gather the user motivating aspect, this study utilizes interaction log using
specialize software, Free Studio that provides a screen video recording while the user
interacting with the prototype. Using the software, the recorded video can be stored and
retrieved later for analysis purposes. Finally, this study analyzes the results and justifies
them based on the ability of the LA children in accomplishing the whole content of
iCAL4LA-Bijak Matematik. Figure 2 summarizes the whole process of this study.

3.1 Selection of Learning Segment of iCAL4LA

The adaptation of existing learning theories and approaches in this study are beneficial
with the inclusion of the learning techniques for specific learning content. Thus, this
study suggests the utilization of phonic reading for literacy content and the inclusion of
mental arithmetic for numeracy content respectively. In addition, flashcard technique is
also useful to memorize a chunk of basic learning contents. The implementation of
those components is applicable for LA children as the Conceptual Model of iCAL4LA
concerns on providing them with the comprehensive learning support.

Select 
Component 

Design and 
develop 

courseware 

user 
experience 

tes ng 

• Identify learning tech-
niques 

• Select appropriate learn-
ing technique

• Design the learning 
content based on the 
selected technique

• Develop courseware
using multimedia au-
thoring tool

• User experience testing 
with LA children 
through interaction log

• Analyze result
• Discuss findings

Fig. 2. Research methodology.
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3.2 Application of Learning Technique Component

The iCAL4LA-Bijak Matematik utilizes the learning techniques that are related to the
mathematical lesson content. As a formal learning content, it covers the topics of
numbers, addition, and subtraction, in which are subsequently presented with simple
introduction, followed by lesson contents, interactive assessment module, and cheerful
closing for each topic. It is expected that the LA children are able to follow the delivery
of each module. As for the learning technique, mental arithmetic is the main technique
that has been incorporated into the learning content to deliver the addition operation
topic. Meanwhile, flashcard and phonic reading techniques are appropriately adapted
within the lesson content in order to provide learning support for LA children. The
utilization of those techniques is depicted in Figs. 3, 4 and 5.

This study refers the motivating aspect as the willingness of the LA children to
engage in the learning content in iCAL4LA-Bijak Matematik. It is obtained by
delivering the contents with inspiring modes that enables the LA children to focus in
the learning process. These children require positive words that praise for accom-
plishment of every single module or token of appreciation as a reward for engaging in
the interactive activities. Accordingly, the motivating aspect is bounded in iCAL4LA-
Bijak Matematik by utilizing the principles of multimedia elements. It contains (i) easy
to read texts, (ii) attentive video and animation of tutorials, (iii) attractive and familiar

Mental Arithmetic:
The solution for addition of two numbers is 
presented using brain and finger graphical 
notation. It is introduced to LA children in 
step-by-step explanation. In order to give a 
real experience to them, the technique is also 
delivered using video. The LA children can 
repetitively replay the animation to learn the 
steps.

Phonic Reading:
The phonic reading technique is only applied 
on the pronunciation aspect and the syllable 
color code. The instructor pronounces the word 
based on phonic syllable chunks and the LA 
children have an ample time to imitate the 
pronunciation.

E-flashcard:
This technique is used in the recognize number module. When the LA children click a specific 
number, the spelling and number of objects are flashed on the content area in a short while.

Fig. 3. Sample of iCAL4LA-Bijak Matematik screenshots that apply the learning techniques
(e-flashcard and mental arithmetic using animation).
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graphics and (iv) a clear and pleasing audio that leads to the engagement of the LA
children. Besides that, color plays important roles in providing them with familiar and
alluring metaphor with consideration of specific themes. It provides attraction during
the learning process that could establish an engagement with iCAL4LA-Bijak
Matematik.

3.3 User Experience Testing of ICAL4LA-Bijak Matematik

Testing Instrument and Procedure. The instrument for the interaction log is in a
form of a checklist. The interaction log of motivating aspect are based on the user
engagement and interaction [45] with the prototype. The instrument is a simplified
form adapted from Tullis and Albert [46]. For this study, the instrument is structured
into a checklist form on a piece of paper. It contains a list of modules and sub-modules
in the iCAL4LA-Bijak Matematik and the engagement score column for each partic-
ipant as well as a remark column. A three-point scales is used for the instrument, as
recommended by Spencer and Usher [47] as seen in Table 1. Later, observers are
required to input the score based on the user’s engagement for analysis purpose.

Tutorial is aided by graphical animation to teach standard written method of addition concept.

Tutorial is delivered by voiceover of “Cikgu
One” (unseen character) using cheerful and 
friendly intonation with proper speech pace.

Tutorial contains three examples of different 
range of numbers

Textual instruction only for title

Fig. 4. Sample of addition technique alternative using animation.

Teaching materials such as brain-
shaped card with number, 
whiteboard, marker pen are used 
to demonstrate a mental 
arithmetic technique.

Demonstration of a mental 
arithmetic technique to visualize 
the addition of two numbers by a 
children instructor.

Fig. 5. Sample of learning content in iCAL4LA-Bijak Matematik

Integrating Learning Techniques into iCAL4LA-Bijak Matematik Courseware 439



Participant. There were 30 subjects involved in the user experience testing. The
subjects were selected by the LINUS teachers, who coordinate the screening program
in school. They were also verified as LA children based on their academic performance
in the most recent test (for year 1 children) including the previous year of the final
examination results. The permission to involve the subjects in this study was obtained
from their guardians using an agreement form witnessed by their class teacher.

4 Result and Discussion

In evaluating the motivating aspect of the user experience for iCAL4LA-Bijak
Matematik, this study, first, elaborates the findings in terms of the overall engagement
of the subjects. The classification is formulated specifically for this study. It is based on
the percentage indicator subjected to the target goal of task completion rate [46], which
is listed in Table 2.

This study classifies that the iCAL4LA-Bijak Matematik is perceived as motivating
if the percentage of the overall completion modules is more than 80%. The prototype
contains four main modules, which are Let’s Sing, Recognize Number, Number
Operation, and Mastery Activity with a total of 12 sub-modules. As for Addition
module, it consists of three different techniques. This study considers that the subject
completed the sub-module if they choose any one of the learning techniques. Based on
the condition and having analyzed the data, Table 3 tabulates the results.

Based on the percentage of the mean score in Table 3, it is clearly proven that the
iCAL4LA-Bijak Matematik is perceived as motivating. This is proven as 97% (N = 29)
of the subjects were able to accomplish at least 80% of the overall sub-modules. The
remaining 3% (N = 1) is indicated as fairly motivating as the subjects were able to
complete 60% to 79% of the overall sub-modules.

Table 1. Motivating indicator.

Score Description

0 Did not complete the content at all
1 Engaged to the content but partially completed
2 Engaged to the content and fully completed

Table 2. Motivating classification.

Percentage Classification Description for classification

80–100 Motivating Subject completes more than 10 sub-modules
60–79 Fairly Motivating Subject completes between 7 to 9 sub-modules
40–59 Average Subject completes between 5 and 6 sub-modules
20–39 Fairly Low Motivating Subject completes between 3 and 4 sub-modules
0–19 Low Motivating Subject completes below than 2 sub-modules
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Additionally, in order to extract the detailed results, Table 4 presents the frequency
based on each motivating completion indicator (stated in Table 1). The total recorded
responses (N) are 360. It refers to the total number of sub-modules (12 sub-modules)
recorded for each subject (30 subjects). The finding exhibits the highest percentage of
complete responses, which is 94.44% (N = 340) of the overall frequencies. It indicates
that a majority of the subjects was able to fully complete the sub-modules and adhere to
the content. Through the observation, this study found that most of the subjects
repeated the sub-modules several times based on their preferences. It was also observed
that the subjects were likely to engage in the most preferred techniques of addition
operation’s examples through either video or animation. In contrast, only 2.22%
(N = 8) responses were recorded as partially completed and 3.33% (N = 12) as
incomplete. Particularly, the occurrences caused by their preferences of the availability
of several examples in addition and subtraction sub-modules.

Accordingly, this study found that the user perceived motivating, as they could
accomplish most of the iCAL4LA-Bijak Matematik contents with the low incomplete
and partially complete percentage.

5 Conclusion and Future Work

This study focuses in integrating the learning techniques proposed for the conceptual
model of iCAL4LA into an interactive learning courseware for LA children. The main
elements of learning technique that have been integrated in the courseware are mental

Table 3. Mean score based on motivating classification.

Classification N Mean score (percentage)

Motivating 29 97%
Fairly motivating 1 3%
Average 0 0%
Fairly low motivating 0 0%
Low motivating 0 0%
Total 30 100%

Table 4. Summary of motivating of user experience testing for iCAL4LA-Bijak Matematik.

Motivating frequency Response
N Percent

Motivatinga Incomplete 12 3.33%
Partially complete 8 2.22%
Fully complete 340 94.44%

Total 360 100.0%
aGroup
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arithmetic, e-flashcard, and phonic reading that found suitable for LA children. Those
techniques are integrated with multimedia approach with interactive and instructive
learning concept. This concept is implemented in the courseware known as iCAL4LA-
Bijak Matematik. It contains basics mathematical learning content that suitable for a
year 1 to year 3 primary school students who have learning difficulties especially in
numeracy and literacy. Having conducted the user experience testing with the LA
children, this study found that majority of the participants could engage to the whole
content of iCAL4LA-Bijak Matematik. They were obviously attached to the learning
content during the learning session with the availability of several learning techniques
that can be chosen based on their preference. In order to triangulate and confirm the
result, this study will look forward to interviewing the LA children for the future works.
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Abstract. In this paper, we consider the use of a virtual forest environment to
increase the awareness of conservation of the endangered plants by developing a
web application. Tropical rainforest in Malaysia consists of unique ecosystems,
however, the population of Dipterocarpaceae, the most numerous family of flora
in the tropical forest in Peninsular Malaysia, is decreasing. Some of the species
in this family are listed as endangered and threatened plant in Malaysia Plant
Red List. We argue that increasing stakeholder awareness of conservation
activities of these endangered species through experiencing an immersive virtual
forest environment in the efforts to conserve the species.

Keywords: Virtual environment � Web application � Forest conservation �
Threatened plant

1 Introduction

In this study, we propose the design of a virtual application for species of threatened
plants in Peninsular Malaysia with the aim to increase the awareness on conservation of
threatened plant species. Malaysia is among one of the countries with the highest
biodiversity in the world. The tropical rainforest in Malaysia consists of approximately
8,500 species of vascular plants in Peninsular Malaysia and Sabah and 15,000 in
Sarawak [1].

The main types of forest vegetation in Peninsular Malaysia consist of dipterocarp
forest below ground, hill dipterocarp forest, dipterocarp forest hill tops, oak-laurel
forest, montane ericaceous forest, peat swamp forests and mangroves. There are also
smaller areas of swamp forest, freshwater swamp forest, forest in limestone and quartz
ridge [2]. Dipterocarp family is the largest group in the Tropical Rainforest in
Peninsular Malaysia. It contains more than 80% growth of individuals and more than
40% tree canopy. This growth factor is due to the type of soil and the weather is perfect
on this earth, Malaysia [3].

The rapid socioeconomic development gives an impact to forest biological diversity.
From the 1970s, dipterocarp family is a source of tropical hardwood in international and
national hardwood trade [4], thus, making it susceptible to become endangered. Various
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reactions of the public to express concern about the current state of the forest that have
shown the risk of extinction of forests in Peninsular Malaysia [5–7].

This paper is divided into several sections. Section 2 explains the background work
on decreasing forest population, Sect. 3 describes the Materials and methods used in
the development of the application.

2 Background Work

2.1 Decreasing Population of Forest in Peninsular Malaysia

There is a need to educate the public in general and the stakeholders in particular, to
“urge” the parties responsible for conservation action in Malaysia. We argue that
awareness in the conservation of endangered plants in Malaysia is very important for
reducing the risk of extinction of these plants, especially the dipterocarp family. This is
because, in Peninsular Malaysia, the dipterocarp family population has been reduced
due to the development and harvesting activities. Forest areas were massively reduced
due to the usage of forest land for agriculture and development since the 1960s and
1980s [4]. Census of forest areas over the years have been made by various agencies
indicate the percentage of forest areas in Peninsular Malaysia has declined. Figure 1
shows the statistical data for forest area collections made from years before 1972 to
2002 [4]. No census was made after 2002 and the reduction of forest areas is very
worrying.

According to Mohd [7], threatened plant populations in forests of Peninsular
Malaysia is 36.8% as can be seen in Fig. 2.
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Fig. 1. Shows the reduction of forest areas in Peninsular Malaysia. Source: Chua et al. [4]
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2.2 Application of Red List

The urgency in dealing with forest conservation should be a priority. This issue is a
global problem not only in Malaysia but also worldwide. In order to ensure the con-
servation of flora and fauna on the ongoing basis, the International Union for Con-
servation of Nature (IUCN) has developed the Red List of threatened species of flora
and fauna worldwide. Figure 3 shows the level of extinction risk ladder where the
bottom represents less risk level and the upper level represents the most at risk.

The Read List is classified into 9 categories according to the priority of the risk of
extinction - Lease Concern (LC), Near Threatened (NT), Vulnerable (VU), Endangered
(EN), Critically Endangered (CR) and a further category Extinct in the Wild (EW), and
Extinct (EX) [4].

64%

36%

Not threatened Threantened

Fig. 2. Categories of plant species in the forests of Peninsular Malaysia. Source: Mohd [7]

Fig. 3. Category endangered plant developed by IUCN. Source: IUCN
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In 1998, The Malaysian Malaysia Policy on Biological Diversity has been for-
mulated to establish the agenda and direction of the government in implementing
strategies and action plans in the conservation of forests and preserve endangered plant
species [4]. With this, in 2010, the Forest Research Institute Malaysia (FRIM) has
taken the initiative to develop the Malaysia Plant Red List and it is a complete list of
the risk of extinction of plants in Peninsular Malaysia and focus Dipterocarpaceae
family as it is the largest forest types in Peninsular Malaysia. Malaysia Plant Red List is
developed to assist in the monitoring of conservation of critically threatened plant
species of the families Dipterocarpaceae. Table 1 is the summary for quick reference
on species in Dipterocarpaceae family that has been categories from IUCN category.
A total of 164 taxa comprising 155 species of Peninsular Malaysian Dipterocarpaceae
were assessed in the Malaysia Plant Red List.

2.3 Virtual Forest Environment

With the rapid development of technology, no doubt the ability of the Internet in
disseminating information to the public is very effective. As we all know, the use of
web applications can spread the information quickly. In addition, use of virtual tech-
nology to learn about endangered species can help in the management of forests [8].

There are a number of studies on the virtual forest in the context of forest man-
agement already been done. This virtual reality display computer graphics that can be
seen, heard and touch like a real forest habitat is an important breakthrough in usability
collaboration with forest management [8]. A simulation study of growth and devel-
opment as Sibyl - Fabrika Slovakia that uses augmented reality technology virtual of
forest habitat, is one of the important components in the forecast in the management of
forest development in Slovakia [9] as well as for other countries [10, 11].

Various researches also were conducted to study the effect of users in a virtual
environment application system. The factors influencing the sharing of information by
users in virtual learning [12] and the factors that affect users in virtual learning tradi-
tional architectural heritage house [13] are among of the studies.

Table 1. The number of taxa in Peninsular Malaysia, grouped according to genus, under
respective IUCN categories. Source by Malaysia Plant Red List.

Genus EX CR EN VU NT LC DD Total

Anisoptera 0 0 1 4 0 1 0 6
Cotylelobium 0 0 1 0 1 0 0 2
Dipterocarpus 0 3 7 10 7 4 1 32
Dryobalanops 0 0 1 0 1 1 0 3
Hopea 0 4 6 11 9 3 0 33
Neobalanocarpus 0 0 0 0 1 0 0 1
Parashorea 0 1 0 0 1 1 0 3
Shorea 1 5 12 12 19 12 1 62
Vatica* 0 2 7 5 7 1 0 22
Total 1 15 35 42 46 23 2 164

*Note: Vatica sp. was not evaluated.
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However, in Malaysia, there are no studies combining virtual technology and
forest. The applications that have previously developed with the display of static
images only. In this study, we will develop a virtual application, MyRedList with the
addition of interactive technologies such as virtual reality, 360° panoramic images and
immersive technology of forest areas (in particular the actual habitat for threatened
plant species in Malaysia). This virtual environment will show the graphic multimedia
as if the user is in the natural habitat of the forest area concerned. The factors
influencing the user that has been identified in these studies through the use of virtual
environments will be taken into account in building the MyRedList in increasing the
awareness of forest conservation. In the future, an experiment will be conducted to
measure the ability of this virtual application to increase the awareness of conservation
of threatened plant species in Malaysia.

3 Material and Method

3.1 Initial Analysis

The public and government can play a role in protecting the forest [14]. Knowledge of
the importance of forests needs to be disseminated to the public so that they are aware
of the danger of the extinction risk of forest plants. The involvement of all stakeholders
in the conservation of forests is important [15].

We argue that the existence of awareness of the public can be gauged via the
Google Trends website which shows the trend of keywords search on Google search
engine. Nghiem et al. mentioned that Google Trends data are a powerful tool to
monitor and evaluate the public interest in conservation [16]. It can be used as a
benchmark to show the level of public interest in the endangered plant. If the number of
search keywords in the data on the Google Trends is high, by common sense, then there
is awareness of the issue of the keywords.

Figure 4a and b show search statistics for the keyword “Tumbuhan Terancam”
(Endangered Plants in Malay) and “Endangered Plants” used in Google search
worldwide for the past five years. This view was taken on April 27, 2017. From Fig. 4,
residents of the United States and in Indonesia used these keywords but there are no
statistics for Malaysia because the data is too low to display.

As in Fig. 5a and b are statistical search the same keywords but focused on
Malaysia. The displays show incomplete data can generate a map display for the
keyword “Endangered Plant” and only one state of Kelantan has shown there is a
search for the keyword “Tumbuhan Terancam”.

3.2 Application Development

We argue that a web-based virtual application tool may be used to increase public
awareness on critical conservation of endangered plant. Thus we proposed an appli-
cation called ‘MyRedList’. Figure 6 shows a diagram of application architecture for the
MyRedList application.
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Thus, the virtual environment technology will be used in this study by using the
equipment as shown in Fig. 7.

(a)

(b)

Fig. 4. (a) Display Google Trends search for the whole world. (b) Display Google Trends search
for the whole world (2nd page).
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(a)

(b)

Fig. 5. (a) Display Google Trends search for Malaysia. (b) Display Google Trends search for
Malaysia (2nd page).
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Development of the proposed application will be based on phases as follows:

Phase One: Needs Analysis
This phase is drawing up research activities in a systematic manner. List of activities in
detail, including the period for each activity. In this phase also, a literature review will
be conducted, including reviewing the systems that have been developed previously in

Fig. 6. MyRedlist application architecture

(a)
(b)

Fig. 7. (a) Camera 360. Source: Samsung.com. (b) Virtual reality glasses. Source: VR Box
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the domain of the same scope. There is also a focus of study that influence of different
users in the system and then the reviews of measurement of awareness will also be
conducted in adapting the questionnaire to be adopted in the next study.

This phase will also conduct information gathering activities. Information available
in Malaysia Plant Red List will be used in the development of this application.
Information available in book form will be converted to digital format. This valuable
knowledge will be organized in a database that will be developed in the next phase. In
this phase also, sites of ex-situ or in-situ will be identified through recommendations
from experts in FRIM to produce virtual videos in the next phase.

Phase Two: Application Development
This study proposed to use a development method called Faster Application Devel-
opment (RAD) framework through iterations. The method is selected because it enables
applications to be developed in a short time.

This phase begins with the development of the database scheme for the information
obtained from the previous phase. The schema will be developed using the
Microsoft SQL Server Management Studio. After that, the information obtained in the
previous phases will be included in the database. Then, the system design will be
developed and further development of the system will use Adobe Coldfusion pro-
gramming and Bootstrap. Development is based on a literature review has been made
of the influence of advance towards using virtual applications. The application will be
linked to a database by using Microsoft IIS Server.

Next, for the development of multimedia components, some components of which
are identified are a virtual environment, 360-degree panoramic images and immersive
technology with consumer gadgets. The equipment which will be used are Smartphone
Samsung Edge S7, Samsung Camera Gear 360 and VR-Box Virtual Reality Glasses.
The software that will be used in developing the multimedia components are Adobe
Photoshop, Apps Samsung Gear 360 and Gear 360 Action Direction. The application
will then be evaluated to see if it can increase on the awareness about endangered plant
species among the sample respondents.

4 Conclusion

This research is expected to generate increased awareness in the conservation of
endangered plant species in Malaysia. With the socioeconomic growth in Malaysia,
especially in PeninsularMalaysia, there are reductions in forest area over the years and led
to the extinction risk of species of dipterocarp family, the largest component in Peninsular
Malaysia. To assist in the improvement of public awareness and national policy makers
on the issue, this study proposes to develop an application, Virtual Application for
Threatened Plant Species (MyRedlist). MyRedlist will be implemented with the latest
multimedia components such as virtual environment, technology and immersive
360-degree panoramic photos that will make the starting point of extinction risk of forest
users feel the need to be addressed immediately and awareness in conserving this
endangered species of plants can be improved. An assessment of the level of awareness
will also be carried out in the next study after initial MyRedlist has been developed.
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Abstract. Children like to draw, but how do they draw on a touch-screen device
and to motivational context for action? Despite the fact that many children
choose to draw on tablets there have been few studies about their drawing
behaviour. To answer this question, we conducted an empirical study to examine
how children aged between 5 to 11 years old adjust their drawing actions on
touch surfaces according to extrinsic rewards. The present study suggests that
drawing with reward conditions modify drawing behaviour. In essence, we are
proposing that children are more motivated to draw better when the reward is
harder to achieve than when it is easier. This shows that traces and marks left on
screen could be quantified more accurately to understand children’s behaviour
better. The purpose of the study is to emphasize the benefit of rewarding effect as
feedback to children’s performance when using touch-based tool.

Keywords: Children’s drawing � Reward � Motivation � Touchscreen

1 Introduction

Children these days make increasing use of mobile devices for entertainment and
learning activities. With the current advancement of technologies, touch-based appli-
cations are now easily available and accessible by teachers, parent or children them-
selves whether at home or at school. These applications have becoming more
interesting with gamification styles and reward-based system to engage children more.
The reward-based system specifically has been used in many touch-based applications
for feedback and assessment. While rewarding system can be motivating for children,
there is still less work on the effect of rewarding condition towards children behaviour.
There are even some concerns on the negative impact of rewarding condition that can
bring to children especially on their intrinsic motivation. Although there could be
differential effects on children motivational behaviour, the work have been inconclu-
sive so far [11]. As touch-screen devices are commonly use nowadays, there is a need
among re-searchers and developers to study the benefit of rewarding effect as feedback
to children’s performance when using such application.
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One of the natural task that children seems to enjoy doing is drawing. There is an
established literature on children’s drawing that studies children psychological and
developmental growth to understand children behaviour better. Since children nowa-
days have started to frequently use drawing touch tools for drawing activity apart from
drawing using pencil and paper, there is a need to under-stand children’s drawing from
the technology perspective. One of the differences between the traditional way of
drawing on paper and drawing on touch screen would be the use of finger tips to draw
than holding a pen. Even with a drawing tool, children can receive feedback from their
work which otherwise has to be achieved socially if drawing on paper. Although
drawing on a touch screen could yield similar result to drawing on paper, traces and
marks left on screen could be quantified more accurately [12, 16, 19]. Current research
suggests that children’s drawings on a touch screen or a computer convey far quicker
and richer information than had often been claimed in the past (e.g., [6, 13, 21]). Thus,
there is still less work that study children’s drawing actions on a touch screen and how
feedback in drawing could affect their behaviour.

This paper addressed on how rewarding condition modifies children’s drawing
behaviour when drawing on a touch screen. The work look into children movement
sequencing of drawing action with different reward functions. According to Bijleveld
et al. [3], people tend to put more e ort when the reward is more valuable. The higher
the reward, the more e ort is attained to gain the reward [5]. Therefore, the purpose of
this work is to examine how children would re-act given two different reward condi-
tions from their drawing actions. Do they perform better if the reward is harder to
achieve than if it is easier? Specifically, our work finds how children alter their drawing
actions in response to the re-ward functions introduced when drawing on a tablet.
Following Mohd Shukri and Howes [14], the idea was to see how children adapt to the
reward conditions when tracing trajectories through the dots on touch screen surfaces
using the tip of their finger or a pen. The study consisted of drawing tasks that mimic
the conventional way of joining the dots on paper but with reward feedback, a sig-
nificant advantage when drawing on a tablet. At the end, we hope to conclude that
different reward conditions do alter children’s drawing behaviour.

2 Background

Children are more motivated to complete a task that is extrinsically rewarded [7]. One
of the substantial effect when giving a reward to children is that they tend to spend
more time on a task given. In a study that involves motor task with children aged 3 to 4,
the task with more trials were completed in higher numbers due to the reward than the
task without the reward [1]. 7 years old children were found to spend more time
learning language and doing reading work when there was a reward than none [17]. In
another study, children with low-performing were found to persist longer in learning
fraction when there was a reward effect [15]. Thus, these show that a reward system can
act as an external motivation for children to not only engage in a task for longer but
also increase their behavioural performance better. But how can we know whether
giving a reward can affect children intrinsic or extrinsic motivation?
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Cerasoli et al. [4] work reviewed the relationship of intrinsic and extrinsic moti-
vation towards human performance. According to them, a task that is intrinsically
motivated is mostly enjoyable, purposeful, well-being and give happiness, which
provide sufficient reason for one to persist whether with or without reward. This type of
task often indirectly yield towards the quality of one’s performance. An extrinsic
motivated task is more likely to be repetitive and non-complex, which requires a
reward feedback as a driving mechanism to complete the task. This type of task on the
other hand, plays more directly in dominance towards the prediction of a person
behavioural performance. While both do have an effect towards performance in con-
text, the former is more related to quality while the latter related to quantity. Quality
type of task generally requires higher complexity skills rather than the quantity type of
task that tends to be lower in complexity. As motivation is partly an important element
in children’s drawing, it is not unreasonable to suppose that their perception of the
quality of what they draw is influenced by their assessment of a drawing fitness. Rather,
reward that informs drawing feedback could be used to compare, evaluate and simply
describe children performance. This can give a variance in the quantity performance of
children from different ages. Since our drawing task are built upon less complexity,
straightforward and are highly repetitive, the reward system is therefore closely linked
to the extrinsic motivation of children’s behaviour.

In a technological learning environments, a reward can be a simple feedback that
can support the achievement and appropriate behaviour of a correct response.
According to Shadmehr et al. [18], imposing a reward can change the state of the body
to make movement that feels more valuable. Kluger and DeNisi [8] proposed an
overarching theory regarding how different effects of feedback can adjust a behaviour’s
person by comparing to a standard goal. The feedback can distinct the effects on
motivation that yields to performance. People become more motivated and therefore
tend to invest e ort when they are sensitive to the value of rewards [3]. Rewards are
provided under the assumption that a person will modify its behaviour in order to
achieve higher performance. The present study suggests that meaningful drawing with
reward conditions modify drawing behaviour, in accordance to movement sequencing
in the organization of the drawing action. In essence, we are proposing that children are
more motivated to draw better when the reward is harder to achieve than when it is
easier to achieve.

3 The Experiment

This study investigated the effect of different reward functions on drawing tasks for
children. The first reward function, High reward, measured on how accurately the
children hit the dots. The scoring for High reward is according to the accuracy of the
contact points in drawing lines (see Fig. 1a). It is calculated based on the weighted
function of least squared errors, where drawing lines need to accurately go through a
series of dots to get a perfect score. The contact points distance of the drawing lines
were calculated based on the minimal distance of the drawing lines to the numbered
dots. If the distance of the drawing lines are far o from the contact points, the number of
stars awarded will be low. The second reward function, Low reward, measured how
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accurately they generated the shape of the drawing. The scoring for Low reward on the
other hand, is according to the shape maintenance of drawing figure (see Fig. 1b).
Children’s drawing lines were examined whether they retain the original shape of the
drawing figure by measuring with sum-squared error. Under this Low reward condi-
tion, more stars could be gained for the right shape even if the distance of the drawing
lines from the contact points were o by some amount.

The purpose of the reward manipulation was to examine how children’s drawing
behaviour differs under two different reward functions with Low reward gives easy
access to ten stars and High reward makes it more di cult to attain ten stars. Do children
who draw with High reward function are more motivated to draw better than children
who draw with Low reward function? We derived our hypothesis according to the
following; children are motivated to draw more accurately given High reward than Low
reward. The study proposes that when the reward of high number of stars are harder to
achieve, children would be more motivated to draw better by drawing more accurately
to get high number of stars. However, when the reward of higher number of stars are
easy to achieve although children draw less accurately, they can become less motivated
affecting their drawing performance. The study also investigated the difference per-
formance when drawing with a finger and a pen. Do children who draw using a pen
draw more accurately than those using their fingers? The second hypothesis is derived;
children who draw using a pen can draw more accurately than those who draw using
their finger.

3.1 Method and Stimulus

Apparatus. The experimental setup used was an iPad Air tablet device with 10.1-inch
wide screen that was connected to an Apple MacBook-Pro 13-inch laptop through a
USB cable. The drawing application was loaded by a Safari web browser on the tablet
device via a stable internet connection. Join-the-dots drawing application was

Fig. 1. Reward conditions in join-the-dots drawing task.
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developed using HTML5 and JavaScript. Two drawing applications were built; both
having similar tasks but two different reward functions, High and Low rewards. There
were 20 common drawings comprised of 10 vehicles and 10 animal shapes displayed in
random order. The number of dots in each drawing are ranged from a minimum of 15
dots to a maximum of 35 dots. Each dot were numbered based on their order. The size
of the rst dot is slightly bigger than the rest of the dots and unlike other dots, it had a
grey background to be conveniently located by the subjects. Upon completing all the
tasks successfully, an overall reward of ten stars would be displayed on top of the page
with scores obtained by a subject is shown in golden stars.

Procedure. In the drawing task, subject would need to draw the lines from one dot to
the next dot based on their order. The drawing time was recorded starting when the
finger/pen was tapped on the first dot until the final dot was touched. Once one drawing
task completed, the screen would halt and the number of stars would be displayed
together with a text describing the object drawn at the bottom-left of the page. The next
page was a rest page which appeared after every drawing task for subject to take a
break after each drawing task. Altogether there were 20 drawing tasks to complete in
the experiment. At the end of the session, a page with detail scoring for every drawing
task would be shown together with the overall score. The last page thanks subjects for
their participation. (Refer Fig. 2). On average, the experiment lasted about 40 min to
1 h per subject.

Fig. 2. Drawing application join-the-dots.
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Experimental Design. The experiment was between participants design with two
independent variables: reward manipulation (High and Low) and medium input (Finger
or Pen). There were 4 experimental groups; High Reward with Finger (A1B1), Low
Reward with Finger (A1B2), High Reward with Pen (A2B1) and Low Reward with
Pen(A2B2). It was a one data point per participant, a two-by-two analysis of whether
subject’s drawing action was affected by using Finger or Pen and whether it was
affected with a Low or High rewarding score.

Pilot Study. Apilot study was conducted on 4 children participants of 2 boys and 2
girls, aged of 5, 6, 8 and 9 years old. The first three pilot child-users did very well in
completing the drawing tasks. The fourth pilot child-user could not attempt the drawing
task as she was not familiar with numbering order. To ensure child-user understand the
numbering order, Join-the-dots activity on paper need to be introduced before the main
experiment.

Subjects. Thirty four children participated (15 boys and 19 girls) with age rang-ing
from 5 to 11 years old. One participant was discarded from the analysis due to not
following the order of the task, thereof, thirty three children participants were involved
with a mean age of 7.76 years (SD = 2.0 years) (Refer Fig. 3). The children were from
a mix of Asian backgrounds and they all attend primary schools in Birmingham, UK.
These children participants on an average used two hours of touch screen devices daily.

Instruction. All parents had given their informed consent to allow their children to
participate in the study. Participants also gave their informed consent verbally and in
writing prior to the session conducted during the experiment. They were briefly
informed on how the task should be completed and were then asked whether they had
any experience using touchscreen devices. Those without or having less experience
were given a tablet to familiarize themselves using the touchscreen device for about ten
minutes. Later, they had a warm-up session of join-the-dots task on paper using a pen
or pencil. Once they completed the tasks on paper, they were assigned to one of four

Fig. 3. Age distribution for children participants.
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groups. The group assignment was based on the order of participants. The first subject
was assigned to A1B1; second subject assigned to A1B2; third subject assigned to
A2B1; fourth subject assigned to A2B2; fifth subject was again assigned to A1B1 and
the pattern continued for the rest of the subjects. All were unaware of the hypotheses
under test. When subjects completed the tasks, they were each given a form to ll in and
provided information on their background and the amount of time spent drawing on
paper and tablet daily. At the end of the session, they were each given a token of
appreciation for their participation.

4 Results

A two-way between-group analysis of variance was conducted to examine the effect of
reward functions and drawing medium towards the score of the drawing tasks. There
were 33 participants (n = 33) data. There was a statistically significant main effect for
the reward functions; F (1,29) = 18.485, p < 0.0001 with High reward having a mean
score of 89.25 for finger, 86.31 for pen and Low reward having a mean score of 68.79
for finger, 77.15 for pen (see Fig. 4) with a large effect size; partial eta squared =
0.389. There was no main effect for drawing mediums; F (1,29) = 0.619, p = 0.438
and no interaction effect between the reward functions and drawing mediums, F
(1,29) = 2.687, p = 0.112. The result shows that child users whether they were
drawing using a finger or a pen, scored higher in High reward than in Low reward but
there was no effect on the scoring due to the selection between the two medium inputs.

Fig. 4. Participant’s average drawing score according to the reward function (High/Low) and
mode of drawing (Finger/Pen).
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The relationships on children’s drawing behaviours such as drawing scores,
drawing time, pen-lifts, speed and mistakes among children were also investigated
using Pearson product-moment correlation coefficient. Preliminary analyses were
performed to ensure no violation of the assumptions of normality, linearity and
homoscedasticity. There was a strong positive significant correlation between the age
of children and number of stars, r = 0.67, p < 0.0001 where older child users scored
higher than younger child users (see Fig. 5a). There was a moderate significant neg-
ative correlation between age of children and number of penlifts, r = −0.419,
p = 0.019 (see Fig. 5c) and a strong positive significant correlation between age of
children and drawing speed, r = 0.597, p < 0.0001 (see Fig. 5b). Younger child users
made more number of penlifts and drew slower than older child users when performing
the drawing tasks. Younger child users would probably take more time to draw
accurately than older child users due to their generally slower speed. Drawing time
however did not show any correlation with age of children although older child users
drew faster than younger child users. However, during the experiment, some of the
child users were observed to pause drawing at the contact points without lifting their
finger or pen before making the next drawing move. When child users pause between
contact points, the drawing time was still recorded. Therefore, this contributed to
making the overall drawing time for younger and older children about the same. The
most significant mistakes that child users committed were trailing their non-drawing
fingers while drawing and drawing the lines not according to the numbering order.

Fig. 5. Drawing actions based on age distributions.
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There was a strong negative significant correlation between age of children and number
of drawing mistakes, r = −0.603, p < 0.0001 which indicated that younger child users
make more mistakes when drawing on a tablet than older child users (see Fig. 5d).

5 Discussions

The aim of the work reported here is to understand the effects on children’s drawing
strategies to the reward functions introduced and how they would per-form when
drawing on a tablet using two different medium inputs, a finger and a pen. The result
suggested that child users were more motivated to draw better when the number of stars
or reward were harder to obtain rather than when it is easier to do so. The selection on
the medium of drawing input whether with a finger or a pen did not make any sig-
nificant difference to the drawing star scores. According to Tu et al. [19], drawing with
a pen mostly outperformed finger in smaller surface of detailed area. The fact that the
drawing tasks in this study measured the lines of contact points that are basically the
outline of a whole drawing figure, no differences occurred between the two medium
inputs.

How could we be sure that children who did the High reward were more motivated
to draw better than those who did the Low reward? Perhaps children in both conditions
had understood that they need to hit the dots as accurate as they could and that the same
scoring system should quantified the differences between the group. Additional anal-
ysis had been made where both groups were tested for each separate scoring function of
High reward (accuracy of hitting the dot), Low reward (shape of the drawing) and a
combination of both type of rewards where High and Low rewards are embedded
together to test the performance of the drawing lines. All tests have shown that there
were no significant differences in the result with both High’s, F (1,29) = 4.057,
p = 0.053; both Low’s, F (1,29) = 0.32, p = 0.576 and both combination of High-Low
are F (1,29) = 1.999, p = 0.168. However, the result for High reward function to both
groups is showing close to significant where the High group scored higher in both
medium of drawing than the Low group. This shows that children participants in High
group were motivated to draw more accurately in hitting the dots than those in the Low
group. Since children participants in the Low group were not punished according to
how accurately they hit the dots, they were less likely to draw the lines closer to the
dots. This t the purpose of the main objective of the experiment, where children were
adapted to the reward functions introduced. The result for Low reward function tested
toward both groups shows that children in overall tried to maintain the shape of the
drawing lines. The black dots as reference of the drawing figure are closed to each other
making it hard for children to deviate their drawing lines from the point of reference.
When both High-Low functions were combined to test their performance, both average
score were about the same yielding no significant differences showing a balance score
between the first two additional tests. The main result earlier showing highly significant
differences among the two groups with different reward functions introduced can be
firmly concluded that children do adapt to the reward functions introduced. Specifi-
cally, children in High group were more motivated to draw more accurately than those
in the Low group.
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Children’s drawing behaviours and attributes were also investigated apart from the
main finding. Younger child users tend to make more penlifts when drawing and
attempted more drawing mistakes than older child users. They made unintentional
touches with trailing fingers and thumbs [2, 13] and drew line segments in out of order.
Older child users generally scored better than younger child users. Although they draw
faster than younger child users, they were observed to stop at the contact points without
lifting their finger or pen when drawing before making the next drawing move. The
precaution of stopping on the dots reflects more on the cognitive aspect of drawing
rather than ne motor skill [9]. This would yield about the same drawing completion
time overall with younger child users that made pen lift. The overall result regarding
children’s drawing behaviour is supported by Vatavu et al. [20] that reported children’s
touch screen performance in task completion time and accuracy improved with age;
and that due to increased motor maturation and improved drawing proficiency, older
children tend to draw faster than younger children [10, 12]. The result strengthened and
supported the existing attributes regarding children’s drawing behaviour from an
empirical approach and an external reward function.

6 Conclusion and Future Work

Drawing itself is a rewarding task to children whether the reward system is present or
absent. By imposing an external reward function in drawing, the task can help
researchers gauge children’s competency and performance in drawing more confi-
dently. The main purpose of our work is to highlight that rewarding conditions can
modify children’s drawing behaviour relating to their motivation and behavioural
performance. The result has shown that children alter their drawing actions in response
to the reward conditions introduced. The experiment provided encouraging evidence
that children do adjust their drawing actions to the reward functions. However, can they
adapt optimally? What if besides gaining rewards of higher number of stars, there is
also a penalty effect nearby? How do they adapt their drawing actions to perceive cost
and risks of drawing errors? Would children be able to plan their drawing to gain
higher rewards within some limitations? While these questions are interesting to
answer, it could be a possibility for future work to study the challenges when children
draw on a touch screen.
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Abstract. Augmented Reality (AR) is maturing with the evolution in fields of
computer and interactive graphics. Rapid advancements and growth of the
mobile industry have allowed AR experiences to be delivered on mobile devices
as well. When camera fitted mobile devices point towards a digital object to
deliver AR experiences it creates design challenges due to Unique interaction
style and Information presentation on Mobile Augmented Reality (MAR) ap-
plications. In order to overcome these design challenges, one needs to under-
stand the User Experience (UX) of MAR. This paper reviews the advances in
mobile augmented reality from UX perspective. This study aims to present a
comprehensive and detailed review and will help in guiding the developers of
MAR to focus on areas that need improvement.

Keywords: Augmented reality � Mobile augmented reality � User studies �
User experience � Interaction � Human computer interaction

1 Introduction

1.1 Augmented Reality

Augmented Reality (AR) is a leading-edge technology that provides a digitally
amplified view of the real world, presenting end users with useful and informative
content in different situations. According to Azuma et al. [3] when a system combine
existing and virtual environments, provide interaction in the real time and allow end
user to observe the real world in 3D, the system is termed as AR system. Although
Azuma’s definition of AR is a substantial standard AR is also termed as “a system that
combines real and computer generated information in a real environment, interactively
and in real time, and align virtual objects with physical objects [16]”.

1.2 Mobile Augmented Reality

Fast-paced development in mobile industry has bought AR experiences to mobile
devices. Researches show how mobile devices can be utilized in computer-vision based
Augmented Reality tracking and registration [51, 60], analogue video transmission [8],
context supported interaction, browser oriented interaction [38] and other technologies.
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MAR systems allow user to communicate, connect and interact through computer
supported information from databases or remote experts, without getting distracted
from the real task. Mobile Augmented Reality (MAR) is a leading technology that
provides a digitally improved and enhanced 3D view of the physical world through a
mobile device, connecting users with useful virtual content that cannot be detected with
human senses [4]. AR systems demonstrate virtual information that can help the users
perform di cult projects such as giving directions to workers through electrical wires in
airplanes by showing digital information through headsets [6], assist in educational
purposes or provide entertainment (such as playing AR games [56]).

The current generation of smart phones with high image processing ability, high
definition display screens and cameras, sensor technologies such as GPS and orien-
tation, wireless communications, networking, computational abilities and dedicated 3D
graphic chips allow mobile devices to execute AR experiences [16]. Combination of
such technologies integrated in one device make smart phones capable of doing much
more than expected and thus, it is a suitable platform for building AR applications and
services [15, 54].

MAR is providing new commercial enterprise and business activities around areas
that can draw on digital information from navigation of places or objects, exploration,
adventure, gaming, retail and advertising [6]. It is widely used for advertising and mar-
keting by companies around the globe [7, 50]. The adoption ofMAR services is expected
to increase at a Compound Annual Growth Rate (CAGR) of 135.35% over the period of
2015–2019 [57]. However, when camera-fitted mobile device points towards a digital
object to access information, it creates design challenges for the end users [23]. In order to
overcome these design challenges and deliver positive MAR experiences to the target
audience, one needs to understand the overall user experience of MAR [24].

1.3 User Experience

Irrespective of its conceptual obscureness, the term User Experience has gained a huge
acceptance as a leading concept in Human Computer Interaction (HCI) domain [37].
Usability and User centered design (UCD) are modified with the concept of UX [30]. In
the past few years, Computer Human Interaction (CHI) community has helped to
systematize and conceptualize the diversified field of UX with the help of special
interest groups, panels and workshops [31].

UX involves an individual’s attitude, behavior and emotions towards a specific
artifact, product or service. The International Organization for Standardization
(ISO) defines UX as “A person’s perceptions and responses resulting from the use
and/or anticipated use of a product, system or service” [26].

From the historical background, UX was first defined in 1996. Lauralee Alben
states that UX is an all-inclusive terminology that describes how an interactive product
look, feels, serve and contributes to the context and quality of one’s life [1]. In addition
to the traditional usability aspects, UX involves value-sensitive design, social and
cultural interaction, and emotional impact encompassing interaction experiences such
as joy of using a product, aesthetics, excitement and pleasure [36]. Elements of
instrumental, emotional, sensory, social and aesthetic experiences have also been
identified and studied [5, 10] in the past in order to understand UX.
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In 2015, Mirnig and colleagues proposed recommendations for improving existing
version of ISO UX definition using methods from formal logic. Mirnigs definition
recommends that “UX is a four-digit predicate UX 4 in which [User] has a UX of
[contents of UX] via [system] at [time]”. He further suggests that user and system
associated factors should be specified including the object of UX [41]. Overall, UX is
considered as context-dependent and universal concept.

Furthermore, UX is basically subjective, as it occurs only in users mind and change
as users experience of a particular product change with time. UX is widely charac-
terized as an umbrella term for designing, evaluating and studying the experiences that
users feel while using any product, system or service in a particular context [52].

Currently, there is an increasing interest in understanding the knowledge and
characteristics of UX in fields such as Mobile Augmented Reality [46]. One limitation
in the path of revolutionizing MAR is the lack of research understanding of the User
Experience (UX) resulting from the unique interaction style and the mixing of real and
virtual environments that MAR embodies [19, 21]. The re-search study presents an
overview of the advances in MAR from UX perspective. In this paper a detailed review
on UX of MAR applications is presented. The aim of this review is to present an
overview of the current knowledge about UX in context of MAR. The research findings
aim to provide resources that can be used by MAR research community to understand
the knowledge gap between MAR and UX.

2 Methodology

To review the research publications, our methodology was categorized by iterative
assortment, filtering and classification method. For the first step, preliminary literature
survey was selected from pertinent sources. For the second step, filtering on the
selected literature was performed by using specified keywords. False positive results
were removed from the search. For the next step MAR articles containing UX studies
were selected. Finally, the results were categorized based on four major UX fields of
study in MAR.

Prominent databases and digital libraries were searched from World Wide Web.
Over 3500 publications were identified from year 2005 to 2016. There were nearly no
publications regarding MAR in context of UX before year 2005. A few publications
that were identified before year 2005 were not related to UX so they were eliminated.
For the detailed list of database libraries refer to 1 below. Databases are plotted along
the x-axis and No. of publications along y-axis (Fig. 1).

2.1 Classification of MAR Publications Based on UX Studies

Prominent research contribution has been made in user studies regarding MAR and
there is a growing interest in understanding this technology further. To gain an over-
view of the present knowledge about UX and MAR collectively, we classified the
selected MAR publications into four major fields namely user interface, UCD studies,
UX studies and UX frameworks for MAR. These MAR publications have been pre-
sented in the form of Table 1.
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Fig. 1. MAR publication of well-known digital libraries from year 2005–2016

Table 1. Prominent MAR contributions from UX perspective

Context Author Research topic

User interface of
AR

Hollerer et al.
[18]

Interface of indoor and outdoor AR

Hollerer et al.
[17]

UI management techniques for collaborative MAR

Joslin [28] Augmented reality based user interface for mobile
applications and services

UCD studies of
AR

Gabbard and Hix
[13]

Design guidelines for general AR systems

Dunser et al. [12] Aspects of AR design
Siltanen et al.
[55]

UCD of AR interior design service

UX studies of
AR

Olsson et al. [44] User expectations of MAR
Olsson et al. [46] User survey on MAR applications
Olsson and Salo
[47]

User expectations of MAR

Arol [2] MAR supporting marketing
Kamilakis et al.
[29]

Mobile UX in AR vs Maps Interfaces: A Case
Study in Public Transportation

Olsson et al. [45] UX evaluations on different MAR application
scenarios

Olsson and Salo
[48]

Types of MAR experiences

Olsson et al. [46] Influence of MAR elements on UX
Dhir and
Al-kahtani [11]

Case study on UX evaluation

UX frameworks
for MAR

Jaasko and
Mattelmaki [27]

Framework for measuring MAR features

Hassenzahl [14] Model of UX for marketing products
Perritaz et al. [49] Interaction framework for enhancing UX
Olsson [43] Layers of user expectations of future technologies
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3 Prominent MAR Publications Regarding UX

3.1 User Interface Studies on AR

With the advent of AR technology, several researchers started to work on the interface
of AR applications making it more user friendly. Tobias Hollerer and colleagues was
one of the researchers who worked on indoor and outdoor AR applications to improve
their interface. Some researchers [18] developed various user interfaces to allow out-
door and indoor users to access and manage information easily, that is spatially reg-
istered with the real world. User interface management techniques for collaborative
MAR were also presented by [17]. The research introduced three UI design techniques
that were intended to make AR interfaces as obvious and clear to the user as possible.
His research also improved information filtering, UI component design, and view
management.

Research on AR based UI for mobile applications and services is done by [28].
Methods for improving the UI of mobile devices by implementing human-centered
design have been introduced. Researcher suggests combining augmented reality
techniques with image recognition so that users can access the visualized interface.
Combination of virtual buttons and hand gestures has been implemented in order to
achieve this. The research contributes by evaluating AR interfaces and this technique
useful in improving the UIs of mobile devices.

3.2 User Centered Design Studies on AR

UCD of AR interior design services was examined by [55]. Research presents benefits
and challenges of applying user-centered approach with three target user groups i.e.
consumers, pro-users and professionals. Desired features of AR interior design service
with their technical and practical feasibility are also discussed. User expectations for
AR interior design services were studied with a scenario-based survey, co-design
sessions and focused interviews. Results of this study indicated that there is a demand
for easy-to-use AR design tools for consumers and professional users however, both
target users and professional interior designers have different requirement in terms of
design tools and need to be considered in the future.

Various researchers worked on the user related aspects of AR technology. In 2001,
Gabbard and Hix surveyed the design guidelines for general AR systems focusing on
human factors to increase the users’ engagement. He proposed general methodologies
and considerations based on user centered design [13]. Similarly, [12] presented eight
aspects of AR design by combining the user-centered design principles with the context
and particularities of AR system. He further argued that one reason for the lack of UX
research on AR systems could be lack of knowledge on how to conduct the evaluations
and what kind of methods and metrics to use. Similarly, Panos [35] presents interaction
design principles for MAR applications.
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3.3 User Experience Studies on AR

Olsson and colleagues tried to understand the potential of MAR technology and
identified diverse user expectations to be the actual factor that affect UX in AR [44].
Their findings highlighted an extensive set of user-oriented issues to be considered in
developing the MAR applications. Online User Survey on Current Mobile Augmented
Reality Applications was also conducted by [47]. Olsson, in his online user survey, also
evaluated the acceptance of very different MAR scenarios.

Furthermore, in his work, [48] identified various types of MAR experiences and
performed a qualitative analysis of 84 users to observe their satisfying and unsatisfying
experiences. First generation location-based AR browsers and image recognition AR
applications were used in the study. The results uncovered a number of experiences
such as awareness of surroundings, empowerment, positive surprise, amazement and
fascination from the novelty value, as well as a sense of immersion and social con-
nectivity. The result analysis indicated MAR applications have not reached their
potential to evoke a positive UX. This study helped in understanding the experimental
design needs of mobile augmented reality and UX issues that needs to be addressed in
order to improve MAR technology.

Olsson [46] also conducted a preliminary user study in order to understand the end
user expectations for MAR applications. The study presents insight on how the dif-
ferent elements of future MAR services influence UX. The expected UX characteristics
and crucial user requirements related to MAR were also discovered. The author further
highlighted broad set of diverse experience characteristics that MAR services are
expected to produce [19].

Another important contribution in the field of MAR is the case study on UX
evaluation performed by Dhir and Al-kahtani [11] performed prominent case study on
MAR. He performed UX evaluation on several MAR prototypes by using 3 different
methods. He identified users’ expectations for MAR and presented methodological
insight evaluation methods for UX. The results from his study revealed that users value
concreteness, reliability, personalization, novelty, intuitiveness and the usefulness of
given information. Improving these factors can help develop more satisfactory MAR
services.

Health and Biomedical Informatics Research Unit also conducted UX evaluations
on MAR medical applications. This design based research was envisioned to improve
biomedical research [33]. Other researchers worked on MAR investigative tools for
context immersion utility [34], MAR manuals [42], UX evaluation of real-time MAR
feedback [40] and UX evaluation for MAR architectural planning.

Xin and Kwang proposed a very proficient, robust and distinct binary descriptor
called Local Difference Binary (LDB) to enhance the user experience of MAR appli-
cations [59]. Keating et al. [32] outlines the limitations of existing user centered design
(UCD) methodologies for UX studies on MAR. An innovative cloud-based mobile
panorama view was designed by Li and Zhu [39]. This cloud based system improved
the effectiveness of MAR applications. An OSGi (Open Service Gateway initiative)
based prototype called cloudlet was implemented by Android platform and evaluated
using MAR use case [58] to optimize the end user experience.
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Findings and guidelines on an ongoing design project were presented by
re-searchers in context of MAR. The research highlighted benefits and drawbacks of
low fidelity, mixed fidelity and high fidelity prototypes for MAR by framing them into
a set of analytic categories extracted from the existing literature on prototyping and
design [9]. The research also drafts several reasons of creating a persuasive MAR
experience with competent formative design [53].

3.4 UX Frameworks on AR

The above literature focuses more on the UX studies related to the design and eval-
uation of MAR applications. In order to gain more insight on the concept, it is
important to discuss the existing UX frameworks for AR applications.

In order to support UCD concepts, Jaasko and Mattelmaki [27] proposed a
framework of user experience qualities. It highlighted the MAR product features that
can be measured. In addition, researchers’ paid attention to the interaction, the envi-
ronment (context) and users’ personality (e.g. life-style, attitudes and values) as factors
affecting the comprehensiveness of UX. The framework was based on the point of view
of concept design.

Hassenzahl [14] presents a user experience model that points out general product
features such as content, presentation, functionality and interaction that ascribe certain
apparent product attributes. These product features are selected and combined by the
product designer to convey intended product characteristics. The product characteris-
tics summarize the products attributes i.e. a product can be useful, novel, interesting,
attractive, efficient and so on. When an individual use a product they first perceive the
product features and based on their experience construct personal opinion about the
product characteristics. Experience with technological product or service is always
unique and exclusive to every user. Therefore, the consequences or outcomes of these
attributes vary from user to user. His model of UX is widely accepted in HCI
community.

Perritaz et al. [49] and his fellows worked on identifying the important variables
that impact UX and proposed a model to link the effect of these variables with the
Quality of Experience metrics. The author studied end UX of AR applications in real
time and presented a general framework for maximizing UX by improving the MAR
interaction in real time. Other researchers [43] proposed an initial UX framework for
understanding user expectations towards the MAR technology. The framework pro-
vided understanding of user expectations of MAR for user evaluations.

4 Discussion and Future Work

This study aims to explore MAR from UX perspective. From the literature discussed in
the proceeding sections it is evident that the dynamic and subjective nature of UX, its
different characteristics (such as emotional, aesthetics, pragmatic, hedonic), context of
use and time are important facets to be considered in UX research. Because it is a
relatively new concept, it is important to conduct empirical research in order to further
re ne the methods and tools used in UX research.
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The potential use of MAR in various application domains is unlimited. Using MAR
allow end users to have more interactive experiences. MAR stimulate unique experi-
ences when end users interact with 3D content through their mobile devices and
interact digitally with the presented content. As MAR is maturing as a technology,
various services and methods (e.g. user research) utilizing MAR, are still evolving.
Despite the rapid growth in MAR, it is evident that there is a need of UX research
frameworks that address the design and evaluation aspects of MAR in particular
application domains.

From the literature it is evident that there is lack of user research on MAR regarding
the user experience, unique interaction, ways of browsing, creating and sharing AR
information and its context of use. Despite the unlimited potential of MAR, challenges
are faced while designing a rich and emotionally satisfied UX for MAR services. The
challenges arise due to the novel interaction with the augmented information AR offers
through mobile devices. MAR seems to lack proper user centered design and evalu-
ation methodologies [25]. From the literature review, a noticeable lack of UX research
frameworks that address the design and evaluation aspects of MAR applications. In
order to improve MAR experiences for end users the technology needs to be under-
stood in its specific domain. After going through the literature we can argue that it is
important to design domain specific UX frameworks [20, 22] that address the issues in
MAR and end user experiences invoked when using MAR applications.

5 Conclusion

Although AR is well developed technology but researchers have highlighted the need
of studies on how user perceives this technology especially in specific domains.
Despite the unlimited potential of MAR, challenges are faced while de-signing a rich
and emotionally satisfied UX for MAR services. The challenges arise due to the novel
interaction with the augmented information AR offers through mobile devices. MAR
seems to lack proper user centered design and evaluation methodologies. From the
literature review, a noticeable lack of UX research frameworks that address the design
and evaluation aspects of MAR applications is observed. The research gap highlighted
in this study can be used by future researchers to bridge knowledge gap between MAR
and UX.
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Abstract. Recent studies show that playing games brings cognitive and psy-
chological benefits to the older adults. In Malay culture, any older adults who
play games will be perceived negatively. This is due to our belief that games are
only meant for children and older adults should spend their time on spiritual or
religious activities. There is evidence from our previous study that our older
adults do play games, thus, we were motivated to find out why and how they
played games. We tested a mobile game with five (5) older adults who are
gamers aged between 56 and 63. From our study, we learned that gaming
motivation among older adults can be described as intrinsic: psychological
benefits and enjoyment. Like other young gamers, our older adults were seen
immersed and enjoying themselves when playing with the game, however,
unlike young gamers, they preferred to play alone and played it short but fre-
quent. Aware of the negative perception towards them, some of the older adults
have approached the game creatively: playing and chanting zikir (dzikr) at the
same time. The findings from this study can provide opportunities for the game
developers to innovate and create competitive advantage in gaming industry and
consequently help older adults in improving their quality of life.

Keywords: Older adults � Gaming � Motivation � Playability evaluation �
Creative interaction

1 Introduction

In 2015, a survey of gamers was conducted by [7] in United States of America, it was
found that 27% of the gamers was from the age group above 50 years old. It was a
surprise to discover that number of older adults who play casual games is quite high.
Casual games refer to the digital games that are simple, easy to learn and targeted the
mass market especially for non-gamers [17]. The games can be played in a short time
period at home, office and public places and during waiting or travelling in public
transports. Nowadays, they are more commonly played on mobile devices rather than
console because they can be easily connected to the Internet and can be played on multi
player mode. Casual games are now becoming increasingly popular among older adults
above 50 years old due to the perceived benefits particularly to improve their cognitive
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skills [28, 29], decrease stress and increase positive mood [19] as well as improve their
psychological functioning [1]. These benefits show that by playing casual games can
help achieve healthy aging. The success of a particular game is highly dependent on
player motivations and the playability of the game [4]. In the game design, the game
designer must first understand the target audience motivational factors, which make
them feel attracted and want to continue to play the game. Good characteristics of a
successful game are that it should be easily playable, fun, learnable and reliable [18].
These characteristics are termed as playability. Up to present, most studies on the
playability and older adults have come from western countries. From our previous
study with older people [26], we found evidence that some of our older adults do play
casual games. Unlike in western countries where their society can easily accept the fact
that older adults play games, our older adults who play games at their old age will be
somehow perceived negatively by our society. Due to this, we were motivated to find
out why older people still play games despite this negative perception. Thus, this paper
will discuss the older adults’ motivation and describe their playability experience. This
study hopes to provide knowledge and understanding towards healthy ageing.

2 Related Work

2.1 Gaming Motivation Among Older Adults

Gaming motivation refers to the motivation that leads people to play games [4]. It is most
important to know who are the players and why they want to play the game. As a normal
human being, the interest, desires and satisfaction are mainly for self-achievement,
recognition and satisfaction. When any of these basic human needs are fulfilled, humans
feel that they are being rewarded by either achieving the target of the game, congratulated
by the fellow players or simply enjoying the game as a basic entertainment of living [4].

[24] conducted an explorative study by using semi-structured interviews and
observations to investigate the meaning of digital games in older adults live. A total of
35 older adults ranging from 50 to 72 years of age participated in their study. Their
study found that the most important motivational factors for older adult to play games
were competition, loneliness and social interaction. Their interviewees reported that:

• “Digital games are fun way to compete with my partner and my friend”;
• “Digital games are something that I do alone”; and
• “Digital games are a way to meet new people”.

Meanwhile, [23] showed that the most popular motivation of older adults in playing
games was the challenge motive. In his study, challenges had been a motive that forced
the respondents to overcome them and reach the next and higher level. Social inter-
action motives received low mean scores because most of his respondents reported that
they seldom play with other players.

A quantitative study that was conducted by [15] among 12 Brazilian gamers
identified that the most important elements that attracted players to play casual games
on Facebook i.e. a puzzle match of three games were the activities and reward system.
They also found that the scores for socialization elements (competition and social
status) were lower.
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[29] conducted online survey among 10,308 adults with age ranged from 18 to 80
years old to find out the reason for playing a particular casual game named Bejeweled
Blitz (BJB). They found that older adult respondents (50 to over 60 years old) reported
that their main reasons were to seek challenge and to find stress relief. Only minority of
them indicated that they play because they enjoy the graphics and effects and for
competition. Most of the older adult respondents reported that the game’s cognitive
effect was to help them feel sharper and perform task-timed task more quickly.

2.2 Playability Evaluation

[21] defined playability as “the degree to which specified users can achieve specified
goals with effectiveness, efficiency and especially satisfaction and fun in a playable
context of use”. They proposed a set of seven attributes to characterise playability:
effectiveness, learnability, immersion, satisfaction, motivation, emotion and
socialization.

Effectiveness: refers to the player’s ability to achieve the game’s goals within specific
time and resources.

Learnability: refers to the player’s ability to understand and master the game’s system.
The learning curve of a video game can be either steep learning curve or learn
step-by-step in a guided way.

Immersion: refers to the capacity of the video game that influences the involvement of
the players in the virtual game world.

Satisfaction: refers to the pleasure experience derived from playing video games. It is
very difficult to measure the satisfaction because it depends on the preferences of the
players.

Motivation: refers to the game characteristics that motivates player to play the game
until they are completed.

Emotion: refers to the ability of a video game to generate different emotional states such
as happiness, sadness, fear, etc. in order to help the players to achieve optimum
experience.

Socialization: promotes new social relationship when the player plays with other
players and offers different game experience to the players.

In order to measure the degree of player experience offered by the game, they
proposed a number of properties for each attribute.

3 Playability Evaluation Methods

The study was conducted qualitatively as we wanted to understand why and how our
older adults played games. Playability evaluation methods such as playtesting, obser-
vation and interview were used in the study.
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3.1 Older Adult Participants

A total of five older adults were recruited to participate in this study. Two of them were
recruited through phone calls, while the remaining participants were recruited via the
referral sampling. There are four female participants and one male participant from
various parts in Malaysia. They were chosen because they played mobile games. The
oldest participant was a female aged 63 years old, while the youngest was a male, aged
56. All of them are married and their health status regarding self-assessment was
“Good”. Two participants are pensioners and the remaining participants are still
working as a clerk, a doctor and a manager. All of them spent more than one hour per
week playing games.

3.2 Candy Crush Soda Saga (CCSS)

This study chose one casual game known as Candy Crush Soda Saga (CCSS) for the
playtesting session as recommended by one of key participants. All participants have
downloaded this game into their smartphones. This game is one of the most successful
and popular games nowadays and it is suitable for a test session that is no longer than
20 min. Figure 1 shows CCSS game interface.

3.3 Playtesting

Form the literature, it was understood that playtesting is one of the most popular
methods used in evaluating the playability of released games such as CCSS. Playtesting
was conducted to gain an insight whether the participants were satisfied or not with

Fig. 1. Candy crush soda saga (Credit Google Android)
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their playing experience. Playtesting adapts the principles of usability [14] in the
evaluation of a game. Each participant was asked to play CCSS in a free form, where
they were free to play the game as they wished and were not instructed to play any
level. They were free to ask any questions and give their insights about the game. Each
playtesting session took place approximately 15 to 20 min. It was a one-on-one testing
where an evaluator played a role as a complete observer who sat down with the
individuals, watched over their shoulder and reported their achievement on the effec-
tiveness attributes of the CCSS.

There are three stages of evaluation process with respect to the playtesting session,
which are known as pre-playtesting, playtesting and post-playtesting.

Pre-playtesting: Before playtesting session, the evaluator conducted a first interview
as a warm-up interview to find out their reasons for playing digital games and CCSS
game.

Playtesting: Playtesting was conducted in one-on-one testing, where the evaluator sat
down with participants and watched them from behind while their gameplay being
video-recorded. The purpose of the video recording was to observe their playing
behavior and their emotions while playing.

Post-playtesting: After the playtesting sessions, the evaluator sat down face-to-face
with the participants and gave them a second interview. The purpose of this interview
was to gain an insight of their motivation and experience in the game, and to verify the
playtesting and observation results.

4 Results and Discussion

4.1 Gaming Motivation

Gaming motivations refers to the reasons that stimulate the participants to play digital
games [23]. The results from the interviews demonstrated that the participants play
games for a range of reasons such as follows:

They are Gamers
The first theme that arose in the interviews was that they are gamers. It was based on
their experience in playing digital games, their time spent for gaming per week and the
frequency of their gameplay. All participants are baby boomers where their ages ranged
from 55 to 63 years old. They were categorized as regular gamers because they have
been playing games since they were younger and spent almost more than 3 h per week
of their times playing games. Participant 3 spent the longest time for gaming;
approximately 14 h per week, whereas, Participant 1 spent the shortest time for
gaming, approximately 4.5 h per week. They play games everyday and they spend
approximately 15 min to 30 min per session.
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They See Benefits for Their Well-Being

Cognitive Benefits
The theme of cognitive benefits arose from their psychological needs to maintain and
improve their cognitive functions as they realized that their basic cognitive functions such
as attention and memory [9] were most affected by their age. According to the partici-
pants, they play CCSS because it is one of the activities that helped them to exercise and
sharpen their mind, as they grow older.“This game teaches me to think and be patience. It
can help me sharpen my mind at this age of mine” (Participant 3, 58, female).

As a doctor, Participant 4 said that they need to prevent themselves from Parkin-
son’s disease, which has been known as movement disorder. Parkinson’s disease has
been characterized by tremor and slow movement and recognized as cognitive diffi-
culties due to ageing factor [5]. She added that people with Parkinson’s has slow
movement such as finger movement due to their slow thinking ability. Playing CCSS
could help them in coordination of brain activity and finger movement. She said that
CCSS is a mentally challenging game that helps her to think, plan and employ
strategies to win the game and compete with other players.“The game is a bit chal-
lenging when it reaches certain levels and make me continue playing the particular
mobile games…Strategically you should aim to match 5 candies either in the form of
“T” or “L”. You have to think one or two steps forward. You have to imagine that if
you were to move a certain candy to make it 3 in a row, which candies will go up or
down. You have to decide whether to select the vertical or horizontal candies. When the
candy falls down, which candy will it hit it.” (Participant 5, 56, male).

Emotional Benefits
From the interviews, it was found that loneliness is one of the strong factors that
motivate the participants to play games. Participant 4 said that she felt lonely when she
was at home with nothing to do since her husband passed away five years ago. Her
daughters are married and live away from her while her son is still studying and lives at
the university. The main reason for her to play games is to combat her loneliness. “I am
a single mother, living alone, so I play to fill my time and to get rid of loneliness and
boredom; that is my main reason” (Participant 4, 59, female).

Another emotional benefit is that playing games is a stress reliever. Three of the
participants said that they were motivated to play game to relieve their stress. Playing
game is a great way to release stress from the demand of everyday life. They found that
CCSS is a relaxing casual game that can release their work stress after a tiring working
day. According to them, playing games upon coming home after work helps them to
divert their thoughts away from work. Similarly, it also keeps them away from stressful
things.

They are Attracted to the Game Features

Five free live and extra live: According to the participants, CCSS encourages the
players to play by giving five free lives in the beginning of the game to complete a
level. If they fail to pass a level, they will lose one life. Therefore, they are given a
chance to pass a level with five times trial. The game also allows them to get extra lives
by asking help from their Facebook friends. For those players who play without
connecting through Facebook, they could get extra lives by asking help from the other
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players. When the given extra lives are finished, they have to wait for a few minutes to
get back one new life. “When I lose and couldn’t get pass through a level, I never gave
up. I will keep trying until I could get pass though it. If my lives number is finished, I
will get help from friends to get extra “live”. If this extra “live” is also finished, I will
need to wait a little bit before I get a new live” (Participant 3, 58, female).

Positive reward: Apart from that, CCSS provides constant positive feedback when
they play well. The positive reward words pop up on their screen according to level of
their achievement, accompanied by a voice such as “Devine”, “Sweet”, “Juicy” and
“Sodalicious”. Participant 3 said that those amazing positive rewards motivate her to
continuously play CCSS.

Diversity of game elements: Four participants said that CCSS was an interesting game
to play because they were interested with colourful candies and different elements of
CCSS that appeared in each level. These elements make the game interesting and
motivate them to continue playing CCSS. “There are actually a lot of different levels in
this game. Look at this (while showing her hand phone screen) In one episode, there
are 15 levels, and in these 15 levels, there is a mix of elements like chocolates, bears,
bottles, etc. So it is interesting because there is a variation” (Participant 4, 59, female).

4.2 How Older Adults Play It and Their Playable Experience

They Like to Play in Silence
There were four participants who said that they preferred to play in silence. They muted
the sound for two reasons: they did not want to disturb others and they did not like the
music sounds.

They Know How to Play Game
All participants had gaming experience ranging from two to six years and they play
games every day. They played games such as Fruit Bunny Mania, Farm Hero Saga,
Bubble Witch Saga, Flick Shot US, Total Snooker, Chess Free, and Real Racing. In
addition, they also had game knowledge from previous version of Candy Crush which
is Candy Crush Saga. Therefore, they found it easier to assimilate new concepts and
understand how to play. “I have played Candy Crush Saga before. So this CCSS is very
similar except for the new fish and a few other things” (Participant 5, 56, male).

Three participants learnt to play CCSS games by themselves from the guide pro-
vided in the game. However, two participants learnt about this game from her friends.
They even referred to YouTube to learn how to play the game and how to pass the hard
levels.“I started playing when I met some friends while working during a netball
tournament. They were the ones who taught me this game” (Participant 2, 63, female).

The interview answers also emphasised that all participants understood the game
concept very well where they have to match three candies in a line. In addition, they also
knew a lot of tips and trick to win the levels with high scores. “Wemust target to get these
5 candies. Try to get themost candies (referring to special candy) but hold on, don’t swipe
yet. Collect those special candies asmany as you can and only then you swipe the candies.
This will trigger a chain reaction that will explode the other special candies. If we have a
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candy with a big and dotted chocolate (referring to colour bomb) and immediately swipe
it, it is not powerful. I usually combine colour comb with “L” or “T” shape candy
(referring to wrapped candy). My strategy is to collect as many special candies as
possible and leave them there. Don’t immediately swipe them, unless you have no choice.
Combine the colour bombs with wrapped candies and when it explodes all of them
“poom, poom, poom, poom, poom”. That’s my trick” (Participant 5, 56, male).

They are Engrossed in the Game But Consciously Aware of Their Actions
According to [12], as the player becomes more immersed in a game, their eyes
movement will decrease. From the observations, it was found the participants’ attention
was more on the game as their eyes stayed on the visual components of CCSS. Most of
them were talking to themselves during the playtesting session. Their verbal expression
reflected a sense of being in the game. For instance, Participant 1 was asking herself
“where are the other bears, I can’t find the bears” when she cannot find the bears that
were trapped in the ice. When she found the bear, she said “kau kau kau kau kau kau,
look there’s a bear”. She also read the positive reward that popped up on her screen
“Juicy, Juicy”. Those verbal expressions showed that she was immersed in the game.
The other participant sometimes counted the number of chocolates left as he feels that
he had a chance to win in a matter of time.

Body movement is one of the attributes of immersion; players who were immersed
showed more focused behaviour with a forward still leaning body and still head [2]. In
the beginning, they played the game easily. However, as they came to the higher level
of difficulty, they looked very immersed in the game. Participant 1 looked pensive with
her left hand on her chin and right hand on her elbow while thinking to achieve the
goal. She changed her sitting position as soon as she achieved the goal of the level.
This body movement indicated the transition of her feelings [8] from being very
immersed to very good. While waiting for her score calculation and rating, she grasped
and moved her fingers as a relaxation movement [3].

From the interviews, we understood that most of them were really focused on
solving the problems to achieve the goal and to obtain the highest score for each level.
They usually engrossed during the critical time to achieve the goal.“I will focus on
solving the problem; for example, in order to save the bears, I will need to know where
the bears are” (Participant 1, 62, female) However, Participant 3 shared her experience
where she lost awareness of her surroundings when she was totally immersed in the
game. “I don’t really pay attention to other people around me when I am playing this
game. If they are talking to me, I will just nod my head or answer “emm”” (Participant
3, 58, female).

Although CCSS is not specifically oriented to older adults, four participants said
that CCSS is a suitable game for their age group. However, the eldest participant said
that people at her age should always perform zikr (remembering God) rather than
playing games. Initially, she considered the game as distracting. In the end, she
compromised to perform zikr while playing the game so that she could get benefits
from that activity. She suggested that people at her age should always perform zikr
while swiping the candies. “Not very suitable for older people like me, because it is
distracting and engrossing except if you remember God while you are swiping the
candies, like what I am practicing now” (Participant 2, 63, female).
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They Prefer to Play Alone
The participants stated that CCSS is a single player game with a social connection
through Social Network Sites i.e. Facebook. All participants have their own Facebook
account, however only one participant plays CCSS through Facebook. From the
interviews, we learned that some of them were shy to admit that they play games.
“Actually I am a bit ashamed to admit that I play games, but I play this game to fill my
free time.” (Participant 4, 59, female).

Participant 5 used to ask for extra lives from his Facebook friends however failed to
get any response. He expressed his frustration as follows.“I did ask for help from
friends, once or twice, but none of them responded. I also sent lives to other players 2
or 3 times, whenever the screen prompts it” (Participant 5, 56, male).

Two participants never asked for help because they believed that some of their
Facebook friends felt annoyed when being asked for lives and invited to play the game.
So, they played CCSS alone without connecting to Facebook and never asked help
from other players as well.“Socially, we could request live from friends. But sometimes
when we request the lives not everyone will like it. Also, when we invite people to play
it, there are some people who don’t like it; sometimes it could make them angry.
Hahaha” (Participant 4, 59, female).

They Enjoy But Get Frustrated with the Game Just Like Young Gamers
Excited: From the observations, it was found that the context of candy primarily special
candies such as fish, stripped, wrapped candies, colouring and lighting bombs have
triggered the participants’ enjoyment. Participant 2 was so excited when there were so
many fish candies appeared on the screen and said “uuuu there’s a lot of fish!, I’ve
already got a lot of fish!, can you see them? hahahaha”. Participant 4 was so excited
with the appearance of graphical animations when she matched the colouring bombs
with purple fish where all the purple candies were turned into fish candies and popped
the bottles. They reported very excited when they managed to win the game. They said
that achieving the target with a high score made them feel very satisfied. The feeling
was even better especially when they could beat younger or more experienced players.
As Participant 4 said, “…just feel “great” because as an older person, I can still play
this game and beat the younger player.” “I enjoy it, especially when I can beat any
friends who play earlier than me. I’m now above 400 levels, but my friends are still
below my level.” (Participant 1, 63, female).

Frustrated: They were so frustrated when they failed to pass the level. Participant 1
shouted “Arghh” and clapped her right hand on her thigh when she lost the game.
Sometimes, she expressed her frustration with a frowning mouth and disappointed eyes
and said, “game over”. Participant 5 expressed his frustration by taking a deep breath and
sighed when he lost the game. “I’ve achieved level 45 a few times, but could not proceed
to level 46 because of time bar. I have to wait for about 3 days before I can play that level
46. I can ask for help from friends, but I don’t want to.” (Participant 5, 56, male).

Annoyed: However, Participant 4 felt annoyed when she saw those emotional cartoon
characters especially the sad face shown by the cartoon when she failed the level.

“Sometimes I hate to see that cartoon (while laughing). If it wasn’t there, it’s
probably better. It’s like it’s jeering at us” (Participant 4, 59, female).
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They Play It Short But Frequent
All of the participants said that they only spent like 15–30 min per game session but
play the game for a few times in a day. Since a game session in CCSS can be completed
in 20 min, CCSS seems suited for the older adults to play.

5 Conclusion

The main reason for older adults to play games is for their psychological benefits. They
play CCSS because it is a mentally challenging game that helps them to think, plan and
employ strategies to win the game. The CCSS’s cognitive effect helps them to exercise
and sharpen their mind. Indirectly by playing games, it helps them feel less lonely.
The CCSS game features are also able to attract them to play and provide them with an
enjoyable experience. The older participants in this study are all gamers. They still play
games despite old age. Like young gamers, they often enjoy playing games. However,
unlike young gamers, they prefer to play games alone. They rather seek help from
unknown players when they are really in trouble. They also have short play time but
play it frequently. Aware of the negative perception towards them, they interact with
the game creatively: playing and performing zikr (chanting) at the same time. In order
to encourage older adult non-gamers to play games, further study should be conducted
among older adult non-gamers so that their motivational elements and their experience
could provide more input requirements to improve the design of casual game.
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Abstract. In these modern days, conflicts, negative revolution, suicides and
other common crime had been occurred in the worldwide. After several studies
and investigations, its have been found out the one of the root cause – stress.
Although stress can make someone to improve work performance and aware-
ness, the desperate situation would happen if someone unable to cope with it. To
decrease this kind of unfavourable situation from continuing, several methods
had been proposed such as listening to music, physical activities, doing desired
activities, surfing, and others. In this study, music will be the main concern as
distress purpose. Here, a product of this study will be a mobile application. It
will be presented in health and fitness category of mood music based mobile
application. The methodology used here are the quantitative method survey, in
order to identify the music and mood categories. The expected outcome of this
study would be features of music and mood categories for a mobile application.
With this app, it might greatly help in decreasing and eliminating the tension,
unsatisfaction, and others negative feelings of users in their daily life. Thus, this
study hopes that mobile application based on music and mood can be one of the
alternative ways to relief stress.

Keywords: Mobile application � Stress � Music � Mood

1 Introduction

In this fast growing and steampunk era of innovation, “stress” is always the main
concern for every community and country. Stress is situation of fear or negative
feelings such as anxiousness and frustration [1]. It happens to make us know that stress
and mood could affect each other at the same time, concluded from the statistical
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models about the stress effects on mood in daily life [2]. With this relationship, [3]
stated that a positive emotion in daily life is enough to moderate the major and minor
stress from reactivate. Hence, a study was carried out to determine how far the music is
capable of constructing a positive mood by using a mobile phone.

Stress can be felt or experienced from the environment, physiological, social
stressors, and thoughts. Some of stressor’s example, there are financial demands,
conflicts among people, family issues, and others that could influence all aspects of
human daily behaviour and human functioning respectively. In order to decrease the
stress level among the society, music is one of the choices. Listening to different types
of music can decrease health issues that caused by high level of stress hormones [4].
However, one music is not enough to satisfy everyone. [5] stated that how could
someone from different cultural background listening to the same music in moods that
are different with others. Hence, the relationship between music and moods that are
acceptable will be the main concern in this study.

In the conclusion, stressors mainly raise up from the aspects of environmental,
physiological, social stressors, and mind thoughts. In order to reduce the level of stress,
a positive thinking or positive emotion is urgent to every single individual. To maintain
a peaceful, positive mood or convert a negative mood to positive one, music will be the
medicament in this healing process. This study aimed to match music with the right
mood type, and thus create a favourable music mood application, DeMuse to verify this
relationship. The result will be collected after tested by the selected samples. The
selected sample will be the university student from Universiti Malaysia Sabah (UMS).

2 Related Studies

Many studies showed different methods in handling the stress level. However, most of
the results depend on the samplings taken. According to the study conducted by [6],
common stressors that affect the university students are normally came from education,
financial problems, and surrounding environment. As university students frequently
expose to these kind of negative stressors, this greatly twisted a student’s daily lifestyle,
in which the bonding among family members and friends, academic and physical
performance could be ended up in negative way. A research conducted by [6] which is
a cross sectional study among study samples in Pakistan, which include Pharm-D
junior students (first year students) and senior students (fifth year students). The
questionnaire applied considered two parts, demographic characteristics, and perceived
stress scale (PSS) that consists of 14 questions about stressors and strategies to cope the
stressors.

The result in Fig. 1 shows that most of the students willing to share and discuss the
problems with their family or friends in order to relief stress. According to the
observation and result of PSS, [6] concluded that different stressors is handled with
different strategies. Hence, the students’ responses towards some coping strategies
would be different than others (Fig. 2).

According to the study of [7], the stressors that university students in UMS are
mainly came from academic studies that are tremendously high in workload. A set of
questionnaire had been distributed among the study samples of 30 students. It
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comprises three parts, which includes demographic, symptoms of stress, and stress
management techniques. The related result had shown in the following figures (Figs. 3
and 4).

Based on the result analysed, a large number of study subjects would feel tired and
fatigued since this particular symptom ranked top among others with 22 (Fig. 3).
According to Fig. 4, most of the sample subjects chose surfing Internet and go online
as their primary stress management technique, which achieved 26. Listening to music
and playing video game have achieved 25 and 24 respectively in which makes both
ranked second and third place.

In the conclusion, listening to music would be the key of this study. This decision
had made based on some reasons. First, the target sample subjects applied. The target
study subjects were university students from UMS and it is equal same as the study
sample of [7] research. Since the characteristics such as aged group, cultural back-
ground, and academic environment are same; it would greatly increase the accuracy if
the identification of stress management technique refers to the result provided.
According to the result of stress management techniques [7], listening to music is a
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Fig. 1. Frequencies of stressors [6]
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choice after the surfing Internet. [8] stated that many Internet users enjoy with its
positive aspects, such as informative stuff, convenient, entertainment, and resource-
fulness. As the result, surfing Internet or go online might be an action that is too general
or common, and this atmosphere causes hard to focus in studying. As an individual
listening to music, it could assist in alleviate the anxieties and stress, and thus relief the
pain [9]. Furthermore, anyone who listen to the music able to regulate their emotion in
order to get rid of stress [10]. Hence, the case that “listening to music” has become the
primary option in this study.

According to Google, the most popular mobile application in the year of 2014 was
the category in terms of health and fitness [11]. This is a concluded result after
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collected the data from Google Play Store, and health and fitness categorised appli-
cations have been chose after conducted an end-of-year rundown. Since the meditation
and stress relieved type mobile application is being categorised in the theme of health
and fitness, a mobile application named DeMuse would be developed throughout this
study, with the analysed result of features and relationship between music and mood.

3 Methodology

To comprehend and determine the suitable music and mood categories, the quantitative
method were applied in order to collect the related data among university students in
UMS. In this study, questionnaires were designed in purpose and distributed in order to
study their habits, relationship between music and emotion, and the influences level of
their favourite genre of music in daily life.

A set of questionnaire is the quantitative method used on the target samples, in
order to obtain and record some useful information on the particular issue of interest
[12]. Based on the view of [13], the reason questionnaire known as one of the effective
analytic way is that the condition of face-to-face and target sample to complete the
questionnaire section independently could be achieved. Hence, this condition turns to
construct a structured interview basis. Indeed, this would promise a list of worded and
structured questions in the priority of balancing the requirements asked, either in paper
or electronic form.

Based on the study of [12], the “piloting questionnaire” will be the most qualified
and suitable questionnaires’ style. This is because the only target was come from a
university, named UMS. At the same time, the samples that stayed in the range among
19 to 24 aged groups will be an element that takes into consideration. Thus, these
specifications were the meaning of piloting properties doubtlessly, which consider
small group of respondent samples. This method will be operated in paper form. In the
process of face-to-face reviews, the rate of misunderstanding error would be minimized
as well as responding time. In addition to increase the accuracy of result, a number of
different faculties in UMS will be involved.

3.1 Participants

The study samples will be taken randomly from university students of UMS. The
number of study samples had achieved 148 students, which consists of 71 male and 77
female. Among these students, there are 34 first years, 49 second year, 43 third years,
and 22 fourth year students respectively had participated in this questionnaire section.

4 Analysis and Results

According to the results of the quantitative methods applied on 148 study samples,
almost all respondents felt that music greatly affects respective emotional status. Target
samples believed that music only would benefits daily activities and life. This phe-
nomenon also could be explained by the study of [4] on the relationship among

Utilizing Mobile Application for Reducing Stress Level 493



different music types and different mood status based on the Personal Feelings Survey
(PFS) results, which indicated that a same person could be stayed in different varieties
of emotional status after listened to different music genre.

Meanwhile, respondents would like to listen to certain music in order to switch
respective emotional status to the positive level. Since [3] stated the existence of the
relationship between positive emotion and the way in minimizing negative stress level,
related questions would be applied on the study samples in order to understand
respective musical behaviour.

According to the results analysed that showed in Figs. 5 and 6 respectively, pop
music took the highest popularity among the study samples, in corresponding of 68
numeric numbers or 46% study samples listening to pop music daily, and 49 numeric
numbers or 33% study samples listening to pop music for stress relieving purpose.
These results certainly define the pop music as the master key in increasing the positive
level of emotion and mind behaviour, and directly decrease the level of negative stress.
This might respond to the reason that most of the UMS students listening to the pop
music in daily life. Based on the study of [14], two thirds of local students experienced
stressful life as long as educate in the local university. Thus, there is no doubt that UMS
student using the power of music in the purpose of reducing stressful life respectively.
According to the study result of [4], the reports mentioned that adult of the 25–54 aged
group would likely listening to the music genre of country and new age in increasing
relaxation and decreasing tension purpose. Thus, the variation of music genre would
occur according to the changing trend of aged group.

Although the target samples highly voted the pop music, music still can be cate-
gorised into various ways. One of the ways is the lyrics song and the vocal on or off
does matter in listening. The related question had been applied in this quantitative
method. After interview conducted well, 70% of respondents prefer music with lyrics
and hence vocal music (Fig. 7).
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Again based on the study of [4], the study samples could affect respective emo-
tional status when listening to the music. According to the Figs. 8 and 9, the effects of
the relationship between music and mood in the aspect of emotional memories,
someone to feel conveyed, and someone tends to physically move; the similarity is that
the agree option voted as the highest number. In this case, these trends are greatly
showed that different music types with different tempo or beats per minute
(bpm) would affect the level of physiological effects applied on the body. Music with
fast tempo, 120 to 130 bpm could increase heartbeat rate and blood pressure, whereas
music with slow tempo, 50 to 60 bpm could decrease heartbeat rate and blood pressure
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[15]. In the aspect of physical movement, previous research recommended that the
higher the music tempo, the higher the physiological arousal level and hence causes an
increment of active rate [16].

Furthermore, [4] stated that different variation of music genre could cause different
emotional status. Based on the Fig. 9, there are four different mood behaviour stated,
which are happiness, sadness, anger, and frustration. In the aspect of happiness status,
most of the study samples chose pop music, which are 74 out of total 148. In the
sadness aspect, jazz music occupied the highest number, which is 64 out of total 148;
and then blues music in second, which are 27 out of total 148. Next, in the aspect of
anger status, rock music achieved 50 out of total 148, in which ranked top. Lastly, there
are quite a lot of respondent does not aware which music genre would annoy the feeling
respectively. However, some respondent’s feels that rock, and hip hop or rap music
genre quite disturbing. Figure 10 showed the demographic among study samples,
which consists of gender, number of different year’s students and number of students
among different faculty.
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5 Discussion

Based on the sections mentioned before, it could be summarized that listening to the
pop, vocal music would be the favour of UMS students in coping daily stressful life.
Hence, a representative app, which is known as “DeMuse” will be developed for the
target users.

Indeed, [17] defined that, “Stress is often described as a feeling of being over-
loaded, wound-up tight, tense and worried”. This statement had informed that stress
would be anywhere, anytime as long as people moving toward negative emotion status.
Ironically, this phenomenon will always be there only if certain situations occurred had
altered the emotional behaviour of somebody. Normally, these kinds of situations are
tougher enough to handle. Most of these condition able to depress an individual and
turns to become a stressful obstacle. If any high authorization, jurisdiction, government
or even a smaller scale of societies, family and personal individual are try shutting eyes
to these sickness, it will be not a stranger anymore but a fallen angel that could threaten
the pure Mother Nature’s humanities and life.

However, many studies have found out a number of ways in order to calm down the
outrage of “stress”, such as regular exercise, communicating with family and friends,
shouting, playing video games, watching television, surfing Internet, and listening to
music [6, 7]. Since there are numerous ways to relief stress, “listening to music” will be
the bible of this study in order to proof its value of authenticity. In order to maintain a
positive mood to cope with the stressful situation, music is one of the choices to get rid
of negative mood. Obviously, music often used to change the emotion status or become
better, and also afford to make certain people in accomplishing the current works [10].
Based on several studies, [18] found out the ability of music to function as a stress
management tools. Patients were deceasing the anxiety and stress level, and a lower
blood pressure result was showed during the patients listening to music in order to wait
for surgery subjectively [18].

Fig. 10. Demographic among the study samples
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After the quantitative method had released and interviewed a total 50 students of
Universiti Malaysia Sabah (UMS), many respondents believed that listening to suitable
music able to soothe personal individual’s feelings and hence degrade the level of
negative stress. Meanwhile, this quantitative method also finds out that people in 19 to
24 aged groups were likely to enjoy the pop music genre with vocals on. This will be
the key element in this application’s development.

6 Conclusion

In conclusion, based on the previous studies, increasing trend of health problem mainly
came from stress faced in daily life. This negative symptoms causing various methods
to minimize this negative trend, such as surfing Internet, playing video games, exer-
cising, and listening to music. A Mobile application, namely as “DeMuse” will be
develop as an alternative way of de-stressor that in the theme of music. DeMuse will
consists of meditation properties, some sentences of guidance instruction would applied
to ease users in understanding the steps. Furthermore, some different relaxation types
would applied for users to choose as the relieving stress purposes. A sentence of
inspiration quote would show at the bottom position of DeMuse application. Since
DeMuse is a music mood application, the general features of a music media player such
as option lists of music, and create personal playlists should be added. Through the
development of DeMuse, users may able to reduce their stress in everywhere. Since the
overall music and emotion categories are mainly concern with the UMS students, these
arrangements and relationships will be again obtained from users as further improve-
ment purpose. Furthermore, the features applied in “DeMuse” will be modified in order
to make users experience it in more simple way. Lastly, “DeMuse”, which is the
product of this study, is willingly to be an alternative way in coping with this negative
stress.
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Abstract. The objective of this study is to investigate the effects of user’s
gameplay experience on the generated game interface design. This paper focuses
only on the findings from a conducted questionnaire involving 94 users who
utilized the game interface design of “A Garuda”. The seven factors observed
from the gaming experience are immersion, flow, challenge, tension, compe-
tence, positive and negative affect adapted from the Game Experience Ques-
tionnaire (GEQ). The results showed that the game interface design produced
has showed a lot of positive factor where the positive affect factor gave a higher
mean value compared to the other factor of the gaming experience. The results
from the t-test showed the effect of positive factors and the negative factors of
the user’s game experience, where there is a significant impact towards both
aforementioned factors. However, there is also a high impact on the negative
factor resulting from the effect of user’s interaction on the related game interface
design. This shows that the related interface design still needs to be improved in
the future. The outcome of this study gives significance to game designers that
they should take into account of the user’s affective effect towards any game
interface designs that they produced.

Keywords: Game experiences � GEQ � Game interface design

1 Introduction

Famous researcher in the field of affective computing, Picard [1] defined affective
computing as “computing related to, ‘arises from emotion’ or ‘deliberately influencing
emotions’. Affective computing is a field in which its disciplines include computer
science, psychology, and cognitive science [2]. Picard explained that the affective
computing system must have several capacities: 1. recognition, 2. expressing, or 3.
having emotions [3]. The aim of this is to focus on creating a computing system that
has the ability to significantly detect, recognize and understand after a positive inter-
vention from the state without intervention [4].

The first step in designing a good computer game is to understand how to design user
emotions that can be produced from the game Lazzaro in Bateman [5]. Numerous
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studies on the design and development of computer game applications have been carried
out. However, studies related to basic computer game design that particularly involve
the user affective elements are less likely to be received. This is because it requires
detailed research on the aspects of social, emotional and other relevance to human life.
When designers want to use the appropriate method or technique to design computer
games that are associated with human social needs, they have special constraints to
make it work. They lack the appropriate methods and techniques for developing com-
plex user-centered designs other than conducting tests and assessments [6, 7].

2 Affective and Game Design

In the case of affective studies, Pagulayan et al. [8] and IJsselsteijn et al. [9] has
discussed some of the differences between entertainment and productivity-oriented
applications in detail.

• First, in productivity-oriented applications, constraints are eliminated as much as
possible, but obstacles in entertainment games are created deliberately in order to
challenge the player.

• Second, in games, the process of playing moves on its own, the rewards received
are intrinsic in nature, and do not rely on yeild-based rewards that are always
applied in productivity-oriented applications.

• Third, productivity-oriented applications strive for constant consistency; this is
different to entertainment application like games that drives more towards creating
various gameplay experiences.

• Fourth, there are various input devices to interact with game (such as simulated
weapons, computer vision input like Sony Eye Toy or acceleration and sensation
positioning like Nintendo Wii) than in productivity application that usually only use
the keyboard and mouse.

• Fifith, the use of sound and graphics in productivity applications serves to com-
municate the function, while in games it works to create a fascinating environment
as well as to support the narrative of the game and users to trigger immersive senses.

As a game designer, we cannot design the game interface in a direct manner. We
can only design the rules that cause the experience to occur. Game designers are
capable of producing experience but only indirectly [10, 11]. This is due to the reason
that emotions are directly related to a person’s goals, it is always involved in the
player’s experience, regardless of whether the designer is aware of it or not [5].

A design can be made to support different game activities but it is more difficult to
trigger accurate reactions or restrict specific game patterns. In its inherent nature, the
design does not have a logical outcome, therefore, no sequence of operations will
guarantee the end result [11, 12].

Gilleade et al. [13], Ermi and Mäyrä [14] in De Castell and Jenson [15] and
IJsselsteijn et al. [16] agree to the statement that explained that there are differences
between frustration to the game and in the game, where the frustration towards the
game essentially involves difficulty with the user interface, for example unresponsive to
input devices, unimpressive and weak interactions with tools that are used.
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Frustration to the game clearly breaks the player flow, and it should be improved by
applying user-centered design principles to the game interface design.

Most of the studies in the field of gaming experience, in which it can be observed as
a subjective relationship between the players and the game itself, are carried out in a
controlled environment [17, 18]. Despite an increase in the field of game research, the
actual experience of playing digital games is still poorly represented in literature review
of games. Existing researches in gameplay experience are mostly centered on one
dimension of gaming experience, such as flow or immersive. As such, the writing of
current literature reviews of gameplay experiences are split up [19].

Therefore, we see the need to develop a “self-report” measurement for gameplay
experiences, covering the wide spectrum for experiences caused by digital games [16].
Even so, Poels et al. [19] viewed that it is impossible to develop any instrument without
a comprehensive conceptual for gameplay experiences that can act as a framework to
formulate the mentioned “self-report”.

Aside from looking at the emotional aspect of users in evaluating the effect of he
generated computer game interface design, the need to observe from user’s affective
angle, especially from the gameplay experience aspect can also be used as an indicator
for the competence of interface design produced.

From the aspect of gameplay experience shown by the users, this study uses seven
factors: immersive, flow, competencies, tension, challenge, positive affective and
negative affective. Based on the questionnaires adapted from the game experience
questionnaire (GEQ), the results of user affective towards the design of the computer
game interface produced have been able to make a significant impact in this study.
Because, according to Poels et al. [20], most researchers lack the appropriate methods
to measure specific entertainment experiences in determining the accurate emotional
level, the approach to analyzing user game experiences can also help researches to
reinforce the findings obtained from studies related to the user’s emotional effect on a
design that is produced.

Another method that can be used to detect emotional presence is through the
changes in voice and facial expressions [21]. For example, the views expressed in the
study of Gilleade et al. [13] mentioned, if the user is playing RPG games, and the
player’s frustration increases, the researcher should

• identify the probable causes that cause intrinsic frustration towards the game design,
• evaluate the current status of the player in the game,
• then pick the cause that most possibly is the cause if frustration and,
• adjust the game to correct the fault (for example, if the frustration starts to rise and

the game finds that the user is still trying to find the suitable antidote, it will drive
the player with an indication to the cause of the frustration.

Brown and Cairns [22], Al Mahmud et al. [23] and Johnson et al. [24] said one of
the dimensions of user experience, which is immersive, can be defined as the level of
player engagement in the game. A player responded as follows in their qualitative
interviews; “The game allow me to connect deeper with myself and I think I went
deeper into the game”.
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Jennett et al. [25], Nacke [26], Cox et al. [27] and Kappen et al. [28] describes flow as
an optimum process of experience, which is the situation in which individual involved
engaged in an activity that feels nothing else is more interesting than the said activity.

In the year 1990, Csikszentmihaly has presented all eight components of flow,
which are a clear goal; high level of concentration; loss of self-awareness (feeling
calm); feel distorted by time; direct and immediate feedback; balance between skill
levels and challenges; feel of satisfying personal intrinsic control [25, 26, 29, 30].

To measure the level of user gameplay experience, IJsselsteijn et al. [16] has
developed and performed a validation to a questionnaire that was named Game
Experience Survey (GEQ). This questionnaire was used to identify the differences
between the seven dimensions that differ on the level of user gameplay experience,
namely sensory and imaginative immersive, Tension, Competencies, Flow, Negative
Affective, Positive Affective, and Challenges [16, 19, 31–33].

Based on studies conducted by previous researchers on use of technology and its
effect on user emotions, it would be appropriate if the study was conducted on a
computer game interface design and observation on the emotional aspects of the user is
done while looking at the design impact on the field of human computer interaction,
such as usability, effectiveness, satisfaction and efficiency.

At the same time, the weaknesses in the field of computer game design can be
supported with the involvement of the affective computing field through this study can
give a positive impact to the world of computer games.

3 Research Design

The entire study in this project uses the User Centered Game Design (UCGD) model
pioneered by Rankin et al. [34] as the methodology of the study. The original model for
UCGD was founded by Fullerton et al. [35] which was then improved by Rankin and
his colleagues. In the fourth phase of the playtesting phase, testing was performed to
determine the effectiveness of the design of the game interface produced.

3.1 Methods

A study was conducted on 94 users who have utilized the designated game interface.
The game, named “A Garuda”, is a RPG genre game where the main character carried a
responsibility to save his kidnapped child.

The criteria of RPG game that were implemented into the game design such as
dialogue, combat, mini map and etc., with the purpose for allowing user to be able to
interact with the whole respective game design.

Figure 1 displays a screen capture and the user’s face while interacting with the game
interface design. Apart from the study to identify game experience factors, this study also
examines the effect of user’s emotions on game interface design. However, the focus of
this paper is simply to illustrate the findings of the game experience aspect only.

For the purpose of obtaining data about the gameplay experience for users using the
prototype design of the game interface produced, a set of questionnaire called Game
Experience Questionanaire (GEQ) was used in this study. This questionnaire was
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adapted from Al Mahmud et al. [23], Nacke [26], Brockmyer et al. [36], IJsselsteijn
et al. [37] and Nacke [30] in their study. This questionnaire contains seven factors
related to immersive, flow, competencies, tension, challenge, positive affective and
negative affective.

The Likert measurement scale has been used in this questionnaire and it is divided
into 5 sections which are 1 to 5. The part or scale 1 represents the “none at all” and the
5 scale represents the “very likely” statement of each item in the aforementioned
questionnaire.

3.2 Gathering Data

To analyze the gameplay experience of a user that uses the computer game interface
design produced, the quantitative data obtained through the gameplay experience
questionnaire has been analyzed descriptively. This is done by looking for the mean
and standard deviation values according to the seven specified factors. Data that has
been analyzed is then presented in the data table.

Based on the data analysis obtained, the discussion then focuses to the factors that
have the highest mean and lowest mean value. In addition, the items of factors are
analyzed and seen in two angles of factors, namely positive and negative factors. Next,
the conclusion about each factor that are tested will be summarized.

Fig. 1. Screen capture from video recorded while user play the games
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4 Result and Discussion

4.1 Result

From the questionnaire for the demographic section, 94 respondents were involved, in
which 28 respondents were men and the remaining were 66 women. Of these numbers
of respondents, 10 respondents were aged between 15 and 17 years old, 67 were aged
between 18 and 23, 11 were between 24 and 27 years and the remaining 6 were
between 28 and 35 years old. The findings also found that 27 respondents played
games on a daily basis. 16 people play once a week, while a total of 43 people play
occasional and 8 respondents rarely play.

The results of data analysis related to the level of user gameplay experience are
obtained through user game experience questionnaire. Tables 1 and 2 show the mean
value and the standard deviation for the findings obtained from the related
questionnaire.

In this user’s gameplay experience questionnaire, there are two different factors
which is a factor that looks similar to a positive-form factorare Immersive, Flow,
Competencies, Challenge and Positive Affective, meanwhile there are two factors that
are seen as negative factors which are Tension and Negative Affective.

Based on Table 1, it is notable that the highest mean value is for positive affective
factor with the value of 3.40 while the lowest mean value is 2.33 which is the mean
value of the negative affective factor. Other positive factors also show a high mean
value compared to the negative factors.

The mean value of the Immersive factor is 3.28, the mean value of the Flow factor
is 3.16, the mean value of the Competencies factor is 3.29 while the mean value of the
Challenge factor is 3.28. All these factors have a mean value of more than 3.00 which
means the factors being above the moderate level (in the designated Likert scale) for
their opinion on the user’s gameplay experience rather thanthe design of the computer
games being played.

Table 1. Mean value for positive factor

Factor Mean SD

Immersive 3.28 0.16
Flow 3.16 0.46
Competencies 3.29 0.21
Positive affective 3.40 0.21

Table 2. Mean value for negative factor

Factor Mean SD

Challenge 2.28 0.41
Tension 2.45 0.14
Negative affective 2.33 01.7
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For negative factors, apart from negative affective factors, the mean value obtained
is 2.45 which is for tensile factor, that indicate a small value (in the designated likert
scale) for their views on user gameplay experience rather than the computer game
design being played. The t-Test was conducted on all the analyzed factors, the results
showed that there was a significant difference between the two factors that were seen,
such as the positive factor and negative factor. Table 2 shows the data analysis that has
been obtained.

Based on Table 3, it can be seen that the overall mean of the positive factor is 3.27
while the mean value of the overall negative factor is 2.34. From Table 3, there were
significant differences between positive factor (M = 3.27, SD = 0.098) and negative
factor (M = 2.34, SD = 0.087) given that: t (92) = 0.801, P = 0.00. The results show
that the significant value obtained (P = 0.000) is less than the prescribed value of
significance (P < 0.05). This shows that the computer game interface design created
poses more positive effects on user’s gameplay experience.

4.2 Discussion

To analyze the data for the findings from the player experience questionnaire. It can be
seen from two factors which are the positive and negative factors. Positive factors
consist of five factors, namely immersive, flow, competencies, challenge and positive
affective, while negative factors are tension and negative affective factors.

Based on Table 1, it is found that the positive characteristic value has a mean value
greater than 3.00 while the negative factor has a value less than 3.00. For positive
factors, the value obtained is 3.28 for immersive factors, 3.16 for flow factor, 3.29 for
competencies factor, 3.28 for challenge factor and 3.40 for positive affective factor. For
the negative factor, the mean value obtained is 2.45 for tension factor and 2.33 for
negative affective factor. The findings of this study are consistent with what IJsselsteijn
et al. [16] and Nacke et al. [38] who looked at all these factors in their study. They
found that the impact of positive factors has a high mean value of which the generated
game design has a positive impact on user gameplay experience. In a study conducted
by Nacke et al. [38], comparisons were made with a study made by Shilling et al. [39].
He finds that the results of his studies are contrary to the study conducted by Shilling
et al. [39] who found that the mean value of a positive factor was not necessarily high
as was obtained by Nacke et al. [38]. However, the study by Nacke et al. [38] is in line
with the findings of previous studies such as Ravaja et al. [40], Lindley et al. [41],
IJsselsteijn et al. [16] and Livingston et al. [42].

In addition, a study conducted by Poels et al. [19] and Poels et al. [20] on children
as well as the enjoyment of the user on the computer game interface design found that

Table 3. t-Test analysis

Factors Mean P

Positive 3.27 0.000
Negative 2.34

506 I. Ahmad et al.



there was significant high mean value with positive factors such as immersive, flow,
competencies and positive affective in their research findings. The mean value obtained
for the positive factor exceeded the mean value of 4.00, which indicated a sign of
agreement on the relationship between the game used and the tendency for positive
user gameplay experience. This was then reinforced by the study conducted by Nacke
et al. [38] and IJsselsteijn et al. [37]. They have discovered that there was a significant
relationship between the user gameplay experience and the positive factors found in the
questionnaire through their study.

Based on the discussion that has been made, it can be said that the user’s gameplay
experience that is categorized as a positive factor has a greater effect on the design of
the interface produced.

5 Conclusion

Relevancy between interface design and game experience gives the designers a bigger
impression to think of something meaningful. Based on the findings, players are very
concerned about the immersive and the flow of which gives the player a sense of mood
to better feel while playing the game.

Apart from research related to game experience, research is also suggested to look
at the effects of game design on user emotions. This is also very important from the
point of play satisfaction to the user.
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Abstract. Presently, the number of children with autism appears to be growing
at disturbing rate. Unfortunately, the awareness of early sign of Autism Spec-
trum Disorder (ASD) is still insufficiently provided to the public. Arm flapping
is a good example of a stereotypical behavior of ASD early sign. Typically, a
standard Repetitive Behavior Scale-Revised (RBSR) - set of questionnaire -
used by clinicians for ASD diagnosis usually involved multiple and long ses-
sions that apparently would delay and may have nonconformity. Thus, we aim
to propose a computational framework to semi-automate the diagnosis process.
We used human action recognition (HAR) algorithm. HAR involved in human
body detection and the skeleton representation to show the arm asymmetrical in
arm flapping movement which indicates the possibility of ASD signs by
extracting the body pose into stickman model. The proposed framework has
been tested against the video clips of children performing arm flapping behavior
taken from public dataset. The outcome of this study is expected to detect early
sign of ASD based on asymmetry measurement of arm flapping behavior.

Keywords: Autism Spectrum Disorder � ASD early detection � Body
postures � Arm flapping � HAR algorithm � Skeleton representation

1 Introduction

Lately, the number of children that had being diagnosed with Autism Spectrum Dis-
order (ASD) has increased dramatically. According to Centre for Disease Control
(CDC) in United States, the rate of occurrence of autism is 1 in 68 children. ASD is a
type of neurodevelopmental interference that will affects the mental, emotion, learning
and memory of person [1]. It can be characterized by three features which are
impairment of social interaction, impairment in communication, and restricted, repet-
itive and stereotyped pattern of behavior, interests and activities. Due to neurological
disorder, autism is a complex developmental disability that interferes with the func-
tioning of the brain [2].

Recently, research shows that children can be diagnosed with autism at least at the
age of three [3] and therefore earlier detection is necessary – as early as age of 18
months [4]. Currently, there is no confirmation regarding how autism can affect
someone either based on specific race or socioeconomic class because autism can be
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found within both of them [5]. Furthermore, the reason of how autism caused also has
not been determined yet. The factor of biological conditions such as biochemical
imbalances, neurological damages or genetic accidents might be the cause of autism
occur [6]. Therefore, early detection of ASD among children is needed to help in
increasing quality of their life and families.

This research will be focusing on the general of autism in children and disorder on
upper part of body of children who being diagnosed with autism. At the same time,
research on how to detect early signs of autism on upper part of body among children
also will be given further analysis. By using video analysis from publicly available
unconstrained videos to detect early signs of autism on upper part of body as a method,
this research will try to provide a better result on early signs of autism among children
particularly on upper part of body postures.

2 Related Work

Several studies have been made regarding the analysis of autistic behaviors in children
with ASD using different kind of method or algorithm. The study that has been conducted
in by Watson and his colleagues examined the emergence of gesture in 9–12 month old
infants, using retrospective analysis of home videotapes [7]. The subject data in this study
included one group gathered infants later diagnosed with autism, a second group of
infants later diagnosed with other development disabilities; and a third group of typically
developing infants in their preschool years. The videotapes used as method were divided
into 1-min intervals for the intention of rating gestures. In order to reflect both the quantity
and diversity of gestures used in each interval, a rating scale was developed and follows
few rules: no clear gestures observed; one gesture used one time; one gesture used more
than one time; two or more different gestures, used at least once. In the end, the results of
this study propose that it is not possible to differentiate infants whowill be later diagnosed
with autism based on the quantitative ratings of gesture used.

Furthermore, Goodwin and colleagues developed a system that used wrist-worn
accelerometers for recognizing stereotypical movements in individuals with autism [8].
The function of accelerometers is for recording data on movements of the limb. The
result shown two types of stereotypical movements which were hand flapping and body
rocking was performed with satisfying accuracy in two different environments
(classroom and laboratory). Another study from Westeyn and colleagues also used
accelerometers with pattern recognition algorithms in pilot work to detect stereotypical
motor movements [9]. Results from this study proved that 69% of hand flapping events
were automatically and accurately detected in this work by using Hidden Markov
Models. However, this work did not observe the children with ASD actually per-
forming the behaviors.

Lastly, Azizul et al. use Human Action Recognition (HAR) techniques to detect the
arm flapping in children with ASD by measuring the asymmetry score between both
upper arms and forearms of the children [10]. The study has been tested using public
dataset that shows arm flapping behavior among children. Results shows that the
method combination of human poses estimation and skeleton representation were
enough to detect arm asymmetry with the score of accuracy 45°.
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3 Research Methodology

Here we propose a computational method to automate the diagnose process of arm
flapping for ASD detection by using human action recognition (HAR) techniques also
known as human body detection and skeleton representation approach. This technique
is a combination of both human body detection and skeleton representation to extract a
stickman model on subjects that shows arm flapping movement from public dataset of
videos. By using this technique, it can show how a child is considered to possibly
showing the early signs of ASD if the arm symmetry score of the child is above
required threshold. There are 5 main processes in this technique namely; (1) Extract
Frame process, (2) Initial Frame Search Criteria process, (3) Human Body Detection
process, (4) Skeleton Graph process and (5) Arm Asymmetry Measurement Process.
Figure 1 below shows the methodology.

3.1 Extract Frame Process

Since the data for this study is obtained from public dataset in term of video clips, so it
needs to go through the pre-processed first. This process involves in converting video
clips into frames by using cut frame method. We develop the software using Matlab to
perform this process. The cutting process takes about 24 s per frame and it cropped to
the size of 480 � 360px by using a laptop with an Intel Core i5 running at 2.5 GHz
and 6 GB of RAM. In addition, each frame is cut at every 5 s interval and for each
frame; we need to maintain the RGB mode because no filtering can be done to allow
consistency in every videos that we choose as our data.

3.2 Initial Frame Search Criteria (IFSC) Process

IFSC is used to search the suitable subject in the frame which is the body pose of
children. The further filtering process took place in this process after we obtained all the
frames from the video clips. Since we are focusing on detecting arm flapping move-
ment, we need to make sure that the hand of the children is in the part of the frame.
Then, the next process is to filter the image frames in order to select the suitable criteria
based on the following criteria:

Fig. 1. Human body detection and skeleton representation methodology
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i. We need to make sure that both arms of the subject in the frames are clearly
portrayed

ii. We need to choose frames that shows the children performing arm flapping at the
highest rate

iii. The subject must be in the frontal view only
iv. Less Gaussion blur discovered in the image
v. RGB mode must be controlled
vi. Need to obtain 5 frames after each selection

3.3 Human Body Detection Process

The function of this process is to ensure human body detection consists in the frame.
Since this study will be focusing on upper part of children body to compute arm
asymmetry, the body part that must be depicted are the head, torso, left and right up-
per arms, left and right forearms [11]. In order to define the human body inside the
frame, the pictorial structure model is used. Here we briefly review the general
framework of pictorial structures for human body detection. Basically, a person’s body
parts are described by a conditional random field. According to Buehler et al. [12]
rectangular image patches can be represented by parts li and their position is para-
metrized by the location (x, y), orientation h, scale s, and sometimes foreshortening.
Below shows the posterior of a configuration of parts L = {li} given an image I is:

PðLjI;HÞ / exp
X

i;jð Þ2E W li; ljð Þþ
X

i
UðIjli;HÞ ð1Þ

where U(I|li,H) complement to the local image evidence for a part in a particular
positon while W li; ljð Þ corresponds to the prior on the relative position parts such as
upper arms must be attached to the torso.

The upper body pictorial structures model subsist of 6 body parts which are torso,
head, upper and forearms connected in a tree structure by the kinematic priors W li; ljð Þ.
We extend the Eq. 1 above by adding priors’ � (lhead), � (ltorso) for the orientation of
the torso and head:

PðLjI;HÞ / exp
X

i;jð Þ2E W li; ljð Þþ
X

i
UðIjli;HÞ ð2Þ

where � (�) gives uniform probability to the value of h around vertical and zero
probability to other orientations.

3.4 Skeleton Graph Process

In this process, we use the Eshkol-Wachman Notation (EWMN) to adjust the skeleton
representation onto the subject’s body [13]. It is done manually on each video frame
before we proceed to the analysis. The purpose of this method is to extract body pose from
the arm asymmetry movement during the arm flapping. The EWMN that we use in this
process assumes one general from in human body. In addition, each limb is diminished to
its longitudinal axis which is an imaginary straight line with unchanging length. The
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movement of a single axis of constant length is free to move about one (fixed) end will be
confined by a sphere, which means the free end will define a curved path on the surface of
this sphere. Furthermore, every limb segment can be described as an axis. Commonly, the
curves that are consists on the surface of the sphere will be circles or parts of circles. From
the human body representation, we compute a skeleton graph in the frame for analysis.
We take the head as our starting point to extract the skeleton graph as we assume the
person is in upstanding position. Then, we use the graph matching algorithm as our
method to determine the branches and nodes in human joints [14]. The branches can be
described in the skeleton point where it possess endpoint and described as junction point.
Hence, the connected skeleton point can be defined as a skeleton branch (Fig. 2). There
are two ways to build the skeleton graph that being discussed [14]:

i. Both the endpoints and junction points are selected as the nodes for the graph and
all the skeleton branches between the nodes are the edges between the nodes.

ii. The endpoint represent in the skeleton graph is labeled as an end node while the
junction point is called a junction node.

3.5 Arm Asymmetry Measurement Process

Based on the study from Esposito et al., he found that autistic children often shown the
asymmetric arm positions [15]. It means that the arms are not held in a symmetrical
position. As described in RBSR, arm flapping is the more preferred symptoms to show
autism tendency in clinical evaluation. Here, symmetrical position of the arm position
when arm flapping can be described when the corresponding limbs (an arm and the
other arm) are showed with an accuracy of 45º [16]. The example of asymmetrical
position when arm flapping can be shown when: (a) an arm is fully extended down-
wards while the other arm is held in horizontal position and pointing forward and (b) at
least one elbow is in an irregular position (in high position). We compute the arm
asymmetry from the human skeleton representation in each frame for analysis. For
computing the asymmetry score, we describe the following normalized asymmetry
score for each arm segment:

Fig. 2. Skeleton graph with nodes and branches
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AS ¼ 2:0

1:0þ exp �a�s
rs

� � ð3Þ

where a is the difference between global or relative 2D angles retrieved from left/right
arm segments, s is an asymmetry threshold, and rs is a parameter set to control the
acceptable asymmetry values. According to EWMN’s accuracy, we set the value of
given threshold s = 45°. We also have concluded that rs ¼ s

3 helps in measuring the
value of asymmetry score.

For the upper arm asymmetry score ASu, we set the value of a in Eq. 3 with

a
u¼ tl

0 � tr
0�� �� which is the difference between global angles tl

0
and tr

0
formed between the

left and right upper arms with the vertical axis. While for the forearm asymmetry score
ASf , the value of a is similarly defined by af¼ êl�êrj j, where ê is the relative forearm
angle with respect to the upper arm formed by the elbow. Finally, the asymmetry score
for the entire arm is finally characterized as AS� ¼ max ASu;ASf

� �
. The reason behind

AS� is that if the children’s upper arm are pointing to different directions, then the arms
are probably shown as asymmetric and that means ASu and ASf should be high
ASu � 1:0 and ASf � 1:0
� �

: Based on this equation, we can conclude that if the
asymmetry score for both upper or forearm during the arm flapping is greater than the
value of threshold ASu � 1:0 and ASf � 1:0Þ a child is considered to possibly showing
the signs of ASD (Fig. 3).

4 Implementation

In this study, the data that will be using is in form of video analysis that collected from
a public dataset called the ‘Self-Stimulatory Behaviors in the Wild for Autism Diag-
nosis Dataset (SSBD) [17]. First of all, we filtered the dataset from SSBD that only
shows footages or clips that the children performing the arm movements. Our data
involves 5 subjects from different clips, consists of both males and females. All sub-
jects were given specific ID and with their gender, frequency of arm flapping shown in
the video (in seconds) and the length of the clips (in seconds). Table 1 below shows the
summary regarding our subject. Note that we assume all the subjects are not clinically

Fig. 3. Angles used to compute arm asymmetry values
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diagnosed with autism because since we are using data that collected from public
dataset, so we do not get any specific information from the description of the video
except for subject #5 who we got the information from the description of the video that
he has been diagnosed with ASD. Even though our subjects are fewer and our
sequences shorter, it is still relevant because; (1) since we are using data from public
dataset, not all our subjects are appraised by clinicians and (2) the data that we used
took place in a video mode. Thus, we used our symmetry estimation algorithm to
screen our dataset for video segments instead of considering each child’s case.

5 Results and Discussion

In this section, we summarize our results using HAR algorithm for 5 subjects. Since we
are using data that we obtained from public dataset that do not show any presence of
autism or absence of autism in a child except for subject #5, so used this algorithm to
evaluate the result for the arm asymmetry measurement to detect the presence of early
signs of autism among children specifically for arm flapping behavior. We set the value
of threshold to the value of 1.0 and we measure the result based on at least one frame
show the value of ASu and ASf ðASu � 1:0 and ASf � 1:0Þ to assume a child is con-
sidered to show the signs of ASD or not if the value of both ASu and ASf is above the
threshold. In order to compare the value of ASu and ASf with the value of threshold, we
plot the line graph to make it clearly shown. Figure 4 shows the experiment done on
subject #5 while Tables 2 and 3 shows the summary of the result of the arm asymmetry
measurement for both upper arm and forearm in subject #5. Figure 5 shows the
asymmetrical graph that we compute based on the value of ASf and ASu to compare
with the threshold value.

According to Fig. 5 below, the graph shows at least one frame from 5 frames
selected which is in Frame 1446, the value of both ASf and ASu are above the threshold
value where it indicates a high potential for the autistic arm flapping movement. It also
shows the asymmetrical arm movement of the child in Frame 1446 during arm flapping
between the left and right forearm. Since we already know that subject #5 had been
diagnosed with autism, so it clearly showed that this framework can be used to detect
the early signs of ASD among children and demonstrating the accuracy of this pro-
posed methodology where the children consider having autistic arm flapping if the
asymmetry scores for one of the frame selected is above the threshold. The results for

Table 1. Sample data from SSBD dataset

Subject ID Gender Frequency of arm flapping Length of the video clips (in seconds)

#1 Male 22 45
#2 Male 25 60
#3 Female 17 134
#4 Female 18 91
#5 Male 23 89
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Frame 1268 Frame 1446

Frame 1456

Frame 1483

Frame 1465

Fig. 4. Stickman computed for 5 frames on subject #5

Table 2. Summary of asymmetry score ASf for subject #5

Frame Value of êl Value of êr Value of af ASf
1268 25.92 55.76 29.84 0.9439
1446 68.23 22.21 46.02 1.0038
1456 54.17 15.31 38.86 0.9773
1465 56.36 41.07 15.29 0.8904
1483 67.19 36.14 31.05 0.9484

Table 3. Summary of asymmetry score ASu for subject #5

Frame Value of �tl Value of �tr Value of au ASu
1268 21.30 50.59 29.29 0.9419
1446 11.80 57.52 45.72 1.0027
1456 13.15 26.49 13.34 0.8833
1465 24.26 39.44 15.18 0.8900
1483 31.77 38.27 6.5 0.8584
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other subjects show that subject #2 denote asymmetric movement for our manually
computed skeleton thus we can consider that the arm movement in subject #2 is autistic
arm flapping behavior while for subject #1, subject #3 and subject #4 do not show the
autistic arm flapping movement.

Based on our arm asymmetry measurement for 5 subjects, we can simply concluded
that our human body detection and skeleton representation are very convenient to
detect early signs of ASD specifically arm flapping behavior that mostly occur in
children. In addition, the accuracy for arm flapping detection is highly determined by
value of asymmetry score that calculated between upper arm (shoulder to elbow) and
forearm (elbow to wrist). The asymmetry score also is highly influenced by the
selection criteria of optimal frame that we chose which is (a) the subject must be in
frontal view (b) left and right arm are both visible and lastly (c) arm flapping movement
must be at highest rate in each frame. Furthermore, since we are using public dataset
that do not show any presence or absence of autism except for subject #5, the accuracy
of this method is really acceptable where it can prove that the subject #5 has performing
autistic arm flapping behavior based on the asymmetry score for both ASf and ASu that
exceed the threshold value ðASf � 1 and ASu � 1Þ in at least 1 frames out of 5 frames
chosen.

6 Conclusion and Future Work

In this study, we have developed a semi-automatic method to detect the arm asymmetry
measurement of arm flapping behavior to obtain the asymmetry score for early ASD
detection. We show that how children are considered to show early signs of autism in
the arm asymmetry score is above the threshold value. We derived our method into
performing the human body detection and skeleton representation in videos taken from
public dataset on children performing the arm flapping behavior without showing any
presence or absent of autism. As a result, our method shows can be useful in detecting

Fig. 5. Asymmetry score graph for subject #5
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early signs of ASD specifically for arm flapping behavior which is a possible risk sign
of autism based on the arm asymmetry score that we obtained on 5 different subjects. In
future, we plan to extend this study by computing fully automatic design for repetitive
behavior recognition for ASD detection. Furthermore, we also plan to extend this study
in detecting not only based on upper part of body, but also other repetitive (stimming)
behavior that includes of whole body such as spinning and toe walking which are also
an important signs to ASD in unconstrained video [18]. Furthermore, we also plan to
increase the number of data collection to a bigger size by analyzing other signs of ASD
behavior, as well as integrate these plan with different types of games including
improved and intelligent retro game [19] and sensor based simulation game [20].

Acknowledgments. The authors wish to thank Universiti Sains Malaysia for the support it has
extended in the completion of the present research through Short Term University Grant No:
304/PKOMP/6313259.
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Abstract. Research shows that one of the major factors contributing to the
educational achievement gap between the have and have-nots in Malaysia is the
ability of parents to spend money on extra tuition outside school. EduNation is a
platform that provides free online tutoring videos catering to Malaysian school
syllabus. This paper reports a survey conducted to gather information on Edu-
Nation users. Data from YouTube Analytics supplements this survey. The
results show that the users find EduNation’s videos useful because they are
accessible, meaning that they are free and allows the students to learn at their
own time and pace. However, internet usage trend in Malaysia shows that digital
gap still hinders some students with socio-economic disadvantages from
accessing EduNation’s videos. In the future, we will explore the use of rural
telecentres as a mean to widen EduNation’s videos accessibility.

Keywords: Online tutoring videos � Online learning � Education for all

1 Introduction

This paper presents the findings from a survey; conducted on the users of a free online
video tutoring service provided by EduNation Malaysia; with the objectives of
understanding the demographic of the users, their media usage behaviours and their
perception on EduNation’s videos and its usefulness. EduNation is a philanthropic
organisation that provides free online videos to supplement the subjects being taught in
primary and secondary schools in Malaysia [1]. The videos are meant to be a form of
online tuition and not to replace the full lessons provided at school.

We argue that free online videos as a substitute to paid tuition class outside school
is essential to close the educational achievement gap between the haves and have-nots,
and between the students in rural and urban areas in Malaysia. This is because, research
has shown that parents with higher economic status are able to spend more of their
incomes on extra tuition for their children, and this in turn has been shown to produce
better examination results [2]. We argue that providing free online tuition using videos
will give a head start for those who cannot afford extra tuition and reduces the burden
of parents’ expenditure on children’s education.
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Although the videos are provided for free, there are cost involved to access the
videos, namely the cost of procuring devices and internet data usage cost. This paper
will analyse the usage trend and accessibility of EduNation’s videos and discuss the
need to further close the digital divide to make free online tutoring videos accessible to
all students, which may reduce the educational achievements gap caused by
socio-economic differences.

2 Related Work

EduNation was founded in 2012 with the aim to provide free education resource to all
school students in Malaysia [1], by providing online videos, exercises, and test papers
where students can track their progress. The learning materials provided by EduNation
are based on subjects taught in Malaysian schools. Currently, EduNation’s videos cater
to all levels of students in primary and secondary schools, although not all subjects are
available. EduNation concept is very similar to Massive Online Open Course (MOOC)
concept [3] and Khan Academy [4].

Although what constitute MOOCs are diverse [5], essentially, MOOCs are free
courses offered to the public through the internet. It gained popularity in 2011 when
Stanford University offered three courses which was signed up by 450,000 students [6].
Learning objects can be defined as “any entity, digital or non-digital, which can be
used, reused, or referenced during technology-supported learning” [5]. MOOCs offer
enough learning objects which can be used by learning institutions to give our certi-
fication. In this sense, EduNation platform is more like Khan Academy because it
provides learning objects as supplement to learning materials provided at schools.
Salman Khan started making tutoring video full time and started Khan Academy in
2009 [7]. The simple voice over drawing methods for teaching concepts and
question-drilling method prove to be very popular and effective in making students
learn at their own pace which led to investment by Bill & Melinda Gates Foundation
and Google. Khan’s videos have been used by teachers in flipped classrooms, where
students learnt by watching the videos at homes and work on problem-solving and
doing discussions in the classrooms [7].

EduNation’s motivation to provide free tutoring videos that tailored to the syllabus
of Malaysian school stems from the fact that students who receive one-to-one tutoring
are more likely achieve better academic results than those who do not. Bloom has
shown that average students who received one-to-one tutoring using mastery learning
can achieve two standard deviations better than students in conventional classrooms,
however, it is too costly to give every student one-to-one learning – this is known as the
2 Sigma problem [8]. With the success of Khan Academy, video tutoring technique is
perhaps an effective method to deliver one-to-one masterly learning without the burden
of the cost. It has also been observed that in Malaysia, parents with a higher income and
educational attainment from the urban areas are more likely to spend money on extra
tuition for their children which has a direct impact on students’ educational attainment
[2]. It is widely acknowledged that in Malaysia, urban schools tend to perform better
than rural schools [9]. Hence, EduNation is providing a platform that offers free
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tutoring videos to Malaysian students to close the academic achievement gap that is
caused and has been perpetuated by socio-economic inequality.

EduNation provides two types of videos, ‘chalk and talk’ or Khan style videos, and
talking head videos. There are many types of videos of online learning, classified the
videos into 18 types of production styles, as shown in Table 1 below [10]:

3 Methodology

A questionnaire was used in this study to understand the demographic of EduNation’s
users, their media usage behaviours and their perception on EduNation’s videos and its
usefulness. The survey was conducted from 4 November 2015 until 21 January 2017.
The sample size of this survey is 1050, which is representative of 20,000-population
size, 3% margin error with 95% confidence level.

Table 1. Video production style

Video production style Description

Talking head A presenter presents the content and is recorded from the chest
upward

Presentation slides with
voice-over

Slides are shown on the video with voice overlay to explain the
slides

Picture-in-picture Talking head video of the presenter is shown on the corner of the
slides

Text-overlay Text summary is shown over talking head video
Khan-style tablet capture Or known as ‘chalk and talk’ where the presenter draw on the

tablet with voice overlay instruction
Udacity style tablet
capture

Similar to Khan Style but on a digital whiteboard that shows the
hand writing with the instructor voice over

Actual
paper/Whiteboard

Instructor using actual paper or whiteboard is recorded

Screencast Instructor’s voice is overlaid on the recordings of a computer
screen

Animation Computer animation is used - ranging from simple line drawn
animation to 3D animation

Classroom lecture Classroom lecture is recorded
Recorded seminar Seminar is recorded
Interview Experts on subject matter are interviewed
Conversation Informal conversation between instructor and a guest is recorded
Live video Instructor using live video to teach remote students
Webcam capture A talking head video shot using a webcam, more informal style of

presentation used
Demonstration Instructor demonstrate a concept or process using actions
On location Instructor take viewers to a place to discuss about it
Green screen Green screen is used on the background instead of being recorded

in a real place
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The questionnaire was programmed using services provided by Google. On the 4th

of November 2015, EduNation sent an email to a list of students’ emails registered
under the company’s mailchimp mailing list and posted a message on EduNation’s
Facebook page. The message contained an embedded link to the survey; respondents
were informed that they could start answering the questionnaire by clicking on the link.
A total of 1050 people have responded to the survey (up to the 21st of January 2017).
More people are answering the survey as the survey is still live online. YouTube
Analytics is also used to complement the data collected from the survey.

Qualitative data is also used in the survey in the form of comments from the
respondents. The comments or feedbacks were then analysed using thematic analysis to
examine the pattern emerges from them. The patterns were then coded with “names”
given to each pattern (later referred as theme). Percentage for each pattern was cal-
culated by dividing it to the total number of responses received. Qualitative data is also
collected from the comments in EduNation’s YouTube channel comments’ section and
comments sent by EduNation’s users to chitchat@edunation.my.

4 Results

4.1 Descriptive Analysis

1050 people responded to the survey, 65% female and 35% male. 97% of the
respondents are 13 years of age and above. 92% of the respondents accessed Edu-
Nation’s videos from home, while 9% from school and 5% from other places. Table 2
shows the self-reported frequency of watching EduNation’s videos in a week among
the respondents.

Figure 1 shows the percentage of the preferred subjects to be watched by Edu-
Nation users. The respondents can choose more than one favourite subjects in the
questionnaire. The most favourite subject is History, followed by Additional Mathe-
matics and Chemistry. Khan-style video presentation is used for these three subjects. In
terms of preferred language for the videos and learning purposes, the majority prefers
the Malay language (79%), followed by Mandarin (14%), Tamil (2%), and other
languages (3%). Only 1% of the users prefer the use of English language for Edu-
Nation’s lesson videos.

Table 2. Respondents’ frequency of watching EduNation’s videos per week

Frequency of watching EduNation’s videos Percentage

1 to 3 times 51%
4 to 6 times 17%
7 to 9 times 5%
More than 9 times 8%
Never 18%
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The majority of EduNation users views the videos using computers (45% of total
views) and mobile phones (40% of total views). Until 26 July 2017, all EduNation’s
videos have been viewed 6,169,378 times. Figure 2 shows the percentage of total
views of all EduNation’s videos based on the type of device used, retrieved from
YouTube Analytics on 26 July 2017.

Figure 3 shows the perceptions of the videos helpfulness by the respondents.
Majority of the respondents (91% rated fairly helpful and very helpful to their learning)
have the perception that videos from EduNation are helpful to their learning. Figure 4
shows the respondents’ perception on the likeliness to share EduNation’s videos with
others. 62% of the respondents says they are very likely to share the videos with others.

Fig. 1. Respondents’ preferences of subjects to watch

Computer
45% Mobile phone

40% 

Tablet
14% 

TV
0.5% 

Game Console
0.5% 

Unknown
0.3% 

Fig. 2. The percentage of devices used to view EduNation’s videos
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4.2 Qualitative Results

An open ended optional question was also asked to the respondents; which was, “Why
would you recommend EduNation’s site to someone?” The survey collected 248
comments from the respondents. The themes emerged from the data based on the
feedbacks from respondents were Usefulness (83%), Accessibility (19%), Goodwill
(21%), Personalization (1%) and General Comments (32%).

Usefulness
Most of the respondents indicate that the videos and the site are generally helpful to
their learning. The respondents’ responses coded under Usefulness focuses on the
videos’ ability to help them or others learn better, improve their knowledge and
understanding or improve their academic performances. Below are some comments
made under the Usefulness theme:

I improved my results from 2As 5B + 1G to 6As 2A - 1B. Also, the maths tutorial made me
improve my math from a fail to a B. The history tutor is the best. I’m addicted.

Because I scored A in certain subjects and for my whole life I’ve never gotten an A.

Very helpful
46% Fairly helpful

45% 

Not very 
helpful

8% 

Not at all 
helpful

1% 

Fig. 3. Respondents’ perceptions on videos helpfulness to their learning

Very likely
62%

Somewhat 
likely
34%

Not likely
4%

Fig. 4. Respondents’ likeliness to share EduNation’s videos to others
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Because EduNation really helps the students to understand the concept of the subjects. It
explains a lot & the videos can be easily understood by the students.

As I am a visual learner I tend to learn better with graphics and detailed explanation. I enjoy
the method of learning through videos so with that I could easily rewind or re-watch whenever
necessary. The idea is great and I feel that these videos has been a huge help to students like
me. Thanks, EduNation!

Because it’s very useful for student who didn’t go for tuition class. I also can catch up the
chapters that I missed from school or my teachers couldn’t finish. And… the seminar is very
useful! But I hope there are some teachers who can help us personally. Like giving us their
contact numbers. When I told my friend about this website, she asked me why didn’t I told her
earlier.

It helps us to understand better, (especially when) the topics (have not been taught) by the
teachers.

Accessibility
The Accessibility theme emerges when the respondents’ comments indicated that the
use of videos as learning tools has made learning easier and more accessible. Some of
the comments that fall under the theme of Accessibility are:

We can learn everywhere and at any time.

It has all the subjects that a student needs and best of all, it’s free, meaning even the poor get
free tuition which I think is a great idea.

It’s like tuition but minus the effort of showering.

It is very helpful especially for those who don’t go to tuition or can’t afford one like me, and I
really gain what I need to know through the video that were posted.

Personalization
The Personalization theme emerges when the respondents’ comments indicated that
the reason why they use videos by EduNation is because the videos’ contents are based
on the Malaysian Syllabus, this shows that the videos are personalized to their current
learning needs. The comments that fall under Personalization are:

It is based on SPM syllabus.

It’s rather well tailored specifically to our SPM, instead of more commonly found videos that
are either for the IGCSE or AP syllabus.

It’s the only free tuition website which follows Malaysian syllabus.

Goodwill
Feedbacks and comments that fall under the category of Goodwill are comments that
indicate the intention of the respondents in wanting to spread something that they think
is good to others. Comments that fall under this category are:
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To help others score in SPM.

To help others who cannot afford tuition to get free tutoring so that they can excel in their
exams.

To share the secret of success.

Untuk membantu supaya berjaya bersama. (It can help[us] to succeed together)

Untuk perkongsian ilmu bersama rakan-rakan. (To share knowledge with friends)

General Comments
Feedbacks and comments that fall under the category of General Comments are general
comments made on the platform or site. Comments that fall under this category are:

It’s FREE! And Malaysian likes free stuff.

It’s simply awesome!!!

Kerana laman ini percuma tetapi saya sangat berharap agar pihak EduNation membuat sari
kata bahasa melayu bagi memudahkan lagi pembelajaran subjeksubjek yang menggunakan
bahasa Inggeris. Walaubagaimanapun terima kasih kepada pihak edunation kerana sudi
membantu pelajar SPM dan semoga semakin maju jaya. (Because this webpage is free and I
really hope EduNation will provide subtitles in Malay to ease the learning of subjects taught in
English. However, thank you EduNation for willing to teach SPM students and good luck.)

5 Analysis

5.1 Usage Trend

The demographic of the people responded to the survey shows that most of the
respondents are at the median and mean age of 17. The mean age and where they access
the lesson videos indicate that these respondents are school students that have taken the
initiatives to learn independently at home. Our findings are in line with a survey by the
Malaysian Communications and Multimedia Commission (MCMC) in 2016 that shows
that among internet users in Malaysia, 97.4% school-goers reported that they use the
internet to study, and the school-goers is the group that spent the most time on the
internet amongst all internet users, up to three hours a day [11]. Hence using free online
videos to reach this demographic is a suitable mean to provide one-to-one tutoring
which allow learners to learn at their own pace.

Another important point to note is the trend on the types of videos viewed by the
respondents; it is noted that the trend has significantly changed. In our previous survey
results (dated 4 November 2015 to 10 November 2015), we have noted that the top
three subjects watched by the respondents were Physics, Biology and Chemistry but
now the top three subjects viewed online are History, Additional Mathematics and
Chemistry. This trend might have emerged due to the increase of the number of videos
for those subjects and/or because the videos are now in the preferred language of the
respondents, which is Malay language. This may also reflect the general low level of
English language mastery among Malaysian students [12].
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5.2 Accessibility

As shown on YouTube Analytics, majority of EduNation users (85%) viewed our
videos on computers and mobile phones. The users perceived that accessibility of the
videos as one of the main factors for them to use the videos, since they can learn at their
own time and pace. Some respondents commented that they cannot afford to get extra
tuition thus the videos helped them to get free learning tutorials. Since school-goers are
already using the internet to study, we argue that if they could access EduNation’s
videos they can have a form of one-to-one learning which, thus far, has been in form of
extra tuition. Research shows that, the second biggest expenditure on schooling chil-
dren in Malaysia is extra tuition [2]. Thus, parents in Malaysia with higher
socio-economic status are more likely to spend on extra tuition which has a positive
impact on their children’s academic achievement [2]. Although parents in the urban
areas are more likely to spend on extra tuition for their children, they are more likely to
feel that it is a financial burden to them compared to rural parents, perhaps because the
cost of living in urban areas is much higher, and rural parents receive more financial
help from the Malaysian government [2].

So, even though EduNation’s videos are meant to break the socio-economic barrier
through one-to-one learning, and as a possible solution to the 2-sigma problem,
accessing the videos stills come at a cost – mainly, the cost of owning a device and the
cost of accessing the internet. In term of device ownership, the trend in Malaysia is
showing a promising trajectory in closing the digital gap, with the rapid increase in the
ownership of smartphones [11]. However, those who have smartphones still cite the
cost as one of the main reasons preventing them from having an internet connection
[11], and Malaysia follows a worldwide trend where people who are more educated and
wealthier are more likely to own smartphones [13]. There is still a rural and urban
divide in internet usage, with only 37.9% people who used the internet as surveyed by
MCMC stated that they are living in rural areas [11]. Hence, EduNation platform is still
not reaching the users who probably need it most – those in the rural areas who are
already being academically disadvantaged compared to their urban contemporaries,
whose parents tend to spend a higher percentage of their income on extra tuition and
books, which leads to a better education achievement in urban students compared to
rural students [2]. Although the government is confidence in their effort of opening
telecentres [14] in rural areas as a mean to close the rural-urban digital gap, more
research is needed on how these telecentres can increase EduNation platform acces-
sibility when the most popular way to access the internet in Malaysia is through
smartphones via mobile broadband (89.3% people surveyed by MCMC used smart-
phones to access the internet and 87.3% has mobile broadband connection) [11].

While MCMC survey shows a significant number of people use the internet for
online video (69.5%), most people (more than 80%) used the internet for social media
[11]. Perhaps, this is because some internet providers provide unlimited data for social
media, while online video consumed more data than texting through social instant
messaging. Although competition among mobile internet providers results in the
decrease in the price of mobile internet data recently, we argue that mobile broadband,
which is more popular in Malaysia than home broadband, still provide a limiting factor
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to viewing online tutoring videos especially when students need to view them
repeatedly in a large time span to understand and to do revision on a subject matter.

6 Conclusion and Future Work

EduNation aims to provide free tuition for all Malaysian primary and secondary school
students because one of the major factors contributing to academic achievement
inequality is the availability of one-to-one learning. The outcomes from the survey
shows that EduNation users used the online tutoring videos because they perceived
them as useful in helping them to revise their lessons. Accessibility, in terms of the
ability to study at their own time and pace, the perceived zero costs of accessing the
videos (as compared to paid extra tuition) is a major factor contributing to the use-
fulness of EduNation’s videos. However, based on internet usage trend in Malaysia, we
conclude that although the videos are free, there are still barriers to access the videos
especially in the rural areas. The barriers are cost of device ownership and internet data
usage cost. Therefore, for future work we will investigate how to make use of tele-
centres to make EduNation’s videos accessible to rural areas. We will also liaise with
schools and teachers to encourage students to access the videos from schools.
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Abstract. This study develops a questionnaire that can be used to measure user
acceptance of web user interface (UI), particularly web object locations. It
explored ASEAN users’ expectations based on constructs in Expectation-
Confirmation Theory (ECT). There were eight constructs, namely Expecta-
tion(E), Perceived Usefulness (PU), Perceived Ease of Use (PEU), Perceived
Performance (PP), Confirmation (C), Satisfaction (S), Continuance Intention
(CI), and Interface Quality (IQ). A total of 160 respondents from the ASEAN
community were surveyed for their acceptance of web-based prototype. The
results provide an exploratory factor analysis of the model, demonstrate satis-
factory reliable and valid scales of the model constructs, and suggest further
analysis to confirm the model as a valuable tool to evaluate the user acceptance
towards informational website. Hopefully, the results of the study will fulfill the
need for developing a sustainable web design, particularly in user-centric
website which is based on user expectation for web object locations.

Keywords: Mental model � Expectation-confirmation theory � User interface �
User acceptance

1 Introduction

In recent years, significant progress has been made in the development of user-centric
or standardized websites for info sharing and distribution. The amount of information
and public services that are delivered online grow constantly, with many benefits for
organizations, businesses, and governmental institutions, especially for standardization.
In this context, it is crucial to implement methods to measure, maintain, and optimize
the quality user interface (UI) website. User acceptance is often measured by
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implementing online questionnaires. Hence, this study attempts to develop a ques-
tionnaire that can be used to measure user acceptance of web UI, particularly web
object locations. The study applies Expectation-confirmation theory (ECT) is widely
used in the consumer behavior literature to study consumer satisfaction, behavior, and
service marketing in general [1–6]. The predictive ability of this theory has been
demonstrated over a wide range of product repurchase and service continuance con-
texts. Figure 1 illustrates key constructs and relationships in ECT.

This theory was first introduced by Oliver [6, 7] to construct four major constructs,
namely expectations, perceived performance, confirmation, and satisfaction and thus
the construct of Repurchase Intention was added later (Fig. 1) [1–9]. The information
system (IS) continuance model (Fig. 2) proposed by Bhattacherjee [1] and generated
from the original adaptation of ECT (Fig. 1) by Oliver [6] was chosen to be adapted to
develop the model of this study due to the significant area of study in IS, Website and
Continuance Intention construct, which is believed to be key to the success of a website
[1] that later formed the proposed web continuance model.

Bhattacherjee [1] studied users of an online banking system in order to examine the
cognitive beliefs and effect influencing the individual’s intention to continue using the
IS. In the present study, eight hypotheses derived from the ECT model were empiri-
cally validated using a field survey of users’ expectation of an informational website, a
prototype of the ASEAN biodiversity website [11, 12].

Fig. 1. Expectation-confirmation theory (Oliver [6])

Fig. 2. Model of IS continuance (Bhattacherjee [1])
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2 Methodology

The quantitative phase of the current research focuses on empirically retesting the ECT
model in a different setting with newly gathered data. The study used eight constructs,
namely expectation, perceived usefulness, perceived ease of use, perceived perfor-
mance, satisfaction, interface quality, confirmation, and continuance intention. The
operationalization of the constructs is summarized in Table 1.

Table 1. Operationalization of constructs

Construct Operational definition Items Source

1. Perceived
usefulness (PU)

Users’ perceptions of the expected
benefits of using the ASEAN
biodiversity website

PU1. The interface helps
me be more effective
PU2. The interface helps
me be more productive
PU3. The interface is useful

[1–3, 18–
26]

2. Perceived
ease of use (PE)

Users’ perceptions of the ease and
convenience of using the ASEAN
biodiversity website

PE1. The interface is easy
to use
PE2. The interface is simple
to use
PE3. The interface is easy
to remember to use it

[19, 25,
27–30]

3. Perceived
performance
(PP)

Users’ perceptions of orientation
on the ASEAN biodiversity
website

PP1. The interface is easy
to navigate through the
objects of the website
PP2. All the objects in the
Web interface are well
organized
PP3. The interface is easy to
read the website’s content

[25, 32–
34]

4. Expectation
(E)

Users’ expectations for the location
of Web and interface objects on the
ASEAN biodiversity website

E1. The Web objects in the
interface fit my expectation
E2. The Web object’s
location operation fits my
expectation
E3. The interface fits my
expectation
E4. My experience using
the interface was better than
what I expected
E5. I am able to expect the
location of the objects
easily

[29, 32–
34]

(continued)
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2.1 Development of Instrument

Based on the screening of theory and empirical data from the literature, the first
instrument with items was generated. This item has been filtered and combined for the
first draft recommendation. The research results show the long list of questionnaires
containing 42 items to measure consumer perceptions to design the UI. A pre-test was
conducted for the reliability of the instrument. Feedback on the questionnaires and
questions related to ambiguity layout was obtained. Some changes were made to the
questionnaire as deemed appropriate. The revised questionnaire was distributed
through online. There were 24 returned responses, with the overall response rate of
75%. Of these participants, 2 responses were not valid which have been issued prior to
data analysis. Thus, only 22 random responses from ASEAN were analyzed. After
gone through the validation and reliability process, finally, there is 27 items with 8
constructs were selected (Table 2) for the final version. These items represent the
variables utilized in the current study. To ensure high reliability and validity all items
were measured on a five-point Likert scale [13, 14], where 1 = completely disagree, 2 =
disagree, 3 = neutral, 4 = agree, and 5 = completely agree.

Table 1. (continued)

Construct Operational definition Items Source

5. Confirmation
(C)

Users’ perceptions of the
congruence between expectations
of the ASEAN biodiversity website
use and its actual performance

C1. The interface meets
my needs
C2. The interface fits my
needs

[2, 10, 20,
24–27, 29,
34, 35]

6. Satisfaction
(S)

Users’ affect regarding (feelings
about) prior use of the ASEAN
biodiversity website

S1. The interface is
pleasant to use
S2. I am satisfied with the
use of the interface
S3. I am satisfied with the
interface

[1, 2, 10,
22–27, 29,
34, 35]

7. Continuance
intention (CI)

Users’ intention to continue using
the ASEAN biodiversity website

CI1. I feel comfortable
using the interface
CI2. I would recommend it
to a friend
CI3. I like working with the
interface

[2, 21, 22,
24–26,
34–36]

8. Interface
Quality (IQ)

Users’ affect (feelings) regarding
the attractiveness of the user
interface design on the ASEAN
biodiversity website

IQ1. The interface is
appealing
IQ2. The interface is
pleasant
IQ3. The interface has a
clear design
IQ4. The interface has a
clear design
IQ5. The interface is
user-friendly

[1, 2, 23,
29]
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The final version of the questionnaires was then distributed to the sample of study,
which comprised 160 participants. The sample was almost equally balanced between
genders, with 46% of the participants being male (n = 74) and 54% female (n = 86). All
the participants were citizens or residents of an ASEAN country (Brunei, Myanmar, the
Philippines, Indonesia, Lao PDR, Malaysia, Singapore, Thailand, and Vietnam). Most
of the participants (82%) used English as their second language. This indicates that
they were familiar with international websites and used English language websites. The
majority of the participants (85%) visited the Web every day. To ensure that the
participants represented the culture of each country, it was determined that each par-
ticipant must have resided in their country of origin longer than in any other country
and that their native language was their main language of communication. Data col-
lection took place online and in person (at universities, institutes, and companies). Most
of the participants had more than six years’ experience in the field of technology and
the Web.

Table 2. Final version of questionnaire

PU1 The interface helps me be more effective
PU2 The interface helps me be more productive
PU3 The interface is useful
PEU4 The interface is easy to use
PEU5 The interface is simple to use
PEU6 The interface is easy to remember to use it
PP7 The interface is easy to navigate through the objects of the website
PP8 All the objects in the web interface are well organized
PP9 The interface is easy to read the website’s content
E10 The web objects in the interface fit my expectation
E11 The web object’s location operation fit my expectation
E12 The interface fits my expectation
E13 My experience using the interface was better than what I expected
E14 I am able to expect the location of the objects easily
C15 The interface meets my needs
C16 The interface fits my needs
S17 The interface is pleasant to use
S18 I am satisfied with the use of the interface
S19 I am satisfied with the interface
CI20 I feel comfortable using the interface
CI21 I would recommend it to a friend
CI22 I like working with the interface
IQ23 The interface is appealing
IQ24 The interface is pleasant
IQ25 The interface has a clean design
IQ26 The interface has a clear design
IQ27 The interface is user-friendly
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3 Results and Findings

To test the hypotheses, the structural equation modeling using the partial least squares
approach (PLS-SEM) was applied using SmartPLS (Version 3) to analyze the data in
three steps: (1) measurement model, (2) structural model, and (3) mediation effect test.

3.1 Measurement Validity

Using SmartPLS, the measurement model was used to test the validity of measurement
(Fig. 3). The results of the study showed that all the formative indicators were sig-
nificant (Table 3).

Table 3. Measurement model assessment

Indicators Weight Loading
OW T Statistics OL P VIF

C1 -> Confirmation 0.226 2.367 0.851 0 2.4
C2 -> Confirmation 0.816 9.748 0.989 0 2.4
CI1 -> Continuance intention 0.41 4.124 0.882 0 2.1
CI2 -> Continuance intention 0.206 2.077 0.804 0 2.0
CI3 -> Continuance intention 0.514 4.996 0.919 0 2.1
E1 -> Expectation 0.344 2.99 0.876 0 2.5
E2 -> Expectation 0.334 3.549 0.779 0 1.6
E3 -> Expectation 0.216 1.805 0.833 0 2.4
E4 -> Expectation 0.179 2.021 0.783 0 2.0
E5 -> Expectation 0.18 1.782 0.655 0 1.5
EU1 -> Ease of use 0.452 2.098 0.898 0 2.0
EU2 -> Ease of use 0.501 2.345 0.924 0 2.2
EU3 -> Ease of use 0.187 1.042 0.698 0 1.5
IQ1 -> Interface quality −0.009 0.065 0.8 0 3.1
IQ2 -> Interface quality 0.804 5.598 0.958 0 3.3
IQ3 -> Interface quality 0.222 1.257 0.539 0 5.3
IQ4 -> Interface quality −0.337 1.661 0.451 0 5.1
IQ5 -> Interface quality 0.364 2.811 0.743 0 2.1
P1 -> Performance 0.427 2.958 0.84 0 1.6
P2 -> Performance 0.444 3.24 0.817 0 1.4
P3 -> Performance 0.361 2.431 0.773 0 1.4
S1 -> Satisfaction 0.738 7.176 0.941 0 1.4
S2 -> Satisfaction 0.186 1.337 0.703 0 2.8
S3 -> Satisfaction 0.228 1.275 0.763 0 3.1
U1 -> Usefulness 0.397 2.794 0.855 0 1.9
U2 -> Usefulness 0.476 4.173 0.871 0 1.7
U3 -> Usefulness 0.297 2.245 0.83 0 1.9

*Note: OW (outer weights), OL (outer loadings).
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Based on the rule of thumb, it is recommended that all VIF values are less than 2;
however, a VIF value less than 5 is still not violent of collinearity [15]. In this study,
the collinearity between each predictive construct with other predictors has been
assessed by calculating tolerance and VIF using SPSS version 22. The results (Table 5)
showed that the VIF values for all the predictor sets were below 4 (below the threshold)
and all the constructs’ tolerance values were higher than the recommended threshold
(0.2). Therefore, there were no significant levels of collinearity between each set of
predictor variables (constructs) (Table 4). Hence, seven separate ordinary least squares
(OLS) regressions have been performed as detailed:

Fig. 3. Measurement model

Table 4. Collinearity test

Model Collinearity
statistics
Tolerance VIF

1. Dependent variable: usefulness
Ease of use .429 2.3
Performance .265 3.8
Performance expectation .290 3.451
Confirmation .509 1.96
Satisfaction .379 2.63
Interface quality .307 3.26

(continued)
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Table 4. (continued)

Model Collinearity
statistics
Tolerance VIF

2. Dependent variable: ease of use
Performance .309 3.24
Performance expectation .276 3.63
Confirmation .477 2.1
Satisfaction .395 2.53
Interface quality .300 3.33
Usefulness .444 2.25

3. Dependent variable: performance
Performance expectation .293 3.41
Confirmation .475 2.1
Satisfaction .383 2.61
Interface quality .374 2.67
Usefulness .441 2.267
Ease of use .496 2.015

4. Dependent variable: performance
expectation
Confirmation .505 1.98
Satisfaction .386 2.59
Interface quality .302 3.32
Usefulness .473 2.11
Ease of use .435 2.296
Performance .288 3.47

5. Dependent variable: confirmation
Satisfaction .426 2.34
Interface quality .303 3.30
Usefulness .471 2.12
Ease of use .427 2.34
Performance .265 3.78
Performance expectation .287 3.49

6 Dependent variable: satisfaction
Interface quality .357 2.80
Usefulness .443 2.25
Ease of use .446 2.24
Performance .269 3.72
Performance expectation .277 3.62
Confirmation .538 1.86

7. Dependent variable: interface quality
Usefulness .452 2.21
Ease of use .428 2.34

(continued)
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3.2 Structural Model Results

The path coefficients for the structural model are shown in Fig. 4. The path coefficient
was calculated in order to assess the accuracy of the predictors in the proposed model.
Table 5 presents the Structural Model Results of the study:

Table 4. (continued)

Model Collinearity
statistics
Tolerance VIF

Performance .332 3.01

Performance expectation .273 3.67
Confirmation .482 2.07
Satisfaction .451 2.22

Fig. 4. Structural model

Table 5. Structural model results

Regression weight T statistics P values

Confirmation -> Satisfaction 0.59 6.4 0
Expectation -> Confirmation 0.42 4.15 0
Expectation -> Satisfaction 0.29 3.1 0
Interface quality -> Confirmation 0.29 3.23 0
Perceived ease of use -> Confirmation −0.02 0.25 0.8
Perceived performance -> Confirmation −0.1 1.08 0.28
Perceived usefulness -> Confirmation 0.26 3.13 0
Satisfaction -> Continuance intention 0.7 11.5 0
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3.3 Hypothesis Testing

Table 6 presents the hypotheses testing results of the study.

4 Discussion

Overall, based on the results of the hypotheses testing (Table 6), the theory-based
model was supported by the data and thus showing that the proposed model can predict
satisfaction and intention to continue surfing or browsing the Web with the developed
UI (prototype). To reduce the rejection of websites by users, these findings can be taken
into account in the development of sustainable UI design guidelines. The coefficient of
determination (R2) results shows that the proposed model predicted 49% of Web
viability (R2 = 0.49) (Table 7). In addition to evaluating the R2 values of all the
endogenous constructs, the change in the R2 value when a specified exogenous con-
struct is omitted from the model can be used to evaluate whether the omitted construct
has a substantive impact on the endogenous constructs. This measure is referred to as
the f2 effect size [14].

Table 6. Hypothesis results

Hypothesis b Result

H1 Satisfaction is connected positively and significantly to
Continuous Intention

−0.7 Accepted

H2 Confirmation has a positive and significant impact on
Satisfaction

−.59sig Accepted

H3 Perceived Usefulness has a positive and significant relation
with Confirmation

¼−.26sig Accepted

H4 Perceived Ease of Use has a positive and significant relation
with Confirmation

−.02not.sig Rejected

H5 Perceived Performance has a positive and significant
relation with Confirmation

−.1not.sig Rejected

H6 Expectation has a positive and significant relation with
Confirmation

−.42sig Accepted

H7 Expectation has a positive and significant impact on
Satisfaction

−.29sig Accepted

H8 Interface Quality has a positive and significant impact on
Confirmation

−.29sig Accepted

Table 7. The coefficient of determination, R2

R square

Confirmation 0.62
Continuance intention 0.49
Satisfaction 0.69
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In this study, the f2 value of confirmation on satisfaction was 0.16 (indicating
medium effect size); the f2 value of expectation on satisfaction was 0.53 (indicating
large effect size); the f2 value of expectation on confirmation was 0.16 (indicating
medium effect size); the f2 value of interface quality on confirmation was 0.08 (indi-
cating small effect size); the f2 value of perceived ease of use on confirmation was 0
(indicating small effect size); the f2 value of perceived performance on confirmation
was 0.01 (indicating small effect size); and the f2 value of perceived usefulness on
confirmation was 0.07 (indicating small effect size) (see Table 8).

5 Conclusion

In conclusion, an analysis of the measurement model and structural model produced a
valid and reliable model. The original model contained eight constructs and 27 items
that could be used to guide and assess the UI design. In the results, six items were
removed, namely perceived ease of use (PE1, PE2, PE3) and perceived performance
(PP1, PP2, and PP3). The remaining constructs facilitate the development of a UI that
feels easy to use, is simple, and easy to remember. In addition, the information is
conveyed on the website efficiently, as the user experiences the interface as easy to
navigate, organized, and easy to read [16, 17]. Even though some items were removed,
the model provides an essential guideline for enhanced usability in interface design.
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Abstract. Many empirical studies look into identifying factors that influence
the quality of experience in video games. In this paper, we present research into
the effect of playing time and players’ perception of the time on their immersion
in the game. We invited 20 participants to play a puzzle game Bejeweled 2 for
7 min. They played the game in two conditions, namely, correct time (timer was
programmed to be exactly 7 min) and wrong time (the countdown was set to be
for 6 min, but was presented as a 7 min timer to the player). Players’ immersion
scores were measured after the game using the IEQ. The results show no sig-
nificant difference in immersion scores between the two conditions and partic-
ipants’ comments also revealed that they perceived no difference in playing time
between the conditions. This suggests that there is a dissociation between
gaming time and subjective experience of gaming. Further research is required
to investigate the relationship between playing time and positive gaming
experiences.

Keywords: Player experience � Immersion � Playing time � Digital games �
User experience

1 Introduction

Video games are now one of the most popular types of entertainment since the first
video game was introduced several decades ago. The Electronic Software Association
(ESA) reported that 65% of U.S. households own a device used to play videogames
(ESA 2016). Similarly, the Association for UK Interactive Entertainment (UKIE)
reported that in the year 2016, the overall UK games market value was GBP4.33 billion
(UKIE 2017). Similar pattern can be seen in the Asia where the revenue from the
games market in 2017 is calculated to be amounted USD51.2 billion (ISFE 2017).

This wide acceptance of video games has opened the opportunity for researchers to
further investigate the use and application of video games in other fields, such as
healthcare (Kato 2010), education (Griffiths 2002), and military (Smith 2009) amongst
other fields. Moreover, research into player experience (PX) has become more
prominent in recent years, focusing not only on what makes games attractive to the
players, but also how positive experiences are formed.
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Several terms have been used to describe positive experiences of playing video
games. These terms include fun (Huizinga 2003), flow (Chen 2007), presence (Slater
et al. 1994), and immersion (Brown and Cairns 2004) amongst others. These experi-
ences are often used interchangeably to discuss the experience of playing digital games.
In this paper, we do not aim to push the boundaries of distinguishing these experiences,
instead we focus on the widely-used term, namely, immersion to describe players’
involvement with video games that results in real world dissociation and loss of time-
and self-awareness.

Fun, flow, presence, and immersion are distinct experiences in theory, there is a
common element that connects these experiences. This element is time. Gamers feel
that they lose track of time (Luthman et al. 2009 ), they experience time distortion (Rau
et al. 2006), and frequently underestimate the time they spend playing the games
(Tobin and Grondin 2009). This has been looked as an important factor in gaming in
order to understand how video game players perceive time allows game designers and
game user researchers to gain deeper insight into player experience (Nordin 2014).

Looking at specific studies on immersion and time, Sanders and Cairns (2010)
conducted an experiment that suggests that players underestimate the amount of time
they engage in the game for when there are immersed in the game. Nordin (2014)
extend this study to further investigate the relationship of immersion and time per-
ception. However, Nordin (2014) argues that time has no direct effect to immersion
during short playing sessions.

In a Flow theory, players were having a distortion of temporal experience – a sense
that time has passed faster than normal when the players were being “in flow”.
(Nakamura and Csikszentmihalyi 2009). To gain further insight into why players lose
track of time while gaming, Wood et al. (2007) conducted a study, which reports that
99% of the players’ experiencing “time loss” whilst playing video games while
Luthman et al. (2009) reported that gamers claimed to “lose track of time” in the
studies conducted. Tobin and Grondin (2009) also observed players reporting that their
perception of session duration was shorter than the actual time they played the game
for. These studies provide some evidence that suggests that time, as perceived by
players, is not always accurate and appears to be distorted when being engaged in video
game playing. However, outside Nordin (2014), little research has gone into studying
how time perception influences player experience, such as immersion. Therefore, we
aim to gather some preliminary results that would allow us to shed some light on this
interesting problem.

2 Relevant Studies

2.1 Experiences of Playing Videogames

Huizinga (2003) argues that the element of fun is important in video games – games
allow players to make believe of another reality whilst playing. Juul (2005) adds that the
agency in video games allows players to interact with the games, which is not typical of
other types of entertainment, for example watching a film or reading a book. Having this
agency while interacting with a game world allows players to experience fun.
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Moreover, Chen (2007) had concluded four-step methodology to provide an
enjoyable interactive experience for the widest variety and number of users, a game’s,
and more generally any end-user technology’s based on the psychology theory of flow
that has been investigated by Nakamura and Csikszentmihalyi (2009). This method has
been used in exergaming by Sheehan and Katz (2012) to provide an enjoyable inter-
active experience for the widest variety and number of users. The theory of flow can be
described as an optimal state in which the player experiences total absorption and
enjoyment while interacting with the game. The theory of flow is important as it has
been used as a base platform specifically to understand more of a player’s interaction
with a game (Cowley et al. 2008).

Presence in gaming has also been discussed to be one of the engagement experi-
ences in playing videogames. Slater et al. (1994) defined presence as a player’s psy-
chological sense of being in a virtual environment while realizing that they physically
remain in the real world. Presence can be divided into six different forms (Lombard and
Ditton 1997). According to Nordin (2014), the first three forms of presence are related
to social presence and the other three forms relate to spatial presence. The interaction
between players with other players or in a team when playing games creates an
experience of social presence while the games that the players play especially games
that provides a high sense of realism in graphics creates a spatial presence that has been
define as sense of realism, sense of “transportation” (otherwise described as the sense
of “being there”), and the psychological and sensory immersion (Nordin 2014).
Hudson and Cairns (2016) investigate on this further and suggest that players can either
be competitively or collaboratively present in video games.

In addition, immersion is also frequently used to describe a positive experience of
playing video games. The term “immersion” is used to describe a person’s degree of
involvement with a computer game. (Jennet et al. 2008). Immersion is a commonly
used term by gamers, as well as game designers and developers to describe the
experience of playing digital games. Brown and Cairns (2004) has conducted a
grounded theory that suggested different level of immersion: engagement, engrossment
and total immersion.

2.2 Immersion and Time

Immersion lead to loss of one’s awareness of their surroundings and decreased awareness
of time. The player becomes so involved with the game that the game becomes the only
thing that matters (Brown and Cairns 2004). Brown and Cairns (2004) describe
immersion as a graded experience with three stages. The first stage is engagement, which
is achieved if the player likes the game and the controls and the feedback provided by the
game correspond in an appropriate manner. The second stage is engrossment. To enter
this stage, players need to like the atmosphere of the game and to empathize with the
characters in the game. Once on this stage, they can enter the final total immersion stage.
Total immersion leads to the separation between the real and virtual worlds, much like
presence – at this stage the game is all that matters to the player.

Based on the theory of flow, cognitive absorption, and presence, Jennett et al.
(2008) have developed a questionnaire to measure immersion, which is based on five
constructs, namely, cognitive involvement, emotional involvement, real world
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dissociation, challenge, and control. It is used to measure the immersive experience of
players in a game. This self-reported measurement tool has been used widely for
research on immersion in games. Nacke et al. (2010) has been using this measurement
tools in validate good gameplay experiences (GX) while Molins-ruano et al. (2014) had
conducted experiments to increase motivation and learning rate of students using
games as new platforms in learning.

3 Methodology

3.1 Aim

The study is aimed at researching the effect of time manipulation and time perception
on immersion whilst playing a video game. Our hypothesis is that the players expe-
rience one from two sessions of the gaming session to be longer in terms of time while
playing the same game without knowing that one of the gaming session has been set up
with a manipulated timer (tweaked to perform faster than normal timer).

The experiment was conducted with a counterbalanced measures design. In this
study, which was a within-subject design, we also explore whether players’ perception
of time differs based on the perceived length of the gaming session, i.e. playing a game
with a timer displaying real time vs. playing the game when the countdown is
deceptively sped up.

3.2 Experimental Design

This experiment is within-subject design, where playing time is the independent
variable (IV) and immersion scores, as measured by the IEQ (Jennett et al. 2008) is the
dependent variable (DV). Using a psychometric questionnaire allows for the rigorous
measurement and assessment of players’ subjective emotion and cognition during game
play by asking them structured questions post-gaming (Nacke and Lindley 2010).

3.3 Participants

20 participants were recruited for the study (9 male, 11 female) from the student
population at UNITAR International University, Malaysia. The age range was between
19 and 25 years (mean = 22.05, SD = 7.58). All participants played video games at
least once a week and all of them were familiar with Bejeweled 2 – the game we used
for this study.

3.4 Game: Bejeweled 2

For this study, we chose Bejeweled 2 – a sequel to a tile-matching puzzle game
Bejeweled, which was developed and published by PopCap Games. The main objective
of the game is to gain points by ‘popping’ as many jewels on the screen within a certain
timeframe by forming ‘chains’ of jewels. The player can form a chain of three or more
gems of the same color by swapping one gem with an adjoining one. The game was
chosen due to its relative popularity, ease of controls, and relatively steep learning curve.
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3.5 Materials

The time was displayed to the players during the game on a separate screen next to the
screen on which the players interacted with the game during the experiment. Two
versions of the timer were used: both were set to display 7 min to the player, however
one of them was modified to count down faster than the other. To be specific, one timer
had a countdown of 7 min (real-time) and the other one 6 min (sped up). Participants
were not aware of the modifications. Participants also did not have any personal items
on them during the experiment that would allow them to track the time in real time. The
reason why we used manipulated timer is because we want to see whether time sig-
nificantly has an effect on the level of player’s immersion.

3.6 Procedure

At the start of the experiment, each participant was briefed about the aim of the
experiment. After that they read and signed an informed consent form if they agreed
with all the terms. After that, they received an instruction sheet detailing the experiment
procedure. Participants then played the first level of Bejeweled 2 to familiarize
themselves with the controls and the environment. At this point, no timer had yet been
set. When the player was comfortable with the controls, they played bejeweled for
7 min, which was displayed real time on the timer. They were then interrupted and
given a demographics and immersive experience questionnaires to fill out.

After completing the questionnaires, each participant engaged with the game once
again, but this time the modified timer was set. Even though the timer was displayed as
7 min, the modified timer has been tweaked faster than the normal timer. The partic-
ipants had no clue that there were not the same 7 min’ normal timer. The players were
interrupted once the timer stopped, followed by another set of the IEQ with two
additional questions about players’ perception of time while playing the game in the
second session compared to the first session, as well as some open questions asking to
elaborate on that comparison. Each participant was then debriefed and provided with a
Kinder Bueno chocolate bar as a token of appreciation.

4 Results

Table 1 shows the means and standard deviations of the immersion scores in the two
conditions. Interestingly, the results from paired-sample t-test shows no significant
difference in immersion scores between the conditions t (19) = −0.21, p > 0.05 with
effect size Cohen’s d = −0.002. Participants’ answers gathered using additional
questions at the end of the second session suggest that participants perceived no
difference between the two sessions in terms of time they spent playing them: t
(19) = 0.00, p < 0.05. Participants’ scores achieved in the game while playing for 6
and 7 min were not significantly different: t(19) = 1.586, p > 0.05 with medium effect
size Cohen’s d = 0.48.
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5 Discussion

The results show that time has no significant effect on time perception of players on
their levels of immersion whilst playing a video game. Brown and Cairns (2004) argue
that participants need to achieve three level of involvement in order to get a total
immersion in playing games: engagement, engrossment, and total immersion. How-
ever, the data shows that participants most probably lost of interest towards the genre of
the games hence effecting the results. From out of 20 participants, the data showed only
four indicated liking casual games, such as Bejeweled, while the rest of the participants
stated their interest in playing other genres, such as Role-Playing Games (RPG), First
Person Shooters (FPS), online or multi-player games, sports and action games.

Seven players out of the 20 stated that they did not notice or paid attention to the
time difference between sessions, because they felt that they were enjoying playing the
game and invested much effort into achieving higher scores in the second session.
Whereas two players reported feeling no time difference at all between the two ses-
sions. Both were regular gamers usually playing games that require much longer time
investment, such as multi-player and RPG games. Interestingly though, one player
reportedly experienced the time differences between the two sessions, which they
explained as feeling unmotivated due to the repetitive nature of the game.

Nordin (2014) argues that time has no direct effect to immersion during short
playing sessions. Based on this experiment, the 7-min time used may also be one of the
factors contributing to the lack of immersion by the players. Longer time is required in
achieving immersion because it is important in ensuring players can achieve the full
immersion as described by Brown and Cairns (2004) through the second stage -
engrossment and third stage - total immersion.

6 Conclusion

The aim of the paper was to investigate the effect of play duration and players’ time
perception on their immersion in the game. According to our data, there was no
significant effect of time on players’ levels of immersion when playing a casual video
game, Bejeweled 2. It is an interesting finding, considering that the difference in time
was substantial for a video game of this kind. However, more research needs to be done
using different video games genres in order to explore whether the amount of time
players engage with a game for have an effect on their immersive experience, and

Table 1. Mean and standard deviation values for immersion scores for each condition.

Wdc Correct time Wrong time

Immersion score 103.65 (19.92) 103.70 (21.43)
Game scores 5347.56 (9361.13) 2137.70 (1521.81)
Did the first session feel
longer than second session

3.00 (1.07)
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whether their perception of the time differs based on the different lengths of gaming
sessions and video game genres.
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Abstract. This research aims to understand activities performed by pediatric
cancer patients at the pediatric oncology ward. The focus of this study is to
identify activities performed by patients during their stay in the hospital.
10 parents/guardians of the patients were interviewed to collect the information
and description of activities performed by patients under their care. A thematic
analysis was conducted to analyze all collected and transcribed interviews. The
result shows that pediatric cancer patients express either positive or negative
feeling. This feeling is based on their actions in the ward. The consequences
from this are alarming: pediatric cancer patients are in high stress and depressed
which would not be good for their health. The understanding of their activities in
the ward can be transformed into design requirements for designing patient
support games. Moreover, designers and developers of games can refer to this
finding to compare their current existing games for cancer patients to the actual
of the activities performed by the patients.

Keywords: Game design development � Thematic analysis � Pediatric cancer
patients � Positive engagement � Qualitative research

1 Introduction

Being diagnosed with cancer can be difficult. It is even harder for a young patient to
deal with the illness. Some patients who have been diagnosed with cancer must go
through the treatment for a long time because depending on their treatment protocols, it
can take years to complete the treatment circle. In 2017, there is an estimated of
1,688,780 new cancer cases diagnosed and 600,920 cancer deaths in the US [1].
Furthermore, the same report shows that nearly 13% of all cancers diagnosed in adults
ages 20 and older will be rare cancers, defined in this report as a cancer with fewer than
6 cases per 100,000 people per year.

Cancer can be defined as a different disease with the common characteristic of
uncontrolled malignant cell growth. Cancer is also known as one of the most severe
illness. It is a leading and growing cause of death worldwide, with the total number of
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death worldwide, with the total number of cases globally increasing, as the world
population grows and ages [2]. It is a disease related with an imbalance of replication and
cell response in the body. Normally, the cells multiply (replicate) in accordance with the
rules to allow the body to grow and heal after an injury. But there are times when these
cells grow abnormally causing abnormal growths or also known as a tumor [3].

For children, the common types of cancer include acute lymphocytic leukemia
(ALL), brain and other central nervous system (CNS) tumors, and neuroblastoma in
those ages 0 to 14 years old. Others include lymphoma, rhabdomyosarcoma, Wilms
tumor, bone cancer, and retinoblastoma. The types of treatment that a child with cancer
receives will depend on the type of cancer and how advanced it is. Common treatments
include: surgery, chemotherapy, radiation therapy, immunotherapy, and stem cell
transplant. Treatment is commonly over a longer period of time (usually 2 to 3 years).

The period of disease and treatment is physically and emotionally stressful for the
children and the families, who must adapt to a hospital environment with not only
physical but also psychosocial challenges. Therapy often leads to disruption in normal
family, social, and school life, separating the child from siblings, friends, and peers. The
early days of treatment, when the child is often in the hospital, are usually the most
stressful for the child and the family. The child may be anxious about being away from
home and receiving new treatment. Having cancer and receiving treatment that could
affects the central nervous system (brain and spinal cord) may increase the risk of
social, emotional, or behavioral problems. Prolong stay in the ward could exaggerates
any issue with emotional or behavioral problems.

2 Related Work

2.1 Effects from Cancer Treatments

From those treatments for cancer mentioned earlier, there are several common side
effects including appetite loss, constipation, fatigue, hair loss, nausea and vomiting and
also concentration problem amongst others [4]. Other cancer treatment effects are low
platelet count, low red blood cell count and low white blood cell count [5]. These side
effects will increased risk of infections and bruising and bleeding easily.

Chemotherapy have many toxic effects for example the treatment of ALL uses
combinations of several chemo drugs like Vincristine, Daunorubicin, Doxorubicin,
Cytarabine, L-asparaginase, 6-mercaptopurine, Methotrexate, Cyclophosphamide and
Dexamethasone.

2.2 Video Games for Cancer Patients

Videogames can have a positive impact on their users. Videogames are part of the lives
of almost all children and teenage lives, with a percentage of 97% children playing
video games for at least one hour each day in the United States. Most research indicates
that video games are more beneficial and balanced to be used for the benefit of players.
A decade ago, it is important to consider the potential benefits of video games as these
video games have dramatic, complex, diverse and realistic changes that allow children
to interact with it [6].
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Video games that are specifically designed for patients can alter the behavior of the
patient. Video games designed for health can entertain patients and can alter the
behavioral health of every patient. Behavioral principles can guide the development of
a video game that focuses specifically on the changes in the various health behaviors of
each patient. The guidelines proposed in this study are a step-by-step process for
developing video games that provide a solid foundation for behavior change by
emphasizing the enhancement of player knowledge and skills. They also suggest game
characters and avatars can create personal mastery in a video game environment to
promote learning and achieve balance between gaming and learning [7].

Virtual games can be used to decrease patients’ negative emotions and stimulated
patients’ positive self-experienced. During a treatment session, adult cancer patients are
motivated to be physically active by playing Nintendo Wii game console. The study
was conducted at the Department of Radiation Oncology at the University Hospital in
Halle (Saale) in Germany by involving physical training for five days for each patient.
Patients spent playing Nintendo Wii for 30 min per day. The result form this study
suggests that an elevated level of acceptance by patients to play videogames to increase
their physical activity. Patients feel stimulated to become physically active when
admitted to hospital by exploring Nintendo Wii console game. All patients were dis-
tracted from the normal routine of the hospital when they were playing the console
game. Most of the patients at the ward experienced better mood situations after game
sessions. The finding suggest that patients feel relax when playing virtual physical
activity games [8].

Videogames contribute many opportunities for personalized health care by cap-
turing players’ attention. It is being suggested to be used to boost patient’s psycho-
logical state to help patients overcome their stress with cancer. Looking at mental
empowerment, it can cultivate the motivational metaphoric visualization through
therapeutic interactive technologies. The major finding of this study shows that video
games such as Bronkie the Brachiosaurus, Re-Mission and Packy and Marlon can
create awareness and improve patient’s related knowledge as well as communication
and self-care behaviors. Some type of videogames such as Wii Virtual Reality, Wii Fit
and PE Game can improve patients’ motor function and static and dynamic balance.
Patient Empowerment Exercise Video Game (PE Game) can be developed by inter-
active technology concept that specifically designed to empower pediatric oncology
patients and help them fight cancer [9].

Children with a prolonged illness can use technology to preserve their routines.
Growing up can be harder for children who are diagnosed with a chronic illness such as
cancer as they are facing with many challenges in keeping up with their social circle.
Patients may feel isolated as they missed school when they were admitted into the
hospital. The study found that patients are struggling with health aspects as they are
suffering from the chronic illness. Patients are also feel missing out due to their health
condition. The study also found out that patients have struggle to fitting in soon after
they have been diagnosed with their illnesses. Patient also feel rejected after they have
missed days in school because of their commitment to the treatment process [10].

For patients to experience less abnormality in their routines, the study suggests
various methods by letting the patients to stay connected through connecting online
with their friends using social media such as Facebook and Instagram. Patient can use
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the social media to interact with their friends while they been admitted in the hospital.
The study also suggests that through technology patients can feel present with their
friends without physically being present. Patients can use video chat to connect with
their friends. Patients also played online games with their friends such as Mine Craft
video game and Face Time to chat with their friends. The study suggest that patients
must get use to their new form of normalcy after they have been diagnosed with
chronic illness and communication tools such as social media can helps patients feel
normal again [10].

3 Methodology

The research applies open ended interviews with patients’ parents or guardian. The aim
of this interviews is to understand about the activities performed by pediatric cancer
patient when they are hospitalized in the pediatric oncology ward. The interview
questions were crafted based on our previous findings through ethnography study
conducted for two months at the pediatric oncology ward. During the ethnography
study, they only observed patients without having any direct interaction with them [11].
Hence, in this study we will ask the parents or guardians of the patients on our
observation. This is to ensure that we understand on what is going on.

Participant. Ten (10) parents or guardians of the pediatric patients were invited to
participate in the interview. All the participants in this interview are mother (10/10
participants) to the patients. Their age ranges from thirty five (35) year old to fifty two
(52) year old. All the participants were with patients during their entire stay in the
hospital.

Procedures. The interviews were conducted at the pediatric oncology ward, Faculty of
Medicine, The National University of Malaysia (UKM). Each of the interview held at
separate times. The interview for each session took about thirty minutes to one hour.
Each interview includes separate set of question. The feedback received from the
current interview are used as an information for the question for next interviews. We
used a voice recorder to record the answer that came up from the participants. Before
the interview started, each participant was given a consent form to ensure that they
were happy about the interview are being recorded. The data that has been collected
from the interviews has been extracted into themes called thematic analysis. After the
interview has ended, the data from the voice recorder were transferred into text tran-
script. The text transcript was used for the preparing the question for the next interview
ahead. This process was used since the interview one until the final interview.

Thematic Analysis. Thematic analysis is a method for identifying, analyzing and
reporting themes in the data. Thematic analysis of data compiled by the minimum and
describe in detail the data set. Themes indicates attribute, element, descriptor and
concept that includes code which have a similar point of reference. Themes also been
used as an organized group of ideas that has been collected [12].
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4 Result

Table 1 shows the main themes and sub-themes of pediatric cancer patients’ feelings
and actions performed while they have been hospitalized in the pediatric oncology
ward.

5 Discussion

Patients’ feelings and activities can be divided into internal and external engagement.
Internal engagement refers to actions performed by people in the ward. Whereas
external engagement refers to activities conducted by people from the outside of the
ward. From the interviews, we can divide the internal emotions into two sub-themes.
These sub-themes were coded as positive behavior and negative behavior.

In Positive Behavior code, patients show their feeling in a different form of event.
“Patients likes to play video game called Mine Craft and Sim-P3”. Based on the
interviews, patients show their positive feelings in the form of passion and interest each
time they perform activities such as playing video games, playing toys named Lego,
drawing an object, watching television and surfing You Tube. After patients has been
admitted into hospital, some of the patients still perform their favorite activities because
they brought their toys to the ward. “There are two things that are very admired by my
child which are Lego and Thomas. I also carried all my child favorite toys to the
hospital-P1”. Apart from playing with their toys, according to patients’ guardian,
patients also played video games. “At the ward, patients played video games on the
mobile phone-P2”.

Table 1. Main themes and sub-themes of pediatric cancer patients’ feelings and action in the
ward.

Themes Code Feelings Actions

Internal
action
(inside the
ward)

Positive
behavior

Likes, loves, interest,
passion

Patients play video games, play
Lego, drawing, painting, watching
television, mathematical exercise

Negative
behavior

Bored, lonely, stress,
depressed, sad, angry,
empty, emotional

Patients cries, wants to go home,
does not want to eat, refuse to
undergo treatment

External
action
(outside the
ward)

Before
treatment
(before
diagnosed)

Active, energetic Patients play football, bicycle, sports,
outdoor

After
treatment
(after
discharged)

Happy, comfortable Patients play with siblings, play
online video games with friends but
patients have limited movement due
to health condition
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The interview also found that video games might help patients while they receive
their treatment at the ward. “Video games helps patients in the present situation-P3”.
This statement proved that video games might help patients’ emotions while they go
through the process of their treatment. Patients that received chemotherapy treatment
have unstable emotions. “Patient must have suffered emotional distress if after
undergoing chemotherapy-P6”. To handle the situation, patient play video game to
conquer boredom and stress. “Patient played video games to relieve emptiness-P10”.
Some of the guardian tried to cheer up their child using a few mediums such as video
games and they give patients play video games because of many reason and one of
them is to make patient happy. The result from the interviews shows that patients’
guardian also tried to fill the long waiting period of treatment by giving their child to
play video games “I feel that video games are needed at the ward because video games
make my child happy. As you can see, all these kids here holding cell phone. While
waiting for the queue to perform procedures such as chemotherapy treatment, bone
marrow and so on, things done by patient is likely to play video games-P6”.

While in Negative Behavior code, patients behaved negatively when they feel
bored, lonely, stress, depressed, sad, angry, empty and emotional. “Patient cannot play
with anyone because he has no friends at the ward-P1”. Patients’ guardian claimed that
patient feels lonely because they were limited interaction in the ward. Based on the
interviews, we have found that patient feels depressed during the treatment. “Patient
was worried and scared about the treatment. Patient also think negatively-P4”. Each of
the treatment received by patients at the ward took a plenty period of times. “Patient
complained that he was bored because the process of treatment takes a long time-P10”.
Patient also feel depressed and angry about their health condition during their
admission into hospital. Some of the guardian gave patients sometimes for them to
relax when they feel depressed. “I did not give patient play video game when his
emotion is not stable. This is because he does not want to play video when he is
emotionally disturbed-P6”.

For the external emotions, we discovered that patients are active and energetic
before they were diagnosed with cancer. Most activities performed by patients before
they were sick are outdoors activities such as play football, play bicycle and they also
like to perform sports activity. “Patient loves to play football. He actively playing
football for the football club and play football at his scholl-P5”. After patients have
been admitted into hospital, their feelings have changed just like we have explained in
the internal engagement. Once patients can go home, we noticed that they became
happier and comfortable at home. “Patient feels happy when allowed to go home
because it was a chance to play video games online with friends-P4”. This explained
that each time patients were discharged from the ward, their feelings turn into
excitement because they feel like they will never be alone anymore.

From the interviews, we have found that patients feel happy at home because they
can play with their siblings, perform more daily activities such as playing in the
bedroom and play online video games with friends even though patients have limited
movement now due to his health condition. Happiness sparks in patients’ face when
they knew that they can go home. Patients feel so happy as soon as doctors give the
permission to discharge from the ward.
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6 Conclusion

The study may also help pediatric cancer patients through the recovery process in the
presence of the disease effective video game that meet the criteria for pediatric cancer
patients.

Video games encourages well-being. Therefore video game may also help treat-
ment for youth that suffers from mental health. The study suggest that expert from
different field namely psychologists, clinicians, and game designers can cooperate in
developing an advanced methods for mental health as the study found that children and
adult are fascinated with video games [6].
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Abstract. Stroke patients suffering limbs deformity or immobility require long
and arduous rehabilitation as part of treatment. Many not able to adhere to it due
to various reasons such as being depressed after stroke, uninteresting rehabili-
tation sessions, logistic problems, scarce rehabilitation sessions due to increasing
stroke cases and many more. While there are many home based rehabilitation
incorporating game technology available, they are still at a proof of concept level
and developed in an ad hoc manner. The goal of this study is to develop a home
based stroke rehabilitation game with persuasion technology based on Health
Behavior Change Support System (HBCSS) concept and Persuasive System
Design model (PSD) which will incorporate persuasive feature and targeted
voluntary outcome (attitude change) from the patients towards rehabilitation
process. This paper presents the persuasion context analysis produced from PSD
model that can be used for system designer and developer.

Keywords: Stroke rehabilitation � Home based rehabilitation � Health
Behavior Change Support System � Persuasive system development �
Gamification

1 Introduction

Stroke patient often needs rehabilitation in order to recover. Ideally, the more frequent
rehabilitation sessions they do, the better their motor relearning will be. Many
healthcare institutions provide rehabilitation facilities with the assistance of physical
therapists. However, frequent rehabilitation require high intensity of repetitive exercise
making rehabilitation such a boring, mundane and depressing tasks for the patients.
Moreover, 85% of patients prefer to do rehabilitation at home as it allows the patient
ability to train more frequently and comfortably [2]. This signifies that home based
rehabilitation needs enhancement and further development.

As envisioned by Reed et al. [12], rehabilitation in the future is a mix of home
based therapy and regular but less frequent clinic visits. The regular clinic visit would
involve consultation and also evaluation by a functional assessment device to evaluate

© Springer International Publishing AG 2017
H. Badioze Zaman et al. (Eds.): IVIC 2017, LNCS 10645, pp. 559–569, 2017.
https://doi.org/10.1007/978-3-319-70010-6_52



the patient’s abilities. An appropriate home based therapy would then prescribed for the
patient to follow every day. The suggested home based therapy may include an
engaging and interactive game to monitor the patient’s performance for clinical
assessment. Current advancement of computer technology and sensors may enable this
vision, but there is a lacking of effective and clinically validated home based reha-
bilitation methods especially for patients with moderate impairment. There is a growing
body of literature utilizing computer technology to explore and improve rehabilitation
with games but a lot of them are questionable for practical effectiveness because
lacking of clinical evaluations [9, 12].

This study will focus on the development of home based stroke rehabilitation video
game with persuasive technology by following the Persuasive Systems Design
(PSD) model and Health Behavior Change Support System (HBCSS) concept. The
objective of the game is to persuade stroke patients to perform their home based
rehabilitation more frequently by providing a conducive, fun and more engaging
experience with specific target of attitude and behavioral change of the patients. This
paper is structured as follows: Sect. 2 will describe the stroke background and its
rehabilitation. Section 3 will introduce gamification of HBCSS and PSD Model
approach in detail. Section 4 will elaborate on the implementation of gamified HBCSS
through its persuasion context analysis from PSD model and game scenario description
and Sect. 5 will conclude this paper.

2 Stroke Background and Rehabilitation

Stroke is a brain attack that occurs when the blood supply carrying oxygen and
nutrients to the brain is disrupted due to bursts or clogged of blood vessels [4]. This
effected part of brain will start to die silently and may lead to various damages. The
common effects by stroke include physical deficits (poor body coordination and/or
abnormal posture), cognitive deficits (becoming anxious, disorganized and/or easily
depressed) and spatial-perceptual deficits (inability to judge distance, size, position, one
sided paralysis) [5].

Stroke has remained as second rank killer in top 10 causes of death in the world
since 2000 to 2015 [3]. Untreated living stroke patients that continue living with
multiple motor sensory impairments may lead to permanent disabilities, high depen-
dency and exposed to more chronic stage. However, it helps to remember that the
patients are able to cure by going under recovering processes that include treatment in
hospital with acute care, spontaneous recovery and continuous rehabilitation. Many
healthcare institutions are available to provide rehabilitation service with the assistance
of physical therapist [5].

2.1 Stroke Rehabilitation

The main purpose of rehabilitation is to effect a relatively permanent change in the
brain that allows continued use of the affected limb(s). This is done in series of specific
exercise sessions where patients are assisted by therapist/clinician(s) to relearn or find
new ways of doing activities or functions lost because of stroke. It is highly recommend
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that the more frequent rehabilitation sessions they do, the better their motor relearning
will be. However, the patient’s ability to tolerate intensity of rehabilitation
(hours/stamina) and degree of disability must be taken into consideration. An ideal
duration of rehabilitation is to start as early as possible after being discharged from the
hospital and to be continued at home. This can take months or years as the condition
improves. By the end of rehabilitation, the patients may keep current abilities and gain
back their lost abilities, becoming more independent and live with community with
necessary adjustments of their post stroke life [5, 6].

2.1.1 Traditional Rehabilitation Therapy
Most early rehabilitation activities are conducted in specialized facilities such as a
special unit in the hospital, rehab centres or nursing home. These centres are adequately
equipped with facilities and specialized team of staffs (doctor/therapist/clinician) for
physiotherapy intervention services like activities of daily living (ADL) training,
wheelchair training, fine motor/hand function training, gross motor/functional mobility,
play and leisure (exploration and training), mental activity therapy (cognitive and
perceptual, compression, creative, behavioral) and others. In here, stroke patients will
be properly trained physically by using equipment provided under the assistance,
guidance or monitored to avoid injuries and to optimize recovery.

Among the common method of conventional therapies being practiced widely are
Bobath method and proprioceptive methods. The recently developed are forced use and
Constraint-Induced Movement Therapy that binds the unimpaired arm and forces the
patient to use only the paretic limb, in order to aid in cortical re-mapping of neurons
from damaged to functional brain cells. This forced use is limited to high motor
function patients as it is unable to provide assistance to paretic limb. The advantage of
this is the learning occurs directly while performing the designated tasks and can be
practiced in home therapy [12].

2.1.2 Robotic Therapy
A leverage on modern technology can be done by building robot devices specifically to
assist rehabilitation purpose so longer and more frequent rehabilitation sessions can be
can be offered to patients.

MIT-Manus is among the earliest and successful robotic upper limb rehabilitation
systems that can operate in several planar reaching modes: assisting users, passively
sensing/responding to patient’s motions. ARMin is 7-DOF upper limb exoskeleton
developed from University in Zurich that provides visual, acoustic and haptic interfaces
together with cooperative control strategies. Many robotic or robot-assisted rehabili-
tation devices were developed like Pneu-WREX, T-WREX, RUPERT and more. Some
of the robotic therapies are built to be used with game.

The development and deployment of robotic assistive therapy often require sig-
nificantly high cost making it not widely available in many rehabilitation centres. In
contrast of developing more complicated and expensive robots, some efforts should be
emphasized on looking for methods that provide 90% of the benefit at the 10% cost [2].
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2.1.3 Game Based Rehabilitation
An alternative of therapy which offers fun interaction is in game based therapy. This
approach offers low cost of development and provide more engaging interaction between
patient and rehabilitative physical activity by utilizing virtual reality technology.

The arrival of game peripheral device, Microsoft Kinect1 has opened possibilities for
game based rehabilitation utilizing gestures. Some game based products for rehabili-
tation purposes by JINTRONIX2 and MIRA3 are commercially available. Many studies
and experiments developing games (also known as exergames/serious games/exercise
games) targeting to help rehabilitation aspects are built and reviewed as an acceptable
tool for rehabilitation due to its low cost and ability to provide adequate accuracy.
However, these studies invite questionable practical effectiveness due to the lack of
clinical validation [9] and also were built more on ad hoc manner [13].

As the number of stroke cases escalating every year, the resources for stroke
rehabilitation has become limited. Healthcare institutions are experiencing under-
staffing for not being able to accommodate one-to-one session due to overwhelming
demands of rehabilitation services. Many appointments for rehabilitation session are
made lower than recommended frequency and thus delaying the recovery process.
Moreover, many of traditional rehabilitation requires repetitive of boring, mundane and
uninteresting exercises causing depression for many patients. Robot-assisted therapy is
deemed expensive and many game rehabilitation experiments are questionable for
practical effectiveness.

To overcome these problems, home based rehabilitation must be improved and
utilized. This study suggests a more extensive approach in designing home based
stroke rehabilitation game with persuasive technology by following Health Behavior
Change Support System (HBCSS) concept and Persuasive Systems Design model
(PSD). With this game, the patients may optimize their recovery progress by enjoying
more immersive experience of home based rehabilitation at their convenient and the
overwhelming demands at rehabilitation centres will be better managed. Its economic
development involving low cost hardware such as the Microsoft Kinect device would
make it more affordable.

3 Health Behavior Change Support System Background

As defined by Oinas-Kukkonen [11], a behavior change support system (BCSS) is a
sociotechnical information system with psychological and behavioral outcomes
designed to form, alter or reinforce attitudes, behaviors or an act of complying without
using coercion or deception. BCSS offers an information system that is transformative
and attempting to cause a change of cognitive, emotional and behavior change in the
user’s current mental state to another planned state. This useful feature is what makes it
a suitable concept for designing a persuasive stroke rehabilitation game.

1 http://www.xbox.com/en-US/xbox-one/accessories/kinect.
2 http://www.jintronix.com/.
3 http://www.mirarehab.com/.

562 M.Y. Omar et al.

http://www.xbox.com/en-US/xbox-one/accessories/kinect
http://www.jintronix.com/
http://www.mirarehab.com/


3.1 Outcome/Change Design Matrix

BCSS suggests the Outcome/Change design matrix as presented in Table 1 to describe
the three target potential, successful voluntary outcomes from the user which are the
formation, alteration or reinforcement of attitudes, behaviors, or complying.

BCSS ideally would offer long-lasting support to the user, and the specific intended
change in the target user would affect the design and architecture of a BCSS. With the
clear target of behavior change being set in the O/C Design Matrix, the system can be
designed and evaluated much more efficiently. Langrial et al. [14] showed a practical
examples of this matrix usage in the past BCSSs and highlighted its usefulness in future
use of BSSCs that is involving social networking.

The health prefix is usually added by researchers to identify their target of study in
using BCSS to become HBCSS in order to tailor the implementation within its
healthcare context. Many application domains under the application of BCSS have
been studied such as exercise with using heart rate monitors, alcohol interventions,
weight loss websites, smoking cessation, hazardous drinking, diabetes, stress, and
substance abuse.

HBCSS also is a highly potential area for game applications. Alahäivälä and
Oinas-Kukkonen [13] had reviewed on 15 gamified health intervention papers and
argued that the step of persuasion context analysis is essential in further research of
gamified HBCSS.

3.2 PSD Model

Fogg [1] has described persuasion is an attempt to change attitudes or behaviors or both
(without using coercion of deception) and further describe the first conceptualization of
persuasive feature in computer software in his seminal book. Persuasive Systems
Design (PSD) Model was then the state-of-the-art design and evaluation tool created by
Oinas-Kukkonen and Harjumaa [10] stated that the development of persuasive systems
requires three steps: understanding the key design issues related to persuasive systems,
analyzing the persuasion context, and designing the system qualities as illustrated in
Fig. 1.

According to PSD Model, the first step is to understand that the seven premises
design issues must be addressed in relation to designing the persuasive stroke

Table 1. Outcome/Change design matrix [11].

Outcome/Change C-Change B-Change A-Change

F-Outcome Forming an act of
complying (F/C)

Forming a
behavior (F/B)

Forming an
attitude (F/A)

A-Outcome Altering an act of
complying (A/C)

Altering a behavior
(A/B)

Altering an attitude
(A/A)

R-Outcome Reinforcing an act of
complying (R/C)

Reinforcing a
behavior (R/B)

Reinforcing an
attitude (R/A)
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rehabilitation game. These premises are however not to be followed as concrete
instructions but more as basic guidelines. For this study, the most important premise is
the “useful and user friendly” premise whereby the game design and interaction must
be easy for the patient to use. For instance, the game must have a smooth navigation
between menus, texts and/or icons presented must be readable and clear.

The second step which is to carefully analyse the persuasion context. This can be
done by describing the persuasion intent (recognizing the persuader and intended
outcome/change), the persuasion event (defining the use context, user context and
technology context) and the persuasion strategy. This analysis will be further described
in the following section.

The third step is selecting persuasive software features to be implemented in the
game. PSD model includes all 28 potential system features which are divided into 4
categories: primary task support (e.g: tailoring, tunnelling, self-monitoring), dialogue
support (e.g: verbal praise, timely suggestions, virtual rewards, real-time reminders),
credibility support (e.g: showing expertise or referring to authority and endorsements)
and social support (e.g: social learning, comparison, facilitation). It should be noted
that not to include all design principles in one system as it may decrease its overall
persuasiveness [11].

Past studies of HBCSS has shown that it may be effective in changing its user’s
behaviour. A video game named iLift [8] was developed for nursing personnel to train
them in proper lifting and transfer techniques to avoid lower back problems. This study
concluded that HBCSS can be effective and the result also showed that cultural aspects
especially in regard to technology acceptance must be well addressed. Another HBCSS
example is the web based information portal, Onnika [7] was developed as a lifestyle
intervention for participants who were at risk of developing a metabolic syndrome. The
result showed the persuasive software features like self-monitoring, reminders, and
tunnelling were perceived as beneficial and showed the need for social support
appeared to grow along the duration of the intervention and unobtrusiveness was found
to be very important in all stages.

Premise Persuasion 
Context

Persuasive Software
Features

1. Technology is never 
neutral 

2. Consistency 
3. Persuasion is 

incremental 
4. Direct and indirect 

routes 
5. Useful and user-friendly 
6. Unobtrusiveness
7. Persuasion needs to be 

open

1. Intent : 
A, B, C-change

2. Event : 
Use context,
User context,
Technology 
context 

3. Strategy:
message and 
route

1. Primary Task support
2. Computer-Human  

Dialogue support
3. Perceived System 

Credibility support
4. Social Influence support

Fig. 1. Persuasive system design model [8]
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4 HBCSS Implementation

The following section discusses the implementation of HBCSS in designing the per-
suasive stroke rehabilitation game. This is done by recognizing the intent according to
the O/C Design Matrix and following the second and third step in PSD model.

4.1 Persuasion Context Analysis

This section focuses on the analysis of persuasion context related to stroke rehabili-
tation game design. In the persuasion context analysis step, the intent, the events and
the strategy will be analysed.

In this game, the persuader will be the rehabilitation centre and the caregiver
because they will introduce and encourage the patients to use the game. The intended
outcome/change are recognized as three main outcomes which are (i) to form a
compliance (F/C), (ii) to altering the compliance (A/C) and (iii) to reinforce the
compliance of exercising regularly by following specific rehabilitation session.

The events will then be further recognized according to use context, user context
and technology context. The use context is mainly to provide rehabilitation exercise
with game technology incorporated. Game features such as goal settings, performance
tracking, and achievements record are made available for the stroke patients. The user
context can be recognized as the patient’s profile and the specific stroke rehabilitation
treatment. This is normally identified when the patient considered as outpatient and
when home based rehabilitation is recommended. One usefulness of user profile is it
may load the game setting according to patient’s preference making the game more
adaptive towards its user.

For technology context analysis, the game will use Kinect as low cost motion
sensing technology to track patient’s exercise. Internet connection should be available
in the game for communicating game results to the rehabilitation centre.

The message for the patient is to instruct the patient to perform the specific reha-
bilitation session regularly. While the direct strategy used is the patient must comply
with rules in the game and indirect strategy used is the game interaction persuades the
patients to perform rehabilitation with its interactive environment. The results of the
analysis of this persuasion context are summarized in Table 2.

4.2 Selection of Persuasive Principles

Final step in PSD model is to select the persuasive systems design principles to be used
as the game design features. Table 3 shows the selected persuasive system design
principles according to their categories.

The game should be recommended as home based rehabilitation after the stroke
patient is considered as outpatient. The game must be pre-loaded with the patient
profile such as age, sex and rehabilitation treatment and patient’s preference setting. If
the patient’s technology literacy is too low, he/she might not be able to use the game
since it is unfamiliar for patients to use. The care taker might be needed to learn about
the game too in order to assist the patient. A small hands-on session or tutorial might be
conducted to expose the game to both the care taker and patient.
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Table 2. Persuasion context analysis for stroke rehabilitation game

The intent Description

Persuader • The rehabilitation centre and caregivers are being the persuader as
they will introduce the game for stroke patient to use

• The game designed to be autogenous as the patient will play the game
on his/her own

Intended
Outcome/Change

• Three main outcome are identified which are: (i) to form a
compliance (F/C), (ii) to altering the compliance (A/C) and (iii) to
reinforce the compliance of exercising regularly by following
specific rehabilitation session

The event Description

Use context • The main purpose of the game is to provide an immersive, fun, and
engaging experience for the patient to perform rehabilitation exercise
at home

• At the beginning rounds, the caretakers might have to force the
patients to use it

• The game offer features of goal setting and content management
system for handling various formats of files

• The game also include online capabilities as a mean of
communication between home and rehabilitation centre

User context • An early assessment of the patient’s condition shall be made in order
to tailor and personalize the game in order to have more focused
game. The game will suggest necessary gesture in order to optimize
the exercise

Technology
context

• The game is based on motion sensing technology to detect gesture
• The game also equipped with internet access to facilitate data transfer
to/from the rehabilitation centre for further assessment by therapist. It
will also facilitate any transfer of any necessary files to the game like
videos, documents and others

The Strategy Description

Message • Patient must perform rehabilitation session
Route • Direct – The rules in the game requires the patient to perform specific

gesture as suggested by the rehabilitation session
• Indirect – The game interaction environment will indirectly persuade
the patient to perform rehabilitation session

Table 3. Selected persuasive system design principles

Primary task
support

Computer-human
dialogues support

Perceived system
credibility support

Social influence
support

Reduction Praise Trustworthiness Cooperation
Tunnelling Rewards Expertise
Simulation Suggestion Real world feel
Tailoring Liking
Personalization Social Role
Self-monitoring
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The starting point of the game will be the dashboard. Here the patient can access
his/her profile detail, track records (if any) and able to set target. For a start, the target
maybe recommended by the therapist first. The patient will follow the game according
to the target set and try to achieve it under recommended time given. The score will be
recorded when the game is completed and kept as an achievement.

The achievement will then be graded and medals or trophy might be awarded for
the patient. The patient must be able ability to keep these achievements in the game
dashboard and also able to share them with the therapists/other patients or family
members by social interaction and accept praises or comments. This social support
gained by the patients will then motivate them to set a new/next target and achieve
them.

For instance, a patient with paralyzed left arm rehabilitation can start with major
muscle group (shoulder and elbow) exercise to improve muscle plasticity and range of
movement followed by fine motor rehabilitation (hand and fingers) exercise. The first
recommended goal might be is to perform exercise game concentrating on shoulder
movements for an adequate number of times. The game also allows video recording
while performing the exercise for assessment purpose. If the goal is achieved, an
assessment should be done by the therapist first before setting another goal which is
about elbow movement. An assessment is necessary as to protect the patient from over
train and resulting to injury. Rewards gained from each of goals accomplished will be
displayed in the patient’s dashboard.

4.3 Game Scenario

The following scenario will illustrate the usage of the selected persuasive features in the
proposed game. A male patient who suffered a paralyzed left arm is undergoing a
rehabilitation treatment. The game suggested to him by the therapist will be a
metaphorical fishing game namely “Fishing trip with Mat”. First, the therapist will ask
the patient’s detail to key in to the game and then assigned a special name preferred by
the patient (e.g.: Pak Atan). The therapist also customize the avatar to the patient’s
liking. While implementing this setting, the caretaker is guided by the therapist so that
assistance can be provided at home later. At this stage, the game offers a personal-
ization and liking design principle whereby the customization is available for the
patient. Logo of rehabilitation centre may appear in the game’s main menu to show
trustworthiness and expertise.

When this initial game setup is done, the game will start by meeting with an avatar
named ‘Mat’ in a small boat by a jetty. Mat is going to be the patient’s virtual friend to
show the patient on how to play this game. Mat will provide guidance on what are the
necessary hand movements involved like how to paddle the boat, how to setup a bait
and lines on fishing rod and how to start fishing. He praises the patients on every
correct gestures and also suggest simpler gestures if the patients unable to comply with
the game whenever necessary (e.g.: using normal arm to help impaired arm to perform
specific gestures). Besides Mat interaction, visual cues are also provided in the game
such as a pop up window showing simple animated instructions to aid patient. The
main exercise for rehabilitation happens here whereby many persuasive design prin-
ciples such as reduction, tunnelling and tailoring, self-monitoring can be seen. The
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virtual environment like the lake, boat, fishing gears in the game simulates the real
fishing trip experience to provide. In addition, Mat virtual presence is offering social
role, praise, suggestion, and cooperation for the patient. Every correct gestures that
have to be performed by the patient must be specific according to the real rehabilitation
exercise to provide real world feel of the real and correct exercise.

If the patient is able to catch a fish at the end of the game, it will be as a reward or
trophy for the patient. To promote early usage for the patient, the game difficulty
should be adjusted to low as to promote further usage of the game in later session.
More interesting gameplay feature such as variety of fish to catch in various locations,
attractive fishing gears and more challenging difficulties might provide immersive
gaming experience for the patient and indirectly affecting the patient’s motivation to
exercise.

5 Conclusions

This paper has described the application of persuasion technology in designing stroke
rehabilitation game according to Health Behavioral Change Support System concept
and following PSD model. The proposed game is intended to provide more immersive,
engaging and fun experience for stroke patients to exercise while achieving its main
goal which is to affect the attitude of stroke patient in performing rehabilitation. The
major implication of this study is to provide a comprehensive persuasion context
analysis in PSD model approach for designing the persuasive stroke rehabilitation
game. The game scenario described has helped to actualize the usage of selected
persuasive design principles. The next necessary step is to develop a prototype for
usability testing and evaluation based from the design. By following the PSD model
and HBCSS framework, this approach will avoid the black-box thinking approach in
research and development of any health intervention information systems.
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Abstract. While many cultural heritage projects currently exist, few explore
how to record and transform intangible heritage into a publicly accessible col-
lection. This paper presents an interactive system combining the Web and
Internet of Things (IoT) technologies to create an internet-linked interactive
mural that allows visitors to listen and interact with crowdsourced life stories.
Our findings highlight positive user reactions and some evidence of the inter-
active system being able to support cultural reflections. While the life stories
appeal to most of the adults, younger children were less patient and interested in
listening to them. Instead they were attracted to visual projections and the
unobtrusive technology. We propose a design framework, outlining three design
aspects necessary to understand and design engaging and immersive user
experience. The use of interactive mural enabled us to understand the challenges
of preserving and sharing intangible heritage so that they are heard and can be
reflected upon in greater depth. The paper also outlines recommendations for
future work to include a long term longitudinal study and to introduce mecha-
nism for reviewing crowdsourced content.

Keywords: Interactive mural � Intangible cultural heritage � Internet of Things �
Cultural reflection � Design guidelines

1 Introduction

The role of museums has changed over the years - learning is not the only goal of
museum visitors [1]. As well as their traditional role of collecting, preserving and
sharing rich collections, museums now find that they play an increasing role in helping
shape cultural identity and bringing different community groups together. Through
access to objects, information and knowledge visitors can see themselves and their
culture reflected in ways that encourage new connections, meaning making and
learning [2]. With the emergence of the concept of an important intangible cultural
heritage to be considered and supported alongside the physical and tangible heritage,
the concept of cultural identity as the result of a collective historic experience in all
fields become closely linked to this living heritage [3]. The 2003 UNESCO Intangible
Heritage Convention defines the Intangible Cultural Heritage as the: “…means the
practices, representations, expressions, knowledge, skills – as well as the instruments,
objects, artefacts and cultural spaces associated therewith – that communities, groups
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and, in some cases, individuals recognize as part of their cultural heritage. This
intangible cultural heritage, transmitted from generation to generation, is constantly
recreated by communities and groups in response to their environment, their inter-
action with nature and their history, and provides them with a sense of identity and
continuity, thus promoting respect for cultural diversity and human creativity.”

Within contemporary museology, personal memoirs and reminiscences of all kinds
are now recognized as forming a significant part of the intangible cultural heritage,
within which the individual experience forms a part of the common and shared
memories that make up the identity of a community. In the subsequent years, many
different kinds of public and private organisations and projects have called upon the
public to tell their story, share their memories and offer their life stories for social action
through an increasing use of digital media. For example, the Museu Da Pessoa in Brazil
is a virtual and collaborative museum of life stories that aims to record, preserve and
transform life stories into a source of information and connection between people
around the world [4]. The main question then is how to create a simple and easily
re-applicable way to allow any community and organization to create its own historical
narrative as a tool of social change. The second question then was to consider how to
help all these organisations to share these narratives so that they are heard in order to
exist socially. While a large number of organisations practiced the recording of stories,
very few tools exist to process and transform them into a publicly accessible collection.

This paper is thus motivated by the desire to explore the full potential of Internet of
Things (IoT) technology to help address this challenge. We have focused our work on
the design and development of a surface-based public interactive installation linked to
the web, with the aim of promoting understanding of a shared history and culture in
Malaysia within a Peranakan framework. Peranakan people, also known as Babas and
Nyonyas, were usually local-born child with a foreign parent whom most likely is at the
Straits of Malacca for trading [5]. Current visits to most local museums in Malaysia
including the Baba Nyonya Heritage Museum in Malacca still rely on self or personal
guided tours. We present results concerning the use of crowdsourced life stories and
visitors’ experiences of interacting with them through an interactive mural. We syn-
thesise our experience into a general design framework for guiding future designers
wishing to develop similar public interactive exhibits.

The paper begins by reviewing related work to provide necessary background and
describing the method, study participants and findings. We then propose the design
framework and discuss design implications before concluding.

2 Related Work

Cultural heritage is an important topic of research in the area of Human Computer
Interaction. Current digitisation strategies to increase visitor engagement in museums
include the use of augmented reality [6] as they are proven to help in education [7],
virtual reality paired with audio outputs for immersive virtual tours [8] and
surface-based technologies. There have been many examples of surface-based tech-
nology used in museums with the most popular being the multi-touch table top
interactive exhibits [9, 10]. They include examples such as Churchill Lifeline,
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Illuminated Manuscript, Tilty Table and many more as reviewed in an article by Geller
[11]. These table top exhibits feature either touchscreen or projections on to different
surfaces such as canvas [12] or a blank book [13] with sensors to detect input and
usually features some activity such as trivia questions or electronic quests. However,
these interactive table top studies usually focus on the technology itself and less on the
content used [14]. Most of these studies used only facts and trivia as their content.

Life stories and reminiscences can be considered a significant category of the
intangible cultural heritage which value or importance cannot be denied. New tech-
nologies represent an enormous possibility for the dissemination of personal narratives
across and between scales. For example, the StoryBeads project created an interactive
system that incorporates physical objects and modern technology for recording and
replaying oral stories that can preserve the meaning of the handcrafted beadwork of the
BaNtwane people [15]. Mobile technologies have also been explored as a mechanism
for preserving intangible heritage [16]. I-Treasures project proposes the use of a variety
of sensors such as facial expression analysis and vocal tract sensing technologies to
document the singers’ expressions and singing techniques [17]. The communication of
these intangible heritage via technologies presents both a challenge and an opportunity
for communities and museums. This paper fills the gap by presenting a technique using
a visual illusion surface-based exhibit to bring cultural reflection to users. This is
further supported by crowdsourcing the content - transformative life stories to be
experienced by visitors.

3 Development Process

3.1 Project Design and Iteration

The setting for our interactive visitor experience
was the Baba Nyonya Heritage Museum in
Malacca, a place where visitors get to learn about
the Peranakan culture through existing self and
personal guided tours. Our early exploration over a
six-month period involved conducting ethnographic
studies and brainstorming sessions with museum
curators to identify requirements for the interactive
experience. The focus on collecting and making
public life stories around the Peranakan culture [5,
18, 19] was identified, in line with the museum’s
role and interest to document intangible cultural
heritage in the form of life stories among older
Peranakan generations for future generations.

The research project was conducted in 2 phases:
(1) the first phase involved the design and devel-
opment of a basic interactive mural as proof of
concept, and (2) then a more advanced prototype
version with additional features was developed. The

Fig. 1. Interactive mural prototype
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content of the interactive mural highlighted the stories of the Peranakan people where
they talked about their ancestry roots and cultural history. As culture can be sustained by
constant practice [20], the interactive mural, built on IoT technology allows visitors to
listen and connect to life stories crowdsourced among Peranakan people, even of those
whom may have moved away from Malacca to different parts of the country or world.
This technique is vital to preserve the intangible heritage of the Peranakan culture.

The physical design of the basic prototype of interactive mural consists of visuals
printed on a big foam board (Fig. 1). Touch sensitive points on the board were created
using conductive paint [21]. The touch points were connected to a Bare Conductive
touch board which is a variant of Arduino [22, 23] using cables, with all hardware
hidden at the back of the board. Then, users can listen to the crowdsourced audio
stories upon touching the touch points. This basic prototype was initially trialled in a
public exhibition at the museum by 20 participants of different ethnic groups including
2 children below the age of 12. Positive feedback was gathered whereby all participants
lauded the idea of an online platform for people to upload and share their life stories
through the web and the majority of them (80%) preferred the interactive mural, as an
unobtrusive exhibit compared to a touch screen exhibit. There was also some high
degree of success (85%) in getting participants to experience cultural reflections.
However, a few participants recommended adding more indication to show that it is an
interactive exhibit, for example, using a more prominent sign. It was observed that the
level of user engagement with the exhibit could be further improved.

As such, the second iteration of the interactive mural involved digital projection
directly onto the board surface for additional visual output in correspondence with
associated audio stories. For example, the projector projects vibrant illustrations onto
areas of board that is empty except for some objects pre-painted with conductive paint.
This allows the background scene to be changed depending on the audio story from
which category of Peranakan ethnicities – Kristang, Chitty, Chinese, Baba Nyonya and
others/mix it has been selected and playing from. The second iteration also features
usage of IoT to download new audio files from the server to the mural (Fig. 2).

Fig. 2. Welcome screen and one of the ethnic group (during trial) of the final product
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3.2 Project Implementation

We had developed the interactive mural for public interaction and a website for users to
submit their own online stories as a crowdsourcing method. The interactive mural uses
a Raspberry Pi 3 [24] which is equivalent to a mini computer and a Bare Conductive
PiCap adapter that attaches to the Raspberry Pi 3 to allow touch input. It is coded via
Python and provides audio for the interactive mural through the PyGame library
(Fig. 3). The graphical interfaces that are projected by the projector are designed via
Adobe Illustrator.

The website is coded via WordPress [25] on the Baba Nyonya Heritage Museum
domain with the aid of a CPanel server. It allows users to submit their own audio stories
which the Raspberry Pi 3 can periodically download through Wi-Fi connection and
play through the interactive mural, allowing the content to be crowdsourced and
dynamic (Fig. 4).

Fig. 3. Snippet of code (dictionary definition in Python and one of its sample function)

Fig. 4. Webpage for users to upload their audio stories
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4 Evaluation

4.1 Participants

To evaluate the final interactive mural, a public user trial was conducted at the Baba
Nyonya Heritage Museum over the course of three days. In total, 25 participants
participated in the survey. About 30% of the participants were children (accompanied
by adults). About 25% of the participants were tourists from another country.

4.2 Methodology

After signing the consent form and having received a brief explanation about the
exhibit, the participants were free to explore and interact with the interactive mural. No
assistance was provided at the beginning unless requested or required. Participants
were also allowed to look at the back of the interactive mural to get an idea of how it
works. At the end of the experience, questionnaires were administered to the partici-
pants to gain feedback on the usability of the interactive mural and to determine how
well it supports cultural reflection. It is not simply enough to make invisible stories
visible. As the interactive system aims to promote personal and social transformation
through reflection, we were interested to gain evidence on whether, for example, by
listening to a life story, participants could feel, to understand and to experience another
existence - to realise how much of the other could be inside themselves and how much
of themselves could be in the other. In order to evaluate these, direct user observations
were also made on how participants interact with the exhibit along with video
recordings of it. Other than questionnaires, interviews were conducted for some par-
ticipants who were willing to share more.

5 Results

5.1 Results of Survey on Usability Aspects

Based on the results of questionnaire in relation to the usability of the interactive mural,
a summary of key findings is as found below:

• When asked if participants prefer touch screen exhibits or the interactive mural,
48% of the participants preferred the interactive mural compared to a touch screen
and another 48% preferred both.

• When asked if the interactive mural is engaging enough to catch and retain their
attention, a high majority of participants (84%) agreed.

• When asked if the audio stories were interesting enough to hold their attentions, all
the participants agreed by giving a score of 5 out of 10 or more.

• On evaluating the educational value of the interactive mural, more than half the
participants strongly agree giving a score of 9 or 10 out of 10.

Through interviews and user observations, it was found that the projector placed
directly in front of the interactive mural presented a usability issue when participants
tended to stand in front of the exhibit blocking the line of light projection. We foresee
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this could be easily improved by using short-throw projector mounted from the ceiling.
There were also issues with language compatibility as many visitors to the museum
were non-English speaking tourists, thus could not participate in the trial.

5.2 Results of Analysis

Based on the results obtained from both user trials, further analysis of the data is done
to gain more valuable insights. The results of data analysis are classified into several
categories which will be explored below.

Age Group
The interactive mural is not limited to any specific age groups. However, it was
observed that children usually tend to lose interest in the audio stories before they end,
suggesting that current content needs to be modified to suit younger children. This
might be in the form of shorter audio clips or accompanied with animations.

Cultural Reflection
In response to the survey question on the level participants experienced cultural
reflection when interacting with the content on a scale of 1 (very low) to 10 (very high),
the average scores given by participants were 7.15 and 7.2 out of 10 for the basic and
advanced prototype respectively. The consistent results suggest the effectiveness of
using real peoples’ stories as intangible heritage content for supporting reflection.
However, it is important to note the quality of the audio stories are vital as well and
must be moderated when users upload to the internet which was not done in this
research.

Crowdsourcing
Most people supported the idea of having the audio stories crowdsourced as it was said
to provide a personal touch and more intimate connection with the listener. Participants
liked that the stories were crowdsourced although the sample size of content (6
crowdsourced audio stories) for this research project is minimal. However, it is unsure
of how many people would participate in contributing to the audio stories, as this
would require marketing strategies to engage online users, which is outside the scope of
current research.

Ambience Noise
There were many complaints about audio volume especially in the prototype where it
was near a busy street. The final interactive mural has improved ambience and a louder
volume but some participants still found it hard to hear the audio stories especially
when there were many people around. Potential solutions to the problem include to
provide headphones or earbuds in addition to the speaker or to implement usage of
directional speakers.

Educational Value
Most of the participants were interested to know how the technology works, for
example by looking behind the board. The majority of them appreciated a tutorial
functionality explaining how the conductive pain works by interacting with the

576 W.H. Lo and K.H. Ng



interactive mural directly (rather than on paper). Mostly, younger children tend to be
more interested to learn about the technology rather than the educational content.

6 Discussion

Throughout the process of developing and testing the interactive mural, it is evident
that although the overall interactive visitor experience was positive, it lacked certain
level of immersion. Having reflected on the design process, findings and current lit-
erature on how to design immersive technologies [26], we synthesised lessons learned
into a design framework for understanding and planning the design and development of
similar interactive exhibit. Firstly, future designers should consider three important
design aspects to create an engaging user experience: (1) Balancing physical and digital
interactions to support natural user interactions, (2) Creating multisensory input/output
interactions, and (3) Increasing the level of immersion.

As shown in Fig. 5, one of the design considerations is to determine the physical
and/or digital technology to be used to achieve earlier defined design goals. In this
project, a tangible exhibit was developed for visitors to experience audio stories where
users could touch the electric paint and get audio and visual feedback. It could be a
completely virtual experience such as virtual reality (VR), a physical exhibit such as a
physical simulator or a mix of both physical and digital technologies to create a mixed
reality application. Our results showed that an interactive exhibit that is able to support
natural user interaction will better catch and retain the attention of users.

Fig. 5. Design guidelines for interactive exhibits based on immersive interaction design [26]
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The method of interaction is another design aspect that will affect the immersion
level to a certain extend. During the user trials of the interactive mural, it was observed
that visitors enjoyed physically interacting with the exhibit. When the interactive mural
was improved with output digital projections, users especially children became even
more fascinated by the unobtrusive technology and seeing the digital projections
changed when touched. As such, we believe that multisensory interactions could fur-
ther increase user engagement and may be achieved through the use of scent, physical
movements of body, touching, hearing of sound and seeing. It is also possible to
include taste as an interaction method, though less popular and developed. It can be
anticipated that with increased active interactions, to include physical discovery such as
turning of handles and opening flaps/boxes to reveal additional information, users will
feel more engaged and have improved user experience.

The final design aspect is the immersion level, which we have stated can be affected
by the amount and quality of interaction. More sensory usually means a better
immersion but the quality counts as well [26], for example a well written story may be
more immersive than a low-quality animation or VR. The other factors affecting
immersion are our imagination and cognitive challenges. By using scenarios and set-
tings where user uses their imagination and explore their feelings, better learning and
understanding ensues [27]. The interactive mural does provide audio stories for lis-
teners to imagine being in another’s shoe, but it highly depends on the audio content.
With addition of more images or animation, we postulate more could be felt and
imagined by the users, further stimulating the reflective experience. Challenges could
also be posed as part of an interactive surface design to encourage users to think of
solutions and make decisions, allowing stronger engagement with the content.

In summary, designing for a high level of immersion in the user experience of a
surface-based exhibit is essential. A combination of physical/digital technology, mul-
tisensory feedback and suitable immersive method and content will determine the level
of success of an interactive exhibit. The interactive mural managed to fair well but
could be improved further through future work.

7 Future Work

The first thing that can be improved is the overall physical quality of the interactive
mural. It is vital that the interactive mural can handle daily interaction without much
degradation in quality. This translates to the need to use better material such as canvas,
directional speakers for optimal sound quality and ultra-short throw projector for a
better viewing experience. This plays an important part in creating immersion as
quality of aesthetic promotes extended user interactions.

Based on participant feedback, it was found that crowdsourced content seems to be
favourable and valuable in invoking memories and/or reflections among visitors. Due
to time limitations, a more comprehensive trial on crowd sourcing could not be done.
With that said, all current stories were crowdsourced from contacts with the Baba
Nyonya Heritage Museum. Future works may include a longitudinal study and to
explore on the effectiveness and guidelines for crowdsourcing content such as how to
control and review crowdsourced content. For example, any content that contains
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inappropriate languages can be filtered out via a speech recognition program to
semi-automate and shorten the review process. The rest of the remainder audio stories
could then be manually reviewed by a reviewer to ensure it is of appropriate content
and of utmost audio quality.

Finally, with certain modifications to the interactive mural, more possibilities of
interaction could be achieved. For example, using objects coated with conductive paint
to interact with the interactive mural could have diverse interactivity. The interactive
mural could turn into a map where users “drive” a toy car coated with electric paint and
triggers event as they pass through the landmarks on the map.

8 Conclusion

In conclusion, the project contributes towards understanding how IoT technologies
may use to collect and make public intangible cultural heritage stories. It provided a
prototype demonstrator in the form of an interactive mural which was trialled in a series
of public user trials. Our findings show the potential of interactive mural to enhance
visiting experience in museums and most importantly, invoke reflections among visi-
tors by using crowdsourced life stories collected through the web. We have sum-
marised the lessons learned from the design and evaluation process as a design
framework enabling the visual informatics and wider HCI community to understand the
opportunities as well as gaps that need to be addressed in designing immersive museum
exhibits to preserve intangible cultural heritage. The design framework allows
designers to look at the design space in a holistic manner in order to seek solutions that
will engage users deeply.

When an interactive exhibit supports a high level of user immersion, the knowledge
content and transformative message to be reflected upon by users can be easily done.
The crowdsourcing method could provide more diverse content with different point of
views. In addition to that, an increasing number research in the field of digitalisation of
intangible heritage would also greatly benefit the community and promote an under-
standing of a shared culture among the people.

Acknowledgments. We would like to thank Ms. Melissa Chan from the Baba Nyonya Heritage
Museum for allowing us to conduct the evaluation study at the museum and for supporting this
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Abstract. The use of signifiers, commonly known as affordances, in designing
an interface should be given a careful attention since signifiers have been poorly
applied especially for large multitouch display. The huge interactional space
creates a challenge to the design process. This paper investigates visual object
interface signifiers of museum application for a large display in order to support
navigation. A user study was conducted with ten of participants interacting with
the museum interface, running on a Microsoft SUR40 tabletop. The study
findings revealed information on (i) suitable signifiers for a large display and,
(ii) features of visible object interface signifiers. Among the suitable signifiers
for navigation in the environment are arrow, text or numbers, menu button, and
floor map. These findings could be useful for the development of museum
interfaces on a large display.

Keywords: Virtual museum � Design interface � Signifier � Affordance �
Multitouch tabletop display � Navigation

1 Introduction

Signifier is a term used by researchers to refer to a perceivable signal of the input
interaction in designing an interface. The term was recently introduced as previously
the term “affordance” was used instead. The term affordance has been heavily criticized
because it generates confusion [1] to the virtual world as it is more likely applied for
physical control such as door knob and handle rather than for touch devices [2].

Figure 1 shows the transition of the term used in referring the important element in
designing interface from affordance to signifier. Affordance is a relationship between
specific agents with the object where the agent shall apply possible actions towards the
object. It is natural and simply existed where it does not have to be perceivable when it
is first introduced by Gibson. After some time, the term was reintroduced by Don
Norman but he introduced the term into the design which he was actually referring the
term of perceivable affordance. However, many academic scholars misused the term
and become confused when it comes to writing an article about the term [3]. Con-
sidering the confusion issued, he suggested the term to be replaced by signifier which
he briefly provided difference between the two terms affordance and signifier.
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Affordance in the virtual world refers to any possibilities of action that people explore
while signifier refers to signs or perceptible signal of actions that can be done through
the discovered possibilities. From this point onwards the term signifier will be used
instead of affordance.

Signifier is considered as a critical item in designing interface because it will ensure
a user will handle the device properly and allow interaction to happen. The signifier is a
core element needed in designing interface where good signifiers can actually keep the
users’ focus on learning while weak interface design could affect the learning by
lagging the progress, causing complication and problem in navigating the interface.
There are few common signifiers likely used by users; that are a clickable buttons,
underlined text signals [4] and arrows as navigation for the users to interact with the
surface [5].

Past research did cover the aspect of signifier but its characteristics has not been
fully understood. This leads to the misuse of the term and confusion among
researchers. The main element covered by a signifier is the touch ability part which is
the main signifier for the touch technology. Meanwhile, the signifier most researchers
explored on are the text and menu buttons. Since signifiers are poorly done with
multitouch devices [2] and the main focus of this research is to investigate the signi-
fiers, it shows that there are still a lot of signifiers that can be further explored such as
arrow signs for navigation and numbers for labeling. These signs and labels are the
mapping tools that have been claimed as important in the design and layout of controls
and display [5]. Hence, this concludes the need to investigate further on visible object
interface signifiers.

In this paper, visible object interface signifier will be identified in designing a
virtual museum interface of a large display i.e. a multitouch tabletop. This device
supports a more “fluid” collaborative interaction [6] but its large display poses a more
challenging task to designers as the device involves large interactional space. In order
to investigate on the interface signifier, several sections have been structured as fol-
lows. Section 1 presents the concept of signifier. This is followed by Sect. 2 that
describes the relationship between interaction and interface, particularly those
involving multitouch tabletop surface. Section 3 presents the existing related work on
object interface signifier used for navigation. Section 4 describes the methods used in
the study while Sect. 5 presents the findings and discusses the work in relation to
interfaces for museum environments. Section 6 concludes the paper.

Affordance Signifier

Fig. 1. Transition of term signifier
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2 Literature Review

2.1 Interaction and Interface

In the virtual world, interaction design is an element that linked to the interface when it
comes to interaction design. Interaction design is regarding how the product affect the
way people work [1]. It is important to have a good interactive design as it could affect
the process of learning, the efficiency of the interface and experience gain by users. As
a designer, it is essential to follow basic principles of interaction design in producing a
satisfying interaction between the user and the surface. Among the activities of the
interaction design that need to be looked at are establishing requirement design,
designing alternatives that meet the requirements, prototyping the alternative design
and evaluating the developed prototype [2].

In establishing the requirements, a designer should know the target users and type
of support an interactive product could equip. These are the fundamental step to a
user-centered approach which forms the foundation of the product’s necessity and
supports the development. Besides target users and type of support that should be
recognized, the form factor of the product, the basic posture of a product and the input
method of the system should be considered as well [3]. Defining a form factor of a
product is to know the hardware and software involved. For example, will the web
application be displayed on a high-resolution screen? Or a phone need to be small and
visible in dark and bright environment? A basic posture is the user’s attention devote
while interacting with the product and the product respond towards the devoted
attention given. The input method is how the users will interact with the product, is it
using a keyboard? Or is it by touching?

Designing the alternatives can be divided into two parts which are conceptual
design and concrete design. The conceptual design part usually involves the conceptual
model created for the product as the conceptual model is able to plan the user’s
activities by understanding how to interact with the product. The concrete design
consists of details at every aspect of the product including the colors, sounds, images to
use, menu design and icon design [2]. When it comes to the development of an
interface, there are basic questions a designer should ask themselves before developing
an interface, such as what do I want to accomplish? What are the alternative action
sequences? What action can I do now? How do I do it? What happened? What does it
mean? Is this okay? Have I accomplished my goal? According to [4], to ensure the
questions are answered, a designer should concern to these seven aspects; discover-
ability, feedback, conceptual models, signifiers in the real world and virtual world,
mapping and constraints.

A discoverability of the function should be perceivable and obvious for the users to
determine the possible action applied for the interface. Feedback is the respond and
information obtained after an action is executed that is used to improve the perfor-
mance of the previous interface for the better. A conceptual model design all the
information needed to improve the interface design, signifiers should be included as
they are necessary elements that assure discoverability and feedback well interact. They
are signs which reveals possible action that can be done on the interface. Mapping is
related to the connection among controls and their impacts while constraints are
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equipped with guides action in using the interface [4]. Lastly, evaluating activity that
identifies the usability and acceptability of the signifiers to be used in the future which
is measured based on various criteria.

2.2 Multi Touch Tabletop Surface

Touch devices have been widely used and became part of our life due to its
user-friendly aspect, attractive design and other beneficial reasons. The ordinary touch
screen is only a visual display with a screen that sensitive to single pressure or touch.
As technology advanced, a multitouch idea has been introduced that brought great
excitement to the field and because of that people keep getting a new sight of making
such multi-touch surface through Frustrated Total Internal Reflection (FTIR) technol-
ogy [5]. The user is able to communicate with a system with more than one finger at a
time over multi-touch sensing, as in chording and bi-manual operations. Such sensing
devices are inherently capable to accommodate multiple users simultaneously, which is
especially advantageous for larger shared-display systems such as interactive walls and
tabletops [5].

Multi touch tabletop has been widely used in the various fields due to its ability to
bring great advantages to the users. Multi touch tabletop is an interactive horizontal
display that allows multiple users to interact while content is displayed on the table [6].
This technology is somewhat new in human computer interaction which is one of the
post-WIMP (Window, Icon, Menu, and Pointer) technologies which acknowledge
being natural and perceptive that equips flexible collaboration. Its large display affords
with a shared surface that support communication among co-located users. [7]. The
elements that multi touch tabletop have due to its large size of display and its inter-
action is suitable for exhibition and learning purposes.

Concerning the size of the display, the large surface provides huge communication
space that supports fluid activities of collaborative interaction [8]. Fluid activities are
related to facilitating the transition process among the activities on the interface. For
example, there are two to more activities at one time such as painting, writing and
browsing, hence universal input device for all tabletop activities would make transi-
tioning between activities smoother [9]. As the large display is able to smoothen the
switching between the activities, it is also effective in supporting the information
organization activities in the aspect of context-alertness, privacy and content relevance,
and spontaneous and casual communication approach [10].

3 Related Work

As signifiers are a fundamentally an important element in a design, having them for
navigation helps the user to disclose the sign and obtain the feedback that is well
related and comprehensible [4]. Table 1 presented the effort done by researchers in the
domain of museum application in relation to signifiers used for navigation. The focus
of work ranging from broad issues such as issues that need to be considered when it
comes to digitizing information for the virtual museum to a specific topic that involves
browsing museum images on the tabletop.
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All work included in Table 1 involves navigation in terms of moving around in the
environment of the virtual museum. This includes navigation to find information, to
browse specific image, and how two or more people interact with one another on the
large display when finding the information and browsing the image.

The work presented has claimed that visible object interface signifiers did improve
the performance of the user’s interaction with the multi touch display. Signifiers help
users to navigate the interface where menu button used to ease the users in facilitating
the surface [6]. All the recorded works use a variety of signifiers in navigating the
interface. Among the signifiers used are menu buttons [6, 14], images [6, 11, 14], floor
maps [13] and text [12–14].

However, the signifiers used have their limitation that causes users to face diffi-
culties while performing a certain task. Limitations include absence of obvious signifier
to signify the necessary information [11], hard to discover the rotation, flick and resize
gesture [6], unclear signifier to perform required actions [12], limited signifier used in
navigating the interface [13] and less obvious signifiers [14]. These limitation of listed
signifiers lead users to unable to perform required actions or notify the users of
important information. Thus the existing work is still lacking in terms of certain
features to signify the signifier on a large display.

4 Methodology

The objective of the study is to investigate the features related to signifiers that could be
extracted from an existing museum application on a large display.

(i) Participants

Ten students (7 male, and 3 female) participated in this study. The participants were
between 18 to 34 years old. All the participants were from Computer and Information

Table 1. Focus of museum application in relation to signifier used for navigation

Focus of work List of signifiers or
characteristics of
signifiers

Limitation Authors

Virtual museums, a survey and some issues for
consideration

!Text
!Photo

• No obvious signifier to signify
the important information

• Styliani
et al.
[11]

Multi-touch tables for exploring heritage content
in public space

!Menu button
!Size, rotation, and
position of the image

• Difficult to discover the rotate,
flick and resize gesture

• No reset button to clear the messy
or scattered image.

• Creed
et al.
[6]

Embodied interpretation: Gesture, social
interaction, and meaning making in a national art
museum

!Text
!Images

• An unclear signifier that causes
the users unable to perform
required actions

• Steier
et al.
[12]

The development of an e-museum for
contemporary arts

!Floor map • Limited signifier used in
navigating the interface

• Patias
et al.
[13]

Browsing museum image collections on a
multi-touch table

!Small text
!Icon button

• An unclear signifier that causes
the users unable to perform a
specific task

• Ciocca
et al.
[14]

586 F. Mohammad Shuhaili et al.



Sciences Department, Universiti Teknologi PETRONAS who use a computer on daily
basis and have experience using touch-operated devices. However, some of the par-
ticipants (40%) had no prior experience with the interactive tabletop.

(ii) Questionnaire survey

Before conducting the study, the participants were asked some questions about their
experience in visiting the museum and on using the multi touch tabletop surface. The
survey took about five minutes; participants filled the survey form. There are a total of
nine questions that were divided into two parts. Six questions for Part 1 and three
questions for Part 2 were designed to observe experienced participants and inexperi-
enced participants in giving out opinion at the end of the study.

(iii) An example of the interface use

Figure 2 is an example of the museum interface used for the preliminary study where
there are four sections on it that are; time tunnel, dagger gallery, J.W.W Birch murder,
and buildings surrounding the museum. These four sections are the information
available at the Pasir Salak Museum.

(iv) Research procedure

The study was conducted in a virtual reality laboratory of one postgraduate room for
about two weeks. All ten students were divided into five small groups (i.e. with two
students in each group) at the beginning of the study and each group did the study one
at a time. All of them were briefly explained about Microsoft SUR40 tabletop surface
used in the study, and the purpose of conducting the study. There are four sections
regarding Pasir Salak museum which the participants need to perform interaction with
the system and complete specific task alternately for each section. After two minutes of
studying one section, the participants were invited to answer two to three simple quiz
together related to the section they just explored. After completing the task, they have
to continue and complete the next section. This activity was repeated until the par-
ticipants completed all four sections. Before doing the study, the participants have been

Fig. 2. Top view of museum’s interface design for preliminary study
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given a short practice with the multitouch table top (around 5 min) so that participants
could get acquainted and experienced with the device. Participants were able to begin
the collaborative task after we got their confirmation about their familiarities with the
system and able to perform the collaborative task. Each group was given 40 min to
complete the task. After performing the study, the participant will present their sense
and response toward the multi touch digital tabletop through the questions asked. All
collected data were then analysed.

(v) Interviews

All participants were interviewed to observe their opinion and preference towards the
features of signifiers used during the study. Participants were asked open-ended
questions about their experience navigating the surface and opinion about the features
of signifiers on the task performed.

5 Result and Discussion

5.1 Questionnaire Survey

This section discusses the result and findings of the background survey obtained before
allowing the participants to interact with the multitouch tabletop. Based on the survey
conducted, it can be concluded that all ten respondents have experience and exposure
towards the museum environment. However, none of the respondents have visited Pasir
Salak’s museum and thus shows the participants were not familiar with Pasir Salak
museum. Art museum and history museum are popular among participants to visit.
Among the reasons for visiting the museum are to gain information of what happened
in the past, interested in sculpture, to gain experience, for a school visit and for fun.
Usually, a museum has its own official website as a platform to disseminate information
and eight from ten participants found that website did give them useful information
while the other disagree with it. The reason they disagreed was that sometimes the
information displayed on the website is not up to date and too general for them to
understand. Somehow, if given a choice, the majority of them prefer to visit and
experience themselves a visit to the museum.

On the other hand, all of the participants have experience in using touch screen
devices. Among the devices are a smartphone, tablet, multitouch tabletop, computer
and ATM machine. Lastly, related to user’s involvement in using multitouch tabletop,
only 40% of them have experienced it while 60% of them have no idea about multi-
touch tabletop.

5.2 A Set of Suitable Object Interface Signifier

Table 2 presents the findings of determining suitable visible object interface signifier.
These are the signifiers that have been mentioned by the respondents to be included in
the interface in order for them to navigate the interface. As listed above, the signifiers
are arrow, text or number, menu button, and floor maps. A signifier can be words, a
graphical illustration or any sign that unambiguous [4]. To navigate an interface, it is
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important to have more signifiers that provide signs to the user of possible actions that
can be applied when interacting with the interface. Lack of signifier is a real drawback
towards the interface as it causes lack of discoverability by the users for possible action.
In navigating the interface during the study, solving the assigned task will be hard if
there is no proper label; text or a number (R1 & R2), arrow and any possible sign to
navigate (R1). The respondent also suggested to include a floor map into the interface
for better direction to the museum. If floor map is included in the interface, the users
can get a clearer picture of the real museum without the need to go there (R3 & R5).
Navigating an interface must have text or iconic labels to make sense and users can rely
on their instinct or intuition to solve the task [15]. Creating more menu buttons and
give a meaningful interpretation on them is really necessary to give users direction
while interacting with the surface (R1 & R7).

Having a menu button on an interface is necessary as good signifiers are able to
keep users focused on learning rather than learning to operate the interface [16].

5.3 Features of Object Interface Signifier

Table 3 displays the findings in determining the characteristic of visible object signi-
fier. The three characteristics listed above are the criteria mentioned by the respondents
that should have been in the signifiers to make the signal more visible. The respondents
said that to pay attention on the size of the arrows, menu buttons or any signifier later
(R1) and labeling to improve the user’s performance (R1 & R2). Colors also help the
users to explain what a signifier might do (R9 & R10). This is because the color will
change when the users want to click or clicked a button. These characteristics are
believed to support the navigation on the interface since the signifiers become visible
and perceivable when these characteristics are included. A signifier should be per-
ceivable, else they will fail to serve its function. It also should be loud and bright
enough to be realized as it could attract attention and also deliver information about the
nature of the event that is signified. Lack of these criteria will lead to lack of dis-
coverability, thus it might become a drawback of the design [4].

Table 2. Analysis of suitable object interface signifier

Signifiers Respondents

• Arrow ➢ R1
• Text or number ➢ R1, R2
• Menu button ➢ R1, R7
• Floor map ➢ R3, R5

Table 3. Analysis of visible object interface signifier

Characteristics of signifiers Respondents

• Size ➢ R1
• Labelling ➢ R1, R2
• Color ➢ R9, R10
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6 Conclusion

A poorly design interface might frustrate users when navigating an environment. This
could be addressed by integrating appropriate visible object interface signifiers into the
design. This study has investigated the characteristics of visible object interface sig-
nifier used in designing virtual museum interface of a large display. Previous studies
have included the concept of signifiers when designing the interface but the researchers
probably were not aware of it. This situation happened due to the confusion of the term
affordance and its application into design practice. Thus, in the earlier part of this paper,
an introduction of the transition from affordance to signifier was presented. However,
without an in depth studies on signifiers, the learning process could be delayed and
causes difficulties in navigating the environment. This had led to the need of con-
ducting this research. The study was conducted with ten participants to investigate their
performance of collaborative learning using multi touch tabletop in order to help
identifying suitable visible object interface signifier in supporting the interaction. The
participants in the study have highlighted the visible signifiers that should be imple-
mented in the virtual museum interface. Arrow is one of the visible signifiers men-
tioned. Other signifiers include text or numbers, menu buttons, and floor maps.

Future work will include finding a list of characteristics for visible object interface
signifier for multitouch tabletop as they significantly help the signifiers become visible.
This list will then be integrated into a museum interface.

Acknowledgements. We would like to thank our study participants for their participations in
the study. This research was supported by funding from Universiti Teknologi PETRONAS.
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Abstract. The learning process for the visually impaired students (VIS) is
complicated because they are unable to get visual information. A lot of chal-
lenges and problems these VIS are facing to get education, especially in
studying Mathematics. As a developing country, Bangladesh cannot afford for
the costly Mathematics learning tools for VIS. The objective of this study is to
analyze the current scenarios of learning Mathematics in different types of blind
schools in Bangladesh. A survey is conducted in all three types of schools in
order to achieve the objective. The survey was based on questionnaire com-
prising questions related to Mathematics learning, examination methods and
learning difficulties. Survey results shows that they follow Braille system for
reading and writing; however, they cannot write in Braille in the final exami-
nation. Taylor frame and abacus are the only options for counting numbers. This
paper also tries to propose some key points to improve the current Mathematics
learning process for the blind students.

1 Introduction

Disable community are considered the world’s largest minority group. Approximately
650 million (10% of the world’s population) people live with at least one disability [1].
Among them, a large portion (nearly 285 million) is visually impaired [2]. Approxi-
mately, 39 million of them are blind and rests are suffering from low vision. The
developing world contains the largest portion of this visually impaired population,
which is 90% [2]. Bangladesh is a low-income country with nearly 19.6% physically
challenged people having at least one disability [3]. Approximately 750,000 people are
visually impaired in Bangladesh [4]. The country has approximately 341,819 VI
children in the 6–11 age group, which is about 19.7% of all disabled children in this
age group [5].

According to UNESCO, almost 90% disable children in developing countries do
not get the opportunity to attend school [1]. Additionally, lack of suitable technological
tools and insufficient number of Special school are the two major challenges VI
children of developing countries are facing. Bangladesh also struggles with rampant
illiteracy along with a lot of people with different types of physical disabilities. The
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literacy rate is quite low (57.7%) in this country, which demands for ensuring education
for all regardless of their disabilities [6, 7].

Visually impaired students (VIS) only depend on their touch and haring in their
formal education. Braille is the universal method followed in visually impaired peo-
ple’s academia. Many Braille based technologies and methods have been introduced
for studying mathematics throughout the world until now. However, VIS still facing
many difficulties in studying mathematics specially while calculating the numbers
manually. They cannot use calculators like the sighted children. Talking calculator and
advanced technological devices are available nowadays in many countries of the world
to assist VIS in learning mathematics and science. Bangladesh could not provide
mathematics and science related education in tertiary level due to the lack of such
assistive technologies for learning mathematics and science. However, VIS have to
study mathematics in primary and secondary education and they face many difficulties
while studying the subject. In order to know and understand the current scenario in
mathematics education in primary and secondary schools for blinds, a survey is con-
ducted. This paper presents the survey results as well as proposes some recommen-
dations to elevate the current condition. The article also discuss about the accessible
technologies for mathematics learning that can be implemented in the educational
sector for them in Bangladesh.

2 Education for VIS in Bangladesh

Three types of education systems for the children with special needs are available in
Bangladesh; namely special, integrated and inclusive education systems [8].

2.1 Special School

Special schools provide education only to students with learning difficulties and
physical disabilities. These schools are situated in the 5 major divisional cities of the
country. These special schools provide students an education in the Braille system.
The MOSW is presently working to develop these schools and upgrade those to high
school level [8].

2.2 Integrated School

Integrated Schools has been started in 1974 to provide education for VI children along
with sighted children [8]. The program was established by the Department of Social
Services (DSS). 47 units were established at the beginning; however, currently 64 are
running in selected secondary schools in 64 districts. VI students are taught using
Braille system in these schools.

2.3 Inclusive School

Inclusive schools were established to accommodate students with any type of dis-
ability. In inclusion schools, every student is treated equally regardless of their ethnic
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and cultural backgrounds, abilities, gender, age, religion, beliefs and behavior [9, 10].
The government has started to implement inclusive education in primary level of
education from 2003. However, the progress of this program is not satisfactory due to
the lack of necessary content related to disabilities; lack of skilled and trained teachers,
etc [11].

3 Current Scenarios of Mathematics Education
in Bangladesh

To analyze the present scenario, four blind schools in Bangladesh were visited to
identify the challenges that blind students face, their needs and expectations. The
survey was done through questionnaires with eight teachers (5 blind and 3 sighted) who
are teaching the blind students in the schools. During this survey the questions were
read one by one to the respondents and answers were recorded as some of them were
blind. Summary of the questionnaires are given below in Fig. 1.

All the questions of the questionnaire are arranged in such a way that it can be able
to find out all basic information of the three criteria including learning method, math
learning, exam methods and learning difficulties. Teachers responded that the tradi-
tional slate and stylus remain the only option for students to learn Braille. Additionally,
beginners learn numbers and counting by using Taylor Mathematical Slate and still
secondary schools use Abacus for counting (Table 1). Due to the unavailable resource
they are deprived of science education in Bangladesh. In college and university level
they only study those subjects that they can memorize. However, the teachers added
that blind students are very curious to know about science subjects. Summary of the
response by the participants are given below in Table 1.

Fig. 1. Summary of survey questionnaire.
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4 Available Mathematics Learning Technologies for VIS

4.1 Mathematics Learning Tools Used in Bangladesh

Taylor Mathematical Slate
In mid 19th century Rev. William Taylor developed this device to teach mathematics to
the VIS. The Taylor Mathematical Slate consisted of an aluminum frame and a set of
metal pegs or type with the patterns. The frame has rows of opening each set out as an
eight pointed star. The pegs could therefore be placed in the frame in one of eight
orientations which could be used to represent numbers, letters or signs. Math can be
composed in linear, vertical or in algebraic notation. Figure 2 shows a Taylor math-
ematical slate and corresponding algebraic notation.

Abacus
It is a device used by visually impaired children for doing basic mathematical calcu-
lations. Abacus is rectangular in shape. Abacuses with varied columns are used in
different countries. This instructional material is written specifically for the abacus with
15 columns. The common operations for this abacus are same with those of the

Table 1. Summary of responses from questionnaire survey.

Schools Math
learning

Exam methods Learning difficulties

Special • Using
Taylor
frame

• UEB
• Taylor
frame &
Abacus

• School exam- Slate
& stylus; Board
exam- writer

• School exam- Slate &
stylus

• They cannot draw;
just don’t answer the
questions

• Mathematics, because no calculator
or any other technological tools

• Talking Calculator or any other tools

Integrated • Using
Abacus

• UEB
• Taylor
frame &
Abacus

• School exam- Slate
& stylus; Board
exam- writer

• School exam- Slate &
stylus

• Cannot answer the
question as cannot
draw

• Mathematics, because no
technological tools and lack of
efficient and trained teachers

• Special Calculators or any
technological tools

Inclusive • Using
Taylor
frame

• UEB
• Taylor
frame &
Abacus

• School exam- Slate
& stylus; Board
exam- writer

• School exam- Slate &
stylus

• They cannot draw
and don’t answer the
questions

• Science especially Math, because no
calculator or other technological tools
for science learning

• Talking Calculator or any other three
dimensional models
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abacuses with fewer columns, but the number of columns matters especially when
fraction problems are solved. Figure 3 shows a typical abacus.

4.2 Mathematics Learning Tools Available Throughout the World

Math based Braille technological tools are very limited. However, a range of Techno-
logical initiatives and interventions have been introduced all over world to solve the
problems and the issues associated with visual impairment and the people affected by it.

Fig. 2. (a) Taylor mathematical slate; (b) Algebraic notation.

Fig. 3. Abacus for mathematical calculations.
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REMathEx
Gaura (2002) developed a system REMathEx to assist blind students to study complex
mathematical expressions [12]. The system uses the combination of the Braille display
and the speech synthesis outputs to provide all the required information about math-
ematical expressions to the visually impaired students.

Automatic Conversions of Mathematical Braille
Moço and Archambault [13] presented a general discussion on the automatic mathe-
matical Braille translations [13]. There are several Braille notations and each Braille
notations has specific rules which make them different than other notations. There are
some rules that increase the difficulty of the translation on the side Braille to main-
stream notation for blind reading. Using simple mathematical formulas, authors
showed few particular rules but not all the specific rules.

ASTER
ASTER is an interactive computing system for writing rules for speaking various parts
of text and mathematics. This system works for audio formatting electronic documents
written in LATEX to produce audio documents. The effective speaking of mathematics
is a key goal of ASTER. It can speak both literary texts and highly technical documents
that contain complex mathematics. In an interactive way, using ASTER, an user can
request any segments of text or mathematics to be spoken using several different
rendering styles [14].

MathPlayer
MathPlayer converts the math into customizable speech or Braille for visually
impaired. It is an add-in to Microsoft Internet Explorer that renders MathML visually
containing a number of features that make mathematical expressions accessible to
people with print-disabilities. MathPlayer integrates with many screen readers
including JAWS and Window-Eyes and also works with a number of Text HELP!’s
learning disabilities products [15].

Lambda
Lambda is a multimodal approach and it is based on 8-dot Braille cells. This means that
nearly all of the Lambda symbols can be represented by a single cell and that there is a
one-to-one correspondence between the Braille cells and the visual symbols. The study
of mathematics is all but precluded to most blind students because of the reliance on
visual notations. The Lambda System is an attempt to overcome this barrier to access
through the development of a linear mathematical notation which can be manipulated
by a multimodal mathematical editor. This provides access through Braille, synthetic
speech and a visual display [16].

Talking Calculator
Figure 4 shows a talking calculator available in the market. It is a calculator used by
visually impaired children for doing basic mathematical calculations. It gives voice
feedback while giving input using any button. It also provides solution through voice
feedback.
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5 Recommendations

Proper use of the existing resources and the implementation of cheap recourses can
contribute for the betterment of the present situation. Interview result represent that
mathematics is the most difficult subject as there is a lack of technological tools to learn
mathematics in this country. Through redesigning the educational infrastructure and
implementing different accessible and affordable technologies, Govt. of Bangladesh
can satisfy both teachers and students of the schools for blind. Figure 5 shows a
strategy implementation model to elevate the current situation in mathematics learning.

5.1 Redesigning Educational Infrastructure

A significant finding in the needs assessment survey was that the blind students cannot
write their board examination paper in Braille. The examiners for both the sighted and
blind students are same. Therefore, they have to take assistance from another sighted
person, who writes on behalf of them. Govt. of Bangladesh should make a separate
educational board for the blind students as their writing method is different. If it is not
possible to have different education board, then under each education board, Govt.

Fig. 4. Talking calculator [Picture taken at the Malaysian Association for Blind].

Fig. 5. Strategy implementation model.
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could make special unit for blind students. In this special unit all the examiner will be
selected from blind schools or any schools where blind students study. Their question
papers and the answer scripts both will be written in Braille. In this case, VIS will have
the opportunity to proof their capabilities.

5.2 Implementation of Different Accessible Technologies

Along with the change in the educational infrastructure, Govt. can adapt some cheap
and developed technologies that VIS are using in other countries. For example, Govt.
can provide cheap Talking Calculator, as shown in above section, that Malaysian blind
schools are using.

Bangladesh Govt. is currently producing DAISY book for the VIS. Along with the
DAISY books, Govt. can recommend MathPlayer as it can easily convert mathematics
book into both customizable speech and Braille format.

Govt. can introduce tactile graphics for the VIS to learn basic geometrical shapes.
TactileView software can be one of the great solutions to produce tactile graphics for
this purpose.

6 Conclusions

Students, who are visually impaired, face many challenges in mathematics education as
they are deprived of most of the available teaching resources. Therefore, no visually
impaired students in Bangladesh are participating in the Science education. Survey
results also indicated that seating in the examinations is a big challenge for them as
accessible assistive technologies are absent. This scenario can be changed by changing
the educational infrastructure together with the implementation of few necessary
accessible assistive technologies.

Acknowledgments. The authors acknowledge the funding provided by Universiti Kebangsaan
Malaysia through the Zamalah Research University scholarship. The authors also acknowledge
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Abstract. It has long been known that museum education has the ability to
motivate and excite visitors whilst providing them with new insights and
experiences. Nevertheless, activities that learning goal, for example, visiting a
museum is found to disinterest, not appealing and give insignificant impact to
children as compared to visiting the amusement park, playground, or even zoo.
Thus, museums are increasingly being equipped with digital and mobile tech-
nologies. The main goal of using technologies is to improve the museum-going
experience for visitors. In this research, we present a study of a museum
interactive quest based on the proposed interaction design model. The study
involves children in the age of 9 to 11 to visit a museum located in Malaysia.
The findings from the study have highlighted the potential of the proposed
interaction model that has affected the children enjoyment and engagement
during the museum visit.

Keywords: Interaction design model � Museum � Children � Collaboration �
User experience

1 Introduction

Nowadays, children have increasing access to television, Internet, video games which
reduce the amount of time they spend on physical and perceptual activities that foster
the children’s cognitive development [1]. In addition, activities that have learning goal,
for example, visiting museum or library is found to disinterest, not appealing and give
insignificant impact to children as compared to visiting the amusement park, play-
ground, or even zoo. Nevertheless, children are often brought by their parents or
teachers to visit the museum to learn about history and artifacts [2]. The museum is an
institution that conserves a collection of artifacts and other objects of scientific, artistic,
cultural, or historical importance and makes them available for public viewing through
exhibits that may be permanent or temporary. Usually, museums do not allow physical
contact with the associated artifacts which makes the children feel boring and hinder
participation from them.

So far, there are many research attempts to explore the adoption of digital and
mobile technologies in many places including the museum. Nowadays museums were
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increasingly equipped with interactive technology to improve the museum visit
experience and learning by providing an active engagement process for children who
come to visit. The Museon in Hague, Netherlands is one example that promotes
interactive and encourages more hands-on approach [3]. The Museon aims to educate
people, in particular children, in such a way that they also enjoy themselves. This is one
way for museums to deal with these challenges to improve the museum-going expe-
rience for children by making children’s visits more dynamic, engaging and enjoyable.

In this work, we describe and demonstrate an interaction design model to enrich
children’s experiences museum visit to promote fun and educational learning. The
model emphases the notion of collaboration, engagement and active participation
between the children throughout the museum tour. The study is conducted in one of the
museums in Malaysia. The remainder of this paper is delivered in six sections. The
Sect. 2 provides a brief literature review of previous works on enriching museum visit.
The Sect. 3 describes the interaction design model and its prototype. The Sect. 4
discusses the experiment procedures and results. The Sect. 5 provides the discussion
and limitations of the research. The Sect. 6 provides concluding remarks.

2 Related Works

The role of museums has shifted from mainly conserve, collect, research, and exhibit
artefacts to institutions that are competitive and popular well compare to the library or
science exhibition [4]. Nowadays, museums strive to make the place more relevant
similar with other activities and cultural centres that focus on both education and
entertainment [5]. Yet, in this increasing technology age, less emphasis has been given
to the roles that museums have as credible sources of information like the history of
war or world heritage [6]. One way for museums to deal with these challenges is to
improve the museum-going experience for children by making the children’s visits
more dynamic, engaging and enjoyable [3]. In addition, social interaction has proven as
an important part of learning [7] and therefore, there are growing interests in museums
to use of technologies to support collaborative interaction between children [2].
Recently, the use of interactive multi-touch tables in museums receives considerable
interest because of it able to facilitates collaborative interactions, open for new tech-
nologies by providing physical space and give access to multiple collocated visitors [8].

For example, Museon has developed PuppyIR a collaborative application using a
multi-touch table that consists of two parts that were used before and after a museum
tour throughout the exhibition space [9]. Touch table interface was found to be suitable
for multi-user simultaneous interaction [10] that promote group interaction and dis-
cussion [11] and facilitate collaboration [12]. The tabletop interface was also found to
be engaging [11] and allowing enjoyable user experience [13] while keeping the
technology in the background. Enjoyment and fun have been found to support and
deepen learning and to facilitate engagement and motivation [14]. The PuppyIR also
developed tools that enable the children to access information about their museum tour
via the internet after their visit at the museum. Another recent work, MuseumScouts
[15] aims to provides learning experiences in different kinds of ways that focused on
knowledge acquisition, transformation, and communication. The work using learner
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centred approach in the museum environment such as interactive multimedia presen-
tation using a range of devices.

3 The Interaction Design Model

The proposed interaction design model relies on an electronic quest that encourages the
children to collaborate, engage and participate actively throughout the museum tours
throughout the museum tour (refers Fig. 1). A prototype application is developed based
on the interaction design model. The prototype was developed on the Android platform
to be deployed on mobile devices e.g. tablet, smart phones.

The prototype is called Museum Quest (MQ). It has three main modules as follows:

a. New Registration. Children need to register before use the system. All the infor-
mation will be kept in the database.

b. Interactive Quest. This module will generate five questions from the database.
c. Check Result. This module shows the result from the quest.

4 The Experiment

The experiment involves pre-test and post-test for one group. A single selected group is
under observation with a careful measurement being done before applying the exper-
imental treatment and then measuring after. The experiment is described in details as
follows:

Fig. 1. Interaction design model of museum visit
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4.1 Location

The Muzium Haiwan dan Mamalia in Putrajaya has been chosen to run the experiment
as it met the criteria of the research where a museum is an educational place that aims
to educate people, in particular children. The museum is a two-storey building with
modern facilities. The ground floor consists of permanent exhibits on mammals of
Malaysia. The first floor has exhibits of insects such as butterflies, stick insects, beetles,
and bats.

4.2 Participants

There were five participants in total, aged between 9 to 11 years old that were in the
same primary school. The participants consist of one female aged 11, and four males
aged 9 to 11 years old. The sample covered the normal range of ability with some of the
children needed help with instructions. All of the children had never used the appli-
cation before but they are a frequent user of tablets or mobile devices with more than
1-year experience. The children have been chosen based on convenience sampling. It is
a non-probability sampling technique where subjects are selected because of their
convenient accessibility and proximity to the researcher. Prior the visit, we have
informed the parents about their children partaking in this study. Letter of consent was
distributed to these parents and submitted to the researcher on the same day of the
educational visit.

4.3 Data Analysis Method

In the experiment, the user experience is measured using the Smileyometer which,
taken from the Fun Toolkit for children by Read and MacFarlane [16]. The Smiley-
ometer was specially designed for children. It is based on a 5-point Likert scale and
uses five smileys (refers Fig. 2). The answers on the Smileyometer were re-coded from
1 (for awful) to 5 (for brilliant). As for the statistical point of view, we are using
Descriptive Statistics describes mean and standard deviation. It can provide simple
summaries about the sample and the measures. The interpretation of mean score is
based on Nunnally and Bernstein [17] as shown in Table 1. For learning effects gained
from the interactive application, we compared the result between before and after
implementation of the application. The results of both quizzes of a paper-based and
mobile device were compared.

Fig. 2. Smileyometer
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4.4 Experiment Procedures

The Pre-test

(i) The pre-test started by buying the entrance ticket and the participants explored
the museum by themselves, monitored by the researcher as shown in Fig. 3(a).

(ii) After the museum tour finished, the participants were given a paper-based pop
quiz as shown in Fig. 3(b), where they need to answer five questions related to
the exhibitions. They were not allowed to discuss the answer among the
participants.

(iii) Finally, pre-questionnaire forms were distributed to the participants. The form
consists of six questions that intend to measures the participants’ enjoyment and
engagement of the museum visit.

The Post-test

(i) The post-test started by distributing the entrance ticket with QRCode that con-
tains a password to access the MQ application. The participants were required to
write their names on the ticket as shown in Fig. 4.

(ii) Next, a mobile device with Internet connection was given to the participants to
access the MQ. They scanned the QRCode from the entrance ticket using the
mobile device and a password was promoted as shown in Fig. 5. Then, they
logged in to the system using the password.

Table 1. Mean interpretation scale by Nunnaly and Bernstein [17]

Mean score Interpretation

1.00–2.00 Strongly disagree
2.01–3.00 Disagree
3.01–4.00 Agree
4.01–5.00 Strongly agree

(a) (b)

Fig. 3. (a) Children exploring the museum (b) Children answering paper-based pop quiz
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(iii) They were allowed to explore the exhibition area freely and looked for the
answer for every question generated by MQ. They could answer the questions
either by themselves or collaborate with their friends as shown in Fig. 6. They
have three tries for each question.

Fig. 4. Children write their name on the ticket

Fig. 5. Children scanning the QRcode using mobile device and a password prompted

Fig. 6. Children collaborating to play the museum quest

606 Z.A. Amran and N. Admodisastro



(iv) After the participants finished answering all the five questions in MQ, the
post-questionnaire forms were distributed to the participants to measures their
enjoyment and engagement when using the application.

4.5 Experiment Results

User Experience. The pre-test results in Table 2 presents the analysis of the children
museum experience while touring the museum and answering the paper-based pop
quiz. The findings showed that majority of the children is strongly agreed (M = 4.200,
SD = 0.830) that it is easy to find all the answer given in the pop quiz. They also
agreed (M = 3.800, SD = 1.090) that the animal hunt is fun. They also agreed that they
prefer to do other activities besides animal hunt (M = 3.200, SD = 0.440), learn new
things (M = 3.800, SD = 0.830), and the activities capture their attention (M = 3.400,
SD = 0.540). In fact, they also agreed that they will come again to the museum
(M = 3.400, SD = 0.890). From the findings, we can conclude that they did enjoy
exploring the museum in traditional ways. However, during the pop quiz, they did not
score well as shown in Fig. 7. This result showed that conventional tour did not give
high impact to the children on the educational values.

The post-test results in Table 3 present the analysis of participants’ user experience
using the MQ. The findings showed that majority of the children is strongly agreed
(M = 4.800, SD = 0.440) that it is easy to find all the answer using the application.
They also agreed (M = 3.400, SD = 0.540) that the animal hunt using the application is
fun. They disagreed that they prefer to do other activities besides the animal hunt while
using the application (M = 3.000, SD = 1.580). This result was contrary during the
pre-test, where they preferred to do other activities than animal hunt. It is shown that
MQ can improve engagement and enjoyment during the museum tour. They also
strongly agreed (M = 4.800, SD = 0.440) that they learn new things during the animal

Table 2. Mean analysis for pre-test

No. Questions Mean Std
deviation

Mean
interpretation

1. Do you think it is easy to find all the answers? 4.200 0.830 Strongly
agree

2. Do you think the animal hunt is fun? 3.800 1.090 Agree
3. Do you prefer to do other activities besides

animal hunt? E.g. coloring or puzzle?
3.200 0.440 Agree

4. Do you learn new things during the animal
hunt?

3.800 0.830 Agree

5. Is the animal hunt capture your attention? 3.400 0.540 Agree
6. Will you come again to the museum and play

the animal hunt again
3.400 0.890 Agree
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hunt and agreed (M = 4.000, SD = 1.000) using the application capture their attention.
However, they disagreed that they will come again to the museum. (M = 3.000,
SD = 2.000). This happened because we conducted the pre- and post- tests at the same
day that caused the smaller children (aged 8 and 9) to get detached. But significant
changes for older children (aged 10 to 11) as they had been repeating the MQ several

Fig. 7. Test scores for pre-test and post-test

Table 3. Mean analysis for post-test

No. Questions Mean Std
deviation

Mean
interpretation

1. Do you think it is easy to find all the answers
using the application?

4.800 0.440 Strongly
agree

2. Do you think the animal hunt using the
application is fun?

3.400 0.540 Agree

3. Do you prefer to do other activities besides
animal hunt while using the application? E.g.
coloring or puzzle?

3.00 1.580 Disagree

4. Do you learn new things during the animal
hunt?

4.80 0.440 Strongly
agree

5. Is the animal hunt using the application
capture your attention?

4.000 1.000 Agree

6. Will you come again to the museum and play
the animal hunt again

3.000 2.000 Disagree
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times to improve their marks. From the finding, we can conclude that the engagement
and enjoyment during the museum tour have increased significantly.

Learning Effect. The learning effect was calculated based on the difference between
the pre-test and post-test scores (refers Fig. 7). The results have shown that the edu-
cational values using the MQ have significantly increase compared to the traditional
tour.

5 Discussion and Limitations

From the experiment conducted, we have identified several limitations of the developed
prototype. We discovered that the children aged below 10 are easily distracted and
impatience when using the MQ. From our observation, these happened due to the
following reasons:

Too many words to read from the museum exhibition. Children are attracted to
interactive stuff, but museum contains permanent exhibits that required them to read the
information on the exhibits. They were easily distracted by something else like playing
with their friends around the exhibition areas. Thus, the important of the museum visit
has not been fulfilling.

The museum quiz is in question and answer format (A, B, C and D). The inter-
active quest is designed in objectives format where the children need to read the
question and choose one of the four possible answers. Therefore, children need to read
all the information related to the question around the exhibition areas where comes to
the problem (a).

They don’t feel the importance of answering all the questions. There was no
motivation for them to complete the task. If there was a reward, the motivation will be
escalated. Furthermore, there is no involvement of parents and schools in the museum
visit, children do not feel it is essential to answer the questions. They took the museum
quest slightly, therefore adult supervision throughout the museum visit are necessary.

Therefore, for future enhancement we would recommend as the following:

a. The Interactive Quest
i. Improve the application by incorporating with various modality such as sight,

hearing, touch, smell and taste.
ii. Collaborate the prototype with other several museums in Malaysia. When the

entrance ticket is scanned, it will download the questions from the cloud
database for the respective museums.

iii. Develop a set of questions based on age groups. Children aged below 9 years
old can have a puzzle like questions like jigsaw puzzles.

b. Parent, Teacher and Museum Involvement
i. Incorporate parents and schools in the museum activities. They can review the

results and give comments.
ii. Collaborate with museum institute to provide a monthly incentive such as a free

ticket or a small token for those who achieve remarkable marks for motivation.
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6 Conclusion

In this paper, we present a study of an interactive museum quest that involves children
aged between 9 to 11. The museum quest carried out by the children using a prototype
application called MQ that was being developed based on the proposed interaction
design model. The aims of this work are to promote better interactivity, collaboration
and engagement among children with the information exhibits in museums. Findings
from the study indicate the proposed solution has effected the children enjoyment and
engagement during the museum visit. We compared the experiments results between
pre-test and post-test, and found the interaction model is comparable and gives
promising results. Nevertheless, we highlighted some limitations and suggestions for
work the enhancement.
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Abstract. The emergence of natural user interface (NUI) provides children
with more natural interaction. However, NUI developed are commonly inap-
propriate for their age, due to the lacking in understanding of their needs and the
problems they face. This paper presents a research on natural user interface
(NUI) for children where the understanding of the issues of usage and their
requirement was gathered from literature review and analysis of a usability
study. The identification of usability issues were gathered from an observation
research of two types of NUI: free-form represented by Kinect; and touch-form
represented by tablet iPad. Our observation from video recording analysis and
interviews discovered that touch-form NUI is harder to recall, but its simple and
straightforward gestures are easier to be performed as long as it does not involve
finger-gestures. On the other hand, free-form NUI is more natural and easier to
recall but unfortunately troubled by many unwanted gesture interpretations. By
using analytical model, these findings were inter-related to input-system-output
point of view that help us to propose recommendations to improve NUI inter-
action and proposes a NUI prototype design to aid children in learning.

Keywords: Natural user interface � HCI � Interaction design � User experience

1 Introduction

Computer interaction has entered an era in which we are no longer merely using a
mouse and keyboard, but a more natural interaction like using tabs, gestures and voice.
However, it should be noted that natural interaction doesn’t mean only using natural
input devices, but it should allow users to use it with their natural behaviour. For
example, users can use the stylus to write using a pen as he wrote it on paper.

Natural user interface (NUI) is a system of human-computer interaction in which
users act intuitively associated with common human behaviour or natural act [1]. NUI
goal is to create a seamless interaction and quality of human and computer without any
significant gap between each other, making the interface invisible between them [2].

Since NUI allows users to interact with the natural or common act, then we must
first understand the users in terms of their behaviour, abilities and inclinations.
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However, existing studies conducted do not investigate the interaction itself, and did
not focus on the user. For example, Zhang et al. [3] enhanced the ability of model
appearance to get a more depth understanding of a field [3], a study of using reverse
engineering Wiimote (Wii remote) [4], or studies in enhancing detection of inactivation
patterns [5].

Nevertheless, there are studies conducted in human action recognition like [6] using
Naive-Bayes classifier (NB) to recognise the movements of punch, clapping, throwing
and collecting the ball. Review by Patsadu et al., comparing the classifier, the classifier
among the back-propagation neural network (BPN), decision tree (DT) and NB for the
motion standing, sitting and lying down [7]. Meanwhile, a survey conducted by Reyes
et al. presented the real-time detection based on dynamic time wrapping of jump
movement, bending and shaking [8]. However, these studies did not detail the char-
acteristics of users, both in terms of the ability or lack of behaviour or conduct, bias or
feeling or excitement as a result of the use of the NUI. Though research in computer
vision and gesture interaction claims it provides more natural interactions, it still lacks
to determine or explain the characteristics of the interaction, or how it affects the
perception and feeling of the user [9, 10]. For instance, a research conducted by
Farhadi-Niaki et al. studied the usability of gestures detection system between the arm
and the fingers in a desktop environment. His research sampling utilised 10 participants
aged between 26 to 36 years. They found that the gesture using fingers were more
natural or more common and less tiring than the entire hand. He also found that there
was no significant effect on the usability factors such as time duration, fatigue and
overall satisfaction [11]. A question arises, whether the results of their study will be the
same if children are taken into account?

With the proliferation of mobile applications and gestures that are designed for
children, it should be an area of increasing focus in HCI research. However, in reality,
many researchers pay more attention to adults, disabled and elderly [12]. Where else,
children are rarely considered even though it is generally known that children
requirements and needs are different from an adult. Thus, many design principles or
guidelines used for adults may not be applicable for children technology [13, 14]. Since
the research on children in NUI is scarce, there is uncertainty whether the problems
identified among adult will be similar with children.

Among the most prominent problems occur in NUI interaction is how the computer
processing can distinguish between individual gestures and gesture input. This was
stated by Karam in his literature review covering 40 years of literature. According to
him, this problem is very prominent in nearly every study of gestures, which involves
determining the right time for the detection of gestures to start, when it should stop and
when it should be interpreted as a gesture sequence of individual gestures [10]. In other
words, there is a lot of misinterpretation of gestures detected in studies of NUI. Since
the discovery of the problem that really stood out was recorded 10 years ago, we
wanted to know whether the issue of the past still haunts the NUI today. Has the
presence of NUI and advanced wireless technologies overcome this problem? To find
this answer, inevitably, a user study of NUI and its quality of interaction should be
carried out. The findings of the user study may provide a guide or baseline in designing
a NUI system. A prototype can be built to get a realistic experience of how to represent
the finding into a NUI product for children. This is because a prototype is not only a
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representation of a model or the release of a product built to test a concept or process,
but it also allows or acts as a tool to enhance learning [15]. Therefore, this research
action can benefit HCI and child-computer interaction (CCI). The prototype is designed
to test and try out the new design to improve the ability of the system from the
standpoint of system analysts and users. The prototype serves to provide specifications
for a real working system, rather than merely relying on theory. In fact, the prototype
can be designed and built to evaluate a theory or an idea [16].

2 Methodology

Research studies using a methodology known as mixed methods [17]. The method-
ology used in this research is a composition of quantitative and qualitative data col-
lection and analysis [18]. The flow of research methodology is shown in Fig. 1. It starts
with the collection of data from the literature review, where the lack of materials and
data related to the study and the problems are identified (descriptive). Among them is
the lack of detail regarding the interaction between NUI and children as users, the cause
of the problem and its direct impact on the feelings and problems of user acceptance.
Thus, a study of quantitative and qualitative observations on the use of two types of
NUI is conducted. The two types of NUI are touch-based NUI and free-form NUI. This
study aims to explore the scope of the research problems more thoroughly to obtain
certainty on the issue of gestures. The study also aims to understand the needs of users
and find the possible solution or opportunity (ideas) to solve the problem (description
and analysis).

Consequently, a separate study in the modelling and prototyping phase, the result of
the observation of the user study and the literature of the previous studies are used to
inter-relate them from input-system-output point of view by using an analytic model.

Fig. 1. Research method model.
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This approach enables us to observe each problem’s element as a whole and its rela-
tionship with other elements.

The analysis from the analytic model is used to produce a prototype of free-form
NUI. An assisted learning tool – teaching children how to pray; has been chosen as a
prototype domain. A mechanism has been designed to cater the need of reducing
unintentional gestures. The prototype has been designed to enable or disable the plug-in
of the designed mechanism for evaluation purposes.

2.1 The User Study

The user study implemented a “within subject design” approach. Sixteen preschool
children aged between five and six years old were divided into two groups. Participants
in Group 1 used free-form Kinect first, followed by the touch-form tablet. Group 2 used
the touch-form tablet first and then the free-form Kinect. This grouping was made
because there were interview questions that required participants to remember and
demonstrate the selected gestures in the user study, namely ‘brush or wash’, ‘jump’ and
‘throw’. This study approach should be able to reduce error variance and previous
experiences related to individual differences.

This study observed the Kinectimals game software usage from the start to the end
of events of interaction. This study focused on the basic concept of NUI interaction as
shown in Fig. 2. Three tasks have been assigned for various gesture manipulations
which are brushing, jumping and throwing. These tasks are gestured by the children
with body movements in front of Kinect camera for free-form; and fingers’ sliding or
swapping on a tablet for touch-form NUI.

2.2 Data Gathering

Data was gathered by analysing videos using video analysis software named Camtasia
Studio 8, and interview session using certain methods and tools summarised in Table 1.

Fig. 2. Basic concept of NUI interaction
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3 Result and Discussion

The results are summarised in Table 2 and plotted in charts below. Based on our
observations, children find it hard to remember the gestures, especially on touch-form
NUI. As a result, they decide to use dialogue help to remember the gesture needed. Our
observations were strengthened by the quantitative findings on naturalness. The time
required to recall the gesture for NUI touch-form was significantly longer than NUI
free-form as shown in 2-way ANOVA and Fig. 4.

The children were observed to have limited motor skills as they cannot follow some
manipulative gestures. The percentage of accuracy decreased when the touch gestures
required more than one finger movements in touch-form NUI. Figure 5 shows the
gesture ‘roll’ recorded a lower percentage accuracy compared to other gestures. The
rolling gesture required users to move their fingers in a specific pattern as shown in the
dialogue help or the instruction set system. This type of finger movement was not
recognised by the children as they were still developing their motor skills. Free-form
interaction also showed signs of the children’s restricted motor skills, especially when

Fig. 3. Fatigue on usage

Table 1. Data collection.

Data Observation Interview session

Fatigue Fatigue behaviour [11] Borg scale [19]
Naturalness – Time to recall and

demonstrate gestures [20]
Accuracy Analysis of video recordings - the logged off right

(r) & wrong (w) gestures recognition
Acc = r/r + w [20]

–

Duration Time measure between start and end of each gesture
movements [20]

–

Fun and
satisfaction

User behaviour such as facial, feelings, body
movements and expression of feelings [21]

Fun toolkit: smileyometer
[22]
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they explored the menu. The ‘select’ and ‘swipe’ gestures had low precision in NUI
free-form as shown in Fig. 5. We discovered that these types of gestures required the
children to raise their hands to select and keep their hands on the selection area. It was
found to be a burden to them as many of the children displayed uncomfortable, sad,
angry, or panicked expressions. Most of them dropped their hands, resulting in the
selection being cancelled. In fact, there were a few incidents in which the detector
recognised pairs of hands relaxing as a swipe to the left or the right. For example, if the
user was in a ‘care’ or ‘game’ session, the system identified the relaxing hand
movement as ‘brush’ or ‘throw’. This is where the misinterpretation of movement

Table 2. Summary of results

Data Touch-form Free-form Statistic test Data
plot

Fatigue 1 felt a little
tired. The rest
did not felt tired

4 felt little
tired, 1 felt
tired,
1 felt very tired,
the rest did not
felt tired

Fig. 3

Naturalness brush
(M = 4.752,
SD = 7.30)
jump
(M = 9.368,
SD = 10,593)
throw
(M = 8.330,
SD = 10,296)
respectively
(n = 16)

brush
(M = 2.180,
SD = 0.926)
jump
(M = 2.651,
SD = 1,971)
throw
(M = 1,411,
SD = 0.402)
respectively
(n = 16)

2-way ANOVA
F (1,90) = 17,835
p = 0.0005 where p < a
(0.01). Post-hoc pairwise
p < 0.001, 95% CI

Fig. 4

Accuracy (M = 0.8419,
SD = 0.126)

(M = 0.68,
SD = 0.153)

Paired t-test
t (15) = 2.999
p = 0.009 where
p < a (0.05)

Fig. 5

Duration The graph shows a similar pattern, in
which clearly visible gesture that
takes the longest time is ‘brush’;
NUI touch: 5.97 s; free-form:
14.24 s. While the average duration
of the rest of the gestures takes less
than 5 s

Fig. 6

Fun OK: 6.25%
Happy: 62.5%
Very Happy:
31.25%

OK: 37.5%
Happy: 12.5%
Very Happy:
50%

Fig. 7

Satisfaction 78.57% 64.29% Fig. 8
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occurred. As a result, the children backed off or hid their hands because they felt
worried or confused. Then they continued, but with more caution or with a slower
movement. At the start, the children expressed their emotions by jumping up and down
in excitement or raising their hands after successfully accomplishing a task objective.
After the misinterpretation incident, they could not do so anymore as they were anxious
that the detector would distinguish the movement as a throw or leap, affecting the game
score. This is shown when they were halfway through a cheer, but pulled back anx-
iously. Some said “Oops!” or “Oh no!” when the system detected the gesture that was
not meant to be done.

Although free-form NUI observed the gesture misinterpretation problem, it was still
able to create a happy atmosphere. Based on Fig. 7, none of the participants felt sad or
very sad, although the accuracy of the average for each user only reached 68% com-
pared to the touch-form’s 84% (Fig. 5). However, free-form NUI was able to record the
highest amount of participants who felt ‘very happy’ at 50%, while touch-form NUI
recorded 31%. The users were more satisfied with touch-form NUI (79%) than
free-form NUI (64%). From these findings, we believe that the level of gesture qual-
ities, experience and excitement can be boosted if the accuracy is improved and the
misinterpretations corrected.

Fig. 4. Time to recall by gestures

Fig. 5. Accuracy percentage by gestures
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Gestures like ‘select’ and ‘swipe’ in touch-form NUI is easier and more reliable. By
a single touch, the system detects the beginning plot of the interaction and ends when
no longer in contact. The easy touch-form interaction style was excellent and should be
adopted in the free-form gestures detection. However, the real challenge is how to
achieve this kind of interaction system into free-form NUI.

4 Modeling to Design

“Modeling” is describing something you know. A good model makes correct assertions.”

Alistair Cockburn [23]

In trying to understand and redesign software processes, it is often necessary to
have an understanding of the “whys” that underlie the “whats” – the motivations,
intents, and rationales behind the activities and input-system-output flows. Therefore,

Fig. 6. Gesture duration by gestures

Fig. 7. Fun percentage
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we extend this paper to modelling to describe the process of converting the problem
into a form that can be understood by showing the relationship between the various
activities involved and the chosen approach for a solution. In line with the findings
from the user study, we are certain about the children’s requirement – providing the
“whys” the problems or the issues occurred, certain behaviour in children, etc.

4.1 Analytic Model

We have produced a model of analysis (analytical model) hinges on the basic concept
of NUI interaction (Fig. 2). This model is intended to provide an overview of the real
issues, opportunities and challenges that have been found in the user study, the rela-
tionship between the input - system processing - output and design approach of these
issues. Using this model, the findings of the first phase of the study can be seen more
clearly from the three angles are shown in Fig. 9. As a result, the abstraction of the
problem domain and the next steps can be planned systematically. Here are the results
through systems thinking analytic model producing a design principle as follows:

Fig. 8. Satisfaction percentage

Fig. 9. NUI analytic model
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1. Children have a limited cognitive ability. Cognitive ability is the ability to
remember the purpose of the procedure, particularly the movements’ pattern of the
fingers on the touch NUI. Contrary to the free-form NUI, they have easily recalled
the required gestures. This also proved that free-form NUI is more natural than
touch-form. Thus, the proposed development of a prototype of a free-form inter-
action is desirable.

2. Children have limited motor ability. Motor limitation involved in fine motor skills,
where children have difficulty moving their fingers according to the rules of the
system. Movements’ involving bigger motor ability larger than fingers is less
problematic although the interaction did run for quite some time such as washing or
brushing gestures in free-form interaction (Fig. 6). It is seen as an opportunity to
build a prototype that uses a lot of big motor movements. Thus, the idea of the
prototype development in the solat domain (prayers) involving large motor
movements is coinciding with this opportunity.

3. Feedback system. Without the input device, the challenge of NUI is how to
demonstrate applications for the NUI system responding to the motion-gesture
shown by the user. If not, the user is unaware of the tracking being done against him
that could affect the emotions of users.

4. Genesis misinterpretation of gestures is a problem that is very significant to evoke
fear and discomfort to the child. This is a challenge that must be overcome with a
design of a mechanism that can increase the accuracy of the system or reduce the
incidence of misinterpretation of gestures in free-form NUI system, or both.

5. Free-form NUI potentially creates a more cheerful atmosphere. Based on the results
of fun, behaviour and satisfaction from the user study, researchers believe the
opportunity for free-form NUI to create a natural, interactive and cheerful atmo-
sphere if the incident of misinterpretation of gestures can be overcome or reduced.

This model is like a bridge connecting the analysis stage to design stage, as illustrated
in Fig. 10. The abstraction of the problem domain has successfully generated a list of
potential solutions that can be used in the abstraction of the prototype design.

Fig. 10. Modeling to connect analysis to design stage
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4.2 Prototype Design

The generation of the potential solutions from modelling are mapped to its design’s part
as follows:

• Result 1 and 2 determine the prototype will be in free-form NUI. The prototype
domain is about learning solat (prayer) that uses full body interaction. We chose
Kinect as the development platform since the Kinect camera has the ability to detect
full body gestures.

• Result 3 and children’s requirement motivate the GUI design to be like as Fig. 11.
– Area 1 shows the teaching video so that the children can follow or imitate the

step-by-step gestures’ movement.
– Area 2 is the enlightenment, assisting the video in showing the body part that

needs to be a focus on by zooming into the body’s part. It also shows the
recitation that needs to be read at certain times.

– Area 3 is the mirror image of the user, so that the user knows about his or her
real-time condition. It is for the user to see whether it is similar to the instruc-
tional video or not.

– Area 4 is the skeleton image of the user. This is part of the respond for the
feedback to the user. With this skeleton, the user may know the system is
detecting his/her gesture movement so that he/she knows that he/she is still in
the game.

– Area 5 is the task list that the user completed. This is also a part of feedback to
the user.

– Areas 6 is the right or wrong pop-up, recognition and start or finish alert as
feedback to the user.

Fig. 11. GUI prototype design
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• Result 4 and 5 require a design mechanism that can reduce the misinterpretation of
unintentional gestures. The mechanism that been chosen to be embedded into the
prototype originated from the idea of Davidson [24]. This concept is seen as very
appropriate for the prayer learning concept. This is because, in prayer, there are
many body gestures that need to be done with certain rules and in order, by
following a strictly right sequence of movement. At the same time, the concept has
the potential to prevent unintentional gesture movement.

5 Conclusion and Future Work

This paper represents the basis on NUI understanding for children. Our observation
from video recording analysis and interviews suggested that free-form NUI should be
invested since it more natural, easier to recall and has the potential to provide a better
learning environment. The only obvious drawback was the problem with many
unwanted gesture interpretations. By using analytical model, research findings were
inter-related among input-system-output point of view that helped us to propose rec-
ommendations to improve NUI interaction and proposes a NUI prototype design to aid
children in full body NUI learning.

For the future work, the prototype design will be expanded into a physical proto-
type with the detail working mechanism of reducing unwanted gestures to be
embedded into it. Then the working prototype can be evaluated to see the level of
children learning and their experiences. The measurement of the evaluation also can
include the capability of the system to reduce the unintentional gestures and gesture
detection accuracy.
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Abstract. New innovations is unavoidable to persist in current world. Indus-
tries operate today, in a very challenging and complex environment with rapidly
changing demanding and conditions. Thus, to play a significant role in the
global market, it is essential to increase the impactful innovations, productivity
and competitiveness in the development of new products. Therefore, collabo-
ration between user and designer play important role in this situation. This
perception brings innovative dimension for usability evaluations to accomplish
the user’s needs. To meet current requirements, usability needs to be improved
to strengthen its impact. To achieve this, usability needs to be improved with a
very effective model. Deep analysis is carried out to identify suitable model.
TRIZ model identified as most appropriate collaborator for impactful effects.
This paper presents a suggestion that describes how Usability can improve their
outcomes with TRIZ.

Keywords: Usability � TRIZ � Parameter � Criteria � Metrics

1 Introduction

Usability is a most important concept in area of Human Computer Interaction HCI [1],
which attempts to fulfil the gaps between human needs, demands and technologies
evolution. Thus human issues been introduced into the design of interactive systems by
inventing practical methods to observe human behaviour and their performance [2].

The demand of products increases along with increased human population as well
as the power of the consumer also plays an important role in this factor. There are many
factors in the user’s rejection of unsatisfactory products. This rejection power occurs
even though the product development process uses a high budget while undergoing a
careful planning process by highly skilled experts. Usability is defined as the ‘easy
operation of a product by the user in addition to meet the needs of users’. Usability,
does not have a complete and significant definition, either by researchers or by stan-
dardized organizations. Furthermore, there is no precise guidelines to define Usability.
A latest usability survey accomplishes that ‘authors have different views on how to
measure usability’. Therefore this lack of harmony has led to a complicated of com-
parable definitions [3].
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2 Challenges of Usability and Motivation

There has been lack of coordination on usability definition as claimed by Shackel [4].
Table below, exhibits comparable definitions of the term needed. But the challenging
part is, there is no complete guideline for the designer used as to be a proper guidelines
for them to follow. As a result, more complicated understanding with different models
of different authors having the same criteria in different names. Furthermore, during the
application of the models, designers usually unclear and confuse in selecting the criteria
that suits the needs of the users. Even though it’s has dissimilar names, some criteria
may have the similar meaning and functions. Taxonomy of Usability Models listed as
[5] in Table 1.

The variation of names can effect misunderstanding or propose a various perception
for the same principle. Compilation criteria of Usability listed as in [6] Fig. 1. The
variation or dissimilarity of criteria justified by the authors creates a difficult process in
determining a collective name to particular parameter of all that criteria. Furthermore,
by creating one more name, even to set up common criteria also can produce the same
meaning over a dissimilar name for the criterion. Although each author has their own
detailed method to usability, it indicated that there is great similarity between the
definitions and terms, making them capable of grouping it into the same category [10].
Usability’s criteria has not been fixed in a constant way [11]. Most of these various
classifications or models do not contain all major aspects of Usability [12].

One significance of these weaknesses is that conceivably most developers do not
apply appropriately any particular model in the evaluation of usability. As an alter-
native, actual practice tends to be informal such that developers may use usability
models with which they are at ease with or thru their own experience [13]. These

Table 1. Taxonomy of usability models

Constantine &
Lockwood
(1999)

ISO 9241-11
(1998)

Schneiderman
(1992)

Nielsen
(1993)

Preece et al.
(1994)

Shackel
(1991)

Efficiency in use Efficiency Speed of
performance

Efficiency of
use

Throughput Effectiveness
(Speed)

Learnability Time to learn Learnability
(Ease of
learning)

Learnability
(Ease of
learning)

Learnability
(Time to
learn)

Rememberability Retention over
time

Memorability Learnability
(Retention)

Reliability in use Rate of errors
by users

Errors/safety Throughput Effectiveness
(Errors)

User satisfaction Satisfaction
(Comfort and
acceptability
of use)

Subjective
satisfaction

Satisfaction Attitude Attitude
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selections may not be appropriate in many circumstances and can lead to failure of the
product even with lots of money spend in development process. Specifically, the effort
to measure usability may be wasted without a reliable and consolidated framework for
doing so.

3 Purpose for Improving

Functionality of Usability before 1980s was limited. Along with the rapid development
of the changing and widening functionality technology, the ability to apply Usability
on new products is still a debate. For examples, there is a noticeable difference between
regular desktop computer, laptops and tabs. The user’s functionality and functioning of
a product has always changed over time.

Purpose for a combined model. There are four core reasons for a combined model
of usability measurement. To identify the needs of users, a complete analysis needs to
be done in earlier to avoid the failure of the product. Various criteria and standards
need to be set to measure the level of efficiency [14].

Fig. 1. Compilation of common criteria for usability
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Usability emphasizes context consists of four main elements as below:

• users,
• tools,
• task,
• environments.

These four contexts play a major role in the assessment of the Usability [15]. Lack
of reliable information explains about evaluation to justify the degree of impact of
Models influence, such as the role of Neilson’s as opposed to Eight Golden Rules by
Shneiderman in general context [16]. This lack of consistent operational definitions can
make it difficult to practice usability in current situations. There is also difficulty to
select a set of usability factors or metrics in considering aspects such as organization
goals, business goals, and competition, economics, or resource constraints on devel-
opment [17]. Problems could theoretically be addressed through an enhanced tool for
use by individuals who are given the responsibility to evaluate usability. A consoli-
dated model can also address this problem by integrating different perspectives on
usability and its measurement in a consistent, constant way.

Secondly, the usability models defined, including the ISO/IEC 9126 standard, are
static [18]. Also, none of these models typically give any direction concerning the use
of usability measures and attributes in the identification and classification of risk [19].

Thirdly, it can be fairly challenging to relate usability standards in practice, that is,
to adopt exactly how to measure the usability of a particular application. Specifically, it
is not always clear how usability factors, criteria and metrics defined in numerous
standards or models are related or whether one set of metrics may be more constructive
than others [20]. A consolidated model should support the study of the relations among
sets of factors, criteria, and metrics again in a reliable and clear way. This characteristic
should also help to improve the problem that on effective application of usability
standards in practice often seems to be influenced by on characteristic factors, such as
the skills of individual practitioners.

Finally, a reliable usability model should also provide a complete guidelines for
analysis of the data collected under it. A proper guidelines to allows person who are not
usability engineers such as developers or quality assurance managers or anyone without
usability knowledge to make correct selections on usability evaluation of particular
applications in a specific situation successfully.

To overcome this problem, a problem solving model has been identified. The model
is called TRIZ. TRIZ is proposed to be integrated with Usability to achieve the
impactful enhancement.

4 Theory of Inventive Problem Solving (TRIZ)

TRIZ stands for the first letter of Teoriya resheniya Izobreatatelskikh Zadatch meaning
“Theory of Inventive Problem Solving”. TRIZ was proposed by Altshuller in 1946
from Russia. Now TRIZ is the backbone of the design of some of the world’s leading
brands such as Samsung, Motorola, Xerox and others.

628 V. Batemanazan et al.



TRIZ has its unique and distinct advantages over other methods used to solve such
as brainstorming, mind maps, lateral thinking, morphological analysis, and other
problems [21]. TRIZ offers a systematic framework of innovation and is fast resolving
the problems efficiently. TRIZ systematic approach guides to designers during the
troubleshooting process to avoid random solutions [22]. Souchkov (1997) explains that
TRIZ covers the following three aspects [23]:

• Logical analysis,
• Knowledge-based philosophy,
• Systematic thinking.

As a means of solving non-specific problems, TRIZ does not support the concept of
trial and error but based on the principles set out in the TRIZ guidelines. In addition, TRIZ
also emphasizes that technological evolution is an unplanned process but adheres to
several principles and has its own criteria. TRIZ has a special tool for resolving conflicts.
Most importantly, the contradictory matrix which recommends which principles should
be considered and capable of resolving about 1250 types of problems. TRIZ’s Contra-
diction Analysis is an excellent solution tool in problem solving with the new dimension
[24]. TRIZ be able to adapt easily in various fields and solve complex problems in a
simple and systematic way. TRIZ is a skill capable of changing the perceptions and
traditions practiced by the developers. It’s contain 39 parameters, able to adjust
accordingly to the problem. Thirty nine (39) Engineering parameters as listed in Table 2.

Table 2. Thirty nine (39) Engineering parameters

1. Weight of mobile object 21. Power supplied or consumed by object
2. Weight of stationary object 22. Energy loss by object
3. Length of mobile object 23. Substance loss by object
4. Length of stationary object 24. Information loss
5. Area of mobile object 25. Time loss
6. Area of stationary object 26. Quantity of matter
7. Volume of mobile object 27. Reliability of object
8. Volume of stationary object 28. Accuracy of measurement
9. Rate of change, speed 29. Precision of production
10. Force exerted by object 30. Harmful influence of object’s

environment
11. Stress, pressure exerted upon object 31. Harmful effects caused by object
12. Shape of object 32. Ease of production
13. Stability of object’s composition 33. Convenience of use
14. Strength of object 34. Ease of repair and maintenance
15. Durability of mobile object 35. Adaptability, versatility of object
16. Durability of stationary object 36. Complexity of object
17. Temperature of object 37. Difficulties in measuring, inspection
18. Illumination of object 38. Level of automation
19. Energy consumption by mobile object 39. Production rate
20. Energy consumption by stationary
object
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On the other hand, principles are used to guide the TRIZ practitioners in developing
beneficial concepts of solution for inventive situations. Each solution is a recommen-
dation on how to make a specific change to a system for eradicating a technical
contradiction [25]. These principles originate from the Altshuller’s analysis of patents.
They have been derived from the study of the principles used in the top few percent’s
of the global patent literature, where an innovation invention had actually occurred.
40 Inventive principles are listed as in Table 3:

In TRIZ, problems can be defined in terms of contradictions [26]. An inventive
problem contains at least one contradiction an inventive solution overcomes completely
or partially this contradiction. A contradiction is a conflict in the system and it arises
when two requirements or needs for a system are equally exclusive but both are
required by the general function or in other words to reach the system objective [27].

Opposing to traditional methods for creativity stimulation, as brainstorming, trial
and errors, TRIZ declines trade-offs and tries to reject the contradiction. TRIZ theory
has specific tools to solve contradictions. The most significant one, the contradiction
matrix, recommends which principles should be considered in solving approximately
1250 different types of contradictions [28]. Below are the part of contradiction matrix
Fig. 2:

Table 3. Forty (40) Inventive principles

1. Segmentation 21. Skipping
2. Taking out 22. “Blessing in disguise”
3. Local Quality 23. Feedback
4. Asymmetry 24. ‘Intermediary’
5. Merging 25. Self-service
6. Universality 26. Copying
7. “Nested doll” 27. Cheap short-living
8. Anti-weight 28. Mechanics substitution
9. Preliminary anti-action 29. Pneumatics and hydraulics
10. Preliminary action 30. Flexible shells and thin films
11. Beforehand cushioning 31. Porous materials
12. Equipotentiality 32. Color changes
13. The other way around 33. Homogeneity
14. Spheroidality 34. Discarding and recovering
15. Dynamics 35. Parameter changes
16. Partial or excessive actions 36. Phase transitions
17. Another dimension 37. Thermal expansion
18. Mechanical vibration 38. Strong oxidants
19. Periodic action 39. Inert atmosphere
20. Continuity of useful action 40. Composite material films
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5 Why TRIZ

In TRIZ is an extremely organized approach for innovation and problem solving,
whereas Usability follows a less organized approach and in particular, it provides very
small framework for identify the solutions. In contrast, TRIZ’s structured approach and
tracks in it other successes results in a more concrete exploration of the solution
capacity. TRIZ’s development from a historical analysis of design solutions also
provides it with strong technology adaptation. While, Usability provides no formal
meaning of technology forecasting, an in-depth understanding of consumer needs and
experience to evaluate which types of products are more likely to succeed in the
marketplace in current situation.

Usability refers to the methods and ease with users interact with a product [29]. It is
more than just how easy a product is to use but also the function that are engaged, the con-
texts inwhich engagement occurs, and the satisfactions the product provides. A product is
more than the sum of the functions it performs. In addition to consume the functionality of
a product, users are purchasing a service either purposely entrenched in the product [30].

Although problem extractions is strength to TRIZ, Usability takes the specific user
and context as its main principles. The usability needs, arising from subtleties and
contradictions in human behavior, as the main point for development. The TRIZ
practitioner places physical and technical contradictions and potential at the lead.

Both methodologies adhere to parallel development frameworks, in which research
and analysis phases are followed by resolution generation then evaluation phases. Mann
(2002) [31], set the structured innovation into four steps, which repeat iteratively:

1. Define,
2. Select Tool,
3. Generate Solutions,
4. Evaluate.

Fig. 2. Part of contradiction matrix
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Within problem definition, Usability highlights problem finding. While a collection
of TRIZ tools support the problem definition phase, in our knowledge, TRIZ practi-
tioners often define the problem space based on inadequate information drawn from
management imperatives, marketing perspectives or their own experience instead of
user analysis [32]. TRIZ is a highly organized approach to innovation, while Usability
follows a less structured approach and in specific, delivers very small structure for
generating solutions.

6 Differences Between Usability and TRIZ

Whereas problem abstraction is essential to TRIZ method, Usability takes the specific
user and context as its main objective. The Usability experts view’s needs, arising from
subtleties and contradictions in human behaviour, as the main point for development
[33]. The TRIZ experts places theoretical and technical contradictions and potential at
the forefront. Both methodologies apply similar development frameworks, in which
research and analysis phases in initial stage are followed by resolution generation then
evaluation phases and the final of process.

TRIZ’s development from a huge data analysis of design solutions also provides it
with robust technology forecasting records [34]. While Usability provides no formal
means of technology forecasting data, an in-depth understanding of user needs allows
one to evaluate the types of products are more intense to fulfil the needs and satisfied
the end user. The key differences are:

A summary of several key differences between TRIZ and Usability [35] are shown
in Table 4.

• Usability are usable to all problems, whereas most TRIZ techniques are oriented
toward technical problems, although they may be practical to solve nontechnical
problems, as well.

• No precise Usability techniques are recommended for any given problem, whereas
TRIZ seeks to characterize problems in order to determine the best techniques to
apply.

• Usability does not offer specific solution ideas, whereas TRIZ typically offers
selected principles, Standard Solutions, or effects.

• TRIZ is a form of huge data analysis of design solutions. While Usability provides
no formal guidelines.

Table 4. Key differences between TRIZ and usability

TRIZ Usability

Focus on functionally and technical side Focus on human needs
Leverages prior technical successes Leverages anthropological techniques
Emphasis abstraction Emphasizes context
Highly structured approach Free structured approach
Prescribes what and how Describe why
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• TRIZ explain in detail on what and how the process occur meanwhile Usability are
static with explanation on why.

7 Integrating TRIZ and Usability

The highlights of their connections and differences allowed the definition of the pro-
posed method. It demonstrates that this integration of TRIZ and Usability is promising
and it is quite clear that the functional approach problem solving method may be used
for defining problems in a more structured way. In fact, the Usability theories consider
the users’ needs and expectations and TRIZ provides a list of systematic implements.

Moreover, the TRIZ approach to technical problem solving can give an major
contribute to the creative phases of the Usability process, mostly if interaction matters
concern physical aspect as in ergonomics, where example, the laws of evolution pro-
cess represent real tools for pointing designers and developers towards enhanced and
effective solutions. In general, the collaboration with TRIZ can improves usability lacks
about technical issues or in other terms able to help in generating the ‘what’ and ‘how’
answers to the Usability ‘why’ questions.

Further motivations to form a combination model for usability measurement are to:

• Decrease the costs of usability testing by providing a base for understanding and
comparing numerous usability metrics.

• Complement more subjective, expert-based evaluation of usability.
• Offer a base for clearer communication about usability measurement between

developers and usability experts.
• Endorse usability measurement practices that are more reachable to developers who

may not have strong backgrounds in usability engineering field.

8 Discussion and Conclusion

The beneficiaries of improvised usability are not just focused on end users but also
organizations that develop Internet applications and software enhanced significantly
indirectly at the same time. Some of the major benefits of usability are following:

• It can increase development productivity through more efficient design and fewer
development repetition.

• It can help to discard over design by emphasizing the functionality required to meet
the needs of actual users. Design problems can be perceived earlier in the devel-
opment process, saving both time and money.

• It can deliver further cost savings through reduced support costs, reduced training
requirements and greater user productivity.

• A usable product means more satisfied customers and a better status for the product
and for the organization that developed it.
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Abstract. Arithmetic is the oldest branch of Mathematics which consists the
study of numbers, specifically the properties of the basic traditional operations.
According to a previous study, most of the users agree that Mathematics is
considered as a difficult subject and there is a lack of enjoyment in practicing
arithmetic drills. Therefore, this research has developed a racing game named
Need for Speed Arithmetic for an enjoyable arithmetic drills experience. The
racing game has implemented the Rapid Application Development (RAD) ap-
proach as it provided a stable and fast development process which is appropriate
in developing the game. In this present study, the focus is on the evaluation of
player enjoyment in game-based learning arithmetic drills. The evaluation scale
adapted is based on EGameFlow Model which consists of seven dimensions:
Immersion, challenge, goal clarity, feedback, concentration, control, and
knowledge improvement. The social interaction dimension is excluded because
the game is implemented on a standalone platform. The study findings indicate
that the combination of gaming element with arithmetic drills in the Mathe-
matics subject provide a sense of enjoyment to students in learning Mathematics
through drill activities.

Keywords: Enjoyment � Game-based learning � Arithmetic drills � Racing
game

1 Introduction

Arithmetic is a basic part of number theory. The number theory is one of the top-level
divisions of modern mathematics, along with algebra, geometry and analysis. The
terms arithmetic and higher arithmetic were used until the beginning of the 20th century
as synonyms for number theory and are sometimes still used to refer to a wider part of
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number theory. Arithmetic is taught to the students at a very young age to get them to
know the numbers and developing the love towards it. The use of arithmetic is evident
in a person’s life in their everyday life routines such as counting the prices of an item,
paying the bills and planning the expenditure of money on needs. The scope of this
study covers the arithmetic syllabus for standard four school level which coincides with
10 years old student. The topic covers the basic arithmetic operations involving
addition, subtraction, multiplication and division.

There is a common belief that majority of the students dislike mathematics [1]. An
arithmetic is part of mathematics that deals with basic computation numbers such as
addition, subtraction, multiplication and division. When the student dislike mathe-
matics, they certainly have a bad perception about arithmetic. Some of the students also
stated that learning mathematic such as arithmetic is not enjoyable [2, 3]. Besides, there
is limited research evaluating the educational computer games itself [4]. Hence, the
objective of this study is to evaluate player enjoyment in game-based learning arith-
metic drills via racing games.

2 Related Study

2.1 Game-Based Learning

Trends in educational research indicate a growing curiosity in how games may impact
learning [4–7]. Game-based learning (GBL) is a method used to present a subject
matter through games [8]. GBL has been discovered to stimulate a positive attitude
towards learning, develop memory skills and help student build self-constructed
learning [9]. Since students are having the lack of enjoyment while doing mathematical
questions or exercises, game-based learning incorporates both element of learning and
enjoyment into one single design.

To date, several studies have been conducted regarding the benefits of GBL such as
able to sustain the learners growing abilities [10], offered engagement experience in
learning [4, 11], encourage motivation and prompt learners to actively process the
learning content [6] and developing entrepreneurship sense to the users [7].

2.2 Enjoyment Experience

Enjoyment is important element in learning process when learning new tools since the
user is more relax, motivated and willing to learn [12, 13]. The experience of enjoy-
ment is very important not only for ordinary user but for extraordinary user [14, 15].
Prensky [12] also stated that the role that enjoyment plays regarding intrinsic moti-
vation in education is twofold which is firstly, intrinsic motivation encourages the
desire for return of the experience, secondly, fun can stimulate learners to engage
themselves in activities with which they have little or no previous experience. Besides,
Baek and Touati [16] also examined kids’ enjoyment in the mobile game and focus the
complexity of game enjoyment in mobile learning games.
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2.3 Evaluation of Player Enjoyment

EGameFlow model is a game design model that is used to evaluate the user’s learning
cognition of enjoyment while playing a game [17]. This model is adapted for the
purpose of evaluating Need for Speed Arithmetic game in this study. EGameFlow is a
valid and reliable instrument to ensure the level of enjoyment brought to the learner by
e-learning games [17]. An adapted EGameFlow Model that is implemented in this
study consists of seven dimensions: immersion, challenge, goal clarity, feedback,
concentration, control, and knowledge improvement. The following Table 1 gives a
details description of all elements.

3 Methodology

3.1 Participants

The 32 participants (11 female and 21 male) in Year Four primary students were
recruited to participate in this study. All participants had experience playing computer
games with 18 students categorized themselves as experience gamer, seven less
experience gamers, and seven moderate experience gamers.

3.2 Instrument

The instrument for this study was adapted from EGameFlow Model. The adapted
EGameFlow Model is self-administered questionnaire containing seven elements and
36 criteria to evaluate player enjoyment after playing a game. Since this game did not
involve social interaction, the social interaction element was excluded. Table 2 shown
all the enjoyment criteria. The instrument was written in bilingual which is English and
Bahasa Melayu to make participants clearly understand each of the evaluation item.
Most of the children were conversant in Bahasa Malaysia compared to English. The
participant can ask guidance from their teachers, parents or the researcher on the entire
evaluation process. Besides, the Likert Scale in the instrument was added with smiley
emoji reaction feelings such as from very happy to very sad to make the questionnaires
more fun and interactive for the participant to answer.

Table 1. The description of adapted EGameFlow model based on this study

Element Criteria

Concentration Player able to concentrate on the task
Goal Clarity Games should provide the player with clear goals at appropriate times
Feedback The task provides immediate feedback
Challenge Perceived skills should match challenges and both must exceed a

certain threshold
Autonomy Allowed to exercise a sense of control over actions
Immersion Deep but effortless involvement, reduced concern for self and sense

of time
Knowledge
Improvement

The improvement of knowledge after playing the game
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Table 2. The adapted EGameFlow model

Element Code Criteria

Concentration C1 Most of the gaming activities are related to the learning task
C2 No distraction from the task is highlighted
C3 I can remain concentrated in the game
C4 I am not distracted from tasks that the player should

concentrate on
C5 I am not burdened with tasks that seem unrelated
C6 Workload in the game is adequate

Goal Clarity G1 Game goals were presented in the beginning of the game
G2 Game goals were presented clearly
G3 Intermediate goals were presented in the beginning of each

scene
G4 Intermediate were presented clearly

Feedback F1 I received feedback on my progress in the game
F2 I received immediate feedback on my action
F3 I am notified of new task immediately
F4 I am notified of new event immediately
F5 I received information on my success (or failure) of immediate

goals immediately
Challenge H1 The game provides “hints” in the text that help me overcome

the challenges
H2 The game provides “online support” that help me overcome

the challenges
H3 The game provides video or audio auxiliaries that help me

overcome the challenges
H4 The difficulty of challenges increases as my skills improved
H5 The game provides new challenges with an appropriate pacing
H6 The game provides different level of challenges that tailor to

different player
Autonomy A1 I feel a sense of control over the game

A2 I know next step in the game
A3 I feel a sense of control over the game

Immersion I1 I forget about time passing while playing the game
I2 I become unaware of my surrounding while playing the game
I3 I temporarily forget worries everyday life while playing the

game
I4 I experienced an altered sense of time
I5 I can be involved in the game
I6 I feel emotionally involved in the game
I7 I feel viscerally involved in the game

(continued)
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3.3 Evaluation Procedure

On the day of the evaluation process, consent forms and detailed procedures were given
to the participants. All the participants were briefed and a demo was presented before
they start playing the Need for Speed Arithmetic game. The desktop computer was
prepared and ready for the participants to play the game. There is no duration time
required for participants to complete their game. However, each participant took
approximately five to seven minutes to finish the game. Once the participants finished
the game, the participants were required to answer a post-questionnaire which is
adapted from EGameFlow Model. They should answer it based on their experience
while playing the game. The evaluation was conducted face to face individually
between participant and the researcher. The presence of the researcher was to clarify
any queries should there be any (Fig. 1).

Table 2. (continued)

Element Code Criteria

Knowledge
Improvement

K1 The game increases my knowledge
K2 I catch the basic ideas of the knowledge taught
K3 I try to apply the knowledge in the game
K4 The game motivates the player to integrate the knowledge

taught
K5 I want to know more about the knowledge taught

Fig. 1. Evaluation procedure in progress
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4 Result and Discussion

The participants must answer 36 criteria to evaluate their enjoyment while playing the
game. The data from the post-questionnaire were analyzed using the SPSS software
tool. A standard descriptive statistical method was used to estimate the frequency (%)
data. All the responses were tabulated and analyze according to all elements in EGa-
meFlow Model. The total average from the evaluation were identified to determine the
game enjoyment level. The detailed demographic data are shown in Table 3.

The demographic data in Table 3 shown most participants are male (21, 65.6%)
which is rather normal in today’s gaming society. The demographic data showed most
participants at this age play 1–3 h per week (20, 62.5%). Moreover, the demographic
data also shows the highest purpose of playing games is for fun (17, 53.1%), followed
by second highest which is to learn something with (15, 46.9%). The presented data
brings positive result towards the determining one of Need for Speed Arithmetic game
objectives, which is to bring enjoyment in drilling Arithmetic via racing game.

Additionally, positive result from the demographic exposed the highest genre score
is Sport (Racing Motorsport) as much as (18, 56.3%) which is similar with developed
game. The demographic data also presented the result with highest number of partic-
ipants are experience gamers with (18, 56.3%) from the total of participants.

Table 3. The demographic data of participants

Questions Range Frequency (n) Percentage (%)
Gender Male 21 65.6

Female 11 34.4
Time spend play
computer games in a week

0 h per week 3 9.4
1–3 h per week 20 62.5
4–6 h per week 6 18.8
7–9 h per week 3 9.4
More than 10 h per week 0 0

Purpose of play games To learn something 15 46.9
For challenge 9 28.1
For fun 17 53.1
To fulfill my leisure time 7 21.9

Interest on games genre Exploration 2 6.3
Shooting game 14 43.8
Sport (Racing Motorsport) 18 56.3
Trivia (Board Game) 6 18.8
Simulation 6 18.8
Other 0 0

Level experience gamers Experience gamers 18 56.3
Less experience gamers 7 21.9
Moderate experience gamers 7 21.9
Novice gamers 0 0
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Table 4 showed the participants moderately agree that the gaming activities are
related to the learning task with 46.9%. The results produced maybe because of the
game is not fully contributing to learning but focus on arithmetic drills. The result also
shown that the game indeed need a high level of concentration to finish with 37.5% of
agreeability that the users able to remain concentrated in the game without any dis-
traction. Table 4 also showed almost half participants (46.9%) agree that the game did
not distract them from tasks that they should concentrate on. The results were pre-
dictable because the game nature itself makes the user fully focus and concentrate on
the game. In racing sport nature or racing game, concentration is the main priority
aspect to win the race. The game mission to get first place in the race also affected
users’ concentration while playing the game.

Based on the Table 5, the participant is most likely agree that the game goal is
presented clearly in the game. The game goal and objective are presented at the early of
the game in the About section to make the user know about the goals of the game
clearly. The result produced a positive feedback which most of the participant agree on
goals were presented in the beginning of each scene and were presented clearly. This
demonstrate that the participant understands the goals of the game so that they able to
play the game smoothly until the game ends.

Table 4. Mean score and frequency (%) of responses for concentration element

Factor Code SD D MA A SA Mean score Std. deviation

Concentration C1 6.3 0 46.9 21.9 25.0 3.59 1.073
C2 12.5 12.5 46.9 15.6 12.5 3.03 1.150
C3 0 6.3 28.1 37.5 28.1 3.88 .907
C4 18.8 12.5 6.3 46.9 15.6 3.28 1.397
C5 6.3 25.0 3.1 34.4 31.3 3.59 1.341
C6 6.3 15.6 12.5 34.4 31.3 3.69 1.256

Total mean 3.51

*SD-Strongly Disagree, D-Disagree, MA-Moderately Agree, A-Agree,
SA-Strongly Agree

Table 5. Mean score and frequency (%) of responses for goal clarity element

Factor Code SD D MA A SA Mean score Std. deviation

Goal clarity G1 0 3.1 37.5 31.3 28.1 3.84 .884
G2 25.0 18.8 21.9 34.4 25.0 3.66 1.208
G3 6.3 6.3 25.0 37.5 25.0 3.69 1.120
G4 0 12.5 21.9 31.3 34.4 3.88 1.040

Total mean 3.71

*SD-Strongly Disagree, D-Disagree, MA-Moderately Agree, A-Agree,
SA-Strongly Agree
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Based on Table 6, in term of Feedback element, most criteria received a positive
response with participants answered moderately agree, agree and strongly agree scale.
The result showed that the game was provide a feedback to keep user on track and
identify about player latest progress regarding the game. The score for these criteria are
for strongly agree was 40.6% followed by agree with 34.4% and the lowest was 9.4%.
The participants also strongly agree with 34.4% regarding the receiving information on
users’ success (or failure) of immediate goals immediately.

One of the criteria in Challenge element (Table 7) had received the highest positive
score among other criteria with 43.8%. This support that the game indeed provided
some hints to overcome the task challenges for the user. However, the Challenge
element had received the highest negative score too among other criteria with 84.4%.
This is about the disagreeability regarding the online support that help to overcome the
challenges. This is because the game was built fully as an offline based game. The
online features were put in the future work game.

The fifth element in EGameFlow model is Autonomy. Most of the result regarding
the Autonomy element were received positive feedback. As shown in the Table 8, most
of the response are mostly towards agree regarding all the criteria. Moreover, Table 8

Table 6. Mean score and frequency (%) of responses for Feedback element

Factor Code SD D MA A SA Mean score Std. deviation

Feedback F1 9.4 3.1 12.5 34.4 40.6 3.94 1.243
F2 6.3 12.5 18.8 43.8 18.8 3.56 1.134
F3 6.3 0 18.8 40.6 34.4 3.97 1.062
F4 3.1 28.1 21.9 40.6 6.3 3.19 1.030
F5 6.3 18.8 25.0 34.4 15.6 3.34 1.153

Total mean 3.62

*SD-Strongly Disagree, D-Disagree, MA-Moderately Agree, A-Agree,
SA-Strongly Agree

Table 7. Mean score and frequency (%) of responses for Challenge element

Factor Code SD D MA A SA Mean score Std. deviation

Challenge H1 3.1 6.3 31.3 15.6 43.8 3.91 1.146
H2 84.4 3.1 6.3 3.1 3.1 1.38 .976
H3 12.5 0 34.4 21.9 31.3 3.59 1.292
H4 0 6.3 21.9 46.9 25.0 3.91 .856
H5 3.1 15.6 21.9 28.1 31.3 3.69 1.176
H6 3.1 12.5 18.8 28.1 37.5 3.84 1.167

Total mean 3.39

*SD-Strongly Disagree, D-Disagree, MA-Moderately Agree, A-Agree,
SA-Strongly Agree
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showed 37.5% agreeability on the feel a sense of control over the game. These
responses demonstrate that the game able to make the participant feel control of the
game. The result also shown the positive result with 43.8% agreeability regarding the
user know about the next step of the game. This shows that the user understands the
flow of the game.

Table 9 shown the result of 40.6% agreeability regarding user forgets about time
passing while playing the game. Besides, from the result, 34.4% participants strongly
agree become unaware of surroundings while playing the game. This confirm that the
participants enjoyed playing the game because they immerse with the game. The
criteria on user temporarily forget the worries of everyday life while playing the game
get the highest percentage with 43.8% in term of Immersion element. This is
demonstrated that the game is really make the users very attracted and concentrate fully
on the game.

Table 10 presented the 40.6% agreeability of the participants about the game
increases the users’ knowledge. This showed that even the game was focus on drilling
arithmetic skills, the game able to increase the user knowledge when playing the game.
One of another benefit was the participants exposed with racing automotive environ-
ment. Table 10 also showed the result of agreeability about the user tries to apply the
knowledge in the game which gives the most significant values which is as much as of
56.3%. This demonstrate that the user able to apply the basic knowledge of arithmetic
to complete the challenges in the game.

Table 8. Mean score and frequency (%) of responses for Autonomy element

Factor Code SD D MA A SA Mean score Std. deviation

Autonomy A1 3.1 3.1 28.1 28.1 37.5 3.94 1.045
A2 12.5 3.1 43.8 40.6 12.5 4.13 .976
A3 9.4 12.5 12.5 40.6 25.0 3.59 1.266

Total Mean 3.76

*SD-Strongly Disagree, D-Disagree, MA-Moderately Agree, A-Agree,
SA-Strongly Agree

Table 9. Mean score and frequency (%) of responses for Immersion element

Factor Code SD D MA A SA Mean score Std. deviation

Immersion I1 9.4 3.1 18.8 40.6 28.1 3.75 1.191
I2 6.3 12.5 21.9 25.0 34.4 3.69 1.256
I3 3.1 15.6 9.4 43.8 28.1 3.78 1.128
I4 21.9 18.8 25.0 18.8 15.6 2.88 1.385
I5 6.3 0 25.0 31.3 37.5 3.94 1.105
I6 12.5 21.9 12.5 21.9 31.3 3.38 1.454
I7 6.3 12.5 25.0 31.3 25.0 3.56 1.190

Total Mean 4.16
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5 Conclusion

According to the findings, the total mean of all element was 3.64 which is in above
average scale. The highest mean score among the seven elements are Immersion with a
score of 4.16. The findings presented that the game was verified encourages player
immersion. The increment of the degree of immersion is one of the important element
that the learning tool provides student with a form of enjoyment [17]. The other
element is also above agreeable level which proves that the game complies with the
rules of every element in EGameFlow model. The overall average from total mean of
seven element was computed to identify the agreeability of the enjoyment of this game.
The result produces a value of 3.64 for the overall average which shows on agreeability
level. This shows that 73% among the respondents agree that this game is enjoyable in
terms of game-based learning.
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Abstract. A good child is a dream for every family. Good moral education will
encourage children to think and understand about what is allowed or forbidden
things. A child who has a good education will be able to manage the man-
agement of emotions and the formation of his character. The main purpose of
this study is to provide an alternative moral education in children, especially
adolescents. Today’s teenage morale is much damaged by juvenile delinquency
as it happens and viral in social media, smoking behavior, dating, pre marital
sex, piercing, taking drugs and things that violate the prevailing norms. Not all
children get a good moral education from home or school. It requires effective
moral education with technological intervention in improving and shaping the
stage of moral development. Technology can not be separated from adolescents
and greatly influence in adolescent moral formation. The positive actions they
choose will help improve their attitude. Teens who have a good moral education
in their social life will become more independent, and parents can give them the
authority to choose more and act according to their choice. Moral education is
the most important part in the stage of moral development of adolescents who
are planted early on. The stage of moral development is divided into 3 levels:
Conventional Level, Conventional Level and Post-Conventional Level. This
research is more directed to developmental psychology and technological psy-
chology. Interpersonal communication is the most important part in determining
the outcome. The study concludes by suggesting a number of practical and
theoretical recommendations for all related elements.
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1 Introduction

The child is a gift of God Almighty, which He left a family. Every family longs for
children who have good moral, in order to be able to adapt to the social environment of
society in accordance with prevailing norms. In general, teenagers will continue to vote
and make decisions on each of their behaviors, but sometimes not all of their behavior
is considered in accordance with the norms that apply to the community. Not infre-
quently their behavior is contrary to the custom and culture (read: Adab) that exist in an
area where they live. In general, adolescents are also called transitional periods, the
search period of identity, often they do coping strategies on the model he considers
“present” or “true”.

Gender, environmental, peer group differences are a factor that allows to influence
moral development. Young women tend to be more embarrassed in expressing feel-
ings, and boys tend to be more indifferent to the surroundings. The presence of tech-
nology is also able to influence behavior/behavior patterns among adolescents. With
the presence of Technology, teenagers are more “able” to express feelings of sadness,
happiness, anger through social media such as Instagram, twitter, Facebook etc. This is
also the authors prove with the teen easily expressed feelings of sadness through the
snippets or pieces of song lyrics uploaded on his personal Instagram. Surely this will
trigger a quarrel among teenagers, so that moral development is not good. Another
example of the moral damage factor of teenagers is smoking behavior and relationship
goals are wrong, so adolescents are immediately coping on the wrong model. Most
teenagers will imitate what has been viral in social media such as the case of blue
whale, skip challenge, down another challenge that does not have an important purpose
and leaves only the moral damage for teenagers [1]. According to Dion Hinchcliffe
(2011) in an online article, the current trends in information communications tech-
nology and telecommunications sectors illustrate that social media or social networking
services (SNS) is one of the five major achievements of the next half decade [9, 13, 29,
30]. When individuals abuse technology it will affect their own personal growth and
development [12, 28, 30, 38]. The issue of adolescent morale and technology in the era
of globalization is very exciting for us to discuss, from the problems faced with friends,
family and society. Moral education among teenagers becomes very important, because
to be able to make a state of character and good moral of course comes from good
moral generation as well.

According to Berkowitz and Bier [41] In recent years, character and issues of
morality among youth have received nationwide attention from the general public,
policy makers, educators, and parents [2]. The original educational term comes from
the Greek word “pedagogie” which means guidance given to the child. Education is the
process of changing the attitude and conduct of a person or group of people in an effort
to mature humans through teaching and training efforts; Processes, ways, actions
educate. Human only through education can’t be human. Education itself from specific
(creator) whatever If she just is. Human but by people so they trained people are trained
is remarkable (Kant 2015) [37]. Here a very important role for educators is. Educators
in the context of universal morality that humanity needs an idealistic perspective, they
be grasped. These trainers are not based on the natural tendency of individuals to
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humanity, and to contribute to the future on behalf of generation must educate and
instill in them the awareness that education should [37].

According to Ali and Asrori (2015) The moral word comes from the Latin, the mos.
The word “mos” is a single word form, while its plural is morse. This means custom,
moral. Customs are human actions that conform to general ideas about good or bad in
society. Therefore morals are behaviors that conform to the measures of specific social
or environmental actions accepted by society [4].

The word ‘moral’ is derived from the Latin mos (plural: mores) means the habit,
custom. mos word (mores) in Latin is synonymous with the Greek word ethos. Dic-
tionary of Education defines morality as a term used to delimit those characters, traits,
intentions, or acts roommates Judgments can appropriately be designated as right,
wrong, good, bad [14, 16].

Moral words in Arabic are often synonymous with the term “Akhlaq”. Akhlaq is a
plural word, but sometimes it is used in its singular form (khuluq) to mean character,
innate disposition, or ‘a state of the soul which causes it to perform its actions without
thought or deliberation’ (Miskawih, 1968, p. 30; cf. Omar, 1994, p. 103). [21]
according to Djazwidi, akhlāq means ‘good morals’ (al-akhlāq al-mahmūdah) or ‘bad
character’ (al-akhlāq al-madzmūmah) [16] Another term for morality is Adab, Adab
al-isla¯m means ‘the good manners adopted by Islam derived from its teachings and
instructions’ (al-Kaysi, 2003, p. 13) [21].

The moral according to Dewey (in Zuriah [40]) says that moral in moral education
here is almost the same as rational, where moral reasoning is prepared as a principle of
critical thinking to arrive at the choice and moral judgment that is regarded as the best
mind and attitude. Moral always refers to the good of human as human being [20]. The
field of morals is the field of human life in terms of human kindness. Moral norms are
benchmarks for determining right-wrong human attitudes and actions viewed in terms
of good and bad as a human and not as a role-specific and limited actors. So he thinks
that the problem of the moral field is whether human is good or bad.

Morality is viewed as the system of rules that regulate the social interactions and
social relationships of individuals within societies and is based on concepts of welfare
(harm), trust, justice (comparative treatment and distribution) and rights. The concept
of morality has been variously defined by philosophers and psychologist but in com-
mon terms it can be interpreted to mean a person’s or society’s view of what is
perceived to be the highest good. Such a view is based on a set of principles, ideas and
norms that are used to distinguish between right’ and wrong’. Though the notion what
is good’ and what constitutes happiness has a definite cultural bias, morality generally
refers to attitudes and predispositions that foster respect, responsibility, integrity and
honesty [17, 24].

TheMoral goodness, but it is possible to be virtuous. mentioned above, the existence
virtue of the absence of natural tendency or can it be possible by reducing the possible.
So who is really the freedom to obey the laws of morality, we’re in it tend to adopt. In
this case, the human being will require a disciplined. This disciplined state, based on the
moral understanding of people’s homework will help to capture the target [37].

According to Dreeben (in Zuriah [40]) if the goal of moral education would lead
one to be moral, it is important that one be adapted to the purpose of community life.
Therefore, in the early stages it is necessary to do moral conditioning and moral
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practice for habituation (in Zurian 2011). If we say about moral education that Islamic
literature in the area of personality contains theories that direct man in certain ways as
stated in two sources of Islam, which are the Qur’anic text and the Sunna [3].

Moral Education as part of grades education in schools, which helps learners to
recognize, realize the importance, moral values that should be made A guide to his
attitude and behavior as human beings, both individually and collectively in a society.

It can be concluded that moral education is a planned way and structured by an
educator to form positive habits in learners, so as to form a good moral in accordance
with the norms and character of the nation.

2 Teenagers

The word adolescent, also called adolescence and youth. The term adolescence comes
from the Latin word adolescere which means to grow or grow into adulthood (in
Hurlock [44]). Adolescence according to Mappiare (in Ali and Asrori 2015), between
12 years old up to 21 years for women and 13 years up to 22 years for men [4]. Based
on the time span, adolescents are divided into 3 stages [8, 11, 32, 37]:

2.1 Early Adolescence (10–12 Years) [39]

a. Appear and do feel closer to peers.
b. Look and feel free.
c. Looks and does pay more attention to the state of his body and start thinking the

imaginary (abstract).

2.2 Mid-Adolescence (13−15 Years) [30, 39]

a. Looks and wants to search for identity.
b. There is a desire for dating or interest in the opposite sex. There is a deep feeling of

love.

2.3 The Final Adolescence (16−19 Years) [27, 30, 39]

a. Expressing self-deprecation.
b. In looking for more selective peers.
c. Has an image (picture, circumstances, role) against him.
d. Being able to manifest feelings of love.
e. Have the ability to think imaginary or abstract

Based on chronological age and various interests, there is a definition of adoles-
cence that is:

a. In pediatric books, generally define teenagers is when a child has reached the age of
10–18 years and the age of 12−20 year boys.
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b. According to the law no. 4 years 1979 on the welfare of children, adolescents are
those who have not reached 21 years and not married.

c. Under the labor law, a child is considered a teenager if he has reached the age of
16–18 years or is married and has a place to live.

d. According to the marriage law No. 1 of 1979, children are considered to be teen-
agers if mature enough, i.e. age 16 years for women and 19 years for boys.

e. According to the office of the child’s health, it is considered to be a teenager if the
child is 18 years old, which is appropriate for the high school graduation.

f. According to the WHO (2011), adolescents when the child has reached the age of
10–18 years [35].

According to WHO, adolescence is a time in which:

a. The individual who develops from the moment he first signs his secondary sexual
signs until he reaches sexual maturity.

b. Individuals experiencing psychological development and pattern identification from
childhood to adulthood.

c. The transition from socio-economic dependence is full of relatively more inde-
pendent conditions.

Adolescence is closely related to the development of “sense of identity versus role
confusion,” i.e. feeling or awareness of identity. Basically teenagers do not have a clear
place, meaning he is among the group of children and adults. It is therefore often
known as the “search for identity” phase. However, in this adolescent phase, adoles-
cents are at a very potential stage of development, both in terms of cognitive, affective
and physical. This is reinforced by Hurluck (in Ali and Asrori 2015) that the term
adolescence actually has a broad meaning, including mental, emotional, social, and
physical maturity [4].

3 Moral Development of Youth Period

According to Starbuck (in Jalaludin [42]), moral development in adolescents is based
on guilt and efforts to seek protection. Moral types also seen in teenagers also include:

1. Self-directive, obedient to religion or morals based on personal considerations.
2. Adaptive, follow the environmental situation without making any criticism.
3. Submissive, sensing doubts about moral and religious teachings.
4. Unadjusted, not yet convinced of the truth of religious and moral teachings.
5. Deviant, rejects the basic and religious laws and moral order of society.

The stages of moral development according to Kohlberg (in Ali and Asrori 2015)
are as follows [4]:

i. Pre-conventional Level: rules and moral expressions are still interpreted by the
individual/child based on the physical consequences to be received, whether in the
form of something painful or pleasurable. This level has two stages, namely
punishment orientation and compliance as well as relativist-instrumental
orientation.
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ii. The initial conventional or conventional level: moral rules and expressions are
adhered to on the basis of family, group or community expectations. This level has
two stages, namely the orientation of agreement between the person or called
“sweet child orientation” and the orientation of law and order.

iii. Post-conventional level: moral rules and expressions are formulated clearly based
on legal values and principles that have validity and can be applied, regardless of
the authority of the group or the person holding on to the principle and inde-
pendent of self-identification with the group the. This level has two stages, namely
the orientation of the social contract of legality and the orientation of universal
ethical principles.

Factors Affecting the Achievement of Youth Identity
According to Waterman identity means having a clear self-image of the range of

goods to be achieved, values, and beliefs chosen by the individual.
According to Prime unravels some of the factors that portray themselves teenagers

include:

a. Family
Family circumstances can affect adolescents in self-esteem. There are some families
who can portray themselves teenagers, among others:

(1) Socio-economic identity
(2) Family unity
(3) Attitudes & habits
(4) Child status

b. Social environment

Teenagers will try to expression to seek a social environment as a place for teenagers to
express their identity. The teens feel with socializing teenagers can achieve their
identity. In addition, within the social environment there are norms, values, ordinances
also customs. In myself, adolescents will launder the values that apply in their social
environment.

The way society around teenagers at the time of socializing can also portray
adolescent identity.

c. Education

The way of thinking and behavior of a teenager can be known by the education of
adolescents, adolescents who have a good education can consider the values and good
in the environment. In adolescence the individual is at the stage of formal thinking.
That is at this stage requires the ability of teenagers to think normally. With a good
education will also be done teenagers who think formally operational feel challenged to
achieve a unique identity. According to Asmau, Education, through which these moral
values could be channelled from one generation to another is very important, being the
first priority of Muslim parents, teachers and Islāmic institutions [6]. The process of
identity-seeking processes in which a youth develops a unique personal identity or
sense of self, separate and separate by others-is called individualization. These pro-
cesses are [22, 33] (Table 1):
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4 Internet dan Morality

Internet provides human beings access to a large amount of data. Since the internet is
not controlled by anyone, the type of data cannot be controlled. Therefore, all types of
positive and negative information and objects are available on the web. Academic
sources can be considered as positive aspect of the internet, whereas pornography,
gambling and misappropriation are its negative aspects [1, 26]. Users need to make a
choice to utilise the internet responsibly, wisely and intelligently [8, 19].

According to Longe et al. (2009): “Internet technology development in Sub-
Saharan Africa has brought tremendous positive change in socio-economic growth and
development in the region. Paradoxically, the internet has also evolved into a
sophisticated tool in the hands of criminals for in various forms of cyber crime” [29].

According to research results Meena et al. and research results Hing Keung Ma: the
internet is able to facilitate people to make a stronger face relationship without geo-
graphical, racial or social obstacles. This not only helps people to bond friendships but
also emerges as a source to bridge different types of people from a little to a greater
extent. But the results of this study indicate that children have negative effects, they are
more likely to learn the language rough from their friends online, other than that
children also often visit porn sites [1, 27].

The best filtering tool is having faith (Iman) and virtue (Taqwa) [19]. Good morals
are faith [6]. Internet gives people the permission to act freely in almost everything.
However, they are responsible for how they manage their freedom. Freedom and choice
are related to responsibility, and everyone is responsible for his freedom and choice [5,
19]. We must understand that the internet can be a very enlightening platform, fun to
surf, and can damage characters if not properly used [29]. So parents and teachers have
more responsibility to help students learn how to use the internet safely and respon-
sibly. For example, filtering is important for school and home computers. Teachers and
parents should work together and discuss what types of restrictions are more efficient

Table 1. The 5 C’s of positive youth development

Asset Definition How to foster it

Competence Perception that one has abilities and
skills

Provide training and practice in
specific skills, either academic or
hands-on

Confidence Internal sense of self efficacy and
positive self-worth

Provide opportunities for young
people to experience success when
trying something new

Connection Positive bonds with people and
institutions

Build relationships between youth
and peers, teachers and parents

Character A sense of right and wrong
(morality), integrity, and respect for
standards of correct behaviour

Provide opportunities to practice
increasing self-control and
development of spirituality

Caring A sense of sympathy and empathy for
others

Care for young people

Source: Teen, 2009
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for students. Some people think we should protect our children from dangerous,
offensive and inappropriate information [7].

Morality is one of the fundamental principles of Islām. Islām prescribes a number
of rules and regulations to be observed by believers in all activities. To uphold these
rules, Allah (SWT) in the Glorious Qur’ān provides the believers with a series of moral
teachings regarding personal ethics, family, social, business and political ethics to name
a few [8].

5 The Advantage of Technological Intervention for Moral
Education

Teens are very easy to imitate parents, society, and the environment to make it as a
lifestyle and even a habit. In moral education, with technological intervention, stake-
holders will be able to play a role in realizing good moral education. On the web
provided a variety of features that are able to maintain the moral of children. Teachers
and educational leaders can also provide motivation for children to continue to enter
into positive activities, in order to maintain adolescent morale. In the identification of
Hamid et al. [43] states that “Based on recent crime trends and media portrayals, it
seems that a problem underlying social ills in Malaysia is moral decay among the
Malaysian youth”. This confirms the importance of technological intervention in
shaping and maintaining the moral of the child [18, 36].

Examples of current technological interventions are one of the faculties at the
International Islamic University Malaysia that ICT has created an environment where
the source of Islam can be converted to digital form so that it can be easily distributed
globally in the form [19, 25]:

a. Muslim virtual class
Getting education about Islam is made easier because it can be done from home
through this virtual Muslim class [10, 32, 34].

b. Games and Video Islam for children [31].
c. Software - Interactive software to motivate Muslim children learn about Islam.

Islamic software is available in the form of audio and text formats for mobile
phones, IPods and laptops. Where islam software can also be accessed through the
web for free and installation on the phone only takes time in just seconds [18, 31].

d. Online discussion on Islamic topics [15].

With the knowledge of Islam is expected parents and schools should take a role in
preparing teenagers for success in the emerging information age with successful online
ethical behavior outside of academia [23].

In addition teenagers need support from family and school, community, to building
good relationship for moral education. The need for awareness of education programs
that have been implemented by the Government through compulsory subjects of
Citizenship Education, Education of Pancasila, etc. This awareness will also influence
the government’s decision in the rapid development of education. The more a good
moral teenager the better a country will be in the future.
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6 Conclusion

One of the goals of moral education with a technological theme is to help make the
child moral good - honest, disciplined, responsible, and caring etc., according to the
character of the nation. The tendency of teenagers is to imitate a model that he believes
to be a real truth. Those who think that model is the most correct and contemporary in
accordance with today’s lifestyle. This ready-made model does not necessarily corre-
spond to a good moral attitude.

This paper aims to discuss the importance of moral education for adolescents with
technological intervention. This is because moral education with technological inter-
vention (web-based) for adolescents can bring positive effects for adolescents in ado-
lescent moral development. The goal is that teenagers are more rational, able to judge
the good or bad, apply honesty, responsibility, compassion in social life. We know that
teenagers are at a very potential stage of development, both cognitively, affectively and
physically. But this can not develop properly, because it is associated with poverty and
low levels of education.
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Abstract. IPv6 is the new communication protocol which will eventually
replace IPv4 is suffering from different security issues. As an initial step to
understand IPv6 networks and their vulnerabilities it is of critical importance to
identify the characteristics of the connected devices. Detecting the OS finger-
prints of these devices is one of these characteristics that are essential to iden-
tifying the vulnerabilities of each of them. Currently, few OS detection methods
have supported IPv6 protocol, as it did not fully replace IPv4 yet. This paper
attempts to describe the existing methods of OS fingerprinting with IPv6, as well
as their challenges and limitations. Moreover, this paper studies the available
datasets that might be used for IPv6 OS fingerprinting. By understanding the
existing methods and datasets, the reader can figure out the current needs for
proposing new OS fingerprinting methods for IPv6 protocol.

Keywords: OS fingerprinting � IPv6 protocol � Network security

1 Introduction

IPv6 has been designed to replace IPv4 after IPv4 was criticized in terms of the
addresses pool exhaustion and security issues. IPv6 has a four times longer header than
IPv4, which can provide an address to every single device in the world. The world’s
devices count is expected to be 40.9 billion in 2020 [1]. The number of the IPv6 users
is continuously increasing on a daily basis. An example of this is presented in Fig. 1
that illustrates the number of Google users who are currently using the IPv6 protocol.
IPv6 has built-in security mechanisms such as IPSec protocol which serves to over-
come some of IPv4 security issues. In addition, IPv6 introduced address auto config-
uration and mobility features for the nodes. Another main change in IPv6 compared to
IPv4 is its major dependency on the ICMPv6 protocol, where it was optional in IPv4.
These changes made the applicability of using IPv4 systems on IPv6 impossible [2].

Despite the security improvements of IPv6 over IPv4, it is still suffering from a set
of attacks that exposes its reliability. Recently, several studies showed that IPv6 is
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vulnerable to several types of attacks, which prevented it from being worthy to
implement in real networks. IPv6 attacks are categized into two classes, which are
either inherited from IPv4 protocol (performed in the same way of IPv4 attacks), or
new attacks that depend on the new features of IPv6 [3]. Moreover, some of the IPv6
new features such as the multicast address contribute to making IPv6 attacks easy to
perform. An example of this is Denial of Service (DoS) attacks.

Identifying the OS fingerprint is a technique that collects information from a net-
work to determine the number of different hosts connected and the used OSes in the
network. Determining the used OSes in the network helps the administrator to realize
the security level of the network and find out potential vulnerabilities that the nodes are
exposed to. Moreover, the OS fingerprinting detection provides the administrator with
information about the unpatched or unauthorized and rogue devices that are attached to
the network [4]. As IPv6 networks are vulnerable to many attacks, discovering the used
OSes in the networks is a helpful step to improve its security and privacy.

This paper presents a review of the existing methods that are able to identify the
fingerprints of the OSes based on IPv6 traffic, as well as studying the available IPv6
datasets for such use. To the best of the author’s knowledge, this is the first paper that
studied these methods in the light of IPv6 protocol. This paper aims to help in securing
IPv6 by presenting this summarized review to the interesting readers for a faster
understanding of the OS fingerprinting area. Moreover, having such review opens
several questions about the existing methods and their worthiness to be applied to a real
network.

OS fingerprinting methods are categorized based on the used technique of col-
lecting the information into two main categories, which are active technique and
passive technique. Active techniques depend on sending craft packets to the OSes and
identify them based on their responses. Passive techniques prefer to be silent and
depend on the normally generated traffics from the OSes. Passive techniques have the

Fig. 1. Google IPv6 users
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advantage over the active techniques that they do not affect the network performance as
they do not generate any traffic (overhead) on the network. In addition, active tech-
niques are never able to determine OSes that are located behind a firewall that crafted
packets are unable to reach [5].

This paper is organized as follows: Sect. 2 details some of the existing OS fin-
gerprinting methods and highlights some interesting point of their strength and
weakness. Section 3 describes the availability of IPv6 datasets for OS fingerprinting
purposes. Section 4 concludes the paper findings with opportunity for future promising
technique.

2 IPv6 OS Fingerprinting Methods

IPv4 has been sufficiently studied in the light of OS fingerprinting, and several tools
have been proposed for that purpose such as ETTERCAP [6] and Xprobe [7]. IPv4
addresses exhaustion problem is not the only addressed problem by IPv6. Many other
features have been either improved, changed or added in the new protocol. Therefore,
IPv4 OS fingerprinting methods are unsuitable to be directly applied to IPv6 networks,
due to the major changes between the two protocols. However, some researchers have
tried to adapt these methods to support IPv6 protocol by considering its new features
and fields.

Security researchers realized that IPv6 needs more improvements to reach the goal
of securing its networks. Therefore, several OS fingerprinting methods have supported
IPv6 protocol as a step towards that goal. These methods are either IPv4 tools that were
adapted to support IPv6 protocol by making use of its characteristics, or newly pro-
posed IPv6 OS fingerprinting methods. All these methods are classified based on their
information source into active or passive techniques. Figure 2 shows the taxonomy of
the existing IPv6 OS fingerprinting methods.

Fig. 2. Taxonomy of IPv6 OS fingerprinting existing methods
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2.1 Active Techniques

Active fingerprinting is an aggressive method that probes the targeted devices by
sending crafted packets to response with certain messages. The advantages of using
such techniques is that they allow their systems to be located at any point of the
network, as well as that system can learn more about the network compared to passive
techniques. However, active techniques add overhead to the network because of the
sent probe packets to the nodes. Moreover, IDSs might identify these packets as
malicious behavior that leads to blocking or dropping them.

Several active OS fingerprinting methods have been adapted from IPv4 existing
methods or exclusively proposed to identify OSes based on IPv6 traffic.

NMAP [8] is one of the most common free and open source tools that help in
exploring and securing networks. It was released in 1998 to provide different services,
including port scanning and active OS fingerprinting detection. NMAP uses raw IP
packets in novel ways to determine the OSes. NMAP improved its OS detection
accuracy compared to other tools by increasing the number of tests (probe packets) that
are sent toward the targeted device (currently, 18 packets (TCP, UDP, ICMP) are sent).
The devices’ responses to the probe packets are compared to the NMAP database of
OSes signatures and the closest match is chosen. IPv6 is started to be supported by
NMAP since 2011.

The multiple tests that are used in NMAP have improved its detection ability to
determine diverse types of OSes. However, these tests exposed the NMAP to be
detected as an intrusion by IDS systems due to their suspicious behavior [9]. Moreover,
the sent packet might lead to slowing down the performance and affecting the avail-
ability of the network. Despite, NMAP understands IPv6 traffic, and its IPv6 database
is still considered small, and is unable to automatically determine the OSes based on
IPv6 traffic [4, 10]. Although, NMAP has three scanning techniques for IPv6 protocol,
practically, TCP scanning is the only working scan [10].

sinFP [11] was released by Patrice Auffret in 2006 mainly to overcome the
problems of NMAP tool. sinFP has the ability to use both active and passive finger-
printing techniques using a real SQLite database. In addition to IPv6 support, sinFP has
the features of using a few probe packets (3 packets), apply the heuristic matching
algorithm, and works in online and offline modes. Another advantage of sinFP is the
ability to share the database to be utilized and integrated into other systems.

SinFP supported IPv6 by replacing its equivalent fields to IPv4 such as Identifi-
cation (ID), Time to Live (TTL), and Don’t Fragment (DF) with Flow Label, Hop
Limit, and Traffic Class respectively. sinFP is one of the OSes detection tools that
support IPv6 OS fingerprinting with its first versions. As SinFP depends on a database
of signatures, it suffers from inaccurate detection of OSes that are not pre-recorded in
the databases, or when the databases are not up-to-date. Also, sinFP has been criticized
for the OS detection being inaccurate, as well as for the potential that the probe packets
could be categorized as attacks by IDSs [12]. Therefore, it could not be considered as a
reliable tool, and further improvements are still required.

Beck et al. [12] have proposed active OS detection methods exclusively for IPv6
traffics after they concluded that passive techniques are infeasible on IPv6. A simple
tool namely osfinger6 has been developed using Python language and Scapy6 packet
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manipulation tool [13] to generate the required tests (probe packets). The authors
conducted an experiment of sending 156 forged NS messages on a small testbed (6
OSes) using the osfinger6 tool. Based on the observations of the OSes responses,
decision tree of the available OSes has been built.

The authors have figured out some surprising results about the OSes’ responses to
the sent NDP probe packets. However, applying such methods in real networks is
irrational due to the same problem of NAMP tool of using a vast number of probe
packets. These packets contribute in consuming the networks bandwidth and the
possibility of classifying the tool as an intrusion by IDSs. Moreover, the proposed
technique has not included the recent changes to the IPv6 extension headers that are
defined in RFC 7045 and RFC 6564 [14]. To include the routers to the detected
fingerprints, the authors promised to use NS and RS messages.

2.2 Passive Techniques

Passive fingerprinting techniques depend on analyzing the target devices traffics
without calling them by sending probe packets. Passive techniques are preferred as the
targeted devices are never bothered, thus, the network performance will not be affected.
Also, the OS detection tool will be allowed to work normally by the IDSs. The
disadvantages of passive techniques are that they could take a long waiting time to get
the needed packets from the network to identify the OSes [15]. Moreover, passive
techniques cannot work remotely as the tool must be located inside the targeted net-
work to be able to capture the traffic [16].

Despite the advantages of passive OS fingerprinting, it has been applied for IPv6
traffic in one method which is p0f.

P0f (Passive OS Fingerprinting) [17] is the first effective passive OS detection
tool. It is one of the most popular passive OS fingerprinting tools and was proposed by
Zalewski in 2000. It depends on analyzing the TCP header to extract 9 features
(mentioned in [18]) and compare them to a database of signatures to determine the
OSes. It also has the ability to detect the OS version, firewall, Network Address
Translation (NAT), and the distance to the remote system [12]. P0f does not have user
graphical interface, it only can be used through command line prompt.

P0f has the advantage, compared to the active techniques, that it can detect the
OSes that are located behind the firewall or NAT. However, the accuracy of identifying
the OSes has been criticized as being inaccurate compared to active techniques [10]. In
addition, P0f does not work for encrypted traffics where the TCP fields cannot be read.
For IPv6 packets, p0f applies the same fingerprints of IPv4 with replacing its fields with
their IPv4 equivalents [19]. Despite p0f understanding IPv6 traffic, it does not accu-
rately detect OSes based on it traffics [12].

On summary, few OS fingerprinting methods have been proposed or adapted for
IPv6 traffic.

As concluded from Table 1, insufficient research has been conducted on IPv6 OS
fingerprinting. This could be due to the lake of implementation of IPv6 protocol on
today’s networks where most of the OSes still working with IPv4. The existing OS
fingerprinting methods were either originally proposed for IPv6, or produced for IPv4
and then adapted to support IPv6. Both have several disadvantages that exposed their
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accuracy or affected network performance. Therefore, more work needs to be done to
improve the existing methods and overcome their limitations and disadvantages.

The traditional categorization of OS fingerprinting methods has been used in IPv6
fingerprinting methods. The used techniques have been classified into active and
passive techniques. Active techniques have two main problems. One is being exposed
to being blocked as an attacker, and the other one is their negative effects on the
network. Passive techniques work silently to avoid these problems, and therefore they
might be promising to be more applicable in IPv6 OS detection. Despite, the strengths
of passive techniques they have been used in one IPv6 fingerprinting tool (p0f) only.

3 Datasets

Several OS fingerprinting methods depend on datasets of traffic to be used for design
and evaluation of any new methods. Different IPv4 datasets have been used for this
purpose such IRL dataset [20]. On the OS fingerprinting area, these datasets have
different purpose which are;

Table 1. Summarizes the proposed IPv6 OS detection methods.

Method Description Disadvantages

NMAP • Active OS fingerprinting
• 18 probe packets
• Understand IPv6 since
2011

• Might be detected as attacker
• Might affect the network availability
• Small database for IPv6 traffic
• Unable to detect IPv6 OSes automatically

sinFP • Active and passive OS
fingerprinting

• 3 probe packets
• Support IPv6
• Sharable signatures
database

• Might be detected as attacker
• Might affect the network availability
• Inaccurate OS detection

Beck et al.
(osfinger6)

• Active OS fingerprinting
• 156 probe packets (forged
NS)

• Support only IPv6
• OSes decision tree was
built

• Might be detected as attacker
• The probe packets might affect the network
availability

• Does not include the recent changes to IPv6
extension headers

P0f • Passive OS fingerprinting
• Understand IPv6
• Depends on analyzing 9
TCP features

• Detect behind firewall and
NAT OSes

• Inaccurate OS detection
• Does not work for encrypted traffics
• Unable to detect IPv6 OSes automatically
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• Understanding the traffic to propose better OS detection methods.
• Choosing the most related features (fingerprints).
• Training different classifiers to discover the most optimal one.
• Evaluating the efficiency of any new proposed method.
• Comparing two different methods by applying them to the same dataset.

In order to propose more IPv6 OS fingerprinting methods, there is an initial need to
have a reference dataset with comprehensive OSes. However, to the best of our
knowledge, there is a lack of availability of IPv6 datasets for such usage. This could be
due to the privacy issues of the IPv6 information (such as IPv6 address and prefix) that
might be included in the traffic which might expose the network to outside attacks.
However, encryption or mapping techniques can solve such problem. Matoušek et al.
[14] is the only research that has noticed this problem and promised to create an IPv6
dataset for OS fingerprinting purpose.

4 Conclusion

Sine IPv6 OS fingerprinting is not widely supported by the security community, this
paper opens the door to motivate others to study it. By exploring the existing finger-
printing methods that have the ability to understand and identify OSes based on IPv6
traffic, different points of interest have been highlighted. First, a small number of these
methods support IPv6 which either were proposed for IPv6 or adapted from IPv4.
Second, these methods are limited by several issues that need to be addressed before
their employment on real networks. Third, the lake of the IPv6 datasets is another
reason for this shortage of the IPv6 OS fingerprinting methods. Lastly, passive tech-
niques seem more promising to be used in IPv6 OS detection compared to the active
techniques due to their silent style, which saves their tools, as well as network
resources.
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Abstract. Traditional dance in Malaysia is generating considerable amount of
interest due to its unique elements of heritage which have contributed to its
diverse music and dance forms. For example, Zapin, Kuda Kepang, Mak Yong,
Joget, Ngajat and much more. Recent developments in technology and ever-
growing online community, traditional dance are undergoing a revolution where
these dance form can be studied and observed easily especially when there are
dance software that can help guide users to learn by performing the dance steps
in real-time. However, the use of gesture sensor for accurately mapping the
dance movements of traditional dance is not yet explored, since only modern
dances are normally available to the masses in the form of computer games. This
paper outlines a new approach to implement Normalize Dynamic Time Warping
(NDTW) algorithm using skeleton tracking techniques to imitate the intricate
movements of traditional dance and to assess the robustness of the algorithm.
For this study, the traditional dance of Zapin was chosen because it consists of
simple body movements and data were acquired using Microsoft Kinect. The
results showed that the proposed algorithm gave the overall matching rate of
99.21% with maximum mean success rate of dancers gave 99.68% and
non-dancers gave the percentage of 98.76%. This technique may be considered
as a relatively unexplored application area, and the proposed system is an
attempt to address the problem with reasonable accuracy and scopes for further
research.

Keywords: Body matching � Motion capture � Traditional dance � Skeleton
tracking � Kinect

1 Introduction

Dance is a performance art form consisting of selected sequences of human body
movements. It can be performed individually, in a pair or a group of people. Every
country has their specific traditional dance emerged from an ethnic. These dance
movements represent an aesthetic and symbolic value within a culture. Malaysia has a
unique culture and way of life, but globalization that hit’s today’s generation caused
them to lose their identity, especially in learning traditional dances. With the
advancement of technology, the development of accurate system is highly desirable to
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address these issues based on two techniques which are dance recognition and the
visual feedback to effectively assess dancer training and performance.

The comparison and analysis of captured motion data taken in real time from the
real dancer against avatar data are the main issues in the virtual reality dance system.
This paper focuses on how to match body joints coordinates captured from Kinect
depth images based on real dancer from Kinect motion capture system that we consider
here as the ground truth. The paper takes a new look at the accuracy of the proposed
method using Normalize Dynamic Time Warping (NDTW) algorithm to compare the
skeleton generated from the Kinect Sensor with the real dancer. The focus will be on
how to retrieve body joint coordinates using an RGB skeleton sequence as a query and
this methodology has only been applied to Zapin traditional dance.

In traditional dance teaching, the demonstration-performance method are employed
to teach dancers, physical and mental skills [32]. Several demonstrations are performed
by the professional dancer only then the non-dancer will have to perform under close
supervision of the professional dancer and stored in a video form in the database. The
evaluation of the accuracy of the dance steps and response will be directed based the
degree of similarity between pre-stored coordinate sequences of dancer and
non-dancer. As such, the application of computerized systems for assessment and
training of dance remains a subject that attracts considerable research interest [17].
What is known as virtual dance is largely based on the visualization phase and
therefore finding better virtual representations of dances is essential that leads to the
importance of matching the dance steps between dancer and non-dancer that essentially
requiring the user to follow the virtual dancer. Grounded along the idea, dance learning
abilities are justified along the practical representation of characters driven by the
non-dancer’s motion capture information and the ability of the dancer to come after a
virtual dancer. The integration of technology into dance is seen to break ground in
terms of artistic creation this can be seen some of the approaches to integrate sensors
into gaming based simulation to help in transferring knowledge effectively [20, 39, 40].

2 Literature Review

Few studies have been published on human body matching and many those reviews
investigated different visual features to represent dance skeleton tracking such as
angular representation of the skeleton design including hand and food trajectories [26],
body characteristics calibration [1], real-time human movement retrieval [4], mixed of
audio-visual and skeleton joint features [7]. Unfortunately, regardless of many
approach have been proposed for dance performance evaluation none of those methods
was based on the aspect of traditional dance.

Several researchers have expressed doubts regarding some approaches and appli-
cations to perceive human body motion and skeleton tracking. Their analysis has
received general acceptance that skeleton tracking techniques utilizing a normal camera
are not straightforward because it is time-consuming to set up. Capturing human
motion data turn out to be common and a lot of method and algorithms have been used
to accomplish a better outcome in term of robustness of the framework. To make the
technology more supportive of human, researchers have spent much time to enhance
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the collaboration between innovative technology such as Microsoft Kinect, Asus Xtion,
Intel RealSense camera R200 and much more while applying some technique and
algorithm.

2.1 Time-Series Representation Body Matching

Time-Series Representation is generally a time series as a sequence of time dependent
values [27] and understood to mean a gesture element is typically represented by a long
multiple time-series. Therefore, to speed-up computation, simplified time series is often
preferable. There has been growing interest to represent human body-part motion by
utilizing the depth sensor camera, the stream of the skeleton feature to estimate data on
stream produces by the camera sensor. This is due to the availability of the depth sensor
camera such as the Microsoft Kinect. OpenNI was proposed to capture dataset
recording where it can provide a high-level skeleton module which can be employed
for detecting user and tracking his/her body joints [1, 6].

The convolution of the discrete-time position signals with a 1st Order Derivative of
Gaussian (DOG) is utilized to calculate the instantaneous 3D velocities of the joints
with the alignment of the dances are achieved by findings the time-lag that maximizes
the Quaternionic Cross-Covariance (QCC) of each joint position signal vectors [1, 6,
27]. However, these methods suffer from several pitfalls because of skeleton calibration
was not captured for each dancer. Therefore, custom skeletal tracking for the dancer is
not possible as the captured dancer must stay still in a specific calibration pose.

A study was conducted using a real-time tracking based approach to human motion
recognition, which receives an input contains a sequence of depth map captures from a
single camera sensor which detects the position of 15 joints of the human body [23].
The technique employed the use of Hidden Markov Models (HMMs) which is quite
efficient to perform action recognition. However, HMM-based recognition has a shorter
duration compared with Kinect sensor capturing time and all proposed method is
completed for the currently examined depth map before the next one is captured by the
Kinect sensor.

Recently, experiments on the human action representation system were introduced
using Bag of Words (BoWs) model representation of the action sequence along with
the variance of the skeletal joints [30]. The feature vectors are independents of the
duration of the action in the given action sequence. It has been suggested that motion
capture data from the Multimodal Human Action database using Projection Based
Learning Meta-Cognitive Radial Basis Function Network (PBL-McRBFN) classifier
seems to be performing better than the state of the art approaches. Some preliminary
work was carried out in 2011 [29] using interactive games based on 3D motion capture
technology, which allows the virtual avatar to perform dance movement collaboratively
by recognizing what a human player is dancing in real time using Finite State Machine
(FSM) and applied to Progressive Block matching approach. Frame Matching Cost is
introduced which forms part of the formulation of Block Matching cost.

More recent study [20] proposed the method of capturing the sides and frontal
movement of the traditional dance and transfer the data stream position obtained from
the central database using Microsoft Kinect. The accuracy of the movement of the
dancer is based on scoring using the Normalize Cross Correlation (NCC) algorithm.
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The method is based on the position of the body joints of the user matched with the
movements of the avatar at every frame and estimated the difference between the two
positions in terms of its Euclidean distance between the position of the user and the
position of the avatar. The conclusion made from the study mentioned that the pro-
fessional dancers can score the mean of 10.13% vs. the ground truth scoring while the
non-dancers score 18.38% with the total difference (Dancers vs. Non-Dancers) <9%.

The Dynamic Time Warping (DTW) algorithm was also studied to overcome time
and speed differences in the sequences and the underlying bone movements and can be
used effectively for motion classification to generate and match the temporal descrip-
tion tracks of each bone in motion, without the need to have equal length, as DTW
corrects for differences in speed [25].

2.2 Direct Body Matching Classification

There are three different types of sensing technologies, specifically optical motion
capture, inertial motion capture and markerless motion capture [16]. The degree of
precision of the capture motion and constraint posed are affected by these technologies.
The motion skeleton are split into five different body joints and generate an automation
of a posture vocabulary (code book) for each part to address the occlusion of problems
using multiple Microsoft Kinect sensors and applied Hidden State Conditional Random
Fields for the dance recognition [16]. The overall accuracy that has been obtained is
93.9% with 11 hidden states.

This has lead to investigation on human pose estimation for the first and second
version of Kinect sensor along with standard motion capture technology with a Mixture
of Gaussian and Uniform Distribution Models to evaluate the robustness of the pose
tracking [31]. Experiments on body joint matching for 10 subjects with mean age 27-
year-old while each subject was instructed to carry out some exercise via a video. The
approach calculates the maximum likelihood of the parameters of the input data samples.

Another study look at the possibility of using markerless system to overcome the
problem of a marker-based system by using model-based approaches (Myomotion) to
track the 3D Degrees of Freedom (DoF) motion in a virtual reality environment [22].
By using Myomotion, 16 sensors track the motion of 15 joints and to calculate 22
anatomical angles. However, there are some accuracy issues for 3D kinematic of body
segments with only limited number of body segments contributes to the major flaw.

A study of using the meta-heuristic approach to composing a dance by optimally
selecting inter-gestures movement patterns from multiple dance gestures using fitness
estimation and compare the performance of the proposed Differential Evolution
(DE) was experimented to ensure a smooth transition of frames in the dance video [14].
The study also look at the measurement of the abruptness (TA) of inter-gesture tran-
sitions in a dance sequence which is by measuring the total difference between the two
3-dimensional body skeletal structures. The absolute transition abruptness of the ges-
ture permutation is calculated by summing TA of each two-consecutive dance gesture.
The approach indicated that smaller the TA value obtained, the smoother the
inter-gesture transitions. The use of probabilistic deformable surface registration
approach based on a patched of the reference human body model together with the
body binding energy using (SVM) Support Vector Machine based classification
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scheme that partition target point cloud into the rigid body part and helps better
correspondence search [31]. The reliability of the proposed method is confirmed by the
experiments on Human Eva-II dataset and do not rely on the bone-length constraints to
obtain decent results.

Dynamic Time Warping (DTW) is also used to determine block similarity of
motion data [25] by mapping from an input sequence to a given sequence that mini-
mizes the distance between the input sequence by using the Euclidean distance metric
for sequence element distances. This method achieved 20–30% of error rates while
working with data from real dance recordings which indicate that some movements
were harder to distinguish than others. Some argument suggested that Hidden Markov
Models (HMMs) might be more robust than Dynamic Time Warping (DTW) algorithm
for gesture recognition [3]. Therefore, to analyse the accuracy of the assumptions,
comparisons between HMMs and DTW using different criteria through the experiment
with 50 samples was conducted and result showed that DTW gives higher performance
compared to HMMs where the time taken to train HMMs with 50 samples was 3.6 ms
but DTW only took 0.2 ms to compare two different gestures feature vectors.

3 Proposed Methodology

The proposed method look at enabling the comparison between two movement patterns
of Zapin dance and allowing data to be extracted for body matching analyse the
matching accuracy. By having Kinect sensor as the equipment, the acquired data and
the corresponding sample motion of the Zapin dance can be used to extracts feature and
perform matching between the acquired data and the corresponding sample motion of
the Zapin dancer and non-dancer. These methods were chosen because it is one of the
most rapid ways to test for the accuracy of body matching.

The accuracy of body matching between the motion data of avatars and real dancer
is tested using the proposed Normalize Dynamic Time Warping (NDTW) algorithm.
that does not fulfil the condition of DTW where it does not bound the beginning and
end of the two sequences of time toward each other. The algorithm calculates the
distance between each possible pair of points or features and constructing a cumulative
matrix to find the alignment between two signals with a minimum overall cost and
measurement of Optimal warping path (distance) can be found by tracking back the
step where the algorithm starts from the end of the matching sequences. Therefore, this
proposed method normalizes the scales of the skeleton through dividing the coordinates
of each joint by the total number of connected bones. Figure 1 shows the process of the
proposed algorithm.

The performance of the dance is based on the degree of similarity between
pre-stored position sequence of the dancer and non-dancer’s movement sequence. The
experiments proceed following the steps and the feature vector consists of 3D coor-
dinates of these 14 features as given below:

fn ¼ X1; Y1; Z1;X2; Y2; Z2; � ;X14; Y14; Z14½ � ð1Þ
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where n is the index of the skeleton frame at time tn. A gesture sequence is the
concatenation of N such feature vectors. After N feature vectors are concatenated to
create the gesture sequence, they are pre-processed before the NDTW cost computa-
tion. The NDTW algorithm are used to determine the corresponding frames between
the camera sensor and avatar skeletons. Figure 2 illustrates the allocation of the
skeleton joints.

All feature vectors are normalized with the distance between the left and right
shoulders to account for variations. The upper body and leg play essential roles of the
dance movements. Therefore, shoulder, elbow, hand, knee and foot joint position of the
Zapin dancer is considered. The relative 3D position of the shoulder (SL, S), elbow (EL,
E), hand (HAL, HAR), knee (KL, KR), ankle (AL, AR) and foot (FL, FR) joints for both
left and right are used to measure the distance in each frame (shoulder, elbow, hand,
knee, ankle and foot for both left and right):

DS ¼ SL � SRj j ð2Þ

DE ¼ EL � ERj j ð3Þ

Fig. 1. The flow of the proposed algorithm

Fig. 2. Illustration of each joint of skeleton tracking
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DHA ¼ HAL � HARj j ð4Þ
DK ¼ KL � KRj j ð5Þ
DA ¼ AL � ARj j ð6Þ

DF ¼ FL � FRj j ð7Þ

To ensure invariance to dancer’s height a specific normalization process is applied.
Seven features set of body joints for both left and right which are input to NDTW
separated to obtain distinct distance measures. Thus, the normalized-distance from
shoulder D3, elbow D4, hand D56, knee D7, ankle D6 and foot D8 is dividing
coordinates of each joints by the total of connected joints. The details of formula for
normalizing coordinate distance is illustrated as below:

D̂S ¼ DS

SL � Nj j þ N � SRj j ð8Þ

D̂E ¼ DE

EL � SLj j þ SL � Nj j þ N � SRj j þ SR � ERj j ð9Þ

D̂HA ¼ DS

HAL � ELj j þ EL � SLj j þ SL � Nj j þ N � SRj j þ SR � ERj j þ ER � HARj j ð10Þ

D̂K ¼ DK

KL � HLj j þ HL �Wj j þ W � HRj j þ HR � KRj j ð11Þ

D̂A ¼ DA

AL � KLj j þ KL � HLj j þ HL �Wj j þ W � HRj j þ HR � KRj j þ KR � ARj j ð12Þ

D̂F ¼ DF

FL � ALj j þ AL � KLj j þ KL � HLj j þ HL �Wj j þ W � HRj j þ HR � KRj j þ KR � ARj j þ AR � FRj j
ð13Þ

Respectively, HL and HR are the left and right hip position and W is the waist
position.

4 Results and Discussions

10 experienced Zapin dancers and 10 non-dancers were asked to perform both Ragam
Acah and Ragam Melingkar dance movements. Thus, approximate of 40 video data
and the corresponding motion data of 14 body joints consisting of mean distances were
obtained. The system implemented in this work able to recognize four basic steps of
Ragam Acah and six basic steps of Ragam Melingkar of the Zapin Dance as shown in
Fig. 3. The recorded data consists of two parts which include repetition of six basic
steps of Ragam Acah and four basic steps of Ragam Melingkar. The training and test
set pattern is resulted for 32 frames.
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The results indicated that mean joint values range between 90–99% for both Ragam
Acah and Ragam Melingkar dance steps. Among all the body joints of Ragam Acah,
the largest value in dancer are at the lower body part which are Left Knee, Left Ankle
and Left Foot. Similar observation also can be made in Ragam Melingkar where the
largest values in dancer are again consistently observed in lower body part, which
includes Left Knee, Left Ankle and Left Foot. The non-dancer on the other hand has
smaller values for those three body joints. In non-dancer, the largest values are
observed in the following body joints: Left Hand and Left Knee. Figure 4(a) demon-
strate the means of the body joints accuracy for dancer and non-dancer in Ragam Acah
and (b) showing the Ragam Melingkar.

The mean value of non-dancer in both steps are close enough as compared to the
mean value of the dancer. For overall result, dancer in Ragam Acah gives a higher
mean accuracy which is 99.68% compare to Ragam melingkar with the mean accuracy
of 99.64% for 14 body joints. Experimental results shown that using proposed algo-
rithm, dancer and non-dancer are able to achieve accuracy with total mean of 99.21%
for both dance steps. Although our results differ slightly from other literatures [3, 16,
31], it can be argued that the proposed algorithm for body matching has performed
better. Figure 5 compares the accuracy of proposed body matching algorithm with
another algorithm. The value of proposed algorithm gives the highest accuracy value
compared to the other four algorithms which is 99.21%.

Fig. 3. Example of Zapin dance with (a) Ragam Acah and (b) Ragam Melingkar movements
with its skeleton joint tracking representation.
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5 Conclusion

This work has led to conclusion that joints are met accurately tracked during Zapin
performance process. The results showed that body joints such as knee, ankle and foot
joints were affected by inaccuracies, especially when there is high velocity during a
dance performance. In addition to the findings, more static joints such as hand and

Fig. 4. Percentage of accuracy between dancer and non-dancer in (a) Ragam Acah and
(b) Ragam Melingkar

Fig. 5. Accuracy comparisons between the proposed algorithm with other algorithms.
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elbow were tracked accurately with only minor limitation during positions that covered
joint from the field of the Kinect sensor. In summary, proposed method using Nor-
malize Dynamic Time Warping (NDTW) algorithm as used in this study showed very
good body matching potential.
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Abstract. Financial management is important to the companies such as banks
and financial institutions in managing the assets and liabilities. In optimizing the
financial management, different goals have to be achieved simultaneously such
as asset accumulation, liability reduction, equity, earning, profitability and total
goal achievement. Therefore, goal programming model is introduced to solve
the multiple objectives decision making problem in financial management. The
objective of this study is to develop a goal programming model to optimize and
compare the financial management of the banks in Malaysia based on the
benchmark target value for each goal. In this study, six goals such as total assets,
total liability, equity, profitability, earnings and total goal achievements are
investigated for the period from year 2012 until 2016. The results of this study
show that all banks are able to achieve the goal for total asset and equity.
Moreover, the target value of equity can be increased further for all banks in
future. This study is significant because it helps to determine the potential
improvement on total liability, profit, earnings and total goal achievement for
each bank in order to achieve the benchmark target value for future
development.

Keywords: Goal programming � Financial management � LINGO software �
Potential improvement

1 Introduction

Financial management is important to banks and financial institutions in managing the
assets and liabilities. In optimizing the financial management, different goals have to be
achieved simultaneously such as asset accumulation, liability reduction, equity, earn-
ing, profitability and total goal achievement [1]. Bank needs to monitor its financial
management in order to control its liquidity and to achieve the desired profit. Therefore,
financial planning is developed based on the past data driven decision analysis in order
to hedge against the uncertainties [2]. The ability on fast and efficient interpretation on
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the environment changes is one of the competitive advantages [3]. Bank and financial
institution have to do data analysis on the latest trend and adjust their finance allocation
for the best performance. Linear programming model was introduced to optimize the
financial management of banks [4]. Since linear programming model is not able to
handle multiple objectives, thus goal programming model has been introduced to solve
multiple objectives decision problems in financial management. According to Naderi
et al. [5], financial management enables the company to premeditate future risk based
on data driven decision analysis with goal programming model. Kosmidou and
Zopounidis [2] emphasized that different criteria should be considered in the bank
financial management. Asset accumulation, liability reduction, equity, earning, prof-
itability and total goal achievement are important goals in bank financial management
[5]. Therefore, goal programming model [5, 6] is introduced to solve multiple objec-
tives decision making problem in financial management.

Zaloom et al. [7] developed a goal programming model to optimize the fund
management in bank. Besides that, goal programming model has been applied in other
financial management such as portfolio management [8–10] and liquidity management
[11]. For asset and liability management, the earliest study was carried out by Giokas
and Vassiloglou [12] in Greece. Halim et al. [13] showed that goal programming model
is able to identify the potential improvements on the goal achievement. Other than
banking sector, goal programming model has been utilized in other optimization
problems such as renewable energy production [14], assembly line [15], construction
[16], manpower scheduling [17], inventory control [18] and so forth.

According to the past studies on bank financial management, goal programming
model is only developed for the individual bank itself without comparing with other
banks. The comparison among the peers or competitors is important because it helps to
identify the potential improvement based on the benchmark [19–25]. In addition, goal
programming model is able to determine the trade-off among the goals in bank financial
management. Therefore, this study aims to fill the research gap by determining the
benchmark target value for each goal in financial management. The objective of this
study is to develop a goal programming model to optimize and compare the financial
management of the banks in Malaysia based on the benchmark target value for each
goal. Three highest financial status banks in Malaysia, namely CIMB Group Holding
Berhad (CIMB), Malayan Banking Berhad (MAYBANK) and Public Bank Berhad
(PBBANK) are investigated in this study for the period from year 2012 until 2016. The
structure of the paper is organized as follows. The next section describes the data and
methodology used in this study. Section 3 discusses about the empirical results of this
study. Section 4 concludes the paper.

2 Data and Methodology

2.1 Goal Programming Model

Goal programming is a mathematical model which aims to solve multiple objectives
decision making problems [6]. In this study, preemptive goal programming model is
used by considering the priority of each goal [1, 5]. Preemptive goal programming
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model satisfies one goal at a time. Therefore, first priority goal will be satisfied fol-
lowed by the second priority goal, third priority goal and so forth. The formulation of
the preemptive goal programming model is shown as follows.

MinimizeGi ¼ qi where i ¼ 1; 2; 3; . . .; n: ð1Þ

Subject to

Xm

j¼1

aijxj þ d�i � dþ
i

� � ¼ gi ð2Þ

xj; d
�
i ; d

þ
i � 0 ð3Þ

where
Gi is ith goal for i ¼ 1; 2; 3; . . .:; n;
qi is deviation variable for i ¼ 1; 2; 3; . . .:; n;
d�i is negative deviation variable for i ¼ 1; 2; 3; . . .:; n;
dþ
i is positive deviation variable for i ¼ 1; 2; 3; . . .:; n;

xj is decision variable for j ¼ 1; 2; 3; . . .:;m;
aij is parameter for decision variable; and
gi is target value for goal i ¼ 1; 2; 3; . . .:; n:

2.2 Data

The data of this study consists of CIMB Group Holding Berhad (CIMB), Malayan
Banking Berhad (MAYBANK) and Public Bank Berhad (PBBANK) which are listed
banks in Malaysia stock market. The data is obtained from the financial statement of
each bank for the period from year 2012 until 2016. Asset accumulation, liability
reduction, equity, earning, profitability and total goal achievement are important goals
in bank financial management [1]. The priority of the goals is listed as follows [13].

P1: Maximize total assets (d�1 ),
P2: Minimize total liabilities (dþ

2 ),
P3: Maximize equity (d�3 ),
P4: Maximize profitability (d�4 ),
P5: Maximize earnings (d�5 ),
P6: Maximize total goal achievements (d�6 ).

Based on the optimal solution of goal programming model, the goal is achieved if
the respective deviation variable is zero. Tables 1, 2 and 3 present the financial data for
CIMB, MAYBANK and PBBANK respectively in coded values.

Table 4 displays the comparison of financial data among the banks based on total
values of each goal.

The benchmark target value for each goal is proposed based on the optimal value of
comparison among the banks. As shown in Table 4, the benchmark target value for
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Table 1. Financial data for CIMB

Goal Group (RM’trillion) Total
2012 2013 2014 2015 2016

Asset 0.3371 0.3709 0.4142 0.4616 0.4858 2.0695
Liability 0.3077 0.3397 0.3758 0.4193 0.4387 1.8812
Equity 0.0294 0.0312 0.0384 0.0422 0.0471 0.1883
Profit 0.0044 0.0046 0.0032 0.0029 0.0036 0.0187
Earnings 0.0135 0.0147 0.0141 0.0154 0.0161 0.0738
Total goal achievement 0.6920 0.7611 0.8456 0.9414 0.9912 4.2314

Table 2. Financial data for MAYBANK

Goal Group (RM’trillion) Total
2012 2013 2014 2015 2016

Asset 0.4949 0.5604 0.6403 0.7083 0.7360 3.1399
Liability 0.4509 0.5127 0.5856 0.6448 0.6655 2.8595
Equity 0.0440 0.0477 0.0547 0.0635 0.0705 0.2804
Profit 0.0059 0.0068 0.0069 0.0070 0.0070 0.0335
Earnings 0.0166 0.0185 0.0185 0.0212 0.0223 0.0972
Total goal achievement 1.0123 1.1462 1.3060 1.4449 1.5011 6.4105

Table 3. Financial data for PBBANK

Goal Group (RM’ trillion) Total
2012 2013 2014 2015 2016

Asset 0.2746 0.3057 0.3457 0.3638 0.3801 1.6699
Liability 0.2560 0.2845 0.3168 0.3315 0.3447 1.5335
Equity 0.0186 0.0212 0.0289 0.0323 0.0354 0.1364
Profit 0.0039 0.0041 0.0046 0.0051 0.0053 0.0230
Earnings 0.0077 0.0082 0.0087 0.0095 0.0100 0.0441
Total goal achievement 0.5609 0.6237 0.7047 0.7422 0.7753 3.4068

Table 4. Comparison of financial data among the banks

Goal Total values (RM’ trillion) Max
CIMB MAYBANK PBBANK Min

Asset 2.0695 3.1399 1.6699 3.1399
Liability 1.8812 2.8595 1.5335 1.5335
Equity 0.1883 0.2804 0.1364 0.2804
Profit 0.0187 0.0335 0.0230 0.0335
Earnings 0.0738 0.0972 0.0441 0.0972
Total goal achievement 4.2314 6.4105 3.4068 6.4105
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each goal can be determined based on the maximum value for asset, equity, profit,
earnings and total goal achievement as well as minimum value for liability.

Based on the financial data from Tables 1 2, 3 and 4 which serve as data driven
decision analysis, goal programming model is developed for each bank and formulated
as follows.

CIMB:
Minimize : P1ðd�1 ÞþP2ðdþ

2 ÞþP3ðd�3 ÞþP4ðd�4 ÞþP5ðd�5 ÞþP6ðd�6 Þ
Subject to
0:3371x1 þ 0:3709 x2 þ 0:4142 x3 þ 0:4616 x4 þ 0:4858 x5 þ d�1 � dþ

1 ¼ 3:1399
0:3077x1 þ 0:3397 x2 þ 0:3758 x3 þ 0:4193 x4 þ 0:4387 x5 þ d�2 � dþ

2 ¼ 1:5335
0:0294x1 þ 0:0312 x2 þ 0:0384 x3 þ 0:0422 x4 þ 0:0471 x5 þ d�3 � dþ

3 ¼ 0:2804
0:0044 x1 þ 0:0046 x2 þ 0:0032 x3 þ 0:0029 x4 þ 0:0036 x5 þ d�4 � dþ

4 ¼ 0:0335
0:0135 x1 þ 0:0147 x2 þ 0:0141 x3 þ 0:0154 x4 þ 0:0161 x5 þ d�5 � dþ

5 ¼ 0:0972
0:6920 x1 þ 0:7611 x2 þ 0:8456 x3 þ 0:9414 x4 þ 0:9912 x5 þ d�6 � dþ

6 ¼ 6:4105

MAYBANK:
Minimize : P1ðd�1 ÞþP2ðdþ

2 ÞþP3ðd�3 ÞþP4ðd�4 ÞþP5ðd�5 ÞþP6ðd�6 Þ
Subject to
0:4949 x1 þ 0:5604 x2 þ 0:6403 x3 þ 0:7083 x4 þ 0:7360 x5 þ d�1 � dþ

1 ¼ 3:1399
0:4509 x1 þ 0:5127 x2 þ 0:5856 x3 þ 0:6448 x4 þ 0:6655 x5 þ d�2 � dþ

2 ¼ 1:5335
0:0440 x1 þ 0:0477 x2 þ 0:0547 x3 þ 0:0635 x4 þ 0:0705 x5 þ d�3 � dþ

3 ¼ 0:2804
0:0059 x1 þ 0:0068 x2 þ 0:0069 x3 þ 0:0070 x4 þ 0:0070 x5 þ d�4 � dþ

4 ¼ 0:0335
0:0166 x1 þ 0:0185 x2 þ 0:0185 x3 þ 0:0212 x4 þ 0:0223 x5 þ d�5 � dþ

5 ¼ 0:0972
1:0123 x1 þ 1:1462 x2 þ 1:3060 x3 þ 1:4449 x4 þ 1:5011 x5 þ d�6 � dþ

6 ¼ 6:4105

PBBANK:
Minimize : P1ðd�1 ÞþP2ðdþ

2 ÞþP3ðd�3 ÞþP4ðd�4 ÞþP5ðd�5 ÞþP6ðd�6 Þ
Subject to
0:2746 x1 þ 0:3057 x2 þ 0:3457 x3 þ 0:3638 x4 þ 0:3801 x5 þ d�1 � dþ

1 ¼ 3:1399
0:2560 x1 þ 0:2845 x2 þ 0:3168 x3 þ 0:3315 x4 þ 0:3447 x5 þ d�2 � dþ

2 ¼ 1:5335
0:0186 x1 þ 0:0212 x2 þ 0:0289 x3 þ 0:0323 x4 þ 0:0354 x5 þ d�3 � dþ

3 ¼ 0:2804
0:0039 x1 þ 0:0041 x2 þ 0:0046 x3 þ 0:0051 x4 þ 0:0053 x5 þ d�4 � dþ

4 ¼ 0:0335
0:0077 x1 þ 0:0082 x2 þ 0:0087 x3 þ 0:0095 x4 þ 0:0100 x5 þ d�5 � dþ

5 ¼ 0:0972
0:5609 x1 þ 0:6237 x2 þ 0:7047 x3 þ 0:7422 x4 þ 0:7753 x5 þ d�6 � dþ

6 ¼ 6:4105

In this study, LINGO software is used to solve the goal programming model.
LINGO is an optimization software for solving linear programming model, non-linear
programming model, goal programming model and integer programming model [26–
31].

3 Result and Discussion

Tables 5, 6 and 7 present the goal achievement as well as the values of deviation
variables for CIMB, MAYBANK and PBBANK respectively.
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As shown in Tables 5, 6 and 7, three banks manage to achieve the first priority goal
in maximizing total assets because d�1 values are zero for all banks. In addition, zero
value of dþ

1 shows that all banks’ assets remain at RM3140 billion. For minimizing
total liability goal, all banks are not able to achieve the goal since dþ

2 values are
non-zero. However, all banks are able to achieve the third goal in maximizing equity.
Based on the optimal solution, the target value of equity can be increased further for all
banks in future. CIMB gives the highest increment (RM0.02388 trillion) followed by
MAYBANK (RM0.02025 trillion) and PBBANK (RM0.01174 trillion). For the fourth
goal in maximizing profitability, PBBANK is the only bank that achieves the goal.
Besides that, the positive value of dþ

4 implies that the target value of profitability for
PBBANK can be increased by RM0.00996 trillion. For the fifth goal in maximizing
earnings, only CIMB is able to achieve the goal with increment of RM0.00667 trillion.
However, all banks are not able to achieve the last goal which is maximizing total goal
achievement.

Table 5. CIMB goal achievements and deviation variables

Goals priority d�i dþ
i Goal achievement

P1 0 0 Achieved
P2 0 1.3021 Not achieved
P3 0 2:3884� 102 Achieved

P4 1:0067� 102 0 Not achieved

P5 0 6:6684� 103 Achieved

P6 3:3995� 103 0 Not achieved

Table 6. MAYBANK goal achievements and deviation variables

Goals priority d�i dþ
i Goal achievement

P1 0 0 Achieved
P2 0 1.3057 Not achieved
P3 0 2:0251� 102 Achieved

P4 3:8385� 103 0 Not achieved

P5 2:1892� 103 0 Not achieved

P6 6:0244� 103 0 Not achieved

Table 7. PBBANK goal achievements and deviation variables

Goals priority d�i dþ
i Goal achievement

P1 0 0 Achieved
P2 0 1.3142 Not achieved
P3 0 1:1743� 102 Achieved

P4 0 9:9647� 103 Achieved

P5 1:4919� 102 0 Not achieved

P6 4:9468� 103 0 Not achieved
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Table 8 presents the potential improvement on total asset, total liability, equity,
profit, earnings and total goal achievement for each bank based on the deviation from
benchmark target value.

Based on the optimal solution of goal programming model, the potential improve-
ment on each goal can be identified. As shown in Table 8, the potential improvement on
each goal is given by the positive value of deviation. CIMB, MAYBANK and
PBBANK are recommended to minimize RM1.3021 trillion, RM1.3057 trillion and
RM1.3142 trillion respectively for total liability in order to achieve the benchmark target
value of RM1.5335 trillion. Zero deviation for total asset and equity implies that no
improvements are needed for all banks since both goals have been achieved. For total
goal achievement, CIMB, MAYBANK and PBBANK are recommended to minimize
RM3:3995� 103 trillion, RM6:0244� 103 trillion and RM4:9468� 103 trillion
respectively in order to achieve the benchmark target value of RM6.4105 trillion.

4 Conclusion

In this study, the goal programming model is developed to optimize and compare the
financial management of CIMB, MAYBANK and PBBANK in Malaysia. The
benchmark target value for each goal is proposed based on the optimal value of
comparison among the banks. The results of this study show that all banks are able to
achieve the goal for total asset and equity. Besides that, the target value of equity can
be increased further for all banks in future. This study is significant because it helps to
determine the potential improvement on total liability, profit, earnings and total goal
achievement for each bank in order to achieve the benchmark target value. Therefore,
the findings of this research help the banks to achieve the goals and enhance their
competitive power in future.

Table 8. Potential improvement based on the deviation from benchmark target value

Goals priority CIMB (RM’
trillion)

MAYBANK
(RM’ trillion)

PBBANK
(RM’ trillion)

Benchmark target value
(RM’ trillion)

Asset 0 0 0 3.1399
Liability 1.3021 1.3057 1.3142 1.5335
Equity 0 0 0 0.2804
Profit 1:0067� 102 3:8385� 103 0 0.0335

Earnings 0 2:1892� 103 1:4919� 102 0.0972

Total goal
achievement

3:3995� 103 6:0244� 103 4:9468� 103 6.4105
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Abstract. Tactile symbols are important in facilitating blind people to under-
stand maps. With audio-tactile maps, the use of tactile symbols needs to be
designed appropriately since the symbols are associated with speech. Although
there are tactile symbols proposed in the literature, the design of these symbols
are mainly for conventional tactile maps. As the literature suggests that the
design of these symbols is based on user preferences which are largely influ-
enced by culture and environment. Since there is no guideline for designing
tactile symbols for our culture, we therefore conducted a user study with blind
participants at Malaysian Association for the Blind (MAB) to investigate their
preference on tactile symbols that can be used with audio-tactile maps. From the
study, we found that in order for our blind participants to easily recognize a
landmark, the landmark symbols should be filled with texture. Landmark
symbol with texture inside can help convey information instantly through touch.
Although audio can be used to convey information about the landmark, the
audio on the tactile map is only a tool for confirming their tactile information.
Since audio helps enhance their user experience with the tactile map, the
placement of an audio label on the tactile map becomes crucial. This paper
concludes by discussing some recommendations on how to improve the avail-
able landmark symbols according to their preferences.

Keywords: Tactile symbols � Audio-tactile maps � Blind users � Texture �
Landmark symbols � Audio label

1 Introduction

Maps present geographical information of a place that can be used by a person for
planning journeys. However, assessing information from maps can be difficult for
people with no vision. Alternatively, special maps which are known as tactile maps
have been proposed for the blind people. These tactile maps were designed with raised
symbols to enable blind people to assess information through touch. Landmarks of a
place can be presented as tactile symbols and braille labelling is used to provide the
identification for the landmarks. There are many design guidelines that have been
proposed in the literature on tactile symbols [1–3]. However, there is a lack of inter-
national standard on tactile symbols that can be used as guidelines for the designers or
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researchers. Furthermore, these design guidelines are only meant for conventional
tactile maps in which audio is not incorporated. Up to present, there is a limited study
that focuses on designing tactile symbols for audio-tactile maps [4]. However, in [4],
the study was presented as a work-in-progress and there was no update on the
development of the study. Therefore, we replicated the study done by [4] to find out our
own blind user preference on tactile symbols for audio-tactile maps.

2 Related Work

Tactile symbols are graphical representations developed for blind people who are
unable to interpret pictures or written words [1]. The learning of tactile symbols is
through touch. The symbols come in various shapes and textures to represent different
meaning categories for instance, street, building and transport. The tactile symbols
proposed in the literature were developed to be used on conventional tactile maps,
however, the problems of clutter limit the information that can be presented on tactile
maps [5].

Audio-tactile maps have been introduced to enhance the use of conventional tactile
maps. Normally, in order for a user to read tactile maps, a blind person needs to be
braille literate. With audio-tactile maps, a blind user is able to perceive information not
only through touch but also hearing. The information represented by tactile symbols is
translated into speech when a user presses on a particular area on the symbol.

Since tactile symbols for conventional tactile maps have been proposed, there is a
lack of international standard on tactile symbols [2]. Different tactile symbols with
different meanings have been proposed in literature. This could be due to the differ-
ences in user preferences where culture and environment influence the design of the
symbols. Most tactile symbols proposed in the literature were mainly from Western
countries and there is a lack of source on tactile symbols created for Asian countries.
Therefore, this work was carried out to find out the preferences of blind people in
Malaysia on tactile symbols.

The aim of this study is to investigate user preference on the tactile symbols for
landmarks which can be used with audio-tactile maps. The study also focuses on the
design of the tactile symbols in which speech label would be incorporated on the
audio-tactile maps.

3 Methodology

To achieve our objectives, we carried out a qualitative user study with a group of blind
people at Malaysian Association for the Blind (MAB) complex.

3.1 Blind Participants

Ten (10) totally blind people (3 females and 7 males) from Malaysian Association for
the Blind (MAB) volunteered to take part in the study. All participants were new to
both tactile and audio-tactile maps. The mean age of the participants was 21.4 years.
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3.2 Audio-Tactile Maps

There were two (2) maps representing the same layout of a fictitious town but using
tactile symbols with different textures. The first map (Map A) (Fig. 1) used tactile
symbols with the same textures and the second map (Map B) (Fig. 2) used tactile
symbols with different textures.

There were thirteen (13) landmarks identified from our initial study on user
requirements on landmarks [6]. There were seven (7) landmarks (road crossing, street,
sidewalk, junction, telephone booth, fence and bridge) represented by five (5) different
tactile symbols for each landmark. For landmarks of field, park, parking lot and
building; they were represented by five (5) different textures. The symbols of these four
(4) landmarks were based on the original shapes but had been simplified [1]. Landmark
of water was represented by two (2) different textures (wavy and ‘+’ patterns) as
proposed in Edman’s [1], and the entrance was represented by five (5) different
symbols. The symbols were designed based on the guidelines by [1] for conventional
tactile maps and [4] for audio-tactile maps. Some of the symbols suggested by Edman’s
were replicated in the current study due to the similarity of the symbols for certain
landmarks. Apart from the landmark symbols and textures, the symbol of audio label
was also tested where it was represented by an unfilled circle with 11 different sizes. All
symbols used in this study were designed using Inkscape and printed using a laser
printer before the symbols were embossed through a thermal fuser.

Fig. 1. Map A consists of tactile symbols with same textures.

Fig. 2. Map B consists of tactile symbols with different textures.
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3.3 User Study

Each blind participant was first briefed about the study before they gave their consent.
Upon their agreement, they then verbally completed a pre-test questionnaire. The
questionnaire was constructed in different sections to obtain information on their
demographics and their experiences in mobility and using both tactile and audio-tactile
maps. After that, they were explained on the procedure of the study. Participants were
introduced to a sample map (overlay) and a Talking Tactile Tablet (T3)1. The overlay
presented a simple map of a town and the identification for each landmark was con-
veyed through speech. The blind participants needed to press on the unfilled circle on
each landmark to acquire the information. They then were given some time to explore
and familiarize with the use of the overlay with T3. Once they were confident, we
started to begin the actual user study.

To begin with, we gave them two (2) different maps (Figs. 1 and 2) to explore
using T3. Their task was to state their preference and reason for choosing the selected
map. There were two (2) possible conditions that could be encountered. In the first
condition, if a participant chose the map with same textures, they would be asked to
select the most preferred textures available to represent the symbols. In the second
condition, if a participant chose the map with different textures, they would be asked to
do the same but for different landmarks.

The blind participants were required to explore every tactile symbol to identify
which tactile symbol from the list was the best to represent for each landmark. They
would also need to provide reason based on their selection. Upon the completion of the
study, participants were interviewed to give their feedback on the design of the sym-
bols. To appreciate their effort and support, we compensated them at the end of the
study.

4 Results

(i) Task 1: User Preference – Exploration with map with the same textures (Map A)
and map with different textures (Map B)

All ten (10) participants chose Map B (Fig. 2) over Map A (Fig. 1). Based on the
feedback from participants, they preferred a map with symbols that have different
textures to avoid confusion. Moreover, map with different textures helped them to
recognize, thus, differentiate landmarks on a map. The following are the comments
from P1, P5 and P7.
P1: “Map A is difficult, Map B is easy… When different textures are used for

landmarks, it helps me to imagine the landmarks on the map. The tablet can be
used for confirmation. If we used the same textures for landmarks, it can be
troublesome especially when the landmarks are close to each other.. but if we
used different textures, I feel more confident”

1 http://www.touchgraphics.com.
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P5: “I chose Map B because it is easier for me to feel certain landmarks when
different textures are used, so I would not be confused”

P7: “To me, I prefer Map B to Map A because it is easier to recognize a landmark….
thus, making searching faster”

(ii) Task 2: The placement of the audio label

There were different comments given by the participants regarding the placement of
the audio label on the symbols that represented the landmarks. Three (3) participants
preferred the audio label to be placed at the centre of the symbols meanwhile seven
(7) participants preferred it to be at the edge of the symbols (Fig. 3).

P1 and P4 thought that if the audio label was placed at the centre, it might ‘block’
their touch as they could not really feel the texture of a landmark. They preferred the
audio label to be placed as Fig. 3. P5, P6, P7, P9 and P10 also agreed and added that it
would be easier and faster if an audio label was placed at the edge of a symbol.

(iii) Task 3: Symbol for Entrance

A triangle symbol was selected by five (5) participants to represent an entrance of a
building (Fig. 4). P1 mentioned that it was selected due to the arrow points that the
triangle has so it was easier to touch and feel and thus, easier to distinguish. P2 pointed
out that the triangle was the best option due to the fact that buildings are usually
represented by rectangle or square shape, so it is better to have an entrance with
different shape that is pointy and simple. P4, P5 and P6 suggested that the triangle acted
like an outward arrow that showed to the way in on a building symbol.

(iv) Task 4: Textures for landmarks

The textures were presented for five (5) landmarks; field, park, parking lot, building
and water (e.g. river). The following are the preferred textures selected by the partic-
ipants to represent these landmarks.

Fig. 3. Audio label is placed at the edge of a tactile symbol and connected with a line that
represents a path.

Fig. 4. Entrance of a building preferred by most participants.
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• Field

P3 pointed out the texture was rough, P4 mentioned the texture felt less flat and P5
felt that the texture made him imagined as grass and suitable to represent the inside of a
field symbol (Fig. 5).

• Park

There were four (4) participants preferred the following texture to represent inside
the park symbol. P3 mentioned that the surface of the texture was rough and it was
suitable to represent inside of a park symbol. P4 and P8 agreed and added that the
surface of the texture was flat whereas P10 stated that the surface was smooth. Rough
but flat and smooth were the reasons they chose the texture to represent the inside of a
park symbol (Fig. 6).

• Parking lot

Most participants (P1, P2, P5, P6 and P10) selected an empty texture to represent
inside a parking lot symbol. P1 suggested that an empty space made him imagine it as a
parking lot. P2, P6 and P10 also had the same opinion as P1. P5 mentioned that the
empty space is spacious and that made him feel that it was suitable to represent the
texture of a parking lot symbol (Fig. 7).

• Building

Four (4) participants chose the following texture for building symbol. P1, P3, P5
and P9 mentioned that when touching the texture, it made them imagine like touching a

Fig. 5. Texture preferred by participants to represent the inside of a field symbol.

Fig. 6. Texture preferred by participants to represent the inside of a park symbol.

Fig. 7. Texture preferred by participants to represent the inside of a parking lot symbol.
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wall of a building. Therefore, they selected the following texture as to represent inside a
building landmark.

• Water

All ten (10) participants chose this texture as shown in Fig. 9 to represent inside
water symbol. They said that the wavy texture made them think of water.

(v) Task 5: Symbol for landmarks

• Road crossing

Most participants chose the following symbol to represent road crossing. P1
mentioned that the symbol had vertical lines on the left and right of the audio label
which helped him to distinguish between road and road crossing. Therefore, he felt the
design was suitable for road crossing and included on a map. Other participants; P4, P5
and P8 also highlighted on the same aspect (Fig. 10).

• Street

There were four (4) participants preferred the following symbol to represent street.
P1 suggested that a symbol for street should be wide like Fig. 11. P3, P7 and P9
mentioned that they chose the symbol because it had a rough surface that reminded
them of street.

Fig. 8. Texture preferred by participants to represent the inside of a building symbol.

Fig. 9. Texture preferred by participants to represent the inside of a water symbol.

Fig. 10. Tactile symbol preferred by participants to represent road crossing.
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• Sidewalk

Four (4) participants chose the symbol below for sidewalk. P1 said that it was easier
to feel due to the design of the symbol. P3 stressed that it was the design of the symbol
made him choose the symbol for sidewalk. Having filled squares on the line helped him
feel the symbol. P6 mentioned that he chose the symbol because the design was
suitable and P9 suggested it was ideal because it reminded him of tactile paving
(Fig. 12).

• Junction

Four participants (P1, P4, P5 and P8) selected the following symbol for junction.
P1 mentioned that the design was simple and it was easy for him to feel and identify it
as junction. P4 felt that the symbol was easy to recognize as junction and understand
where the lines were heading to. P5 said that the design was suitable since it was clear
and can be felt through touch. P8 also gave the same opinion as P5. He said that it was
easier for him to feel the shape of the line and understand that he was on a junction
(Fig. 13).

• Telephone booth

There were 5 participants preferred the symbol that is illustrated in Fig. 14 to
represent telephone booth. P3 said that the symbol can be felt and the design was
similar to the shape of a public phone. Other participants (P4, P5, P7 and P8) also
mentioned the same reason because they could imagine it as public phone due to its
shape.

Fig. 11. Tactile symbol preferred by participants to represent street.

Fig. 12. Tactile symbol preferred by participants to represent street.

Fig. 13. Tactile symbol preferred by participants to represent junction.

Fig. 14. Tactile symbol preferred by participants to represent telephone booth.
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• Fence

The symbol in Fig. 15 was preferred by four participants (P2, P6, P8 and P9). P2
expressed that the design of the symbol had both vertical and horizontal lines thus
helped him to recognize it as fence compared to other symbols. P6 mentioned that the
combination of the vertical and horizontal lines made him imagined as fence. P8 and P9
also provide the same comments on the design of the symbol that they selected.

• Bridge

Five (50 participants (P1, P5, P6, P7 and P8) preferred the symbol illustrated in
Fig. 16. P1 commented that the shape was easy to feel and imagine as bridge. P5
explained that because of having vertical lines and closer to each other enabled him to
distinguish it from road. Therefore, it was perfect to represent bridge. P6, P7 and P8
mentioned that they could imagine a bridge when exploring the symbol.

(vi) Post-test questionnaire

1. Do you think that using tactile symbols will make it easier for you to remember
the layout of a place?

All participants agreed with the above question. P2, P4, P5, P6 and P7 said that it
would be easier for them to explore a map when tactile symbols were used. P4
mentioned that if symbols that were easy to remember were used, there would be no
problem for him to remember the places on a map. P5 added that if tactile symbols
were used to represent landmarks, it would help him understand the position of
landmarks on a map.

2. Do you think that the tactile symbols can assist you in exploring a novel area?

All participants answered ‘Yes’ to this question.

3. Do you think the design of tactile symbols in representing landmarks used in this
study was helpful to you?

Fig. 15. Tactile symbol preferred by participants to represent fence.

Fig. 16. Tactile symbol preferred by participants to represent bridge.
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All participants agreed. P3 added that he preferred if the symbols used can be
designed based on real shape thus this will help the user to relate the symbol to its
meaning.

4. Do you think the design of tactile symbols used in this study can be easily
recognize? Why?

Most participants mentioned that they found the design of tactile symbols in this
study can be easily recognized. However, P3 added that it would be good if the
symbols were designed based on the real shape of landmarks. P6 said that the symbols
used helped him imagine a landmark. The rest of participants mentioned that having
different symbols for landmarks were good for differentiating among the landmarks.

5. What are the characteristics you prefer to be on tactile symbols?

There were many answers provided by the participants. P1 said that ideally, a
symbol should be clear and simple. P2 mentioned that the size of symbols should be
moderate. P4 suggested that the symbols should have textures and cannot be empty.
The symbols also needed to be simple. P5 expressed his satisfaction with the symbols
used in the study and the characteristics of the symbols used were already good
enough. P7 highlighted that texture needs to be 2–3 types only because it is easier to
memorize the shape of landmarks than its texture. P8 mentioned that he preferred if the
symbol can represent nearly like the real landmark.

5 Discussion

We proposed a design model for landmark symbols on audio-tactile map:

(i) Differentiate to recognize - Different texture for different landmark

Participants were presented with 2 maps of a fictitious town where the landmarks
on each map were represented by tactile symbols, in which one map had symbols filled
with same textures and the other one with different textures. Surprisingly, based on the
results, all participants preferred the map with landmarks that represented by different
textures. There were various comments provided by the participants however their
main reason was to avoid confusion during exploring a map. When different textures
were used to represent different landmarks, the textures provided them with recognition
of certain landmarks and at the same time it helps them to differentiate between one
landmark with another landmark. Although the participants were reminded that the
landmarks were associated with speech to provide identification, they emphasized that
using different textures provided them instant information during map exploration. This
is because when a user has a map in front of him, the first thing he would do is scanning
the map either using one hand or both hands. According to the participants, when
landmarks have different textures, they would know that there are different landmarks
available on the map during the scanning process. One of the participants mentioned
that the tablet can be used to confirm the landmarks that are available through their
identification. Even though audio can be used to distinguish the landmarks, the par-
ticipants found it difficult to recognize the landmarks if it is solely based on audio.

Investigating Blind User Preference on Tactile Symbols 699



Thus, at the initial scanning stage, landmarks with different textures provided them
instant information on the landmarks that were presented on the map.

Most participants in this study preferred that the symbol for parking space, how-
ever, should not be filled by any texture. This was contrast with the findings by
previous study where an empty space can lead to confusion [8]. There was only one
participant (P4) commented that ‘empty’ gave a feeling that made them imagine that it
is a parking lot due to its spaciousness.

(ii) Familiarize to remember – familiar texture and shape for recognition

There were 5 different textures proposed for 5 landmarks (field, park, parking lot,
building and water). Basically, the participants selected the textures for each landmark
according to (1) whether the textures were able to provide them some imagination
when they touched and felt the textures (e.g. roughness, smooth, embossed) and (2) the
design of the textures (e.g. lines, polka-dots, wavy). For example, most participants
chose the texture in Fig. 8 for building because of its roughness and the details of the
texture reminded them of touching a wall. It is interesting to learn that one of the
participants said that the texture needs to be 2 or 3 types only because memorizing
many textures can be difficult. He further added that the regardless of the textures, it is
fine as long as they can be differentiated with one another.

(iii) Confirm - Audio for confirmation and at the edge of landmark symbol

Task 5 provided participants with different symbols for landmarks (road crossing,
street, sidewalk, junction, telephone booth, fence and bridge). An audio label was put at
the centre of each of the symbols. Since there were too many audio labels placed on a
street or sidewalk symbol, they annoyed the blind participants during their map
exploration. Some bridge symbols in this study were presented with audio labels,
however, we found that the presence of the audio labels for bridge symbols was not
suitable because they could confuse the blind participants. The blind participants felt
that it was difficult for them to differentiate between the audio label and the bridge
symbol. Therefore, most participants preferred the audio label to be placed at the edge
of the symbol similar to what has been presented on Map A or Map B.

6 Conclusion

This study was conducted to obtain user preferences on tactile symbols to represent
landmarks on an audio-tactile map. Tactile symbols were usually designed with tex-
tures. The feedback provided by the participants in this study were very useful to
highlight that there were many factors that need to be considered when designing the
tactile symbols to be used on audio-tactile maps. There were differences in the way the
tactile symbols were designed when audio labels need to be included. User preferences
were important in making the decision at the early phase and the suggestions provided
were important to be considered to improve the design of the tactile symbols. The input
gathered from the participants facilitate the design process of tactile maps to be used
with an audio-tactile map for future work.
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Abstract. This paper propose a robust image watermarking scheme based on
the singular value decomposition (SVD) and genetic algorithm (GA). SVD
based watermarking techniques suffer with an issue of false positive problem.
This leads to even authentication the wrong owner. Prevention of false positive
errors is a major challenge for ownership identification and proof of ownership
application using digital watermarking. We employed GA algorithm to optimize
the watermarked image quality (robustness) of the extracted watermarks. The
former can be overcome by embedding the owner’s components of the water-
mark into the host image, the latter is dependent on how much the quantity for
the scaling factor of the principle components is embedded. To improve the
quality of watermarking (robustness), GA is used for optimize the suitable
scaling factor. Experimental result of the proposed technique proves the
watermark image ownership and can be reliably identified even after severe
attacks. The comparison of the proposed technique with the state of the art show
the superiority of our proposed technique where it is outperforming the methods
in comparison.

Keywords: Digital watermarking � Singular value decomposition (SVD) �
Genetic algorithm (GA) � False positive problem

1 Introduction

The definitions of digital watermarking emerge while trying to overcome the limita-
tions of encryption and steganography in the enforcement and protection of intellectual
property rights [1, 2]. Compared to the idea of encryption, the watermark information is
inserted into its original form and does not hinder users in listening to, viewing,
watching, or manipulating the content. Unlike steganography, digital watermarking
technologies are to establish the identity of information to avoid the unauthorized
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embezzlement. Generally, additional information is embedded directly into the original
multimedia or host signal which is useful and valuable, and the message itself is
necessary to be secret.

With digital watermarking, image-related data are covertly embeddable via the
manipulation of pixel values. However, this process is bound by a trade-off between the
robustness against operations of image processing (attacks) and image quality. Con-
sidering that it is covert and comprises pixel values’ manipulation, a watermark offers a
way for enforcing certain image’s integrity and authenticity. Generally, a robust
watermark which can resist attacks is used for enforcing authenticity. Meanwhile, a
fragile watermark that is easily destroyable by attacks is used for the detection of
tampering; this enforces integrity. Within the watermarking community, there is a
challenging issue associated to watermarking, that is, the issue of security. For the
majority of watermarking systems available today, the processes of embedding and
extraction are conducted on the plain media. Hence, it is compulsory that the water-
mark embedded is the owner of the original media or a trustworthy third party. This
prevents the risk of the plain media being exposed. The processing conducted in the
encrypted domain should not cause worry to the media owner. In relation to this, [3]
mentioned that signal processing in the encrypted domain also termed as secure signal
processing, offers a potential solution to this problem.

There are a lot of researchers who implemented SVD of watermark, especially
during the embedding phase, and the watermark is in the host image [4, 5, 12, 14, 17,
18]. However, embedding via SVD can easily fail. Further, any reference watermark
that is being explored for in an arbitrary image is easily discoverable by attackers. This
strategy has led to the problem of false positive, when certain watermark was
embedded. Here, the attacker can easily attest the ownership of the arbitrary water-
marked image with no awareness of the initial watermark embedded in the host image.
Therefore, the false positive rate for this application should be approximately zero and
that proof of ownership cannot otherwise be reliable.

Another problem in ownership identification occurs in a situation where only scalar
value of the scaling factor is employed in this trustworthy SVD-based image water-
marking [5, 14, 17]. Employing the small value for scaling factor, the watermark’s
invisibility attained high peak signal to noise ratio (PSNR) of the watermarked image.
However, the watermarked image is not as robust when there are some common
attacks. The factor of scaling highly contributes to the control of the watermark images
in terms of transparency and robustness [19]. It is worth mentioning that high scaling
factor causes the quality of watermarked image to be unacceptable, and yet the
watermark is robust [5, 12–15, 17, 18].

In addition, this work will provide more information for the false positive, false
negative and scaling factor. The drawback for defining the false positive and false neg-
ative should be taken into account; the false position means false watermark detection
while false negative denotes failure in detecting the already available watermark. In this
work, a simple model is employed to enable an analysis for the estimation of the distri-
bution of probability of false positive as well as false negative for the technique proposed.
In short, correlation coefficient (NC) is to be employed in order to ascertain the degree of
the similarity between the original and extracted watermark image. The problem of false
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positive emerges in nearly all the SVD-based algorithms caused by the fact that there is
only the process of embedding watermark into the original image [22].

The scaling factor is very important applying with optimization because a decrease
in the scale factor value during the optimization process can generate high quality final
outcome [14, 17, 18]. The scaling factor in the proposed watermarking scheme
employs control on the tradeoff between the imperceptibility and robustness.

Thus, based on the above, this work aims to:

1. Propose a GA for the embedding part of our process to make the system more
robust.

2. Propose how the GA can define the chromosome (the population) and define the
fitness function (objective) based on watermarking evaluation under the number of
maximum iteration.

3. Evaluation and comparison with state of the art methods.

The rest of this paper is organized as follows. Section 2 introduces the review of
singular value decomposition for image watermarking in the transform domain
involved in this paper. Section 3 review and describe the GA. Section 4 describes the
proposed method. Section 5 presents the experimental results and discussion. Finally,
Sect. 6 gives the conclusion.

2 Singular Value Decomposition (SVD)

Singular value decomposition comprises a linear algebra technique for symmetric matrix
diagonalization. A digital image is also a matrix of integer numbers. As such, SVD is
performable on digital images right away. The attractive properties and unique features of
SVD includes its stability with little disturbance. This is why SVD has been employed in
numerous applications of signal processing. SVD is also a type of orthogonal transform
and a numerical technique to diagonalizable matrix, and thus, it can be used as a tech-
nique for linear algebraic within the transformed domain which contain foundation
states, which, in some sense, are optimal. SVD decomposes a specified matrix into three
portions such as left singular matrix U, right singular matrix V and singular matrix S, on
an image size A with size (M � N). The expression is as the following.

A ¼ USVT ð1Þ

The matrix S comprises just the diagonal element and it is termed as singular
values. The matrix S contains the singular values in downward order. Meanwhile, the
matrix U and V comprise the image’s decomposed and detailed information. Provide
that A represents the rectangular matrix of the order (n � n). Thus, matrix S is allowed
to contain maximum n diagonal elements. In generally, these elements (S) symbolize
the involvement of each layer of decomposed image in the final formation of image [6,
22]. The parent matrix (A) is reproducible with the smaller elements of matrix s but this
reproduction of matrix A* will reduce the quality.
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Where: U denotes a (M � M) matrix, V denotes a (N � N) matrix and S denotes a
(M � N) diagonal matrix with positive elements from the first to ending row in
downward order. The diagonal elements of S are termed SVs of A, which are non-
negative and they are presumed to be downwardly organized. This fulfils the relation
Eq. (2) where r denotes the matrix rank.

S1;1 � S2;2 � . . .. . .� Sr;r � Srþ 1;rþ 1 ¼ Srþ 2;rþ 2. . .. . . ¼ SM;N ¼ 0 ð3Þ

In watermarking that is grounded on SVD, a signal is treatable as a matrix and
decomposed into three matrices. The SVD computation involves the discovery of the
eigenvalues and eigenvectors of AAT and AT A. The eigenvectors of AT A consist of
the columns of matrix V and the eigenvectors of AAT consist of the columns of
matrix U.

3 Genetic Algorithm (GA)

Genetic Algorithm (GA) is a population based meta-heuristic which impersonates the
process of natural evolution. GA handles a population of individuals and each indi-
vidual represents a potential solution. GA is a multipath algorithm that performs par-
allel searches in order to reduce the trapping in the local minima. GA works with a
coding of parameters (chromosomes) that help in evolving the present state into the
succeeding state with the smallest amount of calculations.

One chromosome (individual) represents one candidate solution. A gene represents
a subsection of one chromosome that encodes the values of the shift patterns for one
nurse. In order to guide the search, GA uses the fitness of each string. The search for an
optimal solution typically begins with a set of individuals that are randomly produced,
termed as initial population. Then, GA develops the population by applying three
operators: (i) selection, (ii) crossover, and (iii) mutation to generate new individuals
called offspring. At the end of each iteration, a new generation is created. This process
keeps repeating until it reaches the termination criteria.

[9] Proposed an innovative watermarking scheme based on GA. It is robust against
watermarking attacks and the watermarked image quality is also considered. The
robustness of the proposed algorithm improved the watermarked image quality with
GA. The simulation results for both the watermarked image quality and the correlation
values of the extracted watermark after certain attacks was poor.
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[21] Proposed the optimal watermarking embedding positions using GA to examine
the correlation between the robustness and the quality of the digital image. It is a new
approach to find the near optimal positions for embedding an authentication by GA.

[7] Introduced algorithms on optimized DWT-based image watermarking that can
simulaneously offer perceptual transparency and robustness owing to the fact that these
two watermarking requirements are contradictory, the DWT-based image watermark-
ing problem as an optimization problem and its solution is via GA. In addition, an
imperceptible and robust digital image watermarking system is described according to a
combination of DWT.

[8] Introduced a technique of image watermarking according to SVD and Tiny-GA.
The cover image SVD are modified to allow the embedding of the watermark. The
Tiny-GA makes available the systematic consideration on the improvements of the
factor of scaling so that the embedded watermark can be controlled in terms of strength.
This proposed system allows the successful survival of embedded watermark following
the attacks by image-processing operations.

[20] Proposed a new optimization method for digital images in the DWT domain
based on GA algorithm. The watermark amplification factor is optimized and the
quality of the watermarked images for a set of images is found to be good PSNR and
correlation factor after different types of attacks.

4 The Proposed Method

This section illustrates the steps of the proposed scheme. The SVD with GA has been
used in different application and performance of the SVD scheme and GA demon-
strated better performance as opposed to the methods used in the past in each specific
application. In the proposed the GA with watermarking, firstly, we deal with the
scenario as set of solution in one population as optimization problem. Secondly, we
calculate the fitness for each solution in my fitness including the image, watermark,
attack image, extracted watermark and input parameter for SVD and GA. Finally, we
compute the correlation between the original and extract watermark and the Peak signal
to noise rate (PSNR), between the original image and after embedding image.

The procedure of the proposed technique as following, first, our technique finds the
best solution in the population based on the objective function. Second, the algorithm
will start the optimization process based on the GA procedure and update the popu-
lation by adding the best solution obtained and delete the worst solution in the pop-
ulation. Finally, process will have terminated when stopping criteria meet.

Where, the Best X, refers to the index of the solution in population, L best represent
the length of the solution and Best represent the best fitness for each solution.

The size for image was 512 � 512, the size of watermark image was 20 � 50, and
this study searching for the best size of watermarking image (32 bit).

The proposed scheme is as elucidated below:

706 A. Bassel et al.



4.1 Watermarking Embedding

Presents the block diagram of the watermarking embedding of the SVD with GA
scheme. SVD divide the image into three matrixes as U, S, and V. The w = (w11,….,
wij,….wnl � nk) denotes a watermark and each bit wij ε {–1, 1}, in this case, the
length of solution was{–1, 0, 1} in the population of GA. Subsequently, a watermark
bit wij is embedded in LLij.

For the embedding watermarking by using the GA generate the initial population
by random. Here, each solution is a row vector of size m � m which equals to the
watermark size. After this, for each solution i of the GA population, the execution of
the watermark embedding algorithm is expressed as:

S0 ¼ Sþ d � Sw ð4Þ

where d is the scaling factor.

4.2 Watermarking Extraction

Watermark extraction is denoted by inverse watermark w’. In this paper, for the
application of GA optimization, this discussion clearly demonstrates that any objective
function that is utilized for optimizing watermark embedding should consider both
PSNR and the correlation (watermark). This objective function is subsequently used to
optimize the PSNR. The result of the proposed technique for PSNR optimization and
correlation is better than the approaches used without optimization techniques. In
addition, our result of our approach is better than the state of the art approaches which
they used optimization.

The procedure of extracting watermark by GA is as following:

1. Apply type’s image processing attacks on the signed image I’ one by one attacks.
This generates T different types of attacked watermarked images for the signed
image I’.

2. Extract the watermarks from the attacked watermarked image.
3. Compare the PSNR between the original image I and signed image I’ and the

correlation values for attacked image.
4. Calculate the objective value of GA by using objective function is given in

Objective function ¼ PSNRþ 100 � correlation ð5Þ

where: the correlation comprises the normalized cross-correlation between the original
watermark and extracted watermark from each attacked signed image.

5. Choose the individuals with the best fitness values.
6. Create new population through the crossover and mutation on the select individuals.
7. Repeat the operations until the stopping criteria, the maximum amount of iteration

(MAX-it) is achieved.
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5 Experimental Results and Discussion

This section is dedicated to the performance evaluation of the recommended water-
marking scheme and comparison with state of the art algorithms. In this experiment, the
host images with size 512 � 512, (gray scale image) and 50 � 20 grey scale image
alongside the ‘copyright’ watermark for owner’s signature are to be used. All the
schemes take into account the same size of the host image and watermark images for
the experimental analysis. The schemes are all coded in MATLAB and executed on a
personal computer (intel Pentium (R) Core i5 CPU at 3.40 GHz with 4 gigabyte RAM),
running on windows 10 operating system (64-bit) (Fig. 1).

Fig. 1. Block diagram of the proposed GA steps, to attempt the removal of the watermark. The
algorithm appears to be powerful against different types of attacks and proves the ownership image
after attacks. In this paper, we improve the imperceptibility and robustness of watermark under the
types of attacks by using SVD-GA, and by building the powerful system. For the imperceptibility, it
is important that the visible watermarking and the embedded watermark are imperceptible.
Generally, the watermark technique is said to be imperceptible, when the original and the water-
marked image are mutually. As shown the literature, the imperceptible by way of objective process
is performed by taking into account the quantitative index, peak signal to noise ratio (PSNR).
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PSNR ¼ 10 � log10 MAX2

MSE

� �
ð6Þ

where the Mean Square Error (MSE) represents the aggregate squared error amid the
altered and the actual image. Meanwhile, PSNR represents the peak error measure
while MAX denotes the highest pixel’s value.

For the robustness watermark under types of attacks, normalized correlation (P), is
employed in the similarity assessment between the original watermark (w) and the
extracted watermark (w’) as expressed below:

PðW ;W 0Þ ¼
PN
i¼1

WiW 0
iffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPN

i¼1
W2

i

PN
i¼1

W 02
i

s ð7Þ

where: q represents the introduced watermark w and abstracted watermark ŵ in terms
of correlation while N denotes the watermark image’s measure. In addition, the
probability of the detection of false watermark is expressed as:

Pfp ¼ pfNCðW ;W
0 Þ � Tp nowatermarkj g ð8Þ

where: p{A | B} denotes the probability of event A given that event B, Tp entails a
threshold. Since w(i) and w’(i) are either 0 or 1, respectively, w2(i) and w’2(i) are either
0 or 1 (Table. 1).

We presented the discussion and comperisons between our algorithm and other
previously published, we point out the superiority of our algorithm. The simulation
result indicate that our watermarking is more robust and invisibility in the preoposed
method.

Table 1. State of the art algorithms in comparison

# Algorithm symbol References Description

1 DCT-GA (Shieh et al.
2004)
[9]

Discrete cosine transform with genetic algorithm to improve
watermarked image quality

2 SVD-Tiny GA (Chin Lai
2011)
[11]

Singular value decomposition with tiny genetic algorithm to
improve the visual quality of the watermarked image and
the robustness of the watermark

3 LSB-GA (Kanan and
Nazeri 2014)
[10]

Least significant bit with genetic algorithm to prpose a
tunable visual image quality and data losless method
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In Fig. 2 show the embedding watermark imge inside the orginal image (Lena
image) by using the SVD and GA. Our propose method was better then when compear
with another technique from the litratuer review. In our proposed the ratio for the
PSNR was 52.21 dB, and the correlation was 0.96 (Figs. 3, 4 and 5).

Original image Watermark Original image + watermark

The (PSNR)=52.218 correlation  = 0.968

Fig. 2. Embedding watermark with original image using SVD-GA. In order to make a direct
comparison of the proposed method against the above algorithm, (Kanan and Nazeri 2014) the
author calculate the PSNR, the ratio for the PSNR (Lena image) was 45.12 dB. In 2011 by Chin
Lai, the rate for the PSNR was 47.49 dB, and the correlation was 0.99. The (Shieh et al. 2004)
proposed a GA based on discrete cosine transform (DCT), the PSNR was 34.79 dB, and the
correlation was 0.74.

Fig. 3. Explain the evaluated performance of the optimization algorithm using Lena
image 512 � 512 original image, testing and calculate the ratio of the best fitness. GA-based
training procedure described, number of iteration was 100 and the population was 30 and the
crossover was 0.7 and 0.1 for the mutation, where the ratio of another the population 30 and
number of iteration 100, then the figure b was the population 10 and the number of iteration 50.
In the end we choose the ratio of population 30 and the maximum iteration 100 when
implementation the experiment under types of attack.
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6 Conclusion

In this paper, we proposed GA for digital image watermarking scheme. The proposed
GA used to optimize the performance of scaling factor in matrix form. The result
obtained shows that the proposed GA got high robust watermarking image. The

Fig. 4. After 0.2 for Gaussian noise attack, shown the value of best fitness after applying the
Gaussian noise attack was 170. A Gaussian noise was added to the watermarked image. The
result of the GA optimization indicates that the fitness function was maximum (170). This result
was obtained at the 100th iteration and 30 population size of the GA optimization process. Also
after 0.5 for Gaussian noise attack. A Gaussian noise was added to the watermarked image. The
result of the GA optimization indicates that the fitness function was maximum (126). This result
was obtained at the 100th iteration and 30 population size of the GA optimization process.

Fig. 5. Show the result of GA optimization process indicates that the fitness function was the
maximum (60.4), after 60° of image rotation attack. The watermarked image was rotated with
different angles. This result was obtained at the 100 iteration of GA optimization process and 30
of population size. The other side show the result of GA optimization process indicates that the
fitness function was the maximum (170), after 90° of image rotation attack. The watermarked
image was rotated with different angles. This result was obtained at the 100 iteration of GA
optimization process and 30 of population size.

An Improved Robust Image Watermarking Scheme 711



performance evaluated by using different types of attacks. The correlation between the
original watermark and the extracted watermarked image can prove the ownership
images. In addition, we treated the problem of false positive in SVD by using the
proposed GA. For the future work, we are present to investigate the performance of
modify GA by hybridize with local search algorithm in order to further improve the
quality of solution.
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Abstract. The evaluation process happens when the products need to be
evaluated and tested to figure out whether the design meets the needs of user and
usability goals established. In this paper, usability testing (real user tests) is
conducted to implement the concept of human-computer interaction (HCI) using
mobile devices by performing several tasks using an application developed
which is HCI Test. HCI Test is a prototype of client-server system using
Android mobile device as clients and Windows Tablet or laptop as a server to
test the efficiency and effectiveness of command and control (C2) based on the
accuracy of response and response time of the clients towards the server. The
experiments were carried out using twenty-five (25) test participants supervised
by the evaluator that controlled the server. The results obtained also been dis-
cussed in this paper.

Keywords: Human-computer interaction � Mobile devices � Usability testing

1 Introduction

In this day and age, people are exposed to human-computer interaction concept in line
with the growth of mobile computing technology where people started to demand on
their needs for applications used. In fact, mobile devices have shown a rapid develop-
ment in computing technology world regarding processing power, memory capacity and
battery life simultaneously with the new technology supplied such as improvement of
the connectivity, external peripherals, GPS and location-based services and much more.

Igler et al. [1] have stated that the success or failure of application depends on how
it will help to improve the user’s task performance, ease of use and how it meets the
user’s requirements and satisfaction. A high level of usability is beneficial in terms of
reducing development costs, increasing the level of user’s satisfaction retention and
reducing maintenance costs especially on user training [2].

In this paper, the experiment was carried out to determine the appropriate HCI
parameter in an HCI interface consists of the background colour, font colour, font type
and font style with similar font size for usage in the mobile application, based on the
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speed and accuracy of response. This HCI interface is considered to provide an
effective and efficient command and control (C2) process especially for SAR operation.
Usability testing is selected to conduct the experiments in an open area, assigning the
test participants as clients and the evaluator to control the server. The minimum
brightness of mobile devices is set, and this experiment is conducted during the day-
light, in particular, under direct sunlight.

2 Usability Evaluation Method

2.1 User-Centered Design (UCD) for the Mobile Approach

According to the [3], a user-centered design (UCD) explains the phases in the design
and development lifecycle as well as focusing on obtaining an explicit understanding of
users, tasks and environments. UCD involves several methods and tasks depending on
the needs of developers which can help them to determine the tasks to perform and the
arrangement in the way they perform it. Figure 1 shows the user-centered design
(UCD) process for mobile application development.

2.2 Analysis Phase

A field study is conducted during a field testing of an existing system called SAR-
TAMS (Search and Rescue Tactical Management System) by directly observed the
user participants’ behaviours and their views are accounted for the further research.
This system performing the concept of C4 which are command, control, coordination
and communication involving a commander and few team members to perform a
search and rescue operation that required a clear command and control process in the
way they interact using mobile devices and their understanding towards the information
displayed and further acted upon it. By collecting the user requirements, user demo-
graphics is provided as well as the usability goals for this experiment.

Fig. 1. User-centered design (UCD) process for the mobile approach (Adapted from Henry and
Thorp (2006); U.S. Dept. of Health and Human Services (2006))
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2.3 Design Phase

HCI Test is a client-server system using Android mobile device as clients and Windows
Tablet or laptop as a server. The server provides the HCI parameters which are:
(i) background colour, (ii) font colour, (iii) font type, (iv) font style and (v) font size.
The server will send a bank of multiple-choice questions (MCQs) on the Android
mobile device that needs to be answered by the test participants. Figure 2 shows the
HCI Test layouts features. Figure 3 shows the two (2) different background colour,
black and white. Each background colour consists of 144 questions in which all 288
questions need to be answered by the test participants.

2.4 Evaluation Phase

This experiment focusing on the user testing which involved one to one sessions with
real users to perform the tasks. Usability testing is conducted based on the usability
process design to implement the concept of HCI design using mobile devices by
performing the tasks using HCI Test. This testing method used to test the speed and
accuracy of responses by the test participants to show their understandings and reac-
tions towards the commands given on their mobile HCI interface.

2.5 Usability Process Design

In this section, usability evaluation is a process that proposed by [4–6], to evaluate the
activities based on the method used. This also can be referred as the test plan in
conducting the user testing. It is important for the evaluator to be well-prepared by
providing a test planning checklist in order to help them to track all the details. There
are six main activities selected to conduct the usability testing in this research and can
be referred to Fig. 4.

2.6 Select and Iterate Tasks

According to [5, 7, 8], there are three (3) criteria need to be emphasised during
selecting tasks, which are:

Fig. 2. HCI test
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Fig. 3. HCI Parameters for black background and white background

Fig. 4. Usability evaluation process [6]
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• Decide what to test – Involving background, usability goals, key points, timeline
and any additional information.

• Determine when to test what – Using high-fidelity prototype [9].
• Decide how many to test – May used not more than five (5) users and run as many

small tests as the evaluator can afford [10].

In this experiment, there will be five (5) tasks with five (5) users each as recom-
mended by [11]. The tasks need to be iterated to find the most appropriate HCI
parameter with highest speed and accuracy so that it can be implemented in the mobile
HCI application system.

2.7 Experimental Design

Before the test commences, a few procedures need to be taken in order to set up, give
the pre-test arrangements and brief the test participants so they can adapt to the new
application, providing time to perform the tasks and post-test debriefing after all tasks
are completed. The following procedures as stated below and the task schedule as
shown in Table 1.

The user is selected from university students which help to save costs and time to
find and recruit the participants. In addition, test participants are the students of
computer science course who have prior knowledge of mobile application develop-
ment. As the students also is a cadet who underwent military training, they are exposed
to knowledge about the process of command and control and even the establishment of
discipline and commitment as a military cadet in which they tend to receive commands
efficiently and professionally. The user demographics are shown in Table 2.

The process of the user testing as shown in Fig. 5.

Table 1. Task schedule for user testing

Application
name

HCI Test

Hardware 1 � Surface Pro 3/Laptop
5 � Sony Xperia Z3 Compact

Time 11 pm–1 pm
Venue Wide open area in the campus (UPNM)
Test participant 25 randomly selected male and female
Test session 6 sessions
Requirements No cap for the male

Dark coloured scarves for female
Wipe the device screen each time before use to clear from the fingerprints
Users may tilt the device but cannot cover the device screen using hands
during testing
Cannot wear glasses
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Table 2. Characteristics and Number of Participants Required

Characteristic Desired number of participants

Participant type
Degree Student 25
Total number of participants 25
Age
21–23 25
Gender
Female 4
Male 21
Degree Course
Computer Science 25
Year
1 -
2 25
3 -

Fig. 5. Flowchart of user testing using HCI test
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2.8 Capture Usability Data

Each HCI parameters consist of three (3) questions, and each of the questions needs to
be answered by five (5) test participants. Once all the questions have been answered,
the result will be calculated based on the three (3) questions of each of HCI parameter
by five (5) test participants to find the mean. Mean is calculated for both of time to
response (RT) and accuracy of response (PC) for each test participants. PC stands for
the proportion of the correct responses [12]. The calculations are as follows in Table 3.

3 Results

3.1 Usability Data Analysis

There are five groups of test participants with five people per group. Each group has
performed on different days depending on the weather during the daylight. The task
sessions and results can be referred to Table 4. Table 5 shows the best ten (10) of HCI
parameters selected for this experiment.

3.2 Presenting Usability Testing Data

(a) Task 1 vs. Task 2: Accuracy of Response vs. Time to Response vs. HCI
Parameter.

Table 3. Step of calculation to measure the accuracy and time to response

Step Description Calculation

1 Mean of time to response (RT) for HCI
parameter/test participant

Total variables = 3

ðRT1 þ RT2 þ RT3Þ
Total number of questions

¼
mean RTðsÞ

2 Mean of accuracy of response (PC) for
HCI parameter/test participant

Total variables = 3

ðPC1 þ PC2 þ PC3Þ
Total number of questions

¼
mean PC ð%Þ

3 Mean of time to response (RT) for HCI
parameter

Total variables = 5

ðRT1 þ RT2 þ RT3 þ RT4 þ RT5Þ
Total number of test participants

¼
mean RTðsÞ

4 Mean of accuracy of response (PC) for
HCI parameter

Total variables = 5

ðPC1 þ PC2 þ PC3 þ PC4 þ PC5Þ
Total number of test participants

¼
mean PCð%Þ

5 Difference of RT RTHCl1 � RTHCl2 ¼ RTðsÞ
6 Difference of PC PCHCl1 � PCHCl2 ¼ PCð%Þ
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Based on the graph in Fig. 6, white background colour is 5.18% high accuracy
of response than black background colour. However, white background colour is
1.8% slower than black background colour. According to [13, 14, 15], dark
characters in a light background helps to reduce the focusing effort and improve
the quality of a retinal image, which causes to less visual fatigue and better
legibility.

(b) Task 3: Accuracy of Response vs. Time to Response vs. HCI Parameter.
Based on the graph in Fig. 7, set 1 until 10 used to represent the HCI

parameter. Comparing for both background colour (can be referred in Table 5),
set 9 is 13.32% more accurate than the Set 1. Set 9 is 3.32 s equal to 33.2% faster
than set 1. Set 9 (Background Colour: White; Font Colour: Black; Font Type:
Monospace; Font Style: Bold; Font Size: 14) is more accurate and faster which
then selected as the best HCI parameter among all 10.

(c) Task 4: Accuracy of Response vs. Time to Response vs. HCI Parameter.
Based on the graph in Fig. 8, set 1 until 10 used to represent the HCI

parameter. Comparing for both background colour (can be referred in Table 5),

Table 4. Task session of HCI test per group of five test participants

Group Task
session

HCI TEST Accuracy of
response (PC) (%)

Time to
response
(RT) (s)

1 1 HCI Parameters MCQs for
black background colour

81.24 5.08

1 2 HCI Parameters MCQs for
white background colour

86.40 5.26

2 3 Best ten (10) HCI parameters 100.00 3.34
3 4 Best ten (10) HCI parameters 86.68 6.66
4 5 Best ten (10) HCI parameters 93.34 3.28
S 6 Best ten (10) HCI parameters 100.00 4.86

Table 5. Best ten (10) of HCI parameters

Set HCI parameter
Background colour Font colour Font type Font style Font size

1 Black White San Serif Bold 14
2 Black Green San Serif Bold 14
3 Black White San Serif Italic 14
4 Black Green Serif Normal 14
5 Black White Monospace Bold 14
6 White Black Sans Serif Italic 14
7 White Black Serif Italic 14
8 White Black Serif Bold Italic 14
9 White Black Monospace Bold 14
10 White Blue Monospace Bold 14
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set 3 is 6.66% more accurate than set 8. Set 3 is 1.58 s equal to 15.8% faster than
set 8. Set 3 (Background Colour: Black; Font Colour: White; Font Type:
Sans Serif; Font Style: Italic; Font Size: 14) showed the most accurate response,
but not the highest response speed among all 10.

(d) Task 5: Accuracy of Response vs. Time to Response vs. HCI Parameter.
Based on the graph Fig. 9, set 1 until 10 used to represent the HCI parameter.

Comparing for both background colour (can be referred in Table 5), set 9 is
6.66% more accurate than set 1. Set 9 is 0.88 s equal to 8.80% faster than set 9.
Set 9 (Background Colour: White; Font Colour: Black; Font Type: Mono-
space; Font Style: Bold; Font Size: 14) showed the most accurate with the
highest speed of response which then selected as the best HCI parameter among
all 10.

Fig. 6. Mean of responses for different background colours

Fig. 7. Mean of responses for different HCI parameters
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(e) Task 6: Accuracy of Response vs. Time to Response vs. HCI Parameter.
Based on the graph in Fig. 10, set 1 until 10 used to represent the HCI

parameter. Comparing for both background colour (can be referred in Table 5),
set 9 is 6.66% more accurate than set 1. Set 9 is 1.94 s equal to 19.4% faster than
set 1. Set 9 (Background Colour: White; Font Colour: Black; Font Type:
Monospace; Font Style: Bold; Font Size: 14) showed the most accurate with the
highest speed of response which then selected as the best HCI parameter among
all 10.

Based on all the results obtained, set 9 (Background Colour: White; Font
Colour: Black; Font Type: Monospace; Font Style: Bold; Font Size: 14) is
chosen as the best HCI parameter among all 10.

Fig. 8. Mean of responses for different HCI parameters

Fig. 9. Mean of responses for different HCI parameters
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4 Discussion

The paper has proposed a system and method of evaluating the concept of
human-computer interaction (HCI) design in mobile devices for SAR operation. Using
a client-server system namely HCI Test, a usability testing was conducted to evaluate
an effective and efficient command and control (C2) using mobile devices by analysing
the parameters as speed and accuracy of response from the test participants while
answering the HCI parameters MCQs. This system was controlled by the evaluator
through a Windows server application.

The overall aim of this study is to provide an effective HCI interface for the
application system. This ensures an efficient command and control among the team
leader and the team members during SAR operations. Usability evaluation process is a
successful method in helping to make findings of this research using the test plan which
involved the following steps: (i) selecting and iterating tasks by performing user
testing; (ii) design an experiment by choosing the suitable environment for system
setup, (iii) recruiting participants and providing the testing procedures with time nee-
ded; (iv) capturing the usability data; (v) analyzing; (vi) presenting the results; and
(vii) reviewing the user’s behaviors and feedbacks.

Although Background Colour: White; Font Colour: Black; Font Type:
Monospace; Font Style: Bold; Font Size: 14 is the best HCI parameter obtained from
the results, Background Colour: Black; Font Colour: White; Font Type: Sans
Serif; Font Style: Bold; Font Size: 14 is considering applied as an effective HCI
interface display in mobile applications. The white background colour has a better
legibility compared to the black background colour, black background colour also has
its own advantages. Black background colour can provide a better night vision espe-
cially to be used while conducting SAR operation. Moreover, according to [15], black
interface resulting in a less power consumption that helps to improve battery life.

HCI Test application has helped to evaluate the efficiency of command and control
based on the results of speed and accuracy of response of the test participants which

Fig. 10. Mean of responses for different HCI parameters
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have showed the degree of understanding of the test participants while using the
application and their rapid actions towards the commands given when answering the
HCI Parameters questions controlled by the evaluator through a server.

5 Conclusion

In this paper, HCI Test is a client-server system developed for implementing HCI in
mobile devices based on the current advancement of mobile technology. The process of
command and control (C2) between team leaders and team members in SAR operation
also emphasized based on the usability testing conducted.

Based on the results and findings obtained, this experiment is believed to provide
the successful implementation of human-computer interaction (HCI) in mobile devices,
especially for carrying out SAR operation. A further enhancement could take place for
this useful mobile application so that it could be fully operational in future to provide
more efficient and effective command, and control process for SAR operation as well
can be used by other agencies that require the command and control processes in their
mission.
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Abstract. In the era of Internet of Thing (IoT) which a lot of devices are
connected to the internet, children are spending more hours online interacting in
cyber space that increase exposure to cyber security including pedophile
activity. Increase of time spend online could increase the potential of online
sexual grooming behaviours of child molesters. Since that the behaviour are not
easily identified prior to the abuse, this study gathers and collect information
about child sexual abuse by pedophile and propose a comprehensive decision
support system to educate children base on knowledge-driven method about
online grooming by molesters. An interactive system is built to provide
knowledge to children regarding child sexual abuse and pedophile in terms of
definition and each characteristics of it. The main purpose of the system is
compiling database about child sexual abuse and pedophiles in order to deter-
mine the level of child’s exposure to pedophile in term of five attributes which is
selection of victims, gaining access, grooming, trust and approach.

Keywords: Decision support system � Child sexual abuse � Pedophile � Online
grooming

1 Introduction

World now are uproar with the rapid increase of child sexual abuse happened around
the society. Not only that, pedophile issue also had been the main topic discussed not
only in Malaysia in fact throughout the whole world. UNICEF classified child sexual
abuse as any form of activity that involve child carried out without any consent on the
victims by perpetrator. Child Act 2001 (Act 611) describe child sexual abuse act if
child being obliged into any sexual activity (Syahirah et al. 2017).

Child abuse categorized into several types which is physical abuse, emotional
abuse, sexual abuse and neglect (Hall and Martin 1981). From the statistic of child
abuse cases by Ministry of Women, Family and Community Development of Malaysia,
there are 3428 cases in 2011, 3831 in 2012 and 3841 cases that had been reported. This
show a rapid increment in child abuse happened in Malaysia in three consecutive years
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(Retrieved from Ministry of Women, Family and Community Development of
Malaysia official site, 2014).

In Malaysia, the pedophile issue had been highlighted since the arrestment of
Richard Huckle, a pedophile in Malaysia that had been sentenced 22 years of prison by
one of the London’s court for 71 charges on child sexual abuse that involve six months
to twelve years of child (Retrieved from BBC News, 2016).

Pedophile are classified as an individual that have keen sexual interest into
underage child. The general definition witnesses that the pedophiles word are com-
monly known as ‘child molestation’ or ‘child sexual abuse’. The word pedophile are
came from the Greek word which is ‘pais’ meaning child and ‘philen’ is meaning love.
Hence, the real meaning of the word is ‘love towards child’ (Cooray and Apsara 2014).
Pedophiles are divided into two category which is secondary pedophiles and primary
pedophiles. Secondary pedophiles is based on the mental health and an individual
behavior. While for primary pedophiles, there are two more categories which is
invariant and pseudo neurotic. For invariant, usually a person who is and always
involved with children or adolescent without feeling guilt or shame about his pedo-
philes activity. The pseudo neurotic pedophiles is an individual who is inclined towards
heterosexual activities (Glasser 1990).

Pedophiles are often related to the process of online grooming as a method to engage
with victims online (Abdul Rahim 2012). Usually, the predators will find victims
through chat rooms on the Internet by masquerade as child who want to be friend with
the victims. The predators may tried to attract attention from the victims to involve into a
conversation and uses the online grooming method for sexual exploitations of the
victims (Cooray and Apsara 2014). The online grooming is one of the phases that
implemented by the predators in gaining sexual exploitation towards child.

Online grooming is a process where predators pretend to be a child on the Internet,
attempt to engage with the victims through conversation made and to groom the
victims for sexual exploitation purposes (Durber 2006). The grooming process is which
predators gain attention, affection, interest and trust of child through kind of deeds and
word (Conte et al. 1989). In this process, predators might present pornographic
materials to the victims for desensitize purpose on sexualize content and normalized
sexual contact (Durber 2006).

Therefore, there are a lot of preventive measurement withdrawn regarding to child
sexual abuse. Education and exposure should be given to children earlier. Education is
a kind form of communication between educator and children. Education can be
handed out to children by educating them on how to surf the Internet safely, inform
techniques and strategies that need to be done if they feel they have been involved in
any sexual activity by perpetrators, telling them that even family members could be the
abuser besides their friends (Wurtele and Kenny 2010). Parents also need to know
about the online predator that could engaged with their children so that they can arms
themselves with facts and strategy to help their child out. They could only talk with
their child to tell what happened to them without making them feel scared or guilty
(Elgersma 2017). This could be a problem as for a child that had been engaged in any
sexual abuse, they might feel unsafe, low self-esteem, depressed, difficulty in talking
about the abuse and eventually will result in reluctant of sexual abuse disclosure
(Lovette 2004). But, the real things is that parents didn’t know on what level does their
child had been contacted or engaged by any online predators.
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Thus, this study proposes a system that gather and collect information about the
exposure of a child to a pedophiles through an interactive online questionnaire, which
could help victims to disclose about the sexual engagement with online predator
without need to talk to an adult. The main purpose of this system is to determine the
level of exposure of child towards pedophiles and indirectly indicated that they are
actually abused by the online predator according to the result printed. This proposed
system is developed by using the concept of Decision Support System through the
Knowledge Driven method. Target group of the user is child that age range from nine
to fifteen years old that have any problem about sexual abuse.

2 Child Sexual Abuse

According to the common law of the Black’s Law Dictionary, child is an individual
who is below fourteen. In Osborn’s Concise Law Dictionary, Roger Bird refer child to
Children and Young Person Act 1993, section 107 as a person which is below the age
of fourteen, while according to Children’s Act 1975, section 107(1) young adult
defined as an individual which is below the age of eighteen (Abas 2013).

Child sexual abuse is predefined as exposure of sexual stimulation towards children
which is inappropriate to the child’s age (Luther and James 1980). There are two types
of child sexual abuse. The first type of child sexual abuse is familial where the abuser is
from the victim’s family member which is considered as incest and the other one is
abuser are non-familial which could be the child’s babysitter and parent’s friends
(Jones 2015).

Child sexual abuse are classified into three categories which is forced sexual attack,
second, any sexual contact that concern around chest and sexual area, sodomy,
exposing any sexual picture or videos that constituent to pornography or fondling
genitals. The third category is sexual contact that logically prohibited due to the age of
the child or because of the family relationship of the abuser to the child (Jones 1982).

The significant of pedophiles and child sexual abuse is both involving sexual
exploitation (Nuetze et al. 2011). Child sexual abuse also happening in the online world
where sexual exploitation were done through the usage of social media by the predators
(Subrahmanyam et al. 2006). Online grooming is a process where predators pretend to
be a child on the Internet, attempt to engage with the victims through conversation
made and to groom the victims for sexual exploitation purposes (Durber 2006). The
grooming process is which predators gain attention, affection, interest and trust of child
through kind of deeds and word (Conte et al. 1989). In this process, predators might
present pornographic materials to the victims for desensitize purpose on sexualize
content and normalized sexual contact (Dombrowski et al. 2004).

Based on the research that was conducted by the EU Kids Online in 25 different EU
state showed that the usage of Internet of child between 9–15 is very dominate in their
life. The average of time that child spend on going online is about 88 min per day, 34%
of the child added stranger into their friend list and about 54% of child had shared their
personal information to people they have never met. Plus, about 14% of child had sent
stranger picture or videos of themselves (Peersman et al. 2012). According to the
CyberSAFE survey, about 90% of schooled child in Malaysia use Internet and 83% are
susceptible to the danger of Internet such as the sexual exploitation (Thye 2016).
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Mostly victims of sexual abuse become afraid and reluctant to disclosure about the
abuse to elderly (Herman 1981). This is because, the child might feel untrusted if he or
she report the truth situation in fact the victims might be accused for being the reason
for the problem to occur in the first place. Other than that, the victims might feel
terrified if the disclosure made will be the catalyst to the breakup of the it’s own family
institution (deFrancis 1969). Despite there are increasing number of sexual abuse case
happened but just a few that had been reported (Kamaruddin 1996). This is due to the
society sensitivity towards the case plus to protect the family’s name if the abuser are
the family members in which become the main inducer why such cases are not reported
and need to be concealed (Shah 2005). Hence, to keep quiet is the best step for victims
rather than to disclosure and the abuser will take advantage on the situation to sexual
exploitation on the victims for a longer time (Lovette 2004).

Based on research through the The Norvold Abuse Questionnaire (NorAQ), level of
sexual abuse of victims are divided into three which is mild, moderate and severe. For
mild level, the sexual abuse happened through the sexual contact not included genitals
area are performed by perpetrator toward victims by force. Perpetrator also may
showed any pornographic materials towards the victims. For moderate, the sexual
abuse take place as perpetrator performed sexual contact around body area including
the genitals area towards the victim also by forced. Severe sexual abuse is declare if the
any sexual contact that involve any kind of penetration into part of the victims body.
Apart from that, the NorAQ questionnaire also state the relationship between emotional
disturbance of the victim with the sexual abuse experienced by the victim. Below are
the guideline of the NorAQ questionnaire (Swahnberg and Wajima 2003) (Fig. 1).

3 Pedophile

The World Health Organization stated that pedophile are classified as an individual that
have keen sexual interest towards child. The pedophilic term that have been used was
describe on any sexual behavior which involved young adult that may or may not
involve any sexual contact (Moen 2015).

Fig. 1 Guideline of NorAQ questionnaire

730 M.R. Noor Afiza et al.



Pedophiles are often related to the process of online grooming as a method to
engage with victims online (Sandy et al. 2010). Usually, the predators will find victims
through chat rooms on the Internet by masquerade as child who want to be friend with
the victims. The predators may tried to attract attention from the victims to involve into
a conversation and uses the online grooming method for sexual exploitations of the
victims (Durber 2006). The online grooming is one of the phases that implemented by
the predators in gaining sexual exploitation towards child.

The general definition witnesses that the pedophiles word are commonly known as
‘child molestation’ or ‘child sexual abuse’. The word pedophile are came from the
Greek word which is ‘pais’ meaning child and ‘philen’ is meaning love. Hence, the real
meaning of the word is ‘love towards child’ (Cooray and Apsara 2014). Pedophiles are
divided into two category which is secondary pedophiles and primary pedophiles.
Secondary pedophiles is based on the mental health and an individual behavior. While
for primary pedophiles, there are two more categories which is invariant and pseudo
neurotic. For invariant, usually a person who is and always involved with children or
adolescent without feeling guilt or shame about his pedophiles activity. The pseudo
neurotic pedophiles is an individual who is inclined towards heterosexual activities
(Glasser 1990).

Pedophiles used certain child sexual picture to lure other child to involve in the
exploitation activity based on the instruction given by the predators. These pictures also
used for a lifelong silence of the victims about the exploitations made (Ryan 2007).
Collectors of child pornography are divided into two. Secure collectors and non-secure
collectors. Secure collectors use security barriers such as encryption and password to
access any child pornography. There are also required any person to submit required
amount of child pornography in order to join the collectors community. As for
non-secure collectors, they are contradicting with the secure collectors. They just
access and download any child pornography item available on the Internet without any
security barrier requirement (Krone 2004).

Basis on the Olson and Leatherman Models, there are five phases in online sexual
predation which is gaining access, deceptive trust development, grooming, approach
and isolation (McGhee et al. 2011). For the first phase of gaining access, the predators
and the victims may exchange personal traits about each other. This process usually
happened on the social media such as Facebook and Twitter. For instance, predators
may pretend as child while communicating with victims (Winters and Jeglic 2016).

Deceptive trust development of predators towards victims by befriend with the
victims, learning personal traits, show interests, giving gifts and sharing secret. This
process is to give impression to the victims that they are having and exclusive rela-
tionship. The perpetrator portray himself as non-threaten person towards victims
(Winters and Jeglic 2016). As for grooming process, it is a manipulation skill of
victims and community so that sexual exploitation can be made without being detected.
At this phase, the predators may use foul sexual language to the victims. Such as the
predator could spelled “welcome” as “welcum” (McGhee et al. 2011). The approach
phase is when the predators suggests that he and the victims should meet on the outside
together. This meet is for sexual purpose of the predators (Winters and Jeglic 2016).
Isolation take place as the predators isolate the victims by making the victims chats
without any supervision (van Dam 2001).
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Through this model, researcher had list out certain keywords that match with the
characteristic of the phases stated. As for gaining access, topic as personal traits, which
include age, address and relationships detail. For grooming, foul sexual language such
as cum, penis, bra and sex are fall under this phases. Keywords for approach phases are
included near, asking out, meet, and other that reflect the act of luring victims to meet
the predators. For isolation, we might use the keyword alone, no parents, and other
isolation adjectives.

4 Knowledge Driven

Knowledge Driven (KD) is one of the component is Decision Support System (Power
2000). KD is a computer based reasoning system which provide with information,
understanding and suggestion to user (Power 1996).

KD contain an IF-ELSE rule which could help user to make a systematic choices
based on the situation given. The example of the IF-ELSE rule are as below.

IF (Rule 1) {
Rule 1 is true;
} ELSEIF (Rule 2) {
Rule 2 is true;
} ELSE {
Rule 1 and Rule 2 are not true;
}

5 Method of Research

As said in the literature review, the Olson and Leatherman Models stated that there are
five stage of online predation (McGhee et al. 2011). Online predation focused on using
Internet to lure child for any sexual abuse and assault (Wolak et al. 2008). Based on the
Learning to Identify Internet Sexual Predation Journal (McGhee et al. 2011), they used
a software system, which is the ChatCoder in order to evaluate and categorize all five
stages used by online sexual predators to expose any sexual assault or abuse through
the Internet. ChatCoder is design by them to detect any word or lines online that
contain any luring or exposing sexual of predators towards victims and categorized
according to the Olson and Leatherman Models.

Thus form this idea, word that related to the five phases stated in literatures such as
online grooming were used as questions in quizzes as a tool to determine level of
exposure of child to pedophiles. The quizzes contain 25 questions for respondent to
answer. In this study, system was developed by applying the KD rule method. This is
to determine required result based on the specific rule assigned. The quiz score cal-
culation is based on the NorAQ questionnaire on levelling the sexual abuse stage. The
level of exposure towards pedophiles are determined through the overall percentage
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score of the total value of each categories which is selection of victims, gaining access,
grooming, trust and approach that had been set on each selected question. The quizzes
are consist of 25 question which is 5 question for each categories. Selection of answer
of the quiz are based on the Likert method where each answer had 1–5 points assigned
specifically (Cummins and Gullone 2000). The method to get the overall percentage
score of the level of exposure to pedophiles is to calculate the individual value of each
categories first. Below is the example of calculating individual value of categories,
Selection of Victims (Fig. 2).

From the selection of answer chosen in Table 1, each answer points will be cal-
culated using formula to determine the percentage of each categories. Below are the
formula:

%Selection of Victims ¼
P5

i¼1 Xa

25

" #
� 100

Xa = the points of answer that choose by user

%Selection of Victims ¼ aþ bþ cþ dþ e
25

� �
� 100

Question on Selection of Victims 

1. Have you experienced any domestic violence in your family? 

2. Is the perpetrator are someone from your family member?

3. Has anyone touch your chest purposely other than your parents?

4. Have you ever been neglected emotionally and physically in your family?

5. Do you have families with drugs, alcohol and gambling?

Selection of answer for all question:
1 = Never Experienced
2 = Mild Experienced
3 = Moderate Experienced
4 = Experienced
5 = Severe Experienced

Fig. 2 Example of question on Selection of Victims category
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Basically, the answer points are sum up as 5 + 2 + 3 + 5 + 4 which hold the value
of 19. After that, 19 will be divided by 25, which is the total value of all 5 answer’s
points. It will give the value of 0.76. After the value point of the answer were calcu-
lated, then to determine the percentage of possibility of being selected as a victim is
determine which is by having the previous value multiply with 100 to get the per-
centage score of Selection of Victims category. Hence, here it shows that the child is
having 76% of possibility to be selected as a target by the pedophiles.

For other categories which is gaining access, trust, grooming and approach, the
same calculation will be made. After that, all the result of each categories will be
represented into a graph for a better understanding. Next, all the categories result will
be used to find the level of exposure to pedophiles. Below are the coding of the
calculation to determine the level of exposure to pedophiles:

$ LevelOfAbuse = ($totalSelectionOfVictims + $TotalGainingAccess 
+ $TotalGrooming + $TotalTrust + $TotalApproach / 
500) * 100

If ($LevelOfAbuse < 50) {print “Possibly Abused”}

If ($LevelOfAbuse > 50 && $LevelOfAbuse < 70) {print “Moderate 

Abused”}

If ($LevelOfAbuse > 70) {print “Severe Abused”}

The coding basically is to sum up all the individual value of each categories and to
divide by 500 which is the total value of answer’s point and then to be multiplied by
100 in order to get the percentage value. After that, the overall percentage score will
determine the level of exposure to pedophiles. Question of each categories are retrieved
based on the Learning to Identify Internet Sexual Predation Journal (McGhee et al.
2011) and Stages of Sexual Grooming: Recognizing Potentially Predatory Behaviors of
Child Molestors (Winters and Jeglic 2016).

Table 1. Example of answered quiz

Questions Answer

Have you experienced any domestic violence in your family Severe Experienced = 5
point

Is the perpetrator are someone from your family member? Mild Experienced = 2
point

Has anyone touch your chest purposely other than your
parents?

Moderate Experienced = 3
point

Have you ever been neglected emotionally and physically in
your family?

Severe Experienced = 5
point

Do you have families with drugs, alcohol and gambling? Experienced = 4 point
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6 Conclusion

Lack of knowledge in sexual exploitation among youngster ignite the increasing
number of child sex assault. Hence, this paper proposed knowledge driven based
method in determining the level of exposure of young adult towards pedophile in
virtual world. By using the quizzes by implementing the Likert method, the level of
exposure is clustered into five categories which is selection of victims, gaining access,
trust, grooming and approach. The result will be displayed in graph representing each
categories individual value which could help people to understand it better at how
much does a child were exposed to pedophiles.
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Abstract. This paper presents a smart system iBeam which is a smart learning
and networked air conditioning system designing by using a Model – View –

Controller (MVC) model. This is a learning and networked Internet of Thing
(IoT) system that can predict the thermal comfort of the occupants and regulate
the air-conditioning temperature using Machine Learning algorithm in order to
give an ideal thermal comfort and indoor air quality with the most minimal
vitality cost. This system consists of an Android app to collect user’s input, a
server to run Machine Learning algorithm and to associate with a database that
stores values from sensors such as temperature or humidity level. The app and
the server communicate to each other through a Representational State Transfer
web-service.

Keywords: Machine learning � M5P algorithm � Internet-of-things system �
Heating Venting and Air-Conditioning (HVAC) � Smart-Learning system and
model-view-controller

1 Introduction

The use and cost of energy affects each of us every day in our lives. Many issues arise
from the use of energy such as in gas emissions, climate change, and dependency on
deleting supplies of fossil fuels, which is the main resource to generate electricity and it
is limited. Buildings in Malaysia consume more than industry and transport combined,
in which cooling system accounts for 65%, triples as much as lighting. With the threat
of global warming and increasing energy cost, keeping the room cool with less energy
will become increasingly important in the future.

The purpose of this work is to develop a smart learning Internet of Things
(IoT) system combined with machine learning algorithms to provide a solution that
results in high energy efficiency, increased thermal comfort, and better indoor air
quality. On the whole, the system is designed with a model-view-controller
(MVC) software architectural pattern which contains 3 layers: an iBeam Network
(iBN) – Model component, an iBeam Controller (iBK) – Controller component, and a
mobile application – View component. iBN is an intelligent hub, unwired (or wired)
systems which connects to iBK by means of a commander architecture and also acts as a
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database that accumulates data of five features: indoor and outdoor temperature, indoor
and outdoor humidity, and preferable temperature from human. The View layer is
represented by an Android mobile application called SpaceBeam. Through Graphic
User Interfaces (GUI), users can suggest their desired temperature for the room, or
examine data such as results of machine learning algorithms or current temperature. In
terms of the controller, it is an implemented embedded server that would execute the
learning algorithms to predict dew point temperature. The dataset for such execution is
extracted from the database of the iBN.

This work has been explained in 6 sections. The introduction is covered in Sect. 1.
Section 2 presents a brief review of literature as regards to related works, and machine
learning overall. Section 3 illustrates the details of system design towards the
achievement of this project aim and goals. The results of the implementation will be
showed in Sect. 4. Section 5 draws the conclusion of this work.

2 Literature Review

Heating, ventilation, and air conditioning (HVAC) system is a well-known system that
is being installed in a vast variety of buildings to provide high thermal comfort within
the building. Compared with conventional air-conditioner concept (Variable-Air-
Volume system), this HVAC system uses chilled beams which are chilled water pipes
in modular units mounted to ceilings [1]. Basically, there are 2 types of chilled beam
available and most commonly used by industry; typical examples are Dadanco Active
Chilled Beam [2] from Australia and Semco Passive Chilled Beam [3] from Columbia.
Chilled beam system uses water with a high specific heat capacity to absorb a large
amount of heat. Water is considered to be the best transfer medium, which can remove
the heat energy from the occupied space as the water is circulated to absorb it. This
results in that humidity of the indoor air is controllable. No maintenance requirements
and quietness are emblematic advantages of chilled beam. Furthermore, with the
minimization of fan usage, consumed energy is remarkably reduced up to 30% [4]. In
iBeam system, it makes a breakthrough by combining with data mining algorithm that
learns and improves ability to provide appropriate thermal control and increase thermal
comfort. Also, it totally removes the issue of condensation from active and passive
chilled beam systems.

There are a number of researches have been done on HVAC systems. K.F. Fong [5]
suggests that there have been several methods or different kind of optimization that
have been developed in today’s world. Based on their study, they were using the
simulation-optimization approach to planning the perfect reset scheme for their system
where the results of the first simulation will be used for evaluation and prediction for
the next simulation. They implement predictive methods of the evolutionary algorithm
using evolutionary programming that will find the accurate points of chilled water
supply and supply air temperature to be reset for improved efficiency of the system.
The result of their study, they found that with optimization of both chilled water supply
and supply air temperature had a positive impact on energy saving, even better if the
minimization is on a monthly basis where it could reach almost 7% of energy saving.
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However, this works best only for HVAC that has constant speed chilled pumps,
differential pressure bypass, and fixed speed supply air fans.

As electronic technologies are converging, the field of home automation is
expanding. In terms of an Android application to control appliances, various smart
systems have been proposed where the control is via Bluetooth [6–8], internet [9, 10],
short message service (SMS) based [14], etc. Bluetooth capabilities are good and most
of current laptop/notebook, tablets and cell phones have built-in adaptor that will
indirectly reduce the cost of the system. However it limits the control to within the
Bluetooth range of the environment while most other systems are not too feasible to be
implemented as an intelligent system that can learn and train itself is needed. There are
some other works also use Wi-Fi based controlled systems such as [15–17] which
consists of a dedicated web server, a database and a web page for interconnecting and
managing devices. They have remote control of air-conditioning system but lack of a
smart algorithm to provide the best thermal comfort.

Therefore, in this research work a smart-learning system has been proposed with a
view to provide a better system with a number of benefits. With the use of chilled
beam, less energy is consumed and the temperature as well as humidity is controllable
conveniently. The agreement of temperature in the room is made with the help of a
smart-learning algorithm based on current indoor and outdoor temperature and
humidity. Thereby, thermal comfort of human is significantly increased. An Android
app is the mean for interaction between human and this system with friendly design and
high security.

3 System Design

3.1 User Requirement

A requirement is a statement about an intended product that specifies what it should do
or how to do it. For requirements to be effectively implemented and measured, they
must be specific, unambiguous and clear. A good set of user requirements are needed
for any project results in a reduction in time to process the software, which lead to a
reduction in costs, or being able to better use the unique knowledge base belonging to a
business. There are 3 different types of requirements which are listed by increasing
detail level:

• Business requirements reflect sponsor points of view, scope of the project, or
business objectives.

• User requirements show the user points of view, inputs and outputs, or goals.
• System requirements indicate functional (what the system does) and non-functional

(how well the system does it) requirements.

In the proposed design, there are 7 features for the SpaceBeam application required
by the client which could be treated as user requirements. They describe the business
needs for what users require from the system. Those include authentication with login
and logout function, tracking data such as outdoor temperature, statistics of learning
algorithm, or history of adjusted temperature for a specific period of time. The user can
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also put forward a temperature at which they feel comfy the most to the system, or
automatically sign in the system within a session.

3.2 System Architecture

Within the scope of this project, the system includes both client side (mobile appli-
cation) and server side using Jetty and Jersey with regression supervised learning
algorithm –M5P. Both sides communicate to each other through a Hyper Text Transfer
Protocol (HTTP) method, named Application Programming Interface of Representa-
tional State Transfer (RESTful API).

An overview of the proposed system architecture is shown in Fig. 1. The system
consists of an Android mobile app and a PC based for server side. The server is the
controller performs essential actions such as retrieving data from the iBN, operating
machine learning algorithms, getting and returning data to the Android app. The
controller communicates with the app via the internet through specific MAC address of
the server. Any internet connection through Wi-Fi or 3G/4G network can be used on
the user device.

3.3 Software Development of the Android App

Android platform is chosen for the mobile app among Windows Phone, Symbian, or
iOS as it is the most popular operating system for mobile nowadays. The app is built
with the support of several tools:

Fig. 1. Workflow of the proposed iBeam system
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• Software Development Kits (SDKs) which includes Application Programming
Interface 21.0 (API 21.0 – the newest version of Android).

• Android Virtual Device manager (AVD) is used to manage and configure emulator
instances.

• Android Debug Bridge (ADB) for connecting other tools with the emulator and
devices.

• Android Emulator, which is an important tool to test on the appropriate target
devices. This can also be used in conjunction with AVDs to simulate target devices.

An Integrated Development Environment (IDE) is indispensable for programming.
Android Studio with IntelliJ built has been used. Together with Java programming
language, it is more productive than other IDEs and offers outstanding framework-
specific coding assistance and productivity-boosting features for Java EE, spring, GWT
and other frameworks, along with deployment tools for most application servers. The
screenshot of SpaceBeam app is shown in Fig. 2.

The designed app for the smart home system provides the following functionalities
to the user:

• Remote connection to Jetty server via the Internet.
• User authentication.
• View the current outdoor temperature.
• View information of user account.
• Suggest the preferable temperature to system.
• View Machine Learning results.
• Check the history of adjusted temperature of the previous hour.

In order to use main features of the app, the user has to enter correct specific
username and password. (Figure 2.a). If the Jetty server grants access to the app, a
response packet containing HTTP status response code 200 will be received. Response
200 indicates the password is correct, and the app will send request for suitable iBK
according to the information of user account. Automatic login will be enabled and the
system will recognize the MAC address of the phone for future reference. If the user
enters wrong password, the response code will be 404. After getting the information of
iBK followed by room number (Fig. 2.b), the user confirm by pressing “Continue”
button to switch to main control page.

There are 5 sections in the main control page. Each of them is presented by a tab.
The meter in Fig. 2.c is showing the current temperature reading of the air – condi-
tioner. For example, 21 °C is the current temperature of the air-conditioner. The refresh
button can be used to manually update the current temperature. The user can slide the
slider left or right to adjust their preferred temperature and then submit it to the server.
Such value is sent through HTTP Post method to the server where regression process is
executed right afterwards. The interface in Outdoor tab demonstrates the current out-
door temperature based on the user’s specific location. The weather information is
pulled down from OpenWeather API and is refreshed every time the user launches this
application. Data is fetched via the link http://api.openweathermap.org/data/2.5/
weather?q=%s&units=metric with specific requested x-api-key. 200 response code
will be received from StringBuffer if there is no problem encountered, otherwise it
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would be 404. The humidity and pressure are also displayed with the icon of weather of
the day. There is one page for retrieving data from the server of the learning progress
with a “Get Result’’ button. The suggested temperature is displayed along with some
brief statistics of regression process of Machine Learning. For tracking adjustment, the
user can review history of previous hour of adjusted temperature reading and the time

Fig. 2. Screenshots of the SpaceBeam app
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of other users by clicking on the “Reload’’ button in the page named “History’’.
Finally, user can check their profile information in the last section shown in another
interface.

Additionally for authentication system, SharedPreference feature on Android is
taken into account to fulfill automatic login requirement. SharedPreference allows us to
store private primitive application data in the form of key-value pair. Thereby, it is
unnecessary to retype username and password each time within a session period. Other
than that, the number of transaction made between the app and the server side needs
minimized for speed optimization. There is a 30-min session for each user so that
inactive users will be taken out of the system. Lastly, the password is one-way
encrypted using md5-encryption for data security.

3.4 Software Development of the Jetty Server

The main controller hosting a server acts as the heart of iBeam system. This server runs
on a PC which consists of server application software, regression algorithm of Machine
Learning process, and extracted database from the iBN. The output response packet for
communication between the app and the server is in JavaScript Object Notation (JSON)
format. Commonly, there are 2 Utilizing Web Service to provide access to remote
services or for enabling applications to communicate amongst each other: Simple
Object Access Protocol (SOAP) and REpresentational State Transfer (REST).
REST API takes more advantages by virtue of less coupling connection, protocol
independence, and standardization.

Jetty and Jersey is a perfect couple for a REST web service. Similar to Apache
Tomcat or Glassfish, Jetty is an open source HTTP server. However Jetty is just a
stand-alone Java servlet container providing compact HTTP client side and powerful
server methods. It focuses on performance, using annotation for HTTP verbs (such as
@POST, @GET) and multi-connection HTTP rather than development of a full-blown
Java Enterprise Edition (Java EE) container like Apache Tomcat. Such properties make
it light, fast, and smaller memory footprint. Other prominent features of Jetty are the
optimization of annotation classes, or automatic JSON file parsing and generating.
Figure 3 below demonstrates how the communication works.

While Jetty is used for implementing server side, Jersey, on the other hand,
associates with the client side on SpaceBeam app. Jersey is an open-source RESTful
framework that provides its own API and extends Java API for RESTful Service
(JAX-RS) toolkit with additional features and utilities to further simplify RESTful
service and client development. For example, when the app sends request for user
authentication, a web-target object is made based on a specific Uniform Resource
Identifier (URI). The URI contains authority part (real IP of the hosting server), path
part, and query part (if any). An invocation builder will parse it into a JSON file and
send it to the server. Since then the connection is opened as a handshake is made from
both side (Fig. 3). The server will execute Structure Query Language (SQL) statements
from database then response to that request. The response message can be under any
entity such as a String, an Integer, or even a particular Java object class, which needs to
be coherent from both sides.
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The controller starts off by initializing the Ethernet to establish connection between
them. Data from humidity and temperature sensors is retrieved each 5 min and stored
to the iBN. Simultaneously, it determines availability of the user. If the user is
unavailable then the login session is brought about. The 404 response code will be sent
if wrong username or password is entered. Otherwise the reponse code will be 200 and
user status will be made available. Figure 4 shows the general flowchart fot eh Jetty
server controller.

The controller starts off by initializing the Ethernet to establish connection between
them. Data from humidity and temperature sensors is retrieved each 5 min and stored
to the iBN. Simultaneously, it determines availability of the user. If the user is
unavailable then the login session is brought about. The 404 response code will be sent
if wrong username or password is entered. Otherwise the reponse code will be 200 and
user status will be made available. Figure 4 shows the general flowchart of the Jetty
server controller.

3.5 Software Development of the Machine Learning Algorithm

Approach
Machine learning is a study field that evolves from pattern recognition and computa-
tional learning theory in artificial intelligence. By and large, machine learning tasks are
typically classified into three broad categories [10]. One of those is called “supervised
learning” which analyzes the training data and produces an inferred function. Unsu-
pervised learning is another one that infers a function to describe hidden structure from
unlabeled data. The last one is “reinforcement learning” that interacts with a dynamic
environment to perform a certain goal. With the objective of this project, regression
analysis – a supervised learning task – is chosen to solve the problems by fitting the

Fig. 3. Message exchange between client and server side
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training set to a continuous function describing a curve, so that the curve passes as
much as possible to all of the data points. For example, to foresee the thermal comfort
of the participants, the algorithm uses data from the past such as an occupant preferred
a temperature of 25 °C on a rainy day to predict the dew-point temperature which
satisfies everyone in the room (or building). The dew point temperature is the tem-
perature at which the air can no longer “hold” all of the water vapor which is mixed
with it, and some of the water vapor must condense into liquid water. The dew point is
always lower than (or equal to) the air temperature. The humidity depends on the dew
point temperature and current air temperature.

Dataset Description
The used sample dataset consists of 5 attributes and 7039 instances, sampled from
01/02/2016 to 25/02/2016. Each instance contains 5 attributes including Timestamp,
Outdoor Temperature, Zone (indoor), Outdoor Humidity and User’s Input Temperature
of each floor such as a ground floor, first floor, and second floor. Vector input involves
in user’s input temperature, outdoor temperature, indoor and outdoor humidity. Desired
output, also known as a supervisory signal, is the indoor temperature. There was no
case of missing data in the dataset and it contains continuous variables for 5-min unit in
terms of timestamp. The figure below shows a sample dataset (Fig. 5):

Algorithm Selected
In supervised learning, the final goal is to develop a finely tuned predictor hypothesis
function h(x). The objective is to optimize the hypothesis so that, given input variable x
about a certain domain (e.g. humidity), it will output the estimated value (the suitable
temperature).

Fig. 4. Flowchart for the operation of the controller
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This system takes M5P as the main algorithm for supervised training. M5P is an
algorithm that is originated from Quinlan’s M5 algorithm [11] and improved later to
M5P [12]. It creates a model binary tree that will give the linear regression model at
each leaf instead of a numerically predicted value. Prediction is calculated by trading
the path on the tree to a leaf, and by using the linear model on that leaf. The M5P tree is
built upon three stages which are illustrated in Fig. 6:

Fig. 5. Screenshot of the sample dataset

Fig. 6. Illustration of M5P algorithm processes
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• Firstly, the algorithm is used to split the nodes recursively, following a criterion to
minimize the intra-subset variation in the class values.

• Secondly, the tree is pruned to become simpler.
• Thirdly, a smoothing procedure is applied: linear models are measured for non-leaf

nodes along the path back to the root, each predicted value will be combined with
the leaf model prediction.

The outstanding benefit of M5P algorithm is that decision tree methods can handle
both numeric and categorical data rather than only one type of variable for other
methods [13]. By virtue of the steady rise of the dataset (1 new attribute each 5 min),
M5P is superior to others by having a low training cost. Moreover, some pre-processing
steps can be ignored such as normalization, converting from categorized to numerical
variables, or deleting blank values.

Training and Evaluation
Cross Validation (CV) method was chosen in this case. In k-folds CV, the original
dataset is randomly partitioned into k subsets (which is chosen to be 10) with the same
size. This process then repeats for k times, in which each of the subset will be treated as
the test set once for an iteration. Its high computational complexity is paid off by the
well accurate assessment.

4 Result and Discussion

The iBeam system was fully developed and tested to demonstrate its feasibility and
effectiveness. Screenshots of the mobile app has been presented in Fig. 2. As men-
tioned, authentication is required to access the smart home system. A notification will
be displayed for wrong entered password. This message is based on the response
received from the Jetty server. If correct authentication is provided, the app will pro-
ceed to look up for the appropriate iBK corresponding to the account.

The system is fully functional for sending to as well as fetching data from the
server. It was also tested for the automatic logout feature after a specific period of time
that has been set. The outdoor weather works properly as long as the using device is
connecting to the Internet.

In terms of the server, Jetty has encountered with no problem when hosting the
server in real time, or receiving authentication request from SpaceBeam app and
sending response.

Last but not least is the result of the M5P learning algorithm. Output of the process
would be a dew-point temperature that satisfies every people and it will be set to the
centralized air-conditioner by the iBK. The total number of instance of this dataset is
7039. For each execution it takes about 2 s to run, which will be increased over time as
the number of instance will rise rapidly through time. Thus such process is only called
once per 30 min. Other than that, the retaining of relative absolute error around 15% for
a 24-day dataset reflects that a good algorithm was applied since its predictions are
usually closed to the human’s comfort zone.

Table 1 illustrates the output result of different algorithms that are applied on the
same dataset. The correlation index indicates how much the true value of interest and
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the estimated value are related. A value that is close to 1 or −1 means there is a perfect
relationship between variables. M5P performs the best with highest correlation when
compared to Decision Table, Linear Regression, or Lazy. The error indexes show
accuracy amongst true and predicted value. Thus M5P algorithm gains more advantage
with noticeably smaller error than the others.

5 Conclusion

In conclusion, an internet based smart-learning controller for air-conditioning was
proposed and implemented. The system is proposed with a view to predicting the
thermal comfort of the occupants and modulates the air-conditioning system to provide
optimum thermal comfort and indoor air quality while operating at the lowest energy
cost. This research is focused on developing such system with a mobile application, a
network hub (iBN) that links with several sensors, a controller (iBK) with embedded
Machine Learning algorithms, and a chilled beam system. The main contribution of this
paper is building both client side (Android application) and server side using Jetty and
Jersey with regression supervised learning algorithm – M5P. Both sides communicate
to each other through a RESTful API web service. Users can use the app to suggest
their comfort zone to the system for it to learn and automatically change the dew point
temperature based on human contentment. Prospective future works include detecting
occupancy via CO2 sensors or motion sensors, associating with other systems such as
fire detection, or lighting control. Other than that, GUI of the app and speed of the
algorithm learning should also be improved.
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Abstract. Network Intrusion is one of serious computer network security
issues faced by almost all organizations or industries around the world. The big
problem is that companies still have poor security to keep their network in good
condition. Unfortunately, the management takes the simplest way by putting
heavy responsibilities to network administrator rather than spending a high cost
of computer security setup. In this paper describes a preliminary study for
proposing a technique of analyzing network intrusion by using Packet Capture
integrated with Network Intrusion Behavior Analysis Engine. This technique
analyzes whether the flow of the network is healthy or malicious. The study
consists of several components for implementing an effective and efficient
network analyzing mechanism. Artificial Neural Network is selected as the main
method for its behavior analysis engine. Then, it will illustrate the analysis result
using an enhanced visualization method which gives more knowledge and
understanding to the network administrators for effectively monitor network
traffics.

Keywords: Network security � Threat � Behavior analysis � Intrusion
detection � Artificial Neural Network

1 Introduction

Cyber world becomes increasingly challenging and unsecure due to the recent cutting
edge and sophisticated network technology. Therefore, people use networked devices
with connecting with others around the world. Unfortunately, there are still in
low-security and they did not care about it that is the most important issue to keep the
credential and other information always in good condition [1]. Network security is the
most important thing in communication regardless of whether the user to user or within
an organization because this will be more severe and getting worst in term of
exploitation or leak of information.

Today, as we know that there are many organizations still have low network
security and high network vulnerabilities which allow attackers to exploit. This may be
caused by some reasons or lack of company funds to hardening their server from
network traffic issues. However, the organizations which deployed the firewall or IDS
to detect most known attacks, some of them are not desirable tools for security
administrators, because they generate too many alerts with blow-level semantics, and
most of them are false positives which is difficult to get a root or cause of security
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threats [2]. In recent years, automatic IDS alerts analysis technique has become one of
the hot topics in network security [3].

The main objective of this research is to develop network analysis inspector for
capturing packet data. The proposed technique is used to determine whether packet
data are healthy or not based on the detection of its anomaly activity. This console
application will be integrated in real-time that triggered from packet capture or packet
analyzer. Hence, this mechanism can help to reduce the redundant and irrelevant data
that triggered from packet analyzer.

The data are collected based on artificial neural network concept or correlation rules
in the engine and it will be visualized using an active view to determine whether it is a
normal or malicious activity. Furthermore, when the console application integrated
with the active view in real time, then the prototype of this mechanism will be released
for the testing in the actual environment. The expected results or outcome of this
research is a technique on network analysis behavior of packet data with enhanced
visualization that integrated in real-time with packet analyzer.

The remainder of this paper is organized as follows. Section 2 discusses some
related work and topics on network intrusion and data mining. Then, Sect. 3 discusses
on the research objectives and methodology. Section 4 provides a description of the
proposed research framework and its components. Section 5 discusses the expected
result from this study. Finally, in Sect. 6, the paper will be concluded with a brief
summary and future research work.

2 Background and Related Work

2.1 Network Intrusion Detection

Network intrusion can be described as cyber threats initiated by the attacker to gather
information and deploy the attack to their victim to get the value or benefits. Further-
more, it can be any use of network to compromise the machines to intrude its stability or
security information stored from it [4]. Hence, this paper describes that the flow of
network and detection on intrusion by using packet capture and visualize whether it is
suspicious or not is feasible. As we know that there are many thresholds of packet data to
capture, but this research will solve the problem where it can capture the specific file or
behavior based on what signature tagged in engine and the technique used.

Analyzing network intrusion is essential in order to have a more effective trou-
bleshooting and resolving methods when the issue of network intrusion occurs. Fur-
thermore, there is no need to bring down network services for extended periods of time
[5]. Hence, the proposed research will be developed by analyzing network in real-time
by using packet capture and retrieve the pcap file converted to json file in a network
behavior analysis engine. So, the file will be retrieved based on signature tagged in
engine and visualized with an analytics diagram on what the actual activity done by
intruders to the compromised host.

In this proposed research, packet capture is essential because it will capture all of
the packet data roughly through the network without filtering any specific activity for
the network flow. Then, the packet data will be sent to the engine and matched with
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signature created to filter the irrelevant data. It will be visualized to the visualization
graph platform Kibana as malicious activity instead of false alarm. According to
Oluwabukola [6], packet capture is clarified as an assistant of network management
with the features of monitoring and analyzing which can help to troubleshoot network,
control traffics and detect intrusion. Besides, the packet capture is useful because it
allows several mechanisms to analyze the network traffics thoroughly [7].

2.2 Network Intrusion Detection Using Data Mining

Basically, data mining is one of the tasks in data process that can be divided into two
methods. The first is a predictive method, used to predict values based on known data
to get the pattern of findings. For example, the classification models and regression
models are used to get the pattern from predictive task. The second is a descriptive
method which is to summarize data to get the relevant information. There are many
categories that can be classified in this method such as probabilistic models, association
rules, clustering and anomaly detection [8]. Hence, the proposed research is focused on
the descriptive method because network intrusion analysis is more to summarize data
and detects anomalous behaviors. Data mining is also a pattern finding as its core and
very suitable with network intrusion to filter irrelevant data and redundant data. It is
also can control and find regularities and irregularities in large data sets. There are
several ways that how data mining related with network intrusion detection. For
example, remove normal activities from alarm data to allow users to focus on real
attacks, find anomaly traffics that uncovers a real attack and the others [9].

A network intrusion detection is a platform to monitor the network or system
activities for malicious activities and unauthorized access to devices [10]. The goal of
designing this mechanism is to protect the data’s confidentiality and integrity. This
proposed research focuses on these issues supported by data mining approaches.

Feature selection data analysis: Sindhu et al. [11] proposed a genetic based feature
selection algorithm for minimizing the computational complexity of the classifier.
Feature selection method can be divided into three categories named filter, wrapper and
hybrid (embedded) method [12]. It can be used to evaluate features or feature subsets.
Many feature subsets are determined based on classification performance. Based on this
technique, it will be very complicated to resolve on this proposed mechanism because
the method that has been used is not similar with the process flow concept. This
approach is enough to enhance correlation rules in order to summarize data and classify
packets in lowest amount of data network flow. In general, features selection data
analysis is used in large amount of data network because it prevents the loss of
importance of single features [13].

Clustering analysis: Clustering method is the one of the technique that identifying and
extracting patterns in specific data, grouping those patterns and then identifying the
“most interesting” pattern [14]. It also can be applied when the anomaly intrusion and
misuse detection were detected which are also called as abnormal network behavior.
The most common method that have been used in clustering method for the network
intrusion detection is K-means algorithm [15]. It is used to discover new attacks which
were not detected in previous instances [16]. Hence, it can produce the unknown source
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or intrusion model instead of known intrusion [17]. In this method, the new network
normal behavior will be added to filter the common behavior sent to the network
behavior analyzer, so only the abnormal data packets are taken and triggered to the
visualization graph. Related to this proposed research, this method must be added with
other data mining methods to get a better performance in network intrusion detection.
However, it also can be used for future planning in which the mechanism needs to be
enhanced on existing in-depth study.

Classification analysis: This method can be described with two main detections which
are anomaly detection and signature based detection. The anomaly detection explores
issues in threshold of network against to the normal traffics. The second employs
signature detection to compare between anomaly or attack patterns (signatures) and it is
more to be categorized as pattern based [18]. Hence, the proposed method will classify
packet data for any previously unseen objects as accurately as possible. In classification
analysis, there are many types of decision can be used to evaluate the pattern and flow of
the data network intrusion. According to Srinivasulu et al. [19], the network intrusion
can be performed and evaluated by many different data mining classification techniques
such as CART, Naive Bayesian, and Artificial Neural Network Model classifier using a
confusion matrix to test data for which the true values are known. In this proposed
research, it analyzes network intrusion behavior using packet capture in the various data
set are generated, specifically on attribute relation with the Source IP and Target IP
parallel with an artificial neural network concept. However, the rules will be enhanced
in-depth to detect new attack adversaries due to current global threats in cyber attacks.

2.3 Network Behavior Analysis Using Artificial Neural Network Concept

Artificial Neural Network (ANN) is a process to transform a set of input to come out
with desired output supported by interconnection elements or pattern algorithm. The
output is determined based on the characteristics and combination of algorithms.
Hence, the neural network will be potential to resolve the problem and filter data
parallel with intrusion analysis approaches [20]. The proposed research is motivated to
develop the network intrusion detection based on artificial neural network concept. The
recommended model will show as per below:

Figure 1 shows to define the artificial neurons as it receives a number of original
data (data packets) via a connection which is correspond in a biological neuron [16].
Each neuron has a single threshold which is incoming packets triggered one by one
from the packet capture. The sum of the inputs is formed and the threshold subtracted,
to compose the activation of the neuron and the output of the neuron will be produced
which is to show whether the incoming traffic is legitimate or not. Hence, if the
activation function is used, the output will be 0 (legitimate) if the activation is equal to
1, and the output is 1 (suspicious) if the activation is more than 1. However, the
activation function is depending on the behavior of packet (IP, Protocol, Port and Info)
and the signature created. The activation function also known as the main configuration
for the data structure and algorithm to make decisions in this proposed research.

Based on the reviews, we can deduce that it is feasible to establish an analyzing
network intrusion behavior using packet capture based on artificial neural network
concept.

Analyzing and Detecting Network Intrusion Behavior Using Packet Capture 753



3 Research Objectives and Methodology

The network intrusion is becoming a challenging task due to increasing connectivity of
systems that gives greater access to outsiders and makes it easier for intruders to steal
information and illegal activity that gives benefit to them [21].

Network behavior analysis of packets can be used for network traffic monitoring,
traffic analysis, troubleshooting and other useful purpose [22]. Even though, it is lar-
gely an internal threat in most organizations but sometimes a malicious third party may
be able to eavesdrop as well as manipulate sensitive data during communication
between machines in a LAN. Packet analyzer tool can handle the process of pattern
capturing or traffics of connection. However, there are too many thresholds in minute
(packet per second) that can lead many issues on network monitoring performance.
Hence, the network behavior analysis is developed to get the pattern of traffics where
there can visualize the result what actually happened that might be harmful to the
internal network environment. To overcome this problem, this research proposes to use
the concept of data mining techniques to collect data information and take out the result
integrated with visualization graph in real-time. Thus, the objectives of this research are
as follows:

(1) To investigate the network behaviors based on the result of intrusion when
anomalous activity occurs.

(2) To adapt an appropriate mechanism and process in network behavior analysis.
(3) To propose the network intrusion behavior analysis framework in combination of

packet analyzer with Elasticsearch and Kibana visualization.
4) To integrate packet analyzer into appropriate console application and active view

(Kibana) to get the result of network intrusion whether in an internal and external
environment.

In this study, several work stages have been identified for the methodology for the
research. Initially, an investigation on the criteria of the proposed analyzing network
intrusion behavior structure will be done.

Fig. 1. Artificial neural network model
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Stage 1
Preliminary Study: This initial study will start by reviewing the sample of packet

data, network behavior analysis framework and techniques involved in the network
intrusion environment.

Stage 2
Software Design: In this stage, designs of framework, console application or engine

and result of component development and active view system specification are done
that are appropriate for network behavior analysis environment.

Stage 3
System Development: This stage involves with coding analysis on console and

active view which are possible to be integrated into packet analyzer in real-time.

Stage 4
Prototype: At this stage, a prototype of console application or engine with enhanced

active view analysis on stand-alone mode will be produced. The goal is to discover
whether the system specification meets the requirement of the proposed research.

Stage 5
Visualization of active view results. The project will be managed show presenta-

tions on visualization of active view results integrated into network behavior analysis
console in this stage.

4 The Network Intrusion Behavior Analysis Framework

The initial study focuses on understanding the mechanisms and characteristics of a
network intrusion behavior analysis. A handful of papers related to the research and
development of the network intrusion analysis will be studied [23, 24].

Figure 2 shows the proposed framework of Analyzing Network Intrusion Behavior
using Packet Capture based on Artificial Neural Network Concept. The framework
shows the work flow from the initial to the final experiment and it proves that the
packet capture can be integrated with Elasticsearch to get the result [26]. The frame-
work consists of five (5) main components which are:

(1) Packet Capture/Analyzer.
In this module, the packet data are captured by using a packet analyzer which is
integrated in real-time. The gathered data includes Source IP, Target IP, Time,
protocol, packet length and packet information. All packet data are captured and
uploaded in excel file without any filtering or summarize and integrated to
ElasticSearch server. Below is the example of packet data uploaded in excel file as
shown in Fig. 3:

(2) ElasticSearch Server.
Elasticsearch is a search engine platform for integration or combination of any
data with server depends on how is the process that the user want to configure
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Fig. 3. Packet data in excel file

Fig. 2. The proposed framework of analyzing network intrusion behavior using packet capture
based on artificial neural network concept
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[27]. In this component, it will provide a method on how to gather packet data
behavior for the analysis process. Packet data will be integrated in excel file and
upload into this server. The server will be operated in Centos Linux platform by
using Virtual Machine. The easiest way to upload in server is manually by using
WinSCP as a platform to get into server because it can drag and drop file from
physical machine to the server. Then, the excel file will be hosted to upload as
URL for example http://127.0.0.1/test/pcap.csv. Figure 4 is an example of
WinSCP screenshot in which the process of packet data is gathered.

(3) Configuration File/ Feed.
In this component, the relation between URL with algorithm will be configured.
The URL should be defined. The configured should be also defined by name of
configuration, temporary file, regular expression (regex) value as parser and type
of configuration. All of this created as a simple way to make one by one process
flow in mechanism. An example of configuration is as shown in Fig. 2.

(4) Data Structure and Algorithm.
This module is the most important element in the mechanism because this is the
‘man in the middle’ which is an interconnection between data with visualization.
Hence, the concept of Artificial Neural Network will be proved on this compo-
nent. The Python language will be executed in this algorithm. The rules are based
on count of traffics, severity/risk, signatures and threat intelligence and will be
created in this stage to prove that which is the malicious traffics. Figure 5 shows
the Pseudocode which is the simplified hardcoded for the initial experiment of this
mechanism. It shows that the example of signature created, the comparison

Fig. 4. WinSCP (division between physical machine with server)
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between Source IP in original packet data with Source IP that were blacklisted in
global threat intelligence.

5) Active View (Kibana)
In the final component, the result will be visualized in a graph by using a software
tool and combined with a search server to gather the packet data behavior. At this
stage, we can conclude that the result whether the network is healthy or malicious
through the investigation of network intrusion behavior analysis. For this situa-
tion, ElasticSearch will be combined with Kibana to visualize the result of net-
work intrusion [25] (Fig. 6).

Fig. 5. Pseudocode
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5 Summary and Discussion

The expected outcome of the research is that the proposed technique will able to
establish a network behavior analysis of packet capture which will be integrated into
packet analyzer in real-time. At the same time, the active view also will be incorporated
during the analysis to show the visualization graph. This proposed research helps to
investigate the intrusion of network behavior by capturing the packet data which can be
triggered based on signature and method used instead of false positive packet data.

Consequently, the proposed console application would be an effective reference for
the network behavior analysis to operate does not matter whether the traffics in the
internal or external environment.

6 Conclusion and Future Works

In this review paper, analyzing network intrusion using packet capture has been dis-
cussed along with the brief preliminary study of the process flow on network intrusion
analysis and also with the enhanced visualization. This can be classified as a simplest
process to achieve the objective of this proposed mechanism. Thus, it can ease task of
network security analysts to analyze and to get essential information on network
traffics.

In general, this mechanism can be one of the network monitoring to control the
traffics from intrusion whether it from the internal or external environment. The pro-
posed research would be one of the ways to solve this issue regarding the cost and
network services provided. Network traffic also has many mechanisms in monitoring
based on signature and behavior involved in the tools used. Hence, this mechanism will

Fig. 6. Kibana dashboard and global threat map

Analyzing and Detecting Network Intrusion Behavior Using Packet Capture 759



be deployed or developed with the correlation created following by phase-to-phase
regarding to the implementation and enhancement.

The future work of the research can be extended in deploying this technique for the
university to control and monitor the network by using this mechanism to keep it in
healthy condition. The authors plan to enhance the technique in dealing with any issue
due to denial of service that can be caused by a slow connection and etc. Therefore, this
research will be developed in stages where it needs some time to ensure the main
engine of network intrusion detection is fully tested.
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