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Lithium-Ion Battery Design
for Transportation

Alvaro Masias

Abstract This chapter will discuss the technical requirements and status of
applying lithium-ion batteries to electrified vehicles. It will begin by introducing the
principles of vehicle propulsion, electrified features, powertrain design, and the
resulting battery chemistry applicability. An understanding of vehicle needs will
enable a discussion on lithium-ion battery pack design. Once the basic layout of
pack design is understood, it is necessary to appropriately size a pack to meet its
intended vehicle function relative to various drive cycles and other requirements.
A review of current lithium-ion technology and applicability for automotive
applications will then follow. This chapter will describe existing cell energy and
power performance in the context of international performance targets. The various
features of cell design for automotive will also be discussed along with a review of
current safety testing standards and regulations. Finally, an examination of existing
commercialized products will show how the vehicle, pack and cell design principles
described are implemented in actual production vehicles.

Keywords Electrified vehicles � Cell design � Battery pack design
Pack performance targets � Safety

1 Introduction

Lithium-ion batteries are enabling a new generation of electrified vehicles to be
commercialized by global automakers. A variety of governments including the
USA, European Union, China, and Japan have announced increasingly strict fuel
economy regulations for their respective markets. The modern fossil fuel powered
automobile has been the subject of continuous engineering improvement for
over one hundred years [1]. Comparatively, modern electrified automobiles are a
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relatively new technology, yet their potential for petroleum displacement makes
them a key component of virtually all automakers’ current and future product
portfolios.

The status of applying lithium-ion batteries to vehicles and the technical
requirements involved will be discussed. As background, the concepts of vehicle
propulsion, electrified features, powertrain design, and the resulting battery
chemistry applicability will be introduced. A discussion on battery pack design will
be enabled by this understanding of the vehicle needs. After the pack design, layout
basics are understood, it will be possible to suitably size a pack to meet the designed
vehicle features relative to different cycles.

A discussion of the suitability of lithium-ion technology for automotive appli-
cations will then follow. While considering various global performance targets, the
current performance of cell energy and power will be reviewed. Next will be a
survey of current safety testing standards and regulation considering the various
features of cell design for automotive applications. How the identified vehicle, pack
and cell design principles are implemented in vehicle production will be examined
by reviewing existing commercialized electrified vehicles.

2 Vehicles

2.1 Vehicle Propulsion

In a conventional automobile, the propulsion power is provided solely by the
engine, whereas in an electric vehicle the battery/motor delivers all traction power.
In a hybrid electric vehicle, the traction force is provided by a mixture of the engine
and motor/battery which must be efficiently managed by the vehicle [2, 3]. The
traction power required to propel a vehicle must exceed that which is simply
required by kinematics to accelerate the vehicle mass due to the additional forces
for rolling resistance, aerodynamic drag, and elevation change:

FRoad Load ¼ FKinematic þFRolling Resistance þFAerodynamic Drag þFElevation

FRoad Load ¼ maþmgCRR þ 1
2
qCDAv

2 þmg sin h

where

m mass of vehicle
a acceleration of vehicle
g acceleration of free fall due to gravity
CRR coefficient of rolling resistance between tires and road surface
q density of ambient air
CD coefficient of draft of the vehicle
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A cross-sectional area of vehicle
v speed in the direction of travel
h angle of road grade

The power required to propel the vehicle depends on this force and the vehicle
velocity according to:

PRoad Load ¼ v FRoad Loadð Þ ¼ mavþmgCRRvþ 1
2
qCDAv

3 þmgv sin h

Note this power has terms with linear and cubic relations to velocity. In a
uniform acceleration, the power demand increases nearly linearly with time peaking
at the end of the acceleration period. It is also notable that power varies as the cube
of velocity, helping to account for the significantly increased power levels observed
at highway speeds when compared to city driving patterns.

Empirically, it can be determined that most vehicles have strongly correlated
acceleration 0–100 kph times (seconds), peak power (kW), and weights (kg).
Vehicle properties such as aerodynamic drag, mechanical grip, and engine/motor
performance can result in a complicated correlation. However, as a first-order
approximation, it can be empirically estimated that:

T ¼ A �W
P

where:

T Time (s)
A 0:68 kW � s=Kg
W Curb Weight (Kg)
P Power (kW)

Using the fourth-generation Toyota Prius (US Model Year 2009–2015) as an
example yields W = 1380 kg, P = 100 kW, resulting in an estimated 0–100 kph
time of 9.5 s, which was confirmed by Motor Trend Magazine in 2012 [4].

During braking, retarding force is provided through a combination of electrical
(driving the traction motor backwards to establish a generator) and mechanical
(friction disks or drums creating waste heat) loads. In this case, the braking force
required is less than the force needed to decelerate the vehicle mass since the rolling
resistance and aerodynamic drag forces also act to slow the vehicle:

FBraking ¼ FKinematic � FRollingResistance � FAerodynamicDrag � FElevation

FBraking ¼ ma� mgCRR � 1
2
qCDAv2 � mg sin h

Likewise, the power required to brake the vehicle is the product of this force and
the vehicle velocity:

Lithium-Ion Battery Design for Transportation 3



PBraking ¼ v FBraking
� � ¼ mav� mgCRRv� 1

2
qCDAv

3 � mgv sin h

Taking into account again the approximate proportionality of power to velocity,
the braking power required declines approximately linearly with time in a uniform
deceleration. Thus, for braking, the peak power regenerative braking power
requirement occurs at the beginning of the braking event. Braking is partially
assisted by the aerodynamic drag and rolling resistance forces.

However, as a practical matter, during braking the power expended typically far
exceeds that experienced while accelerating and delivered by the combination of an
engine and/or electric motor. Modern automobiles are expected to brake from speed
in a fraction of the time and distance that they took to achieve the same speed. As a
result, a simple kinematic study of these two vehicle events shows that the powers
involved must vary significantly, with the excess power available to brake serving
as a safety feature in the case of any engine or throttle malfunction.

2.2 Electrified Vehicle Features

There is a variety of electrified vehicle types with no universally accepted defini-
tion. We will use various performance features which the continuum of increasing
electrification confers onto a vehicle as a means to classify the various vehicle types
(see Fig. 1) [5].

The electrified vehicles which support external plugs to transfer electrical energy
on board are the plug-in hybrid electric vehicle (PHEV) and the electric vehicle
(EV). Although PHEVs and EVs have been around as concepts for some time, it is
only through the recent performance revolution of lithium-ion batteries that they are
becoming viable as vehicle technologies. The families of vehicles which do not

Fig. 1 Various types of
electrified vehicles and
defining features [5]
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support external plugs are known as stop-start hybrids (S/S) and hybrid electric
vehicle (HEV). The contribution of lithium-ion batteries to these vehicles (S/S and
HEVs) can be described as evolutionary when compared to existing battery types.

A variety of automotive vehicle functions lend themselves well to electrification.
As described in Fig. 1, increasing levels of electrification (quantity of electrical
energy and power on board) enable different features.

Stop–Start: During engine idle times, such as when stopped at a traffic light or
coasting, a traditional internal combustion engine vehicle can consume significant
fuel to maintain power to auxiliary (non-traction) vehicle loads such as heating/
cooling, infotainment, and illumination. By powering these features from the elec-
trical system on board, a vehicle is able to turn off the engine completely, thereby
leading to fuel savings. This feature typically denotes the first level of electrification
given the limited power (� 10 kW) and energy (� 100 Wh) needs to be involved.

Regenerative Braking: Traditional automobiles will convert a vehicles kinetic
energy into waste friction and heat under braking to decelerate. Incorporating an
electrical system on board that can harness some or all of this electrical power
allows for a significant efficiency boost by recuperating the energy used to accel-
erate the vehicle. Typical braking events are of a short duration (� 5 s), leading to
relatively high power demands for the energies involved. As a result, it is common
to size a battery system to capture only a portion (approximately 80–90%) of the
braking power electrically and have a mechanical friction system work in concert to
absorb the very high initial power pulse.

Motor Assist: Internal combustion engine fuel consumption will vary as a
function of the engine speed and torque. A traditional automobile engine will have
its operating point of engine speed and torque primarily determined by the driver
throttle demand. However, a vehicle with electrified motor assist can divide the
driver torque demands of the vehicle between the engine and battery-driven electric
motor, thereby allowing the engine controller to shift the engine operating point to a
more efficient region of the speed/torque engine map. The majority of strong
hybrids have battery/motor electrical power sized around 30–40 kW and 300–400
Wh (useable) to achieve this motor assist function for significant portions of the
various driving cycles used around the world.

EV Drive: During EV drive, the entire vehicle traction and auxiliary power
demands are supported by the electrified systems on board. As a result, this function
can require significantly increased electrical power and energy to achieve. EV drive
energy consumption can range widely with typical sedan values from 95 to
240 Wh/km depending on the particular vehicle (weight, aerodynamics, road load,
etc.) and driving cycle characteristics (rates of acceleration and deceleration, speed,
idle time, etc.) [6].

The electrified power demands of EV drive can also vary widely based on the
same vehicle characteristics as energy, ranging from *15 kW (low-speed urban) to
>100 kW (aggressive highway). Due to these increased electrical loads, most HEVs
can only achieve limited EV drive range under moderate (urban or highway
coasting) driving scenarios. PHEVs are most often differentiated from HEVs by the
increased electrical range (energy) and power on board.

Lithium-Ion Battery Design for Transportation 5



2.3 Electrified Powertrains

The vehicle performance features which have been electrified can be used to
classify electrified vehicle types (see Fig. 1). Likewise, the vehicle powertrain
(engine, motor, and transmission) is also used to further sort electrified vehicle
types. The four different traditional electrified powertrain types are shown
schematically in (see Fig. 2).

Series EV: The series EV is the simplest electrified vehicle powertrain in terms
of quantity of hardware and control strategy required. This powertrain type has all
traction power delivered from a single electric power source. Figure 2a shows the
electrical power flowing from a DC battery to be converted to AC power before
driving the electric motor. The series EV motor can run backwards to become a
generator during regenerative braking. The motor/generator converts between
electrical and mechanical power in interacting with the vehicle transmission and
ultimately wheels. Recently, commercialized vehicles using this powertrain type are
the Nissan Leaf, Tesla Model S, and Ford Focus EV.

Series (P)HEV: A series PHEV or HEV powertrain have the same basic layout
type as shown in Fig. 2b. Both architectures have the mechanical (engine/
generator) and electrical (battery) power sources feed into a common electrical
inverter/converter. Once the electrical power has been combined in the inverter/
converter, this powertrain behaves similarly to a series EV in having one power/
torque flow path to and from the single motor/generator, transmission, and wheels.
The series design allows for the efficient distribution of vehicle power demands
across the two power sources, particularly advantageous during fluctuating vehicle
speed scenarios. A series PHEV would typically be distinguished from a series
HEV in having a more powerful battery, engine, and inverter but a less powerful
engine. Diesel-electric locomotives and the Chevrolet Volt are commercially
available examples of series HEV and series PHEV powertrains, respectively.

Parallel (P)HEV: Parallel PHEV and HEV vehicles require complicated elec-
tronic controls and transmission setups to manage two different torque sources
(Fig. 2c). By electronically separating the two torque sources, this vehicle transfers
the task of managing overall vehicle efficiency to a primarily mechanical operation.
By maintaining a mechanical linkage between the engine and transmission,

Fig. 2 Electrified vehicle type powertrain a Series EV, b Series (P)HEV, c Parallel (P)HEV,
d Series/Parallel (P)HEV
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this type is most efficient in steady state velocity conditions. However, also due to
the mechanical setup, it is not possible to completely turn off the engine while
maintaining vehicle functions in a parallel hybrid. This architecture has experienced
limited commercially popularity, having been primarily manufactured by Honda
(Civic, Insight, Accord) during the 2000s.

Series/Parallel (P)HEV: The series/parallel (P)HEV is the layout which com-
bines the strengths and complexities of the separate series and parallel arrange-
ments. Although series/parallel controls and components (particularly transmissions
and quantity of motor/generators) are the most complicated and costly, they enable
the greatest flexibility to achieve fuel economy savings. The mechanical and
electrical power sources can each separately and in unison provide torque to drive
the wheels and meet the driver throttle demand (Fig. 2d). The series/parallel
powertrain has been implemented into many vehicles, including Toyota Prius and
Ford Fusion.

2.4 Battery Chemistry Applicability

Battery engineers can design packs to meet the range of energy and power
requirements that each vehicle feature requires using any battery chemistry. Various
battery chemistries (lead–acid, nickel–metal hydride, and lithium-ion) have lent
themselves to being commercialized in specific electrified vehicles types based on
cost, energy, power, weight, and volume requirements (see Table 1). As a result,
various trends for the application of lithium-ion technology have emerged.

Lithium-ion has helped to commercialize the PHEV type as a vehicle class, as
the weight of older chemistries (such as nickel–metal hydride or lead–acid) required
to get any appreciable electric range along with an engine was impractical. The
improved energy gravimetric and volumetric density of lithium-ion has allowed it
to completely replace other chemistries for EV applications. Lithium-ion provides
several times greater specific energy than either nickel–metal hydride or lead–acid
chemistries, without which modern EVs would be unworkable.

The lower energy and power needs of the S/S and HEV types have led to
lithium-ion competing with lead–acid and nickel–metal hydride chemistries in the
near term. In the future, it is expected that all HEVs will shift to lithium-ion
chemistry batteries with the notable exception of Toyota which is expected to

Table 1 Commercialized electrified vehicle type by battery chemistry

Vehicle type Historical Recent (2010–2018) Future (2018)

S/S PbA PbA PbA & LIB

HEV NiMH LIB & NiMH LIB & NiMH (Toyota)

PHEV N/A LIB

EV PbA & LIB LIB

Lithium-Ion Battery Design for Transportation 7



amortize its significant investment in nickel–metal hydride production. While S/S
applications will still primarily utilize lead–acid chemistries due to their low cost, it
is expected that lithium-ion will begin to gain a foothold in this market as well.

3 Packs

3.1 Battery Pack Design

Electrified vehicle battery packs are required to meet a variety of automotive
technical requirements, in addition to meeting the vehicle electrical power and
energy demand. The assembly of cells into modules and subsequently packs is what
makes the hardware relevant to an automotive designer and user. Mechanically,
battery packs are required to be integrated into the existing vehicle crash structure.
Packs are also required to manage the electronic control interface with the rest of
the vehicle control modules and to maintain their cells within predetermined
operating parameters for life and safety. Additionally, battery packs typically have
dedicated or vehicle-derived thermal control components, also for performance and
safety considerations. The sensitivity of lithium-ion chemistries to mechanical,
electrical, and thermal excursions outside design specifications places additional
importance on robust battery pack design.

Modules/Packs: In automotive applications, we need to consider not only
cell-level figures of merit, but also at the module (a mechanical assembly of cells,
often containing electrical/thermal sensing and interfaces) and battery pack level (a
mechanical assembly of modules, often containing electrical and thermal control
hardware and software). Although module and pack designs can vary substantially,
they all add additional weight and volume which effectively de-rates the cell-level
performance values.

Individual cell voltages are insufficient to provide kilowatts of power required
for electrified vehicles since practical considerations with electric motors, cabling,
and power electronics limit current flow to <500 A. A single series string or a
series-parallel arrangement of cells is used to electrically and mechanically form a
subassembly building block known as a battery module. Battery modules typically
contain cell arrangements such that voltage is � 50 V and weight � 22 kg for ease
of handling and safety.

Battery modules are combined electrically (most often in series) to provide the
full power and energy need for electric vehicles. Depending on the vehicle type and
design, the electrochemical cells may account for between 50 and 75% of the pack
cost, weight, and volume. Thus, the specific performance of the battery pack system
is always less than that of the modules and the modules less than that of the cells.
Electrified vehicle battery performance targets are therefore typically set at the pack
level to be most relevant to automotive designers.

8 A. Masias



Mechanical: Battery packs must also be contained physically within the vehicle
in such a way as to be safe in the event of crashes and during normal vehicle use
and vibrations. A typical vehicle passenger zone is defined as the area between the
wheel axles and inside the rocker panels on either side. Placing a battery pack
outside this zone is possible, but typically requires significant structural rein-
forcement to be added to ensure crash integrity, adding significant cost, weight, and
volume burdens to the pack. Due to the restrictive nature of volume limitations on
the battery pack, the engineering of the battery packaging envelope is always a
critical feature in the design of an electric vehicle.

Mechanical packaging location also influences the level of robustness against
water and dust intrusion which is required, with pack surfaces external to the
vehicle structure requiring the greatest control. Additionally, packing location and
battery chemistry type will influence whether a gas vent routing system to the
vehicle exterior is necessary in the event of a cell vent during a malfunction (given
that lithium-ion cells are sealed unlike nickel–metal hydride types).

Electrical: The electronic controls assist the battery pack in providing the
required propulsion power while maintaining the battery pack within the normal
operating conditions. A traditional 12 V lead–acid battery is commonly used to
power electrified vehicle auxiliary loads (lights, alarm systems, radio, etc.) during
engine off conditions to prevent the accidental overdischarge of the high-voltage
battery. Upon receiving an engine on signal, the 12 V supply will close several
system contactors to electronically connect the high-voltage battery to the vehicle.
Packs typically also contain manual service disconnects (MSDs) to electronically
disable a pack in the event of a malfunction (i.e., welded contactors) or during
maintenance. Low voltage (� 50 V) battery packs are typically grounded to the
vehicle chassis, whereas high-voltage (� 50 V) systems are required to be elec-
tronically isolated. For additional safety, packs often contain high voltage interlock
(HVIL) circuits that when broken will alert the vehicle to a possible isolation leak.

The pack/module/cell voltages and currents are measured and controlled by the
packs battery management system (BMS). The BMS will often reference lookup
tables and/or predefined algorithms to set cell voltage/current as well as pack
energy/power limits for the battery based on factors such as state of charge (SOC),
age, and temperature. The BMS is also responsible for communicating with the
vehicle controllers the status of the pack contactors, HVIL, MSD, and temperature
information, in addition to moderating the overall pack electrical output and input.
For vehicles which are externally chargeable (PHEV and EVs), the BMS is also
required to supervise and control the onboard charger and external plug interface.
Over time individual cells will have their SOC drift from a common or average
value due to imperfections in their assembly, capacity, power, and thermal history.
Periodically, the BMS can attempt to perform either passive (i.e., discharge to a
resistor) or active (i.e., redistribution of energy among high and low SOC cells) cell
balancing events to return the pack subunits to a tighter SOC window to avoid
overdischarge or overcharge.

Thermal: Electrified vehicle battery packs commonly employ a thermal man-
agement system designed to maintain the cell temperatures within a normal

Lithium-Ion Battery Design for Transportation 9



operating range. Lithium-ion battery cell design parameters such as electrolyte
composition will strongly influence the preferred operating temperature range. As a
practical matter, most chemistries are able to achieve a desirable balance of
available energy and power in the range of 10–40 °C. Fortunately for air-cooled
systems, this temperature window is similar to that which the vehicle operator will
naturally prefer for the cabin with which the pack shares airflow. This results in a
small temperature delta between the customer set thermal environment and the
battery pack. Unfortunately, for liquid cooling systems, this temperature range is
dissimilar from the existing engine/transmission (*100 °C) and power electronics
(*80 °C) coolant. This difference in temperature windows means that it is not
currently possible to commonize existing coolant loops to leverage existing vehicle
cooling hardware.

Hybrid electrified vehicles typically have large amounts of waste heat energy
from the thermal inefficiencies of the engine to perform heating functions. Since
electric vehicles do not have an engine to supply excess heat, they typically employ
positive thermal coefficient (PTC) heaters to warm the passenger cabin and
potentially the battery pack. These heat sources, the exothermic nature of
lithium-ion battery discharge/charge and the joule heating of pack components (on
the order of 10% of the pack delivered power) means that most temperature control
systems focus on cooling the pack rather than heating.

Cooling systems can vary in complexity and design but typically fall into three
categories: passive air, active air, or liquid temperature control. A few vehicles
(Nissan Leaf) depend on natural convection; however, most designs incorporate one
or multiple fans to provide sufficient heat transfer. A passive air approach receives
air from the passenger cabin and relies on the vehicle operator to determine the
conditioning strategy (i.e., cooling in summer and heating in winter). This approach
has the advantage of simplicity and, as a result, is used in most commercial elec-
trified air-cooled vehicles (Toyota Prius). The active air approach would directly
link conditioned air from the vehicles air conditioning system to the battery pack
(First-Generation Ford Escape Hybrid, US Model Year 2004–2006) or add a sec-
ond, dedicated air conditioning system solely for the battery (Lexus LS 600 h, US
Model Year 2006–2012). In this way, the active air approach would bypass the
operator and cabin temperature preference in favor of the optimum inlet tempera-
ture for the battery. Due to the additional air channels involved and/or second
cooling system and the resulting associated weight, volume, and cost, the active air
approach is much less common than the passive approach.

Liquid cooling typically allows for a greater degree of thermal control than air
cooling given the need to use a dedicated heat exchanger and coolant
loop. Additionally, liquid cooling is much more volumetrically efficient than air
cooling due to much greater specific heat capacity of its cooling medium (typically
water/ethylene glycol 50/50% mix) and channels (pipes vs. plenums).
Unfortunately, liquid cooling does increase the weight, cost, parts count, and
manufacturing complexity when compared to passive air cooling. As a result, only
vehicles that require the greater degree of thermal control from liquid cooling
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(typically large EV or PHEV batteries) implement this solution (Ford Focus EV,
Chevrolet Volt PHEV).

The goal of all thermal management systems is to keep the average battery
temperatures within the normal operating range and provide for uniform tempera-
tures across the entire battery pack. Uniform battery cell temperatures are needed to
minimize operating cell voltage variations caused by differences in resistance,
which can have significant temperature dependence. It is equally important to avoid
cell-to-cell temperature variations to maintain a uniform state of charge since
self-discharge is also significantly temperature dependent.

3.2 Battery Sizing

Determining the appropriate battery energy and power to put on board an electrified
vehicle requires balancing a variety of competing requirements. Each vehicle class
has different needs based on its electrified features. Ultimately, the goal of elec-
trification is to improve the vehicle fuel economy, so an understanding of drive
cycles is necessary. After considering the vehicle driving demand, it is possible to
size a vehicle’s energy and power. After the overall energy and power of the pack is
determined, it is necessary to determine the quantity and arrangement of cells to
meet these targets. A variety of business factors can determine the ultimate cell
selection; we will focus on the technical requirements of pack voltage and capacity.

Drive Cycles: Regulatory fuel economy is confirmed by each government by
requiring a vehicle to follow prescribed drive cycles, traces of speed and time.
Typically, the ultimate label fuel economy is a convolution of multiple low (urban)
and high speed (highway) cycle results. Table 2 and Figs. 3 and 4 illustrate rep-
resentative drive cycles of the US, Economic Commission for Europe (ECE), and
Japan for the purposes of comparison [7]. A visual review of the traces enables a
qualitative comparison among the cycles. Among the high-speed cycles, the US06
pattern has the greatest number of speed changes, whereas the EUDC cycle has

Table 2 International drive cycle summary [7]

Name Time Length Speed (kph) Absolute
acceleration
(m/sec2)

(sec) (km) Avg Max Avg Max

USA UDDS 1369 11.99 31.51 91.25 0.40 1.48

HWY 765 16.51 77.58 96.40 0.17 1.48

US06 596 12.89 77.86 129.23 0.61 3.76

EU EUC 195 0.99 18.26 50 0.27 1.06

EUDC 400 62.44 62.44 120 0.19 1.39

Japan 10–15 892 25.58 25.58 70 0.27 0.83
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several periods of zero acceleration. The low-speed traces show that the UDDS
pattern has the largest speed maximum and greatest frequency of speed changes,
thereby likely the largest power demand.

By reviewing the average and maximum of each cycles speed (kph) and absolute
acceleration (m/sec2), it is possible to achieve a more detailed cycle comparison.
The US06 and HWY cycles have similar average speeds, but very different speed
maximums and acceleration values, therefore US06 will be more demanding on a
vehicles powertrain. A similar comparison of speed and acceleration in the context
of vehicle propulsion needs to be described earlier leads to the following ranking
for cycle power demand US06 > HWY > EUDC > UDDS > EUC * 10–15.

Power: The battery pack power requirement is driven by several different
vehicle functional requirements. For hybrid vehicles, the power required to cold
crank an engine is a critical sizing need. Vehicles which need to contribute to the

Fig. 3 Speed traces (fast) [7]

Fig. 4 Speed traces
(slow) [7]
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traction power have the battery power demand vary as a function of degree of
electrification.

Cold cranking an internal combustion engine is one of the critical functions of
the starting, lighting, and ignition (SLI) battery, ubiquitously performed by
lead–acid batteries in conventional vehicles. In the case of the low voltage batteries
in S/S hybrids or the high-voltage units in HEV and PHEV designs, providing
sufficient power to perform this function is an important sizing requirement. The
specifics of a cold crank pulse vary from engine to engine, but a representative
12 V S/S specification requires a cycle of 6 kW for 0.5 s and then 4 kW for 4 s, to
be repeated 3 times, all at −30 °C [8]. The majority of HEVs and PHEVs need to
contain lead–acid batteries on board to drive vehicle auxiliaries during engine off
conditions and to open/close the high-voltage contactors between the high-voltage
battery pack and the vehicle’s electrical system. As a result, the actual engine
cranking function are assigned to the high-voltage battery, enabling the size
reduction of the supporting lead–acid battery in comparison to traditional vehicles.
Although the power demands of this function (*6 kW) are not large for a typical
high-voltage design, the requirement to deliver this power at −30 °C makes this a
critical value to battery sizing. Lithium-ion batteries use liquid electrolytes which
follow Arrhenius kinetic behavior, leading to significant reductions in available
power at low temperatures.

The US06 drive cycle was shown to be one of the most power demanding cycles
in Figs. 3 and 4 and Table 2. By performing a battery sizing exercise based on the
US06 cycle, it is possible to determine the upper boundary of the traction battery
requirement. Figure 4 shows the US06 vehicle speed trace along with the requisite
absolute power from the road load required for a typical midsize (C/D class) sedan
to match the trace. A review of Fig. 5’s power profile shows that in order for a
midsize sedan to run the US06 pattern in all electric mode, it would need an electric
powertrain that could deliver approximately 83 kW. As a practical matter, electrical
losses in the vehicle electrical components mean that a battery pack power of
approximately 110 kW is typically needed to deliver a target road load power.

Fig. 5 US06 power profile
for C/D sedan
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A time histogram of power and velocity of the US06 pattern for a midsize sedan
is shown in Fig. 6. A review of this chart shows that the peak power demand
identified in Fig. 5 only occurs for a very short portion of the cycle, with powers of
60 and 35 kW sufficient for 95 and 80% of the cycle time, respectively. Using data
such as this for a given vehicle design and drive cycle, it is possible to determine the
resulting fuel economy savings as a function of battery power. Once this correlation
is known the automotive designer must balance the other design constraints (cost,
weight, volume, etc.) in determining how much electrical battery power to place on
board.

Electric Range: The stress on a battery pack can vary significantly as a function
of drive cycle, as was shown above with regards to power. The same is true for
energy consumption (Wh/km) which can be defined as varying linearly with the
force required to maintain the drive cycle speed trace.

Consumption ¼ Energy
Distance

¼ Power*Time
Distance

¼ Power
Velocity

¼ Force*Velocity
Velocity

¼ Force

In the previous sections on propulsion and battery power sizing, it was shown
that the vehicle force equation has terms which vary in linear and cubic relations
with velocity. A quantitative understanding of consumption can be achieved by
again looking at the most power intense cycle, US06. In Fig. 7, the US06 speed
trace is compared to the cumulative energy expended throughout the cycle. The
potential impact of regenerative braking is seen during the vehicle deceleration
events; since this is a plot of road load, the net consumption of 2.54 kWh (for a
typical midsize sedan) during US06 should be seen as a lower limit. Battery power
must always exceed the required road power to account for inefficiencies such as
joule heating of electrical components and electrical losses in the motor and
inverter. As a result, this simulation would translate to a consumption of approx-
imately 240 Wh/km when accounting for real-world losses and the challenges in

Fig. 6 US06 power
histogram for C/D sedan
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sizing pack power to run all of US06 in electric mode (83 and 52 kW discharge and
charge power for a typical midsize sedan, respectively, see Fig. 8).

A similar calculation can be performed with each of the cycles described in
Table 2 and Figs. 3 and 4 with consumption values ranging from the high of US06
to an approximate low of 95 Wh/km while running the 10–15 mode cycle. Due to
this large impact of driving behavior on energy consumption (a span of � 2.5), it
can be difficult to precisely predict a PHEV or EV’s all electric range without
knowing the route power needs in advance.

Voltage/Capacity: Sizing the total energy and power requirements of a battery
pack are primarily driven by the vehicle road load. Deciding a battery packs number
of cells and series-parallel electrical arrangement is mainly determined by available
cell technology and vehicle electrical component needs.

A battery pack’s desired voltage window is heavily influenced by electrical
component (motors, power electronics, wiring, etc.) sizing, efficiency, and cost. S/S
hybrids have their voltage requirements very tightly controlled (10.5–15 V) by the

Fig. 7 US06 velocity and
energy for C/D sedan

Fig. 8 US06 acceleration
and power for C/D sedan
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existing vehicle electrical components, notably the alternator [8]. Typically, HEVs
have pack voltages ranging between 200 and 300 V (with the exception of some
mild hybrids with 100–150 V ratings), EVs are 275–375 V and PHEVs are in
between the two bands. Owing to the high cell-level voltages of lithium-ion che-
mistries, it is possible to achieve these S/S and HEV pack voltages using a single
string of many cells in series. Some manufacturers have introduced DC/DC boost
converters into their battery packs to decouple the battery DC voltage and the
corresponding inverter AC voltage.

Adding parallel strings of cells to a battery pack is typically only done when the
capacity (Ah) of available cells is not appropriate to deliver the desired pack energy
content through a single series string. As a result, parallel strings are only seen in
PHEV and EV pack designs due to their higher energy needs. The designed pack
capacity is also influenced by the applications typical energy window. Operating
within different regions of lithium-ion batteries’ state of charge (SOC) window can
have a significant impact on the cell’s power capability and degradation rate. As a
result, each electrified vehicle type has an SOC window in which the competing
factors of available energy, power, and degradation rates are optimized.

Figure 9 below shows the typical regions of unused, charge sustaining, and
charge-depleting capacity for each vehicle type [9]. Each automaker and cell
manufacturer will prescribe different SOC windows for their packs and cells,
respectively; the values in Fig. 9 are only for illustration of various concepts. As
was stated earlier, the voltage window of a S/S battery is tightly prescribed by the
alternator voltages required and so is consequentially its SOC. HEVs are primarily
required to deliver high power, low energy pulses, hence they tend to have charge
sustaining (CS) regions about 50% SOC to minimize degradation and balance
available power between charge and discharge resistance. The charge-depleting
(CD) region of a PHEV gives its electric range and distinguishes it from an HEV.
However, the lower end of the CD zone is limited to avoid the accelerated

Fig. 9 Representative SOC
Windows [9]
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degradation of overdischarge (i.e., near 0%) while maintaining sufficient discharge
power (>15%) to maintain the CS function. The simplified SOC operation of the
EV is shown in its large CD region.

3.3 Pack Performance Targets

Vehicle electrification is a global phenomenon and an appraisal of its development
must be cast with a similarly wide viewpoint. Each of the three most mature
automotive manufacturing regions (United States, Europe, and Japan) has published
EV battery targets. In the US, the United States Advanced Battery Consortium
(USABC) is composed of Fiat Chrysler, Ford and General Motors in partnership
with the US Department of Energy [10]. The European Council for Automotive
Research and Development (EUCAR) is an analogous organization in Europe [11].
In Japan, the Ministry of Economy, Trade and Industry (METI) established an
agency to promote the development of new energy technologies called the New
Energy and Industrial Technology Development Organization (NEDO) [12]. Each
of these respective organizations, USABC, EUCAR, and NEDO has created EV
battery targets to guide industry’s technology development in 2013, 2009, and
2008, respectively. The most relevant targets for a variety of time periods are shown
in Table 3 [13–15]. The USABC goals are for system (pack) and cell-level per-
formance for commercialization in 2020. The EUCAR and NEDO targets span
5-year intervals up to 2030.

A comparison of Table 3 across organizations and time reveals a few consistent
trends. A combined appraisal of specific energy implies that a value of at least
200 Wh/kg at the pack level is required for a competitive EV and is predicted in the
early 2020’s. The EUCAR and NEDO targets for power are noticeably more
aggressive than the USABC values. The energy of a battery is an intrinsic property
determined by the choice of materials and their electrochemical properties of
voltage and capacity. Power on the other hand is an extrinsic property, influenced
by the material behavior, but also substantially controlled by specific design
choices. Most long-range EVs carry significant battery packs on board which means
the relative specific power required is rather low (see Table 16). An appraisal of the
life targets shows alignment on a life of the vehicle expectation of 10–15 years.

Table 3 Electric vehicle targets [13–15]

Organization USABC
(2013)

EUCAR (2009) NEDO (2008)

Hardware-level Pack Cell Pack Module

Timing 2020 2010 2015 2020 2008 2015 2020 2030

Energy (Wh/kg) 235 350 90–100 130–150 180–200 100 150 250 500

Power (W/kg) 470 700 400–750 500–950 600–1250 1000 1200 1500 1000

Calendar life (Y) 15 15 8–10 10 15 5–8 8–10 10–15 10–15

Cost ($/Wh) 0.125 0.10 0.40–0.50 0.30 0.15 1.00–2.00 0.30 0.20 0.10
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It is also possible to compare the high-power (HEV) battery targets of the
USABC and NEDO (see Table 4). A clear difference in these targets is seen,
primarily owing to the USABC targets focusing on required vehicle useable energy
and power and NEDO on nameplate module values. Additionally, it is notable that
in a $/100 yen scenario, the USABC and NEDO price targets were scheduled to
intersect in approximately 2012. As in the case of EV energy battery targets, there is
consensus toward achieving a 15-year battery life expectation for HEV batteries.

4 Current Technology

4.1 Energy and Power

Lithium as an element is a very attractive material to base batteries on owing to its
very low electrochemical potential which gives it the promise of a high cell voltage.
As a result, lithium-based batteries have been in development for over 40 years
since the first intercalation/deintercalation was demonstrated in the 1970s (see
Fig. 10) [16]. Twenty plus years of research culminated in the first commercial
production of a lithium-ion battery by Sony Energy Device Corporation in 1991
[17]. Sony was able to create a product suitable for the consumer electronics market
whose form factor (the 18,650 cylindrical cell or 18 mm diameter and 65 mm
height) has since become an industry mainstay and is today produced in the billions
annually. Due to its ubiquity and massive production volumes, the 18,650 cell is a
useful benchmark for the development of lithium-ion battery technology as a
whole. Despite the continuous improvements in commercial lithium-ion technology
over the last 20 years, it has been only recently that the technology has been
suitable for some automotive applications.

Energy: Module and pack designs can vary substantially; however, they all add
additional weight and volume which effectively de-rates the cell-level performance
values. In the case of weight, estimates of a 20% loss at the module level and a
further 10% loss at the pack level are often made by industry groups [14]. These
estimates would yield a battery versus cell pack weight efficiency of 72%, which
falls at the high end of practical designs which yield values ranging from 50 to 75%.

Table 4 Hybrid electric vehicle targets [14, 18]

Organization USABC (2002) NEDO (2008)

Hardware-Level Pack Module

Timing Min Max 2008 2010 2015 2020

Energy (Wh/kg) 7.5 8.3 70 70 100 200

Power (W/kg) 625 667 1800 2000 2000 2500

Calendar life (Y) 15 15 5–8 5–8 8–10 10–15

Cost ($/kW) 20.00 20.00 51.43 28.57 6.00 2.50
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One of the principle differences between consumer electronics and automotive
applications is the duration of use in terms of both calendar and cycle life. Typically,
consumer electronics require 500 cycles and 1–2 years of useful life. In automotive
applications, the battery is part of a traction system which is expected to last the life
of the vehicle, requiring thousands of cycles over 10–15 years [13, 18, 19].

While posing many challenges for automotive applications, the usage of 18,650
cells in automotive applications was first proposed and demonstrated by AC
Propulsion of California in the 2006 eBox. The suitability of 18,650 s for auto-
motive aside, this cell format and size is at the forefront of specific energy devel-
opments and so considering its rate of improvement can prove instructive relative to
the broader class of lithium-ion technology. In Fig. 11, it is shown that when
considering the highly engineered and mass produced 18,650 cells, specific energy
values have only recently approached the goals outlined by USABC for long-term
automotive production.

Although considering the capabilities of 18,650’s in abstract designs is a useful
calibrating investigation, it is also beneficial to examine existing vehicle designs.
Also in Fig. 11, a variety of EV battery specific energies are plotted. Three EVs
from Ford show evolution of chemistries through time, the 1998 Lead–Acid Battery
Ranger EV, the 1999 Nickel–Metal Hydride Ranger EV and the 2012 Lithium-Ion
Battery Focus EV. For comparison, the Nissan Leaf EV, Tesla Roadster, and
Model S (using 18,650 cells) are shown as well. It should be noted that the specific
energy achieved in vehicles is below the value estimated for the 18,650 cell-based
pack specific energy capability available in that year. The specific energy achieved
in an actual automotive application is approximately that which was predicted to be
possible with an 18,650 cell-based pack about eight to 9 years earlier. This can be

Fig. 10 LIB chemistry and 18650 cell development (Wh/kg)
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attributed to several factors specific to battery designs for automotive applications,
but in general communicates the challenges in using cells designed for consumer
electronics in an automotive application.

Power: A general principle of battery design is that power and energy can be
optimized, but rarely at the same time, and this is shown in the triangle found in
Fig. 11, which represents a summary of existing state of the art 18,650 cell-based
pack specific power versus energy. These cells are designed for either high energy
or high-power applications and the estimated performance envelope of the tech-
nology takes the shape of a triangle.

As in the case of energy, it is useful to consider the EV battery power targets of
the USABC, EUCAR, and NEDO (as well as the performance of existing vehicles)
and those results are also plotted in Fig. 11. It is apparent that the performance of
the Ford Focus, Nissan Leaf, and Tesla Model S all fit inside the 18,650 perfor-
mance triangle. Additionally, the higher power performance targets of EUCAR and
NEDO introduced in the methodology are highlighted here when compared to
USABC targets.

4.2 Cell Design

Lithium-ion cell designs for automotive have several cell design features that
automotive battery engineers need to consider. In the previous battery sizing

Fig. 11 EV and 18650 energy and power. PbA, NiMH, LIB: developed by Ford; vertical
rectangles: EUCAR 2010, 2015, 2020; 1996 and 2013, USABC; 2010, 2015, 2020 (small
horizontal rectangles): NEDO; dotted triangle: consumer 18650 (pack) in various applications
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section, how to determine the energy and power needs of a vehicle were described.
In addition to these values, additional cell design considerations are important such
as geometry, case, terminals, vents, dimensions, and standardization.

Geometry: The three main geometry options, cylindrical, pouch, and prismatic,
are shown in Table 5 [20]. Historically the cylindrical form factor has been used
extensively in laptop applications in the 18650 size described previously. Prismatic
cells and pouches have been used in cell phones due to their reduced thicknesses
and greater packing densities. For automotive applications, a wide variety of cell
form factors are used commercially (see Tables 14, 15, and 16). Cylindrical cells
have their internal cathode/separator/anode sheets wound on a common mandrel to
create what is known as a jelly roll (see Table 5). Prismatic and pouch cells can
have their internal electrodes stacked on top of each other or wound into a jellyroll
shape which is then compressed flat to fit into their casing.

Case: Common materials used for lithium-ion cell cases are stainless steel and
aluminum. For prismatic and cylindrical cells, case thicknesses are typically opti-
mized for weight savings and formability for stamping. Following stamping of the
prismatic and cylindrical case, a head assembly containing the terminals, vent port,
and electrolyte fill port is typically laser welded to the rest of the case. Pouch cells
are typically formed from thin aluminum foil (<50 lm) coated with various external
(*15 lm films of polyester, polyimides, etc.) and internal barriers (<100 lm
polypropylene) and adhesive layers. Plastic cases used in lead–acid or nickel–metal
hydride chemistry cells typically will experience material durability issues in
lithium-ion cells.

Table 5 Cell case/jellyroll geometry [20]

Type A Type B Type C Orienta on

(R)

(P) N/A

(F) N/A

Key 
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Existing cell cases are not designed to bear structural loads; as a result, auto-
motive designers have to add additional mechanical structures to the pack design to
avoid loading the cells themselves. Cell designers must also decide to treat the
metallic cases in prismatic and cylindrical cells as either case positive or neutral.
Cases which are in electronic contact with their electrodes will develop an electric
potential, hence their possible polarity. Cases which have a positive polarity often
need external insulation (typically a shrink warp polymer film), whereas those that
are case neutral are outfitted with insulation material internally to shield the case
from the jellyroll’s electrochemical couple.

Terminals: As can be seen in Table 5, three different permutations of terminal
positioning are used in lithium-ion cells [20]. The most common approach is to use
position both positive and negative terminals on the same face, Type A. This
approach allows for one common cell face to contain both terminal interconnects
and weld points to the internal jelly roll. By having both terminals on one side, it is
possible to simplify the electrical wiring in the resulting pack structure. The Type B
terminal layout features terminal on opposing faces and is sometimes used for HEV
pouches. The Type B layout typical trades improvements in current and heat dis-
tribution for increased packing and manufacturing complexity, hence their use in
high-power applications. The Type C design uses the case structure as the negative
electrode and therefore only requires one dedicated terminal. Type C layouts are
only found in cylindrical cells and are not very common in any industry.

Vents: Lithium-ion cells are designed as sealed systems, unlike many lead–acid
and nickel–hydride-based batteries which have reusable pressure valves.
A malfunctioning lithium-ion cell will often create gases resulting from the
decomposition of its materials. To prevent the buildup of large pressures during
such a malfunction, prismatic and cylindrical cells employ one time used vent ports.
Concerns surrounding the outgassing byproducts with battery packs mounted near
the passenger compartment result in some automakers employing gas routing
ducting over each cell’s vent port. Due to the nature of their seals, predicting the
location of vent in pouch cells can be more difficult. To provide some direction to
possible vent events, cell makers can design in weak points into the pouch design to
create a region of preferential foil failure.

Dimensioning: In automotive packaging and lithium-ion cell design, not all axes
are of equal importance. Typical automotive battery mounting locations are under
seats, center columns, or trunks. As a result, the pack height direction is the most
important to reduce so as to avoid interfering with passenger and storage spaces.
Typically, pack width and length constraints must be determined in context of the
specific vehicle and pack mounting and, as a result, neither is as universally
important as height.

Table 5 shows the jellyroll axis of wrap relative to the cell shape for cylindrical
and the flat wound wraps used for prismatic and pouch cells. During the manu-
facture of electrodes, one very wide roll is created that is then cut down to the target
jellyroll width for each application. As a result of this process, changing the width
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of the application jellyroll and by extension the electrodes and separators are very
costly and involved. Changing the jellyroll thickness and height is comparatively
easy to accomplish as different lengths of electrode/separator would be used.

The majority of pack designs feature cells with Type A terminals oriented on the
normal axis to the road surface. With this design, decreasing the height axis in a
cylindrical cell would require decreasing the electrode width. This contrasts with
prismatic and pouch designs where decreasing the height could be accomplished by
relatively simple changes of the roll length. This examination of cell and jellyroll
dimensioning shows the considerations that cell makers must make before investing
in dedicated production lines to serve current and possible future cell sizes.

Standardization: The mass production of automobiles and other high volume
goods is made possible by using standardized parts. It is through parts standard-
ization that economies of scale are able to make manufacturing economically
competitive. As a result, there have been recent efforts to standardize automotive
lithium-ion battery cell sizes. These efforts have met with limited success given the
relative immaturity of the technology for the automotive application. Within indi-
vidual companies, the same cells are used for various vehicles of the same type;
however, efforts to communize among companies and countries are more
challenging.

In the recent past (2010 onwards), three different countries have indicated
national preferences for automotive lithium-ion cell sizes. National standards have
been issued by Germany (DIN 91252) and China (QC/T 840) defining 10 and 8
sizes, respectively. The USABC has determined a list of 6 preferred sizes among its
members. In this context is not surprising that when ISO attempted to issue an
international standard the size list grew to 63 (seeTable 6).

ISO 16898 prescribes a specific naming standard for propulsion intent
lithium-ion cells that describes the cell application, shape, terminal type, and
dimensions. This naming scheme uses the dimension assignments in Table 7 and
the labels in Table 8 to create the name as follows: A1A2A3A4N1/N2/N3. For an
example of the ISO 16898 convention, a prismatic (P) lithium-ion (I) cell intended
for propulsion purposes (V) with terminals on the same face and a thickness
of 26.5 mm, width of 148 mm, and height of 91 mm would be called a VIPA27/
148/91 cell.

Table 6 Lithium-ion cell
sizes by case and organization
[20–22]

Type DIN
91252

QC/T
840

USABC ISO
16898

Cylindrical 1 1 0 8

Prismatic 5 7 3 27

Pouch 4 0 3 28

Total 10 8 6 63
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4.3 Safety

Achieving appropriate levels of product safety is a prerequisite for designing an
automotive systems, battery, or otherwise. A variety of government regulations and
industry standards exist which describe mechanical, thermal, and electrical battery
abuse tests (see Tables 9, 10, and 12). The response of a battery (cell, module or
pack) to these abuse tests can be characterized according to a EUCAR developed
rating systems as shown in Table 13.

Mechanical: In the mechanical testing area, there is no one test type that all
standards and regulations agree should be performed (Table 9). A common test

Table 7 Cell dimensions in ISO 16898 [20]

Prisma c (P) Pouch (F) Cylindrical (R)

Table 8 ISO 16898 naming scheme [20]

Designation Description

A1 Application V = Propulsion

A2 Battery system I = Lithium-Ion

A3 Shape R = Cylindrical
P = Prismatic
F = Pouch
Y = Other

A4 Terminal type A = Terminals same face
B = Terminals opposite face
C = Case as terminal

N1 Diameter (D) or Thickness (T) mm rounded up

N2 Width (W) mm rounded up

N3 Height (H, h) mm rounded up
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among all the standards is a mechanical shock test, typically a more aggressive
variant of vibration testing for durability, designed to resemble a crash impulse
(Fig. 12). Another popular test type found among 7 of the 9 references reviewed is
a drop test. The height parameter of this test ranges widely from the 1 m drop to
resemble vehicle maintenance conditions of SAE J2929 to the 10 m height of SAE
J2464 which was modeled after a similar procedure designed to test the surviv-
ability of hydrogen storage tanks for fuel cell vehicles.

Table 9 Mechanical abuse testing standards and regulations [23–31]

Test Type Industry standard Government regulations

Freedom
car

SAE
J2929

SAE
J2464

ISO
12405-1

ISO
12405-3

UN
38.3

ECE
R100

Q/C-T
743

KMVSS
1.48

Mechanical
Integrity

• • • • • •

Penetration • • •

Immersion • • • • •

Roll-Over • •

Drop • • • • • • •

Mechanical
Shock

• • • • • • •

Vibration • • • • • •

Table 10 Thermal abuse testing standards and regulations [23–31]

Test type Industry standard Government regulations

Freedom
car

SAE
J2929

SAE
J2464

ISO
12405-1

ISO
12405-3

UN
38.3

ECE
R100

Q/C-T
743

KMVSS
1.48

Thermal
stability

•

Fire
exposure

• • • • • •

High
temperature
storage

• • •

Cycle w/o
thermal
control

• • • • •

Thermal
shock

• • • • • • •

Humidity
exposure

• • •

Passive
propagation

•
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Thermal: The most common thermal-based battery abuse testing involves
exposing the test battery to a rapidly increasing thermal environment, either in the
thermal shock or fire exposure tests, as seen in Table 10. The thermal shock testing
has the battery cycled between high (*60 °C) and low (*−40 °C) storage tem-
peratures in controlled thermal chambers. The fire exposure test will see the battery
exposed to actual or simulated heat loads emanating from a fuel fire. The fuel fire
test is typically modeled after existing testing performed on plastic fuel tanks (see
Table 11 for the 4 phases of a fuel fire exposure test). Given the flammability of
liquid electrolyte in lithium-ion batteries, the thermal tests can be particularly
informative for the battery designer.

Fig. 12 ECE R100
mechanical shock pulse for
M1 (<3500 kg) vehicles [29]

Table 11 ECE R100 fire exposure test [29]

Phase Time Setup 

A 60 
sec 

B 70 
sec 

C 60 
sec 

D 3 
hour
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Electrical: The electrical battery abuse testing subcategory is the only one with
significant test type agreement among all the standards and regulations referenced in
Table 12. Each testing document contains procedures for performing overcharge,
overdischarge, and short-circuit testing. It is notable that these three electrical tests are
identified as being important for electrical abuse testing by all standards and regulations.

Response Rating: The EUCAR response scoring criteria (see Table 13) is a
useful tool to quickly communicate the performance of a battery during an abuse
test. Scores of 0 to 2 indicate either no impact or marginal mechanical damage to
the device under test (DUT). If the DUT hardware experiences a vent event, it is
either scored as a 3 or 4 depending on the quantity of weight loss as a result of the
vent. EUCAR scores of 5, 6, and 7 denote major responses to the abuse test in
question, demonstrating fire, rupture, and explosion, respectively.

Table 12 Electrical abuse testing standards and regulations [23–31]

Test type Industry standard Government regulations

Freedom
car

SAE
J2929

SAE
J2464

ISO
12405-1

ISO
12405-3

UN
38.3

ECE
R100

Q/C-T
743

KMVSS
1.48

Overcharge • • • • • • • • •

Short circuit • • • • • • • • •

Overdischarge • • • • • • • • •

High-voltage
exposure

•

Partial short
circuit

•

Separator
shutdown

•

Table 13 EUCAR score definitions [23]

Score Title Description

0 No effect No effect. No loss of functionality

1 Passive
Protection
Activated

No defect; no leakage; no venting, fire or flame; no rupture; no
explosion; no exothermic reaction; or thermal runaway. Cell
reversibly damaged. Repair of protection device needed.

2 Defect/damage No leakage; no venting, fire, or flame; no rupture; no explosion;
no exothermic reaction; or thermal runaway. Cell reversibly
damaged. Repair needed.

3 Leakage (Δ
mass < 50%)

No venting, fire or flame; no rupture; no explosion. Weight
loss < 50% of electrolyte weight (electrolyte = solvent + salt).

4 Venting (Δ
mass � 50%)

No fire or flame; no rupture; no explosion. Weight loss
of � 50% of electrolyte weight (electrolyte = solvent + salt).

5 Fire or Flame No rupture; no explosion (i.e., no flying parts)

6 Rupture No explosion, but flying parts of the active mass

7 Explosion Explosion (i.e., disintegration of the cell).
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Most of the industry standards described in Tables 9, 10, and 12 describe a test
procedure and then leave it up to the hardware developer to determine what
EUCAR response is appropriate. The majority of regulations and SAE J2929
prescribe pass/fail criteria for the DUT abuse response, typically requiring scores of
4 or lower. Given the flammable liquid electrolyte used in the vast majority of
lithium-ion batteries, achieving a EUCAR score of 5 or lower and thereby avoiding
any fire generation is a desirable engineering goal.

4.4 Vehicles

In recent years, a large variety of automakers have launched lithium-ion electrified
vehicles. By reviewing the vehicle battery designs of commercialized products, it is
possible to confirm various design trends, for each vehicle type and overall.
Tables 14, 15, and 16 lists the cell and pack specifications for a large variety of
lithium-ion containing HEVs, PHEVs, and EVs, respectively. S/S hybrid vehicles
utilizing lithium-ion chemistries are in development at various automakers, how-
ever, they have not yet seen significant commercialization.

HEV: The hybrid electric vehicle (HEV) class is the most technically mature of
the electrified vehicle, with some vehicle powertrains on their third or
fourth-generation designs. Virtually, all recently launched HEVs utilize lithium-ion
with the notable exception of most Toyota hybrids which still use nickel–metal
hydride technology. A list of lithium-ion containing HEVs shown in Table 14
highlights common design principles. All HEVs in Table 14 feature one single
series string of cells to build up their pack voltage. The average and standard
deviations of energy (1.16 ± 0.46 kWh), power (35 ± 23 kW), and power/energy
(P/E) ratio (29 ± 8) show some design convergence.

PHEV: Plug-in hybrid electric vehicles have only been enabled by high energy
and power density of lithium-ion technology relatively recently. As a result, this
vehicle class has the least number of variants in production described in Table 15.
Consistent with a new vehicle type, the amount of electric power (80 ± 45 kW)
and energy (9.7 ± 3.1 kWh) that each automaker places on board also varies. Two
groupings of PHEV pack designs emerge, relatively large (>15 kWh and 110 kW)
and small (*6 kWh and 40 kW) pack designs. An examination of pack power/
energy (PE) ratio (8.9 ± 6.8) shows a broad distribution in between HEV and EV
values. Although different automakers may size their batteries differently, the
underlying cell technology and the P/E ratio that it can achieve while maintaining
suitably high energy levels is consistent among the industry.

EV: The commercialization of electric vehicles is currently experiencing a wave
of popularity supported by advancements in lithium-ion technology. As a result,
there are a large number of vehicle offerings available from automakers, not seen
since the lead–acid and nickel–metal hydride powered vehicles of the 1990s (see
Table 16). As in the case of PHEVs, there is also a large variety in pack power
(109 ± 59 kW) and energy (35 ± 22 kWh). However, unlike PHEVs, there is no
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clear grouping of design choices but rather a continuum. A comparison of P/E ratios
(3.4 ± 1.2) shows much greater consensus of design and technology ratios than
absolute power and energy. As was seen in the PHEV designs this reflects similar
cell technology power capability at the high levels of energy density required for
EV applications.

Overview: A review of Tables 14, 15, and 16 reveals a few overall trends
regarding recent lithium-ion pack design. It is notable that there are only a limited
number of cell suppliers actually in production relative to the large number of
companies in the market. The supplier concentration of lithium cell makers would
only increase if one considered the sales volume of each individual vehicle type, as
many of the nameplates in these tables are low volume. It is also notable that some

Table 14 Lithium-ion containing HEVs [32, 33]

Vehicle Cell Pack

Supplier Type Volt
(V)

Cap
(Ah)

S/P Volt
(V)

Cap
(Ah)

Energy
(kWh)

Power
(kW)

P/E

Acura NSX Blue
Energy

P 3.6 5.0 72S1P 259.2 5.0 1.30 55 43

Acura RLX Blue
Energy

P 3.6 4.7 72S1P 259.2 4.7 1.22 35 29

Audi Q5 Panasonic P 3.7 5.0 72S1P 266.4 5.0 1.33 40 30

BMW 5 Series A123 R 3.3 4.0 96S1P 316.8 4.0 1.27 25 20

Buick
Lacrosse/Regal

Hitachi R 3.6 4.4 32S1P 129.6 4.4 0.57 15 26

Chevrolet
Malibu

Hitachi P 3.6 5.3 80S1P 288 5.3 1.53 60 39

Chevrolet
Silverado,
GMC Sierra

Hitachi P 3.6 5.3 24S1P 86.4 5.3 0.46 15 33

Ferrari
LaFerrari

Samsung P 3.6 5.2 120S1P 432 5.2 2.25 120 53

Ford C-Max/
Fusion,
Lincoln MKZ

Panasonic P 3.6 5.0 76S1P 273.6 5.0 1.37 35 26

Honda Accord Blue
Energy

P 3.6 5.0 72S1P 259.2 5.0 1.30 50 39

Honda CR-Z Blue
Energy

P 3.6 4.7 40S1P 144 4.7 0.68 15 22

Hyundai Ioniq LG Chem F 3.75 6.5 64S1P 240 6.5 1.56 32 21

Hyundai
Sonata, Kia
Optima

LG Chem F 3.75 6.0 72S1P 270 6.0 1.62 38 23

Infiniti Q50/
Q70

AESC F 3.65 4.1 96S1P 350.4 4.1 1.44 50 35

Infiniti QX60,
Nissan Murano

Hitachi R 3.6 4.4 40S1P 144 4.4 0.63 15 24

Toyota Prius Primearth P 3.7 3.6 56S1P 207.2 3.6 0.75 18 24

Volkswagen
Jetta

Panasonic P 3.6 5.0 60S1P 216 5.0 1.08 20 19
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automakers (General Motors, Ford, Honda, and BMW) are utilizing the same cell
and battery pack design across various vehicle nameplates. An examination of
nominal cell voltages shows that although NMC (Lithium Nickel Manganese
Cobalt Oxide)-based cells are the most popular, there is a wide variety of active
materials, such as LMO (Lithium Manganese Oxide), LFP (Lithium Iron
Phosphate), and LTO (Lithium Titanium Oxide) being commercialized. Likewise,
although prismatic cell (P) geometries are the most popular, all three form factors
are being used in all three commercialized applications in the US market.

5 Summary

The recent application of lithium-ion batteries to automobiles has driven significant
changes in the design and commercialization of electrified vehicles. The successful
application of any battery technology requires a thorough understanding of the
landscape of vehicle propulsion and electrified features. Once the requirements of
the transportation field are understood, it is possible to appropriately size and design
lithium-ion containing battery pack solutions.

The recent resurgence in commercial electric vehicles (EVs) has been enabled by
the substantial improvements in electric range made possible by the high energy
density of lithium-ion batteries. Future activity in EV battery development will focus
on further improvements of lithium-ion gravimetric and volumetric energy densities.
The plug-in hybrid electric vehicle (PHEV) has been around as a concept for some
time, but the ability of lithium-ion cells to deliver high power while maintaining the
majority of their available energy has made them a commercial reality. PHEV
lithium-ion batteries that can provide improved electric range (energy density)
while maintaining their power and minimizing their cost are the goal of future
research and development efforts. Hybrid electric vehicles (HEVs) and stop-start
(S/S) hybrids both have a long history of commercialization with competing che-
mistries such as lead–acid and nickel–metal hydride. For these applications,
lithium-ion typically provides an evolutionary improvement in weight and volume
for equivalent energy and power requirements. The future success of lithium-ion for
these applications will be driven by efforts to reduce cost while maintaining their
energy and power performance advantages over competing chemistries.
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The Future of Lithium Availability
for Electric Vehicle Batteries

Jamie Speirs and Marcello Contestabile

Abstract Supported by policy, electric vehicles (EVs) powered by lithium bat-
teries are being commercialised in an increasing number of models and their global
stock surpassed two million units in 2016. However, there is uncertainty around the
future price and availability of lithium, which has consequences on the feasibility of
manufacturing lithium batteries at scale. Reaching the EV penetration levels fore-
seen by governments implies a substantial growth in lithium demand. In this
chapter, we review the evidence around future lithium availability for the manu-
facturing of EV batteries. We examine the methods used to estimate both lithium
demand from EVs and lithium supply from brines and ore. The main variables
influencing demand are the future size of the EV market, the average battery
capacity and the material intensity of the batteries. Supply projections depend on
global reserve and resource estimates, forecast production and recyclability. We
find that the assumptions made in the literature on the key variables are charac-
terised by significant uncertainty. However based on the available evidence, it
appears that lithium production may be on a lower trajectory than demand and
would have to rapidly increase in order not to prove a bottleneck to the expansion of
the EV market. More research is needed in order to reduce uncertainty on lithium
intensity of future EVs and improve understanding of the potential for lithium
production expansion and recycling.
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1 Introduction

Electric vehicles (EVs) have the potential to contribute to meeting energy and
environmental policy objectives of governments worldwide such as reducing
dependence on oil-derived fuels and related emissions of greenhouse gases and
improving air quality in urban areas. However, the question has been raised whether
the availability of critical metals can prove a constraint to the manufacturing of EV
batteries at scale [1–3]. Given that lithium batteries are currently the only viable
technology for EVs and are likely to remain so for the foreseeable future, it can be
expected that large quantities of lithium will be needed to manufacture enough
automotive batteries to meet the desired policy objectives [4–6]. This raises
questions as to the mining sectors ability to satisfy demand [7, 8]. This chapter
addresses the question of lithium availability for the manufacturing of EVs based on
research published by the authors in 2014 [9] and updated as appropriate. In Sect. 2,
we examine the relevant literature, focusing on the relationship between metal
availability and EV manufacturing, highlighting the main variables and assump-
tions used in previous studies. In Sect. 3, we describe the difficulties in calculating
future lithium demand for EV batteries. Section 4 discusses the issues surrounding
future supply of lithium. Section 5 compares supply and demand and presents the
conclusions that follow from the analysis.

It is important to mention that the term EV can be used to indicate all road
vehicle types that have an electric powertrain, including hybrid electric vehicles
(HEVs), plug-in hybrid electric vehicles (PHEVs), battery electric vehicles (BEVs)
and fuel cell vehicles (FCVs). This classification is broad and does not fully rep-
resent all possible powertrain architectures. It is however practical for two reasons:
(1) the literature often classifies vehicle technology in a similar way; and (2) these
vehicle types all potentially use lithium batteries. In this chapter, we will therefore
initially consider all EV types above and we will then restrict our attention to those
that use larger lithium batteries and hence account for most of the demand for
lithium.

2 The Literature on Availability of Lithium
for EV Batteries

A number of authors have explored the relationship between lithium availability
and EV uptake over the last 10 years, ranging from pessimistic studies that suggest
future EV demand cannot be met by lithium supply [7, 8], to optimistic studies that
find no significant constraint to ambitious EV market development projections [10].
These were reviewed by the authors in [9]. Within these studies are a range of
different assumptions which lead to a wide range of findings of Table 1.

In particular, the studies we have reviewed generally disagree on the quantity of
lithium needed by the future EV market.
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The variables leading to this range of outcomes include:

• the time horizon;
• the number of vehicles manufactured at a given point in the future;
• the size of batteries in different EV types;
• the share of the future EV market taken by different EV types; and
• the quantity of lithium per unit of battery capacity.

Aside from the inherent uncertainty, assumptions tend to vary over time as they
are influenced by the development of EV technology as well as its market uptake.
The variables above and related assumptions are further discussed in Sect. 3.

As for lithium supply estimates, these are influenced by the following variables:

• lithium reserves;
• future lithium production rates; and
• future recycling rates.

The variables and related assumptions are discussed in detail in Sect. 4.

Table 1 Comparison of several studies that examine the potential material constraints to lithium
battery manufacture

Author Forecast lithium supply
constraint on EV
manufacture

EV manufactured
(millions per
year)

By
year

Lithium intensity per
vehicle (kg)

Evans [11] No 5 EV 2015 HEV: 0.23
PHEV: 1.35
BEV: 2.81

Gaines and
Nelson
[12]

No *65 PHEV and
*35 BEV

2050 HEV: 0.17–0.64
PHEV: 0.93–5.07
BEV: 3.38–12.68

Gruber
et al. [13]

No >600 EV 2100 HEV: 0.05
PHEV: 1.14
BEV: 3.85

Kushnir
and Sandén
[14]

No 4500 EV
(cumulative)

2100 PHEV: 1.44
BEV: 5.76

Neubauer
[15]

No 60 PHEV and
47 BEV

2050 PHEV: 0.6–1.9
BEV: 3.3–7.5

Tahil [8] Yes 4–8 PHEV 2015–
2020

PHEV: 1.5

Yaksic and
Tilton [10]

No 3000 EV
(cumulative)

2100 EV: 1.27

Martin
et al. [16]

No 7.5–9 2020 PHEV: 0.85
BEV: 8.5

Source adapted and updated from [9]
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3 Estimating Lithium Demand from EVs

As mentioned above, the calculation of future lithium demand from EVs involves
estimating several variables and hence is subject to significant uncertainty.
However, the common elements typically considered are:

• the number of EVs manufactured in the future;
• the size of EV batteries in kWh; and
• the lithium intensity per kWh of battery.

We examine projections of future EV deployment in Sect. 3.1 and the issue of
material intensity per vehicle in Sect. 3.2.

3.1 The Future Size of the EV Market

There are several studies presenting a range of different scenarios of the future EV
market. To illustrate the range of scenarios found in the literature, in our earlier
work [9], we compared high-profile studies [17–21] providing uptake scenarios
disaggregated by EV type. The scenarios compared cover a range of timeframes,
the earliest beginning in 2008 and the longest projecting to 2050. In the studies
reviewed in [9], global PHEV sales estimates in 2050 range from 10 to 79 million
vehicles per year, and BEV from 12 to 84 million vehicles per year. It is worth
noting that EV uptake scenarios contained in more recent studies [22–26] are
generally much more aggressive, with the lower end of the range broadly over-
lapping with the higher end of the range provided by the older studies.

The scenario selected for the analysis we conducted in [9] was the BLUE Map
scenario contained in the 2010 Energy Technology Perspectives (ETPs) report of
the International Energy Agency (IEA) [27]. The BLUE scenarios are a set of
normative scenarios that allow halving global CO2 emissions by 2050 compared
with 2005 levels at the least cost under different assumptions. The global EV sales
by EV type projected in the BLUE Map scenario are summarised in Table 2.

The BLUE scenarios have now been discontinued by the IEA and substituted in
more recent editions of the ETP by other normative scenarios that are named
according to the level at which they are expected to contain global temperature rise,
i.e. the 2 °C scenario (2DS) and the below 2 °C scenario (B2DS). Comparing the
EV projections of the 2010 ETP with those of the 2017 ETP [24], it is apparent that
the latter is much higher, which reflects the progress made by EV technology and

Table 2 Annual EV sales
(millions) in 2030 and 2050
under the IEA ‘BLUE Map’
and ‘BLUE EV shifts’
scenarios

PHEV BEV

BLUE Map 2030 25 9

BLUE Map 2050 62 47

Source [27]
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market uptake over the last few years, and hence, the much bigger role EVs are
expected to play in climate change mitigation over the coming decades. The EV
uptake levels in the BLUE Map scenario of the 2010 ETP however are broadly
comparable with those in the Reference Technology Scenario (RTS) of the 2017
ETP. The RTS is a scenario that depicts a plausible future where today’s policy
measures are implemented and new measures are introduced based on current
policy trends, and where technology develops as is currently expected. For this
reason, we decided not to substitute the EV projections of the 2010 BLUE Map
scenario with more recent ones, but it is important to stress that the projections
should be seen as a lower bound to future EV uptake and that therefore lithium
demand from EVs as estimated by our analysis could be much higher if EV uptake
proceeded more rapidly.

3.2 Estimating Lithium Intensity

Since their re-emergence in the last 10 years, EVs have been relying on lithium-ion
(Li-ion) batteries for their propulsion [28]. As discussed below, a number of Li-ion
and Li-metal chemistries are currently being developed and it is likely that lithium
batteries will continue to dominate the EV market for the foreseeable future. The
lithium intensity, i.e. the weight of lithium per vehicle, must be estimated before
any estimates of future EV lithium demand can be made based on the EV uptake
scenario previously discussed.

Deriving lithium intensity for Li-ion batteries ideally requires knowledge of:

• the nominal voltage of the battery (volts, V);
• the specific capacity of the battery chemistry considered (Ampère-hours per

gram, Ah/g); and
• the concentration of lithium in the active materials of the battery when this is

assembled (weight per cent, wt%).

While large batteries are required for BEV and PHEV designs, smaller batteries
of the order of 1–1.5 kWh are generally sufficient for HEVs and FCVs, where they
are only used for storing energy generated on board via regenerative braking and, in
the latter case, also shaving the peaks and troughs of fuel cell duty cycles. Since the
capacity of PHEV and BEV batteries is likely to be 10–20 times that of HEV and
FCV batteries, and since HEVs and FCVs make up a relatively small proportion of
the total vehicle market in 2050 based on the scenario presented in Table 2 above,
the total lithium demand from HEVs and FCVs is likely to be negligible for the
purposes of our study and is hence excluded from our previous analysis [9].

As mentioned above, the amount of lithium contained in an EV battery is a
function of its size, particular type of chemistry, construction and rated perfor-
mance. Hence, it is impossible to define with certainty the amount of lithium that
each individual EV battery model will require. Nevertheless, we will discuss each
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of the main factors influencing the amount of lithium required in an individual EV
battery in turn, following the approach used in [9]. On this basis, we identify a
range of values for lithium demand per vehicle which is then combined with the
global EV demand projections discussed above in order to estimate future global
demand for lithium for the EV market.

The calculation of global lithium demand from EVs in year y (DLi,y) can be
summarised by the following equation:

DLi;y ¼ M � S� Ið ÞBEV þ M � S� Ið ÞPHEV ð1Þ

whereM is the market size (annual vehicle sales) of BEVs/PHEVs in year y, S is the
average size (kWh) of a BEV/PHEV battery in year y and I is the average intensity
(amount of lithium per unit energy capacity (kWh) of a BEV/PHEV battery in year
y).

A similar approach has been taken, either implicitly or explicitly, in a number of
relevant studies reviewed in [9] (see Table 1). In the remainder of this section, we
discuss in turn average battery sizes and average amounts of lithium per unit energy
stored. This will allow us to arrive at a plausible lithium demand range, which we
will discuss in Sect. 5.

Average battery sizes for BEVs and PHEVs

The rated energy of the battery, expressed in kWh, is one of the main parameters
determining the all-electric range (AER) of a BEV or PHEV. The rated energy is
declared by the manufacturer and cannot be directly translated into a value for the
lithium content of the battery. This is due to a number of reasons, including that the
energy stored in an EV battery (and hence its lithium content) is usually signifi-
cantly higher than its rated energy would suggest, i.e. the battery is over-specified;
this is further discussed later on. Let us begin by focusing on the average rated
energy of EV batteries, which we will refer to as battery size.

There is no standard battery size for BEVs and PHEVs. It is the prerogative of
automotive Original Equipment Manufacturers (OEMs) to manufacture BEVs and
PHEVs with different AER capabilities and therefore different battery sizes.
Trade-offs exist between AER on the one hand and cost, weight and volume of the
battery on the other. This somewhat constrains the extent to which battery size can
vary across different models, although for BEVs in particular we are observing that,
as the cost of batteries declines [29], OEMs are equipping them with increasingly
large batteries in order to meet the range requirements of prospective buyers.

BEV models commercialised over the last 10 years use Li-ion batteries of a wide
range of sizes, depending on the size of the car and the desired AER. Battery sizes
start at a minimum of around 15 kWh which gives a small city car a range in the
order of 130–150 km, up to 100 kWh which gives a large high-performance sedan
or crossover a range in the order of 500 km (see Table 3).

Today’s PHEVs also use Li-ion batteries, the size of which varies somewhat
across vehicle models (see Table 4). Different powertrain architectures are possible
for PHEVs, which are suited to different modes of operation and achieve different
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Table 3 Key technical attributes of selected BEV models on the market in the UK as of
November 2017

BEV model Battery energy (kWh) Range (km) Max speed (km/h)

BMW i3 22–33 130–183 150

BYD e6 75 300 140

Citroen C-Zero 14.5 150 130

Ford Focus Electric 33.5 185 135

Hyundai IONIQ Electric 28 200 165

Kia Soul EV 30.5 150 145

Mercedes-Benz B-class electric drive 36 200 150

Nissan e-NV200 24 170 122

Nissan Leaf 24–30 117–172 150

Peugeot iOn 16 150 130

Renault Fluence Z.E. 22 160 135

Renault Zoe 22–40 240–400 135

Smart for two electric drive 17.6 145 125

Tesla Model S 75–100 370–550 155

Tesla Model X 75–100 320–465 210

Volkswagen e-Golf 35.8 144–201 150

Volkswagen e-Up! 18.7 160 130

Note Ranges are based on a mix of drive cycles and are not directly comparable
Sources CAR Magazine website [30], updated from [9]

Table 4 Key technical attributes of selected PHEV models on the market in the UK as of
November 2017

Vehicle model Battery energy (kWh) EV range (km)

Audi A3 e-tron 8.8 50

BMW 225xe 7.6 39

BMW 330e 7.6 40

BMW 530e 9.2 47

Hyundai IONIQ PHEV 8.9 50

Kia Optima PHEV 9.8 43

Mercedes-Benz C350e 6.2 31

MINI Countryman PHEV 7.6 40

Mitsubishi Outlander 12 52

Smart for four electric drive 17.6 140

Toyota Prius Plug-in Hybrid 8.8 40

Vauxhall Ampera 18.4 85

Volkswagen Golf GTE 8.7 50

Volkswagen Passat GTE 9.9 50

Volvo V60 PHEV 12 50

Volvo XC90 T8 Twin Engine 9.2 23

Note Ranges are based on a mix of drive cycles and are not directly comparable
Sources Green Car Congress website [31], updated from [9]
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AERs, and this largely explains the range of battery sizes observed. In particular,
the Toyota Prius Plug-in Hybrid has been designed to have limited all-electric
operation capabilities and hence has a relatively small battery pack (8.8 kWh). On
the other hand, range-extended electric vehicles such as the Vauxhall Ampera are
capable of delivering high performance while operating in EV mode and hence
have a significantly larger battery pack (16 kWh).

Lithium content per unit energy stored in BEV and PHEV batteries

Another important parameter for determining the total demand for lithium in
EVs is the amount of lithium required per kWh of battery. However, its estimation
is far from straightforward, which contributes to the wide range of figures reported
in the literature. The studies reviewed in [9] use different methods to derive their
estimates, each with its own limitations. Here we discuss the approach we have
taken in [9] to estimate the amount of lithium required per kWh of battery, the main
factors affecting it and the main differences between our approach and that of
others. Our approach shows similarities with those adopted by a number of previous
studies [13, 17, 32–34].

As mentioned above, estimating material intensity in batteries ideally requires
knowledge of the voltage that the battery is capable of delivering while in opera-
tion, its specific capacity and the chemical composition of its active materials.
However, this information is only readily available to the battery manufacturers.
One method of estimating material intensity (labelled method ‘A’ in Table 5) is to
use industry data where available. This is done in several of the studies cited in
Table 5. Alternatively, it is possible to measure voltage and specific capacity of a
battery, then disassemble it and analyse its composition in a laboratory. This pro-
cess (labelled ‘B’), sometimes referred to as ‘reverse engineering’, is often not
practical as it is expensive, and results obtained for one particular type of cell would
not apply to others. The two remaining options are: to use published data for battery
voltage and specific capacity and then make assumptions on their composition
(labelled ‘C’); or, knowing the particular chemistry of the battery, to estimate the
amount of lithium required by starting from the theoretical value required under
ideal conditions and then adding to it in order to account for real operating con-
ditions (labelled ‘D’). In [9], we have adopted the latter approach. As will become
apparent from the discussion, we were not being able to arrive at specific lithium
intensity values for EV batteries by simply following this approach. However, it
enabled us to derive upper and lower boundaries for the possible range of lithium
intensity values and, based on this, assess the validity of some of the figures found
in the literature.

As stated in [9], there are three key factors that vary and must be accounted for in
a theoretical assessment of lithium intensity in EV batteries:

– Impact of the specific battery chemistry on lithium intensity. A number of
lithium battery chemistries are possible, which are characterised by different
performance and lithium intensities.
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– Impact of energy losses on lithium intensity. Lithium batteries, like any other
battery, when operating only deliver as electrical energy part of the chemical
energy stored, while the rest is lost as heat due to internal resistance mechanisms
called ‘overpotentials’.

– Impact of over-specification on lithium intensity. The actual capacity of a
lithium battery is often much higher than the rated capacity, in order to guar-
antee durability.

These are dealt with in turn below.

Table 5 Estimates of lithium content per kWh of battery capacity, or lithium intensity, found in
the literature

Source Vehicle application or
battery chemistry

Material intensity
(kg Li/kWh)

Methodology

Chemetall GmbH [36] BEV (25 kWh) 0.165 A

PHEV (16 kWh) 0.176

HEV (1 kWh) 0.375

Meridian International
Research [7]

0.300 A

Meridian International
Research [34]

0.563 D

Kushnir and Sanden [14] Average for four
chemistries

0.160 D

Rade and Andersson [33] Li-ion (Mn) 0.140 D

Li-ion (Ni)

Li-ion (Co)

Argonne National
Laboratory [12]

HEV4 (1.2 kWh) 0.308 C

PHEV20 (6 kWh) 0.244

PHEV40 (12 kWh) 0.246

EV100 (30 kWh) 0.246

Gruber et al. [13] Li-ion (Co, Mn, Ni) 0.114 D

Evans [11] 0.113 A

Evans cited by Reuters
[28]

Chevrolet Volt
(16 kWh)

0.158 A

Engel [35] 0.050 A

Fraunhofer ISI [17] LiCoO2 0.180 D

LiFePO4 0.120

Dundee Capital Markets
[18]

0.080 A

National Renewable
Energy Laboratory [15]

HEV (1.7 kWh) 0.100 Internal modelling
study (C or D)PHEV12 (5.6 kWh) 0.108

PHEV35 (17.5 kWh) 0.110

BEV75 (29.5 kWh) 0.112

BEV150 (67 kWh) 0.112

Source [9]
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(i) Variation in lithium intensity between different battery chemistries

The amount of lithium used per kWh depends on the stoichiometry of the
particular electrochemical reaction that is associated with the battery chemistry
considered and on its corresponding electromotive force (E0). Based on Faraday’s
laws, the theoretical lithium demand per kWh can be calculated as:

I ¼ m:103

E0ac
ð2Þ

where I is the lithium intensity in g/kWh, m is the molar mass of lithium in g/mol,
E0 is the electromotive force in volts, a is the fraction of lithium available and c is
the charge of 1 mol of lithium ions in Ah/mol.

Using the appropriate values, we get the following:

I ¼ 6; 941

E0a:
96;485
3;600

ð3Þ

The conventional Li-ion chemistry (originally commercialised by Sony) is based
on the following redox process:

6CþLiCoO2 $ Li0:5C6 þLi0:5CoO2 E0 � 4V

where the cathode material LiCoO2 can only exchange roughly half of its lithium
content, hence the fraction of lithium available a is 50%. Entering the appropriate
values for E0 and a in formula (3), we estimate the theoretical amount of lithium
needed per kWh of a conventional Li-ion battery to be 129.5 g.

Another Li-ion chemistry of practical interest is the one that uses lithium iron
phosphate (LiFePO4) at the cathode and lithium titanium oxide (Li4Ti5O12) at the
anode. This chemistry is inherently safer than the conventional one and hence
potentially more suited to EVs, particularly PHEVs. The electromotive force E0 of
this system however is substantially lower, at � 2 V. If we assume that 100% of
the lithium contained in LiFePO4 and 75% of the lithium contained in Li4Ti5O12

can be made available, the theoretical amount of lithium needed per kWh will be
172.6 g.

The two examples here provided clearly illustrate that lithium intensity is not the
same for different chemistries. Calculating g(Li)/kWh in this way provides a the-
oretical minimum and not the actual lithium intensity of real EV batteries. However,
starting from the theoretical value is useful, not least because it shows that lithium
intensity changes from one battery chemistry to another simply as a result of the
different electrochemical processes involved. Actual lithium intensity will be higher
than the theoretical value for the reasons mentioned above and further discussed
below, i.e. the voltage losses that occur during the operation of a battery and the
degradation processes that occur during the lifetime of the battery which reduce its
capacity, leading manufacturers to over-specify them.
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(ii) Impact of energy losses on lithium intensity

The voltage of a lithium-ion battery when operating is significantly lower than
its electromotive force E0, the difference being the result of resistance within the
battery. When the cell is operating, its actual voltage, ΔV (the difference in potential
between the electrodes), can be expressed as follows:

DV ¼ E0 � iRIð Þ ð4Þ

where i is the current being drawn from the cell and RI is the internal resistance of
the cell. RI is the sum of the ohmic resistance of the electrolyte and electrodes as
well as the resistance due to the kinetics of charge transfer at the interface between
electrodes and electrolyte. The difference between E0 and ΔV, usually referred to as
overpotential, is a function of both how the cell is operated (i.e. how fast the cell is
discharged and its temperature at the time of operation) and how it is constructed
(i.e. the chemical composition of the electrodes, their density and thickness, the size
of the particles of active material that they contain, the concentration of the lithium
salt used as electrolyte and the chemical composition of the solvents used). Hence if
we replace E0 with ΔV in Eq. (3), the lithium demand per kWh will be higher than
the theoretical value because ΔV is always smaller than E0. The difference between
E0 and ΔV depends on a number of complex processes and cannot be estimated
theoretically from first principles for any battery chemistry. Its experimental mea-
surement on the other hand is straightforward, though the values obtained for a
specific battery model cannot be generalised, not even to other batteries that use the
same chemistry.

(iii) Impact of over-specification on lithium intensity

Manufacturers often ‘over-specify’ batteries, typically to reduce the impact of
degradation over the lifetime of the battery and hence guarantee the necessary cycle
life, which is typically calculated as the number of charge–discharge cycles
achievable before the capacity of the battery falls below 80% of its rated value. In
many cases, the over-specification of the battery is quite substantial and the battery
is operated at reduced depth of charge and discharge. The extent to which the
battery is over-specified can vary greatly across manufacturers, chemistries and
intended use of the battery. As a result, in the case of heavily over-specified
batteries, the actual amount of lithium can be twice the theoretical value.

From the discussion above, it is apparent that directly calculating lithium
intensities based on methodology ‘D’ is problematic. Hence, in [9], we examine
lithium intensity values for Li-ion batteries available in the literature (see Table 5)
and we compare them with the range of values that we have derived by applying
methodology ‘D’. The range of lithium intensities in the literature varies widely,
between 50 g/kWh and 562 g/kWh, and not all of the estimates listed in Table 5
have the same merit. Firstly, not all methodologies labelled ‘A’ are actual industry
data, as many rely on sources quoted in the media or in corporate presentations
without reference to either public or proprietary industry data. We discount a
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number of these estimates on this basis, and we also discount those that provide
values that are below the theoretical limits that we have calculated [18, 35].
Methodology ‘C’ is valid, although the study using it [12] does not disclose ref-
erences or provide justifications for the assumptions used. Within the studies
employing methodology ‘D’, Tahil [34] and Angerer et al. [17] appear to overstate
lithium intensity, while Gruber et al. [13] assume lower values. Finally, a number of
studies do not disclose the full details of their assumptions or methods [15, 32].
These observations make it difficult to judge the value of many estimates in
Table 5. For this reason in Sect. 5, we use a range (190–380 g/kWh) of lithium
intensity which we consider as broadly representative of that found in commercial
lithium batteries. The range is based on the lithium intensity estimates we have
found in the literature [9], excluding those that appear close to the theoretical
minimum [18, 35] as well as the apparent overestimates [34].

Aside from the three factors discussed above that are essential to the theoretical
assessment of lithium intensity in EV batteries, it is also worth mentioning that
battery research and development may result in a more efficient use of lithium in
EV batteries or in its substitution through the development of alternative,
non-lithium-based battery chemistries for EVs. Both these developments could in
principle impact the demand for lithium from EVs quite substantially, and hence,
they are discussed in turn below.

(iv) Potential for lithium weight shedding

The focus of research and development in lithium batteries over the last decades
has been on increasing safety, lowering cost, increasing energy density and
improving cycle life, with a long-term view towards low environmental impact [37,
38]. Lithium contributes only 1–2% of final battery cost [32]. Accordingly, little
discussion about reductions in lithium content can be found in the literature. Rade
and Andersson [33] provide one of the few estimates of future lithium intensity of
Li-ion batteries based on the improvement of active material utilisation from a
current 50% to 60–80% depending on chemistry, leading to intensity reductions of
21–34%. Utilisation of active materials is defined as the share of electrochemically
active material contained in the anode and cathode that actually participates in the
electrochemical reactions occurring during charge and discharge of the battery. It is
unclear whether the lithium intensity reduction suggested in [33] has since been
realised or will ever be, so it is not possible to account for it based on the available
evidence.

(v) Potential for substitution

Early BEVs such as General Motors’ EV1 used lead–acid batteries and more
recently the Think City used sodium/nickel chloride (also known as ZEBRA)
batteries. However, lithium batteries have significant advantages over these two
battery types and it is unlikely that the latter will be used in future BEVs and
PHEVs. Since lithium is the lightest metal and has an extremely negative electrode
potential, lithium batteries have much higher energy density than lead–acid

46 J. Speirs and M. Contestabile



batteries, allowing EVs to achieve acceptable ranges without imposing a high
weight penalty. Moreover, unlike ZEBRA batteries which use molten sodium at
300–350 °C, most lithium battery chemistries operate at room temperature, and
because they do not need preheating, they are always available for use, which is a
very desirable characteristic for vehicles with no fixed usage patterns such as
passenger cars. These favourable characteristics, together with the high power
density and long cycle life, explain why lithium batteries are the current technology
of choice for BEVs and PHEVs.

Other non-lithium chemistries are being researched that may compete with
lithium batteries. However, alternatives to lithium are limited, because prospective
systems need to have high energy density and this requires using light metals such
as sodium, magnesium and aluminium. Battery systems under investigation include
magnesium/sulphur and aluminium/graphite fluoride. However, the practical via-
bility of these systems has not been demonstrated and their future use in EVs
depends on significant technological improvement [37]. Metal air chemistries such
as sodium air and zinc air are also possible alternatives to lithium air. Sodium air
batteries in particular have the potential to mitigate some of the problems of Li-air
technology, but technological improvement is needed before this technology
becomes practical [39].

4 Lithium Supply

The availability of lithium over the coming decades is contingent upon the rate at
which the metal can be produced from natural sources or recycled from spent
batteries and brought to market. In order to understand future lithium supply issues,
in [9], we explored its geological characteristics and routes to extraction, its existing
reserve estimates and current production rate, the extent to which it can be
recovered from spent batteries and its forecast production. These are discussed in
turn below, based on [9] and with figures updated as necessary.

4.1 Geological Characteristics of Lithium

Due to its reactivity, lithium metal never occurs freely in nature and is instead found
in the form of lithium compounds in four main deposit types as follows: minerals,
brines, sedimentary rocks and sea water. Minerals and brines constitute the world’s
main source of lithium today. Lithium-containing minerals are typically
coarse-grained intrusive igneous rocks known as pegmatites, such as spodumene,
petalite, lepidolite, amblygonite and eucryptite [13]. Brine deposits are currently the
largest and cheapest sources of lithium [10] and are mostly found in dry lakes such
as the Salar de Atacama in Chile, as well as geothermal deposits and saline aquifers.
The third source of lithium is in sedimentary rocks, notably clays such as hectorite
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and lacustrine evaporates such as the newly discovered jadarite [13, 40]. These
sedimentary deposits are currently not commercially recovered. Finally, sea water
contains diffuse but very large quantities of lithium. According to Yaksic and Tilton
[10], 44.8 billion tonnes of lithium are recoverable from the world’s oceans. The
economic viability of extracting lithium from sea water is uncertain. The lithium
recovered from the above sources is produced in the form of a number of com-
pounds, such as lithium carbonate, lithium hydroxide, lithium chloride and others.
Different lithium compounds are used in different applications, lithium carbonate
being the one typically used in Li-ion batteries.

4.2 Production and Reserves

Known reserves of lithium exist and are commercially exploited in a number of
countries, the relative distribution of which is presented in Fig. 1. The largest share
of production is currently in Australia, where lithium is recovered from spodumene
deposits. Chile is the second largest producer and has the largest reported reserves
of lithium from brine pools located in salt flats throughout the Andes mountain
range. The geographical distribution of both reserves and production indicates that
lithium supply is unlikely to suffer from the geopolitical supply constraints wit-
nessed for materials with less well geographically distributed resources such as rare
earth metals or indium [41–44].

In order to understand the future potential of lithium reserves and production, it
is essential to look at their historical development. Figure 2 presents historical
world lithium production data by gross weight of the minerals and compounds
extracted, published by the USGS [46]. Since 1967, lithium production was
reported as ‘ore and ore concentrates’ from mines and lithium carbonate from brine
deposits. Calculating the lithium weight in lithium carbonate is straightforward.
However, calculating the lithium content of ore and ore concentrate is problematic

Fig. 1 Distribution of lithium production and reserves in 2016. Source USGS [45], updated from
[9]

48 J. Speirs and M. Contestabile



given that the composition of these ores and concentrates is unknown. Despite some
inconsistencies in the data, Fig. 2 appears to present a resource which is being
exploited through an exponential phase of production.

Similarly, reported reserves are substantially increasing, thanks to continuing
exploration [45]. Figure 3 presents different lithium reserve and resource estimates
as they developed over time. It is important to note that the estimates are based on
different classifications of resources; hence, they are not all directly comparable.
The issue is compounded by the fact that explicit descriptions of reserve classifi-
cations are not always provided.

In particular, the USGS provides figures for both reserves and reserve base,
though reserve base reporting was discontinued in 2010 [45]. Roskill (cited in [36])
provides reserve data for 2009. Garrett [47] provides disaggregate reserve figures
for 2004. Tahil [7, 8] provide reserve and reserve base estimates for the years 2005
and 2007. Evans [48, 49] provides reserve and ‘in situ’ data for year 2008. Finally,
Yaksic and Tilton [10] provide estimates of recoverable resources and in situ
resources in 2009. The data in Fig. 3 provide a wide range of estimates, with the
largest estimate in 2009 over 700% greater than the smallest. This can in part be
explained by the different nature of reserve classifications used, but it also reflects
the uncertainty around future prospects for lithium production. It is also worth
mentioning that the USGS [45] refers to additional ‘resources’ for several countries,
including Bolivia, which as yet has no recorded production or reserves, but the
USGS estimates it to have 9 million tonnes of resources. What prevents any of
these resources from being reported as reserves by the USGS is unclear. The USGS

Fig. 2 World annual production by gross weight of lithium ore and ore concentrate from
minerals, and lithium carbonate from brines, 1925–2015. Source USGS [46], updated from [9]
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in 2017 [45] estimates world resources at 47 million tonnes, over three times their
reserve estimate but still well below the Yaksic and Tilton [10] estimate.

Given the rapidly growing nature of production (Fig. 2) and the relative increase
in reserve estimates over time (Fig. 3), lithium appears to be relatively immature in
terms of its exploration and production, with the latter increasing rapidly every year
and reserve estimates indicating that new resources are still being discovered.

4.3 Recycling

Historically, only small quantities of lithium have been recycled [45]. The United
Nations Environment Programme has estimated lithium end-of-life recycling rates
at less than 1% in 2011 [50]. However, more recently we are witnessing an increase
in recycling of lithium batteries due to their growing market size which brought
about new regulation on their disposal. In Europe, Member States have
been obliged to collect 25% of end-of-life batteries by 2012 and 45% by 2016 [51].
This legislation however does not mandate the recycling of lithium. In fact, some
Li-ion battery recycling facilities recover cobalt and nickel hydroxides but not
lithium [52].

In spite of this, the potential for recycling of lithium from end-of-life batteries is
estimated to be significant. Gaines and Nelson [12] estimate that over 40,000 tonnes
of lithium could be recycled from batteries in the USA by 2050, assuming 100%
recycling rates and a 10-year battery life. Gruber et al. [13] model lithium recycling

Fig. 3 Reserve and resource estimated from USGS and other studies. Sources [7, 8, 10, 11, 36,
45, 47–49], updated from [9]
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and estimate that this could satisfy between 50 and 63% of cumulative demand over
the 2010–2100 period, assuming recycling rates of 90–100%. Buchert et al. [52],
however, note that while the large growth in battery production implies a significant
recycling potential, the economic case for recycling lithium remains weak unless its
price grows significantly.

A primary issue in recycling lithium from end-of-life batteries is the sorting of
collected waste batteries, as even the Li-ion batteries from automotive applications
will not all have the same chemistry. In order to develop an efficient recycling
process, it is necessary to know the composition of the batteries to be treated [53].
To address this, a number of automatic sorting systems have been developed which
use magnetic or electrodynamic sensors, photograph recognition of the label and
X-ray imaging, all resulting in varying levels of purity of the separated fractions
[54].

For the reasons outlined above, the recovery of lithium from spent batteries
remains a niche market [52] and the lithium battery industry has no tradition of
using recycled material for manufacturing new batteries [55]. It therefore appears
difficult for recycled lithium to contribute half of future supply, as suggested by
Gruber et al. [13], unless more targeted legislation is introduced or stronger market
incentives develop.

4.4 Estimates of Future Supply

Because the exploitation of lithium as a natural resource is still immature, both
production and reserve estimates have been changing over time and several authors
have tried to account for these changes within projections of future production or
availability. In [9], we had examined a number of estimates of future production to
year 2020, which were based on the analysis of lithium reserve exploitation projects
that were either in the pipeline or expected, and of future availability, based on
assessments of total recoverable resources. These estimates were in the range of 60–
110 thousand tonnes per year of lithium metal production in 2020 and *2 to
*20 million tonnes of lithium metal available in total [7, 8, 10, 13, 18, 33, 56, 57].
In this chapter, we will not discuss the estimates in detail. Instead in Fig. 4, we
provide a comparison between the range of production estimates to year 2020 that
were made some years ago, with a high-case projection based on [18] and a
low-case projection based on [56], and the actual production that has taken place
since, as reported by the USGS [45]. As is apparent from Fig. 4, lithium production
has substantially underperformed the estimates we had assessed in [9], and
extrapolating from the data we can expect lithium production to be at the lower end
of the estimated range by year 2020.

As for the assessments of total recoverable resources that we had reviewed in
[9], it is worth noting that these tend to be conservative and increase over time.
Hence, significantly more lithium may be available if its price increases. Yaksic and
Tilton [10] estimate that, at a price of 1.40–2 $ per lb of lithium carbonate,

The Future of Lithium Availability for Electric … 51



22 million tonnes of lithium are available. However, they also estimate that at a
price of 7–10 $ per lb of lithium carbonate, lithium can be extracted from sea water,
more than doubling their estimate of available lithium. Hence, it is practical to
assume the higher part of the range of estimates reviewed in [9] as a lower bound
for future lithium availability.

5 The Balance of Lithium Supply and Demand

In Table 6, we present the range of global lithium demand from BEV and PHEV
batteries for the years 2030 and 2050 that we have derived based on the analysis
presented in Sect. 3, using Eq. (1) and the values previously discussed for the
relevant variables, updated from [9] as necessary. Our estimates of future lithium
demand from EV batteries are presented as ‘low’ and ‘high’. Due to the complexity
of estimating the lithium content of batteries, we use the range of figures for lithium
content per unit energy stored (gLi/kWh), or lithium intensity, that we have dis-
cussed in Sect. 3.2 and are the same as in [9]. As for battery sizes, in the ‘low’ case,
we use an average of 8 kWh for PHEVs and 30 kWh for BEVs, and in the ‘high’
case, we use 16 kWh for PHEVs and 60 kWh for BEVs. We have revised the
figures originally used in [9] in order to account for the trend towards using larger
batteries, especially in BEVs (see Tables 3 and 4). Finally, annual EV sales figures
are the same as in [9], i.e. based on the IEA’s BLUE Map scenario presented in

Fig. 4 Comparison between range of estimates of future lithium production from the literature
reviewed in [9], compared with actual production. Sources [18] for the high production forecast;
[56] for the low production forecast; [45] for the actual production
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Table 2, which we decided to keep because it represents a conservative estimate of
future EV market uptake, as discussed in Sect. 3.1. No account of other uses of
lithium is included in the demand estimates, and these are purely based on demand
for EVs.

As can be seen from Table 6, our estimated lithium demand from EVs increases
significantly between 2030 and 2050. This is due to the large growth in annual
vehicle sales between the two timeframes, and the changing ratio between PHEV
and BEV sales, which have different battery sizes (kWh). The scale of future lithium
demand is also very large, with almost 1.5 million tonnes of lithium demand
annually in the 2050 market (high case).

In Fig. 5, we combine lithium demand and production estimates, which enables
us to derive insights into possible future lithium availability issues. On the left of
Fig. 5, we present historical lithium metal production using data from Fig. 2 which
shows an approximately geometric growth trend. On the right of Fig. 5 we provide
estimates of future lithium supply and demand. The supply estimate is based on
modelling by Vikström et al. [58] that extrapolates from historical production;
hence, it is on the low end of the production forecast range to year 2020 provided in
Fig. 4. The supply projection in [58] stretches to year 2050.

The quantitative impact of recycling on supply is not taken into account, given
the ongoing concerns regarding lack of economic incentive and the low recycling
rate experienced to date. However, if lithium recycling increased in the future, this
would have a positive impact on future lithium availability relative to the estimates
presented in Fig. 5.

The range of demand presented in Fig. 5 is large, driven by several factors. First,
there is a significant uncertainty regarding the future average battery size and
lithium intensity in batteries. There is a paucity of literature discussing the likely
development of these factors over time; and the current EV models on the market

Table 6 Global annual
lithium demand estimates for
BEVs and PHEVs in 2030
and 2050 markets, ‘low’ and
‘high’ cases

Variable Low High

Battery Size (kWh)—PHEV 4.3 16

Battery Size (kWh)—BEV 16 35

Intensity (gLi/kWh) 190 380

2030 BLUE Map

Annual sales (million units/yr)—PHEV 25 25

Annual sales (million units/yr)—BEV 9 9

Market share of Li-ion batteries 100% 100%

Range of demand (kilotonnes Li/yr) 89 357

2050 BLUE Map

Annual sales (million units/yr)—PHEV 62 62

Annual sales (million units/yr)—BEV 47 47

Market share of Li-ion batteries 100% 100%

Range of demand (kilotonnes Li/yr) 362 1449

Source authors’ analysis, updated from [9]
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and the available studies we have reviewed provide a very wide range of battery
sizes and material intensities. Moreover, the future sales of both BEVs and PHEVs
are subject of much speculation and a wide range of forecasts is available in the
literature. Combining all these factors makes for great uncertainty in future demand
for lithium from EV batteries. We can further observe that over the last decade, a
clear trend is present where automotive OEMs equip their BEVs with increasingly
larger batteries which give their vehicles longer ranges. The increased material
intensity that this entails is however likely to be at least in part offset by
improvements in battery engineering both at the cell and at the pack levels.

Comparing future supply and demand projections, it is apparent that, if pro-
duction does not increase rapidly to match the likely rapid growth of demand,
lithium availability may become a bottleneck in the manufacturing of EV batteries.
Indeed in the last few years, demand has been moderately exceeding supply, which
resulted in price increase [45]. The estimated range of future demand is many times
greater than current supply. While this is challenging, there is no evidence that
future production cannot increase at a sufficient pace. Though long-term expo-
nential growth in lithium production would be unsustainable, if growth could be
sustained over the next two decades, meeting future demand may be possible.
Supporting this optimism are the significant resource estimates for lithium seen in
Fig. 3, though these estimates make no assessment of how easy these resources are

Fig. 5 Comparison of historical production, forecast supply and forecast demand of lithium for
EVs Sources [45, 46] for historical production, [58] for future projected production, authors’ own
analysis
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to access, and over what timescales they can be produced. In addition to the
substantial resources that have been identified, even excluding sea water, end-of-use
recycling could contribute to future supply, although it is unclear which lithium
price levels will make recycling viable.

Further analysis of material demand for EVs is needed in order to reduce
uncertainty concerning the quantity of lithium demanded per battery in the future.
Analysis of the production potential of lithium is also needed to better assess which
parts of identified lithium resources are economic. While there is evidence in the
literature that these steps are being taken, a thorough assessment of the long-term
effects of material availability on the deployment of EVs still requires a much
improved understanding of the potential for, and the economic implications of,
expansion in both lithium production and recycling.
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The Issue of Metal Resources in Li-Ion
Batteries for Electric Vehicles

Marcel Weil, Saskia Ziemann and Jens Peters

Abstract The worldwide development and market penetration of electric vehicles
(EVs) and hybrid cars has lagged far behind initial expectations and prognoses.
However, more recent discussions about petrol and diesel car emissions seem to
accelerate the market penetration of battery-based mobility and other alternative
options. Many big car manufacturers have announced that they will offer a broad
EV fleet by between 2020 and 2024 at the latest, and some even plan to abandon the
production of petrol- and diesel-powered cars completely. This might result in a
sharp increase in EV market shares and, consequently, in a significant amount of
resources needed to produce traction batteries. At present, EVs are produced mainly
using different types of Li-ion batteries (LIBs) and only to a lesser extent other
battery systems like NiMH. Also in a midterm perspective, LIBs will probably
continue to be the preferred energy storage technology for EVs due to their
excellent technical performance. This raises the question of whether we will have
enough reserves or resources of key metals such as Li, Co, Ni, Cu, Al, Mn or P
required for Li-ion traction batteries. In answering this question, a dynamic material
flow analysis (dMFA) was conducted to quantify the global demand for these key
metals driven by the increasing number of battery vehicles. The calculations also
take into account potential recycling of metals from batteries after the use phase,
which significantly reduces the pressure on reserves and resources.
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1 Introduction

Many studies in the past have forecasted a relatively rapid and broad market
penetration of full electric vehicles and hybrid electric vehicles (EVs and HEVs)
(e.g. [1–3]). However, the reality today is quite different; EVs are in some way still
exotic, and Norway is the only country worldwide where a market share above 20%
is reached. For 2016, the global stock of EVs and HEVs was estimated to be only
about 2 million cars [4]. Nevertheless, the most recent investigations show a high
probability that the electric car sales could rise significantly in the near future. The
estimated worldwide stock of EVs and HEVs (including plug-in hybrid electric
vehicles [PHEVs] and fuel cell vehicles [FCVs]) ranges between 9 and 20 million
by 2020 and even between 40 and 70 million by 2025, according to the
International Energy Agency (IEA) [4]. The evaluation is based on country targets,
original equipment manufacturer (OEM) announcements and scenarios on electric
car deployment. However, this optimistic estimation neither considers the recent
announcements by Volkswagen and Daimler to invest significantly in electro
mobility [5, 6], nor the new car regulation in China which requires car makers to
produce a fleet with a total of 10% or more electric vehicles by 2019, and 12% or
more by 2020 [7].

Recent discussions about petrol and diesel car emissions seem to further
accelerate the introduction of battery-based mobility and other alternative power-
train options. The new developments mentioned above may be the reason why
other studies (e.g. [8]) potentially underestimated significantly the future energy
storage demand for EVs.

In the past, the expensive and resource-intensive NiMH batteries were used for
the production of HEVs. However, in the latest Avicenne Energy [3] forecast of
future market shares of different battery chemistries, NiMH batteries are (contrary
to earlier predictions) not even mentioned anymore, possibly due to the
announcement by the HEV market leader Toyota to use LIBs also for HEVs. In the
mid- and (possibly) long-term perspective, LIBs will therefore probably be the
preferred energy storage technology for EVs and HEVs due to their good technical
performance.

If the IEA [4] forecasts and estimations come true, the car mobility sector as a
whole will require huge energy storage capacity for future vehicle fleets. The
production of the corresponding amounts of batteries for EVs and HEVs will have a
significant impact on worldwide reserves and resources (batteries for busses and
pedelecs only to a lesser extent; see, e.g. [8]). In fact, the resource requirements and
environmental impacts of EV batteries make up a significant share of the total
resource requirements of the vehicles over their entire lifetime, with the share being
clearly higher than that of comparable combustion engine powertrains [9, 10].

Due to the importance of lithium for LIB systems, there has been a strong
research focus on the future availability of lithium as a key raw material [11, 12].
Other metals, despite having much higher mass percentages in the batteries, are
often disregarded.
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Therefore, the goal of this study is to understand the impact on all major metal
resources resulting from the production of traction batteries until 2050. In this
study, we will consider different LIB chemistries, including all important raw
materials such as Li, Co, Ni, Cu, Al, Mn or P. The raw material requirement until
2050 will be calculated and contrasted with the resource and reserve data for the
respective element. Thus, it will be possible to identify and discuss different
potential levels of criticalities (regarding resource availability) associated with
electric vehicles in the future.

2 Metal Requirements for Different LIB Chemistries

The amount of metals contained in each type of battery is quantified based on
existing life cycle assessment studies of LIB. From these, the inventory data (de-
tailed mass balances and required metals) are extracted and unified, assuming the
same type of cell container, pack housing and battery management system
(BMS) for all battery types. Otherwise, a comparison would give a skewed picture,
since different cell containers have different masses and thus significantly affect the
material balance of the battery cells. For future application in electric vehicles,
pouch cell batteries are assumed that are assembled together with the BMS, wiring,
insulation and fastening in a steel box to form a 20-kWh automotive battery pack.
Based on the corresponding mass percentage of the battery components and the
amounts of metals needed for their manufacturing, the metal requirements of each
battery type can be determined on a mass basis (Table 1). The energy density
calculated for each of the different battery packs is given in the last line of Table 1,
allowing to calculate the amount of metal required to provide a certain energy
storage capacity (e.g. amount of metal per kWh). Interestingly, the metal content of
the different LIBs ranges only between 43 and 56%, including the contributions of
the cell and pack housing and the major metals contained in the BMS. This is
because significant proportions of the batteries are organic components, such as
solvents for the electrolyte or the separator, carbonaceous materials (graphite and
conductive carbons—not considered in this study), binders and plastic, which do
not contribute to the metal demand. Apart from that, the cathode-active materials
are metal oxides and thus also contain a significant proportion of non-metal ele-
ments, basically oxygen. The “passive” battery components such as package and
BMS contribute majorly to the demand for aluminium, iron and copper, where they
add between 2% (Cu) and 7–8% (Al and Fe) to the total metal requirements per
battery pack.

For the resource demand calculation, the data of [13, 14] are used in case of LFP
and NCM, respectively (cf. Table 1).
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3 Relevance of LIB Chemistries Today and in the Future

The prediction of future trends regarding the relevance of different LIB chemistries
is difficult and highly uncertain. Very little information can be found about future
trends of different LIB chemistries within the automotive sector. The few studies
that are available on the topic do not distinguish between sectors and thus give
unrealistic scenarios for automotive applications, where lithium cobalt oxide
(LCO) batteries are not an option due to safety concerns. To obtain an idea about
possible developments in the sector, the market outlook by Avicenne Energy [3],
one of the very few available sources breaking down possible market shares of LIB
chemistries to sectors, is used to estimate the relevance of the different LIB che-
mistries for the automotive sector in the future. The market shares calculated based
on [3] for the major LIB types as a basis for the development of scenarios until
2050 are provided in Table 2.

Table 1 Metal requirements (pack level; 20-kWh battery pack; including metals for cell
container, pack housing and major metals for BMS) for different LIB chemistries, using unified
inventory data [15, 16]. The references below the battery chemistries indicate the source of the
original battery modelling data. LTO chemistry is only displayed for comparison

LTO LFP LFP LMO NCA NCM NCM

Metal [17] [13] [18] [19] [17] [13] [14]

Li 3.5% 3.7% 1.5% 1.3% 1.6% 1.9% 2.0%

Al 18.0% 12.8% 9.8% 19.3% 13.9% 12.8% 11.8%

Cu 2.0% 12.1% 5.4% 17.8% 13.0% 12.1% 18.5%

Ni 0.4% 0.1% 0.1% 0.1% 10.6% 6.3% 5.5%

Co 0.0% 0.0% 0.0% 0.0% 1.9% 3.1% 5.4%

Mn 0.0% 0.0% 0.0% 9.5% 0.0% 5.7% 5.0%

Fe 13.9% 19.4% 19.7% 8.0% 8.0% 8.0% 8.0%

P 6.9% 9.4% 6.5% 0.0% 0.0% 3.0% 0.0%

Total 44.6% 57.4% 43.0% 56.1% 49.1% 53.0% 56.2%

Wh/kg 52.4 109.6 83.2 114.9 133.6 139.5 131.3

Table 2 Expected market
shares of different LIB
chemistries for EV, HEV and
PHEV applications in 2020
and 2025 versus 2015 [3]

NMC (%) NCA (%) LMO (%) LFP (%)

2015 25 18 45 12

2020 30 18 26 26

2025 28 23 17 32
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4 Modelling of Resource Requirements

The developed dynamic MFA model for calculating the global resource require-
ments for electric vehicles is schematically represented in Fig. 1. As mentioned
above, the recent discoveries regarding the emissions of conventional car engines
seem to accelerate the transition towards alternative powertrains. Thus, we assume a
strongly increasing EV market penetration and use the optimistic blue map scenario
from the underlying publication by IEA [20], including the share development of
different vehicle types.

The dynamic MFA model applied in this study is based on the stock dynamics
concept developed by Müller (2006) [21]. The core of the model consists of the
stock of electric vehicles (EV) that will be needed to fulfil the population’s demand
for future individual mobility. The EV stock is build up by population (Pop) and car
ownership per capita (Car/cap). On this basis, the development of the stock of
traction batteries as well as of the respective inflows and outflows (cf. Fig. 1) can be
calculated. The demand for new EVs equipped with traction batteries is the primary
driver of battery stock, but not the only one. Since battery lifetime is deviating from
vehicle lifetime at present, it is assumed that batteries in EVs are replaced after

Fig. 1 MFA model of the
EV battery stock

The Issue of Metal Resources in Li-Ion Batteries for Electric … 63



reaching the end of their lifetime (after reaching 80% of the previous capacity).
Therefore, battery lifetime is the other important driver of demand for new traction
batteries and the materials contained therein.

The system considered in our study includes all relevant processes of the global
EV market. The model is applied for a timescale of 35 years, from 2015 to 2050,
and all important parameters are displayed in Tables 3 and 4.

On the one hand, the stock of traction batteries in our model can be differentiated
by the four vehicle types such as FCV, HEV, PHEV and FEV, which determine the
battery size. The estimated battery size for each vehicle class represents average
values (of small, compact and premium class cars) and is rather at the lower end.
For instance, the first generation of BMWi3 (FEV) was equipped with a 22-kWh
battery, which was exchanged for the second generation by a 33-kWh battery [29].

On the other hand, within the battery stock different battery technologies can be
further distinguished: lithium metal oxide (LiCoO2 or LiMn2O4 or LMO), lithium
nickel manganese cobalt oxide (LiNiMnCoO2 or NMC), lithium nickel cobalt
aluminium oxide (LiNiCoAlO2 or NCA), and lithium iron phosphate (LiFePO4 or
LFP), showing individual material compositions (cf. Table 1). We used a per-
centage distribution between the different battery types for 2015 in the following
way: LMO (45%), NMC (25%), NCA (18%) and LFP (12%) (cf. Table 2).

Based on the predictions and trends for different Li-ion chemistries by Avicenne
Energy [3] until 2025 (Table 2), we developed three scenarios (low LFP, medium

Table 3 Input parameters for the dynamic MFA model

Input parameters Data References

2015 2050

Population Medium case 6.9 bn 8.6 bn [22]

Car ownership (car/1000 capita) Medium case 144 320 [23]

Share of EVs in light-duty
vehicles [%] by type and
battery size [kWh]

FCEV (1.5 kWh) 0 18.6 [20, 24]

HEV (1.5 kWh) 1.2 7.6

PHEV (12 kWh) 0 33.3

FEV (25 kWh) 0 25.9

Vehicle lifetime 15 years [25, 26]

Battery lifetime 10 years [27, 28]

Table 4 Considered scenarios for 2050 with different shares in battery technologies

Battery technology Percentage 2050

Low LFP (%) Medium LFP (%) High LFP (%)

LFP 25 50 75

LMO 10 10 10

NMC 32 20 7.5

NCA 33 20 7.5
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LFP and high LFP) for 2050. The dynamic MFA model calculates linearly from
2015 until 2050. In Table 4, the percentages for the scenarios 2050 are displayed.

To understand to which extent recycling could reduce the potential impact on
resource consumption, we consider two different recovery rates (RR): 50 and 90%.
These rates are assumed for the whole recycling chain, including collection, dis-
mantling, pre-processing and recovery. The very high recovery rate of 90% is
currently reached only for some elements in specific applications, such as Pb in
starter batteries. The lead recycling rate for batteries is estimated to be 95% in
Europe and the USA and can be considered as the highest recycling rate for metals
[30]. But these numbers do not include potential export of cars with lead batteries in
Third-World countries (with highly inefficient and contaminating lead acid battery
recycling) which reduce the recovery rate noteworthy. In contrast, 50% can be
considered as a relatively low recovery rate for many metals. However, for lithium
in traction batteries it would already be a great challenge to reach a 50% recovery
rate. At present, lithium ends up in the slag of the pyrometallurgical recycling
process of batteries and no noteworthy recovery takes place, mainly due to eco-
nomic reasons [11, 31].

5 Results

In Fig. 2, the calculated raw material requirements until the year 2050 are displayed
for all three scenarios. It shows that, in the case of the high LFP scenario, more Li,
P and Fe but significantly less Co and Ni are required. In all three scenarios, high
amounts of Al, Cu and Fe are necessary, due to their usage also in the BMS and for
casing. In the case of Al and Cu, the curves of high LFP scenario and low LFP
scenario are quite close to each other, because there are in most cases only minor
differences in Cu and Al content between the considered battery compositions. On
the contrary, there is a strong deviation of the curves of high LFP scenario and low
LFP scenario in case of Ni, due to the significantly different Ni content of LFP,
NCA and NCM battery chemistries (cf. Table 1).

In Fig. 3, the cumulative Li demand for the three scenarios until 2050 is dis-
played. The recycling of metals in batteries reduces the demand for primary
resources. To evaluate the recycling effects, also a theoretically recovery rate of 50
and 90% is considered. The calculated Li demand is compared with the known Li
reserves and resources in 2016 [32]. The results show that without recycling, the Li
demand until 2050 is in all three investigated scenarios higher than the known Li
reserves. In this case, even before 2050 the economically less attractive Li resources
need to be exploited to cope with the increasing demand for EVs (bear in mind, no
other Li-ion battery applications are considered). In contrast, with recycling the
demand for primary Li can be covered by the reserves (high LFP scenario, 90%
recovery rate) or is lower (medium LFP scenario, 90% recovery rate), or is even
noteworthy lower (low LFP scenario, 90% recovery rate).
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The cumulative Co demand for the three scenarios until 2050 is displayed in
Fig. 4 and contrasted with the known Li reserves and resources in 2016 [32].
Without recycling, the Co demand until 2050 is in all three investigated scenarios
higher than the known Co reserves. In the case of the low LFP scenario, the demand
exceeds more than 2.5 times the known reserves and represents approximately 70%
of the known resources. Recycling decreases the primary Co demand, but only in

Fig. 2 Calculated raw material requirements until 2050 in Mt/year
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the high LFP scenario the demand is lower than the known reserves. Thus, in
comparison with Li, the Co demand in the future can be considered as more critical.

The cumulative Ni demand for the three scenarios until 2050 is displayed in
Fig. 5 and contrasted with the known Ni reserves and resources in 2016 [32].
Without recycling, the highest demand corresponds to approximately 50% of

Fig. 3 Calculated cumulative Li demand for the three scenarios until 2050 in Mt, with a
theoretical recovery rate of 50 and 90%. Compared with reserve and resource data from [32]

Fig. 4 Calculated cumulative Co demand for the three scenarios until 2050 in Mt, with a
theoretical recovery rate of 50 and 90%. Compared with reserve and resource data from [32]
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known Ni reserves until 2050 (low LFP scenario), in all other cases significantly
less. In the best case (high LFP scenario, 90% recycling), the primary demand is
only 1/8 of the Ni reserves and 1/13 of the known Ni resources.

In Fig. 6, the cumulative Mn demand for the three scenarios until 2050 is
displayed and contrasted with the known Mn reserves in 2016 [32]. Without
recycling, the highest demand is less than 4% of the known Mn reserves until 2050
(medium LFP scenario), in all other cases significantly less. In the best case (low
LFP scenario, 90% recycling), the primary demand is only 1.8% of the Mn reserves.

The cumulative Al demand for the three scenarios until 2050 is displayed in
Fig. 7 and contrasted with the known Al reserves in 2016 [32]. There are nearly no
differences in demand between the scenarios. Without recycling, the highest
demand is only 2.3% of the known Al reserves until 2050 (high LFP scenario), in
all other cases slightly less. In the best case (low LFP scenario, 90% recycling), the
primary demand is only 1% of the Al reserves and less than 0.5% of Al resources
(the latter is not displayed).

The cumulative Cu demand for the three scenarios until 2050 is displayed in
Fig. 8 and contrasted with the known Cu reserves in 2016 [32]. There are nearly no
differences in demand between the scenarios. Without recycling, the highest
demand is approximately 18% of the known Cu reserves until 2050 (low LFP
scenario), in all other cases slightly less. In the best case (high LFP scenario, 90%
recycling), the primary demand is less than 10% of the Cu reserves and less than
2% of Cu resources (the latter is not displayed).

The cumulative Fe demand for the three scenarios until 2050 is displayed in
Fig. 9 and contrasted with the known Fe reserves in 2016 [32]. Between the sce-
narios, there are nearly no noteworthy differences in demand, which is quite low in

Fig. 5 Calculated cumulative Ni demand for the three scenarios until 2050 in Mt, with a
theoretical recovery rate of 50 and 90%. Compared with reserve and resource data from [32]

68 M. Weil et al.



comparison to the reserve values. Without recycling, the highest demand is less
than 0.2% of the known Fe reserves until 2050 (high LFP scenario), in all other
cases slightly less. In the best case (low LFP scenario, 90% recycling), the primary
demand is less than 0.06% of the Fe reserves and less than 0.02% of Fe resources
(the latter is not displayed).

In Fig. 10, the cumulative P demand for the three scenarios until 2050 is dis-
played and contrasted with the known P reserves in 2016 [32]. Between the sce-
narios, there are nearly no noteworthy differences in demand, which is in each case
quite low in comparison to the reserve values. Without recycling, the highest
demand is less than 0.08% of the known P reserves until 2050 (high LFP scenario),
in all other cases slightly less. In the best case (low LFP scenario, 90% recycling),
the primary demand is less than 0.02% of the P reserves and approximately 0.003%
of P resources (the latter is not displayed).

When comparing the results of the demand for the considered elements until
2050 (Figs. 3, 4, 5, 6, 7, 8, 9 and 10) with the known reserves, four groups can be
distinguished:

• Very critical (demand potentially higher than known reserves)—Co, Li
• Critical (demand potentially in the double-digit percentage range of known

reserves)—Cu, Ni

Fig. 6 Calculated cumulative Mn demand for the three scenarios until 2050 in Mt, with a
theoretical recovery rate of 50 and 90%. Compared with reserve data from [32]
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• Less critical (demand potentially in the one-digit percentage range of known
reserves)—Mn, Al

• Not critical (demand potentially significantly below 1% of known reserves)—
Fe, P.

Thus, the increased use of battery systems like LFP in the future could reduce
the impact on cobalt reserves, but not on lithium. A more promising strategy would
be to focus on systems that need no or only little Co and Li. In this respect,
sodium-ion battery systems [33] (or Mg-based systems [34]) would be more
favourable and would even allow the use of Al instead of Cu (as a critical element)
as conductor foil, in case of sodium-ion battery systems.

The presented results strongly depend on the parameters used in the model. If,
for instance, the car per capita ratio were to remain constant or even decrease in the
future (e.g. due to the broad introduction of autonomous driving), the resource issue
would be less critical than indicated here. On the other side, if the average battery
size of the different vehicle types were to increase, the resource problem would be
even more serious in the future. Predictions of resource requirements until 2050 are

Fig. 7 Calculated cumulative Al demand for the three scenarios until 2050 in Gt, with a
theoretical recovery rate of 50 and 90%. Compared with reserve data from [32]
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clearly subject to high uncertainties and also depend on developments in other
sectors. Nevertheless, the modelling of realistic scenarios helps to identify potential
resource bottlenecks, which should be considered when developing strategies for
future battery research.

6 Conclusions

This study investigated the potential raw material requirements for Li-ion batteries
for electric vehicles and hybrid cars. The developed dynamic MFA model allows
the estimation of the demand for primary elements until 2050, with and without
recycling. The results are contrasted with the known reserves (and resources, if
applicable) of the respective elements. The findings show that Li and especially Co
can be considered as very critical elements, because the calculated demand until
2050 is potentially noteworthy higher than known reserves. In the case of Ni, and
especially of Cu, a significant share of the reserves would be depleted until 2050.
Therefore, future research should also focus on the substitution of these metals in
order to decrease the impact on these resources. In contrast, Mn and Al seem to be
less critical from a battery perspective, and Fe and P are uncritical. For the more

Fig. 8 Calculated cumulative Cu demand for the three scenarios until 2050 in Mt, with a
theoretically recovery rate of 50 and 90%. Compared with reserve data from [32]
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critical elements, high recovery recycling can reduce the pressure on reserves and
resources noteworthy, but cannot solve serious resource problems.

However, one should bear in mind that the present study only focuses on
potential resource requirements for batteries in the automotive sector. While this
sector will most probably cause the highest demand for battery capacity in the
future, other sectors such as portable electronics, pedelecs, power tools and sta-
tionary batteries for households, industry or electric grid will also have a note-
worthy impact on battery capacity demand. When also taking into account these
applications for energy storage (besides the basic demand in other sectors), the
pressure on reserves and resources increases significantly. Hence, for several types
of lithium-ion batteries, shortages in key raw materials can be expected. Apart from
resource availability aspects, also political factors can increase the criticality of such
elements, which are often sourced from politically unstable or unreliable countries.
Thus, from a responsible research and innovation (RRI) perspective, the develop-
ment of batteries based on abundant elements like Fe, P or Na, Ca and Mg should
be targeted by future battery research.

Fig. 9 Calculated cumulative Fe demand for the three scenarios until 2050 in Gt, with a
theoretical recovery rate of 50 and 90%. Compared with reserve data from [32]
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Will Current Electric Vehicle Policy Lead
to Cost-Effective Electrification
of Passenger Car Transport?

Marcello Contestabile and Mohammed Alajaji

Abstract Encouraged by the falling cost of batteries, electric vehicle (EV) policy
today focuses on accelerating electrification of passenger cars, paying compara-
tively little attention to the cost of the particular type of EVs and charging
infrastructure deployed. This chapter first discusses the strong influence that EV
policy design has on the development of particular EV types. It then illustrates
recent research conducted by the authors, showing that EV policy with a strong bias
towards long-range battery electric vehicles (BEVs) risks leading to higher overall
costs in the medium term. The costs could possibly exceed the ability of govern-
ments to sustain the necessary incentives and of automotive original equipment
manufacturers to internally subsidise EVs until battery cost drops sufficiently.
While the research does not fully explore the latter issue and its potential to stall the
EV transition, it does show that the incremental cost of different EV and infras-
tructure mixes over the whole passenger car fleet can differ quite substantially and
that promoting a balanced mix of BEVs and plug-in hybrid electric vehicles
(PHEVs) may set the electrification of passenger cars on a lower-risk, lower-cost
path. Examining EV policy in the UK and in California, we find that it is generally
not incompatible with achieving balanced mixes of BEVs and PHEVs; however, it
could be better designed if it paid more attention to cost and technology devel-
opment risk.
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1 Government Support to Electric Vehicles

Road transport accounted for 21% of global energy consumption and 17% of global
CO2 emissions in 2013 [1]. CO2 emissions from road transport have been growing
steadily and will continue to do so if road transport is not progressively decoupled
from fossil fuels [2]. Stabilising global temperature increase to <2 °C relative to
pre-industrial levels will require a combination of improved fuel efficiency and
deployment of alternative fuels in road transport, particularly advanced biofuels,
electricity and hydrogen [3, 4]. Scenarios may differ as a multitude of energy
technology mixes are possible [5]; however, it is generally accepted that electric
vehicles (EVs) will have a major role to play, especially in large markets such as the
USA, Europe, China and India. Electrification of passenger car transport also has
the added benefit of reducing emissions of local air pollutants in urban areas, the
impact of which on public health is of growing concern in both developed and
developing countries [6].

For the reasons noted, electrification of passenger car transport is receiving
strong support from several national governments worldwide which seek not only
to meet their environmental protection goals but also to develop national value
chains in this emerging industry [7]. Alongside aspirational targets set by several
governments, electrification is increasingly being driven by regulation. Most
notably, the California’s zero-emission vehicle (ZEV) mandate sets mandatory
targets for EV sales; this type of regulation is being adopted across the USA and
Canada. In the European Union, the directive on the deployment of alternative fuel
infrastructure [8] mandates that Member States develop national policy frameworks
for future EV charging infrastructure roll-out.

In order to achieve their targets, national and local governments are introducing
sets of incentives to EV adoption, particularly purchase grants, tax exemptions,
non-monetary incentives such as free parking and access to restricted lanes, and
financial support for the development of extensive charging infrastructure [7, 9].
Incentives are necessary to overcome the substantial cost gap currently existing
between EVs and conventional internal combustion engine vehicles (ICEVs) and
the first mover disadvantage that characterises the development of alternative fuel
infrastructures [10]. For their part, automotive OEMs are producing an increasingly
diverse range of EV models in order to comply with mandates and standards while
developing market and technology knowledge. EV fleet penetration on a global
level is still low; however, their market share is growing fast [11]. In some coun-
tries, such as Norway and the Netherlands, EV market shares have reached sub-
stantial levels, while the USA, Japan and China lead the way in terms of the
absolute size of the EV stock, and several new markets are starting to develop [11].

Despite some early success stories and the growing momentum behind the EV
transition, substantial hurdles remain on the path to a high level of EV penetration
worldwide, because of strong economic, institutional and behavioural barriers,
combined with the slow rate of turnover of passenger car stocks [10, 12, 13]. For
this reason, in today’s policy discourse much emphasis is placed on identifying

76 M. Contestabile and M. Alajaji



those mixes of policy instruments that are most effective at accelerating the
deployment of EVs and related charging infrastructure [7]. Comparatively, little
attention is devoted to clearly articulating a vision of future self-sustained electri-
fication of passenger car transport that does not solely rely on the cost of EV
batteries rapidly falling. However, considering that the current high levels of
government incentives cannot be sustained indefinitely and that there is a limit to
the extent to which automotive original equipment manufacturers (OEMs) can
internally subsidise EV technology, we argue that policy should also be designed
taking account of the need to guide the EV transition towards low-cost and
low-technology risk pathways.

The research presented in this chapter is based on Ref. [14] and addresses the
question whether today’s EV policy is conducive to a future cost-effective use of
this technology, considering the policy objectives it aims to achieve, particularly
carbon emission reduction. The research has explored the incremental costs of
future mixes of EVs and charging infrastructures that are broadly compatible with
today’s policy and market trends, and that provide similar carbon emission
reductions at fleet level. The results of the cost analysis conducted provide a basis
for discussing the key features and possible implications of current EV policy, and
to identify opportunities for making it more robust under uncertainty.

The contents and structure of this chapter follow closely Ref. [14], adapted by
the authors as deemed appropriate.1 Section 2 discusses the effect that policy-driven
EV deployment has on EV innovation pathways, including the possibility of
technological lock-ins. Section 3 presents the methods used in the study and their
limitations. Section 4 describes the current policy framework and deployment
targets for the UK and California, the two case studies we have chosen. Section 5
discusses the fleet structure and driving patterns for the UK and California, two
important inputs to the case studies. Section 6 presents the results of the case
studies conducted. Section 7 discusses their policy implications and concludes the
chapter.

2 EV Deployment Policy and Its Effect on Innovation

Different approaches have so far been used to EV policy support across different
markets, which can be explained by their specific characteristics, the widely dif-
fering underlying taxation of conventional vehicles and fuels, and the lack of
generally accepted best practices. As a result, different patterns of deployment of
EVs and charging infrastructure have begun to emerge in the most active countries
and regions, i.e. China, Europe, Japan and the USA [7, 9, 11]. In particular,

1The original article was published under a Creative Commons Attribution 4.0 International
licence (https://creativecommons.org/licenses/by/4.0/legalcode) and its contents can be reproduced
accordingly.
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different ratios of pure battery electric vehicles (BEVs) and plug-in hybrid electric
vehicles (PHEVs), and of rapid charging and slow charging infrastructure can be
observed across leading markets [9, 11]. BEVs are those EVs that operate solely on
electricity, while PHEVs can operate on both battery power and an internal com-
bustion engine, especially once the battery is depleted. In PHEVs, the internal
combustion engine and electric components of the powertrain can be arranged
either in parallel or in series; the latter is also referred to as range-extended electric
vehicles (RE-EVs). In this chapter, we will use the term PHEV for both types,
unless otherwise specified. The term slow chargers is here used to indicate charging
points of 3–7 kW power; rapid chargers supply power of the order of 40–50 kW.
Figures 1 and 2 provide illustration of the different patterns of EV and charging
infrastructure deployment observed today [15].

Evidence shows that incentives strongly influence the overall rate of EV uptake
and the relative market shares of BEVs and PHEVs [16]. In Norway, for example,
BEVs receive generous support, whereas PHEVs have only recently become eli-
gible for some, hence the rapid rate of uptake of BEVs. In the Netherlands,
incentives for BEVs and PHEVs have been similar, hence the dominance of PHEVs
that offer better functionality. In California, where BEVs qualify for higher
incentives than PHEVs, their market shares are comparable [17]. Hence, govern-
ment incentives to EV purchase, combined with the underlying taxation of con-
ventional fuels and vehicles, determine the type of EVs that are most competitive
and also the market segments in which the value they offer relative to ICEVs is
highest. This in turn influences the EV types and models that automotive OEMs
will commercialise in order to achieve highest possible sales.

Moreover, public charging infrastructure is a strong enabler of BEV adoption
[18] and it is for this reason that some countries are building extensive networks of
public chargers, be they rapid or slow, even if the current level of EV penetration
does not justify their presence [10, 17]. The aim is to anticipate future user needs,
and therefore, the particular type, density and location of charging points are
intended to reduce range anxiety and increase the perceived utility of BEVs for
prospective adopters to a level comparable to ICEVs. However, it is difficult to
predict how well this will work in practice and the extent to which the infrastructure
will actually be utilised [10, 17].

The trends shown in Figs. 1 and 2 can change in future as policy support
measures are periodically adjusted by governments in response to market devel-
opments. In particular, also encouraged by recent evidence showing a rapid rate of
decrease of EV battery cost [19], a growing number of countries are currently
increasing their support for BEVs relative to PHEVs, which some consider as a
transitional technology. However to the best of our knowledge, the relevant policy
documents do not explicitly discuss the overall cost of the particular EV and
charging infrastructure mixes they seek to promote. Because the emphasis is on
rapidly electrifying passenger car transport, it is therefore possible that the EV and
charging infrastructure mixes that will be deployed in the short and medium term
will not provide the most practical and cost-effective way of achieving the intended
goals.
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Fig. 1 Market share of EVs in selected countries in 2015, broken down by BEVs and PHEVs.
Source Adapted from [15]

Fig. 2 Charging point/EV
ratio in selected countries in
2015, respectively, for fast
(top) and slow chargers
(bottom). Source Adapted
from [15]
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This is problematic because the process of development and adoption of new
technology such as EVs exhibits path dependence and is prone to lock-in effects
[20]. In other words, the type of EVs and infrastructure initially deployed will
influence the behaviour and preferences of adopters and the development of related
institutions and hence will contribute to pushing future EV technology and
infrastructure development down a certain path. This will in turn further influence
consumer adoption of new EV models and the development of policy and regu-
lation, in a process that in technology studies is generally referred to as co-evolution
[21, 22]. This is schematically illustrated in Fig. 3.

As policy and regulation co-evolve with the new technology and the preferences
of its users become entrenched, electrification of passenger cars will become
increasingly locked into certain mixes of EV and charging infrastructure types. In
the early phases of the EV transition, these mixes are made competitive by the
policy incentives that support the electrification process. However as higher levels
of adoption are reached and policy support measures are withdrawn, costs will
increasingly be borne by the automotive OEMs and passed on to EV users. The
actual cost of electrification will then become very important in determining
whether or not the EV transition will be able to sustain itself. Switching to more
cost-effective electrification paths later on would still be possible but challenging.
Meanwhile, the whole EV transition could risk stalling. In the light of this, posing
the question whether today’s EV and infrastructure policy is conducive to
cost-effective electrification of passenger cars becomes more important.

3 Assessing the Incremental Cost of Different EV Mixes

The future cost and emissions of different types of EVs has been studied exten-
sively. Numerous studies can be found in the literature that cover the whole
spectrum of economic assessments of EVs, from detailed powertrain cost and

Markets and 
user practices

EV 
technology

Industry
structure  
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infrastructure

Fig. 3 Schematic
representation of the complex
interlinkages among the
multiple dimensions of the
EV socio-technical system.
Source Adapted from [22]
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performance modelling, aimed at guiding the design of systems or components, to
studies comparing the lifetime cost and emissions of different EV types in order to
inform policy-making. Common to most of these studies is the use of the Relative
Cost of Ownership (RCO) metrics that allows to estimate the cost of individual EVs
over their lifetime and to compare them across different powertrain types. As the
name suggests, RCO does not consider all costs but only those that are relevant to
the comparison being made. For a critical review of the relevant studies in this area,
we refer the reader to [14]. These studies have generated a large amount of
knowledge on the economics of EVs; however, they tend to focus on single
vehicles as opposed to whole fleets and charging infrastructures.

In order to address this gap, the authors of this chapter developed a model that
calculates the incremental cost and emission savings of future EV and charging
infrastructure mixes at the level of a whole fleet of passenger cars. The model
performs RCO calculations for single vehicles and integrates them over the fleet by
including all the key factors with the minimum possible level of detailed com-
plexity. The model relies on inputs from a number of specific studies and technical
modelling activities. An overview of the model structure is provided in Fig. 4.

Fig. 4 Schematic representation of the model developed by the authors to estimate the
incremental cost of passenger car fleet electrification for different EV and infrastructure types.
Source Adapted from [14]
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It is worth mentioning that the model does not include all those cost elements
that are common to both EVs and ICEVs, nor does it include vehicle and fuel
taxation. The latter corresponds to implicitly assuming that EVs will be taxed the
same as ICEVs. This is a fair assumption for all taxes except those on emissions of
CO2 and other pollutants, which we expect to be proportional to the environmental
performance of the vehicles. However, to ensure our analysis is meaningful, we
compare only EV mixes that are characterised by similar average tailpipe CO2

emissions across the whole fleet. In this way, our results are not influenced by
assumptions on the price of CO2 emissions. Furthermore, to ensure that the utility
of the BEVs and PHEVs modelled is acceptable, we set the range of BEVs and the
availability of charging infrastructure so as to satisfy either the stated requirements
of passenger car users or at least their observed driving needs. For a full description
of the model, we refer the reader to [14].

Moreover, considering that the cost of electrification depends in part on the
technology inputs and in part on the specific vehicle market examined, in [14] we
have taken a case study approach. We have selected the UK and California because
both are aggressively pursuing electrification of passenger cars and their markets
are illustrative of larger regional markets, such as Western Europe and North
America. Another reason is the availability of data and documents in English.
Finally, by comparing and contrasting the two cases, we have tested the extent to
which general lessons can be learned about the cost-effectiveness of policy-driven
electrification. We have based our analysis around the year 2030, because:
(a) current policy targets tend to refer to the 2025–2030 timeframe; (b) the level of
adoption foreseen is such that lock-in effects may begin to occur; and (c) technol-
ogy projections become very uncertain beyond 2030.

As part of the analysis in [14], we developed a set of electrification scenarios for
the UK and California around the year 2030 that are based on narratives broadly
consistent with current policy and market trends. It is worth stressing though that
the scenarios are not intended as predictions of the composition of EV and
infrastructure mixes in 2030 based on the current choices being made by policy-
makers. In fact, policy-making in the UK, California and elsewhere is flexible
enough to allow shifting direction should it be required, and anticipating future
decisions of policymakers and their effects is beyond the scope of the research we
have conducted. However, due to the path-dependent nature of the innovation
processes discussed, major changes in direction will no doubt involve time lags and
additional costs.

The main limitations of the analysis presented in this chapter are that: (a) it is of
a snapshot type, i.e. it assesses the incremental cost of electrification for the year
2030 only instead of the cumulative cost until that year; and (b) it does not
apportion the incremental cost of electrification among government, car manufac-
turers and passenger car buyers. The implications of these limitations on our policy
insights are discussed in Sect. 7.
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4 EVs in the UK and California: Current Policy
and Future Deployment

4.1 The UK

The UK is subject to EU transport and environmental policy (although this will
change as a result of the UK’s referendum vote to leave the EU). In particular, the
post-2020 EU fleet average CO2 emission standards for passenger cars and the
alternative fuel infrastructure directive will provide the strongest drivers for elec-
trification at European level. In addition to that, the UK has set itself the legally
binding target of reducing total GHG emissions, to which transport is a major
contributor, by 80% relative to 1990 levels in 2050. In order to fulfil its domestic
and European obligations, the UK is committed to supporting the development and
deployment of ultra-low emission vehicles (ULEVs), particularly EVs, which the
government also sees as an opportunity to revive the country’s automotive industry
[23]. The UK government aspires to achieve near-complete decarbonisation of
passenger car transport by 2050 and supports electrification through financial and
non-financial incentives, which are periodically revised based on observation of
market and technology trends. The UK government’s approach to ULEVs is in
general technology neutral, although the recently revised EV grant now has dif-
ferent levels for long and short All-Electric Range (AER) EVs, which is intended to
increase BEV over PHEV sales. Moreover, the maximum number of grants
available has been capped at the same level for BEVs and PHEVs, which also
suggests a desire to balance the sales of either EV type. Table 1, taken from [14],
provides an overview of EV and infrastructure deployment levels, government
incentives supporting it and future estimated EV and infrastructure levels required
in order to support the UK achieve its climate change policy goals [12, 17, 24–26].

The evidence gathered from EV users in the UK so far shows that adoption of
EVs is mainly by affluent, multi-vehicle households in urban areas. EVs are typi-
cally used as the main car, relied upon for the majority of daily trips and driven on
annual mileages comparable to those of ICEVs, while the latter are used more for
infrequent, longer journeys [27]. EV consumer research suggests that key barriers
to EV adoption remain price and for BEVs also range, with users expressing desire
for longer-range vehicles that can also be used conveniently for infrequent, longer
trips [17]. EV owners strongly prefer charging overnight at home. This is due to
convenience and not much influenced by availability of public infrastructure [27].
However, a fully developed charging infrastructure, particularly rapid, is also
perceived as necessary for further BEV market expansion [17]. Analysis conducted
by [25] suggests that, to complement private residential charging, the most valuable
option is rapid charging infrastructure. However, the business case for it is still
challenging, due to the expected low utilisation rate; continued government support
will therefore be required in order for the rapid charging infrastructure to develop in
the UK [25].
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Table 1 Deployment, policy support measures and future estimated EV and charging
infrastructure needed in order to meet the UK’s GHG emission reduction targets

Deployment level Government incentives Government targets/
deployment
requirements

EVs 1% market share in
2015 (1/3 BEVs, 2/3
PHEVs)

“Plug-in Car Grant”
amounts to up to 35% of
the vehicle’s retail price,
for a maximum of £4500
for EVs with AER of at
least 110 km (currently
BEVs) and £2500 below
110 km (currently
PHEVs). The grant
originally offered a
maximum of £5000 per
EV, irrespective of AER,
and was amended in
March 2016
Exemption from road
user charges, notably
London’s congestion
charge

Aspirational target of
100% ULEV new car
registrations in 2040. No
mandated EV targets
The committee on
climate change estimates
that meeting UK’s GHG
emission targets requires
between 4 and 8 m EVs
on the road in 2030

Charging
infrastructure

Ca. 30,000 home
charging points, 7000
workplace (open
access) and 8000 public
charging points (7100
slow and 900 fast) as of
Feb 2015

Grant for home chargers
covering 75% of cost up
to £700
Government match
funding for private and
public entities that
deploy chargers in
selected locations
(“Plugged-in Places”)
Highways Agency
committed to investing
£15 M in order to add
1000s of new charging
points on the strategic
road network. The aim is
that motorists will be no
more than 30 km from a
charge point 95% of the
time

EU regulation requires
the UK to develop a
roll-out plan for charging
infrastructure. The
directive indicates a
target density of 0.1
chargers/vehicle,
depending on the type of
EVs and chargers
deployed
It is estimated that a
network of 2100 rapid
charging sites (10
charging points per site)
could provide UK-wide
coverage
Around 70% of UK
households have access
to private parking;
however, this is as low
as 10% in certain urban
areas

Sources [12, 17, 24–26] in [14]
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4.2 California

Like the UK, California has set itself the target of achieving an 80% reduction of
GHG emissions by 2050 relative to 1990 levels [28], with an interim target of 40%
reduction by 2030. This complements strong air quality policy, including the
low-emission vehicle standards of the California Air Resources Board. In order to
facilitate the achievement of the intended reduction in emissions of GHGs and air
pollutants from road transport while supporting the development of a clean car
industry in California, in 2012 Governor Brown issued an executive order aimed at
facilitating the rapid commercialisation of zero-emission vehicles (ZEVs) [29]. The
executive order sets specific EV deployment targets, the strategy for achieving
which is set out in the 2013 ZEV Action Plan of February 2013 [30], updated in
2015 based on a review of the progress achieved until then [31]. The strategy
includes providing incentives to EV adoption and infrastructure deployment as well
as studying future infrastructure needs. An infrastructure study was conducted by
the National Renewable Energy Laboratory (NREL) in 2014. The targets and key
elements of the strategy are summarised in Table 2 [30–35] taken from [14].

It is also worth mentioning that the 2015 ZEV Action Plan explicitly states that
incentives should be cost-effective and withdrawn as early as possible: “Financial
incentives continue to play a critical role in making ZEVs cost competitive with
conventional vehicles during the early phases of their deployment, until economies
of scale lead to cost reductions and a fully self-sustaining market” [31].

The executive order targets are broadly in line with the EV penetration levels
required by the ZEV mandate, although the exact EV numbers required by the latter
will depend on the particular compliance strategies chosen by the OEMs. In par-
ticular, the ZEV mandate sets a minimum number of credits that large and inter-
mediate volume manufacturers have to earn or purchase to comply and avoid fines.
The credits are earned through manufacturing pure ZEVs (i.e. BEVs, a newly
introduced category of range-extended EVs called BEVx, and fuel cell electric
vehicles (FCEVs); the latter are not discussed in this chapter) and other ULEVs
(such as PHEVs, also referred to in the regulation as transitional ZEVs or TZEVs).
BEVx are defined as full BEVs also equipped with a small ICE auxiliary power unit
enabling them to operate at reduced power when the AER is exhausted, and with a
non-electric range not exceeding their AER. Hence, the structure of the powertrain
of a BEVx is similar to that of a RE-EV, but the components are sized differently
and the utility of the vehicle is substantially lower. The number of credits for each
EV is awarded proportional to its AER, based on different formulas for ZEVs and
ULEVs. Although the regulation allows OEMs a certain degree of flexibility in the
way they meet their credit obligations, a minimum ZEV credit floor applies.
A synthesis of the ZEV mandate credit mechanism is provided in Table 2; we refer
the reader to the relevant regulation for full details [35, 36]. However, it is
important to note that the ZEV mandate will play a strong role in defining the future
split between BEVs and PHEVs in California, ensuring that BEVs (either pure BEV
or BEVx) retain a substantial share. Moreover, the credit mechanism for ZEVs is a
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Table 2 Deployment, policy support measures, future EV mandates and charging infrastructure
needs in California

Deployment level Government mandates/
incentives

Government targets/
deployment requirements

EVs 3.2% market share in 2015
(1/2 BEVs, 1/2 PHEVs)
120,000 EVs on the road
in Jan 2015

ZEV mandate currently
forces the
commercialisation of
BEVs and PHEVs in
sufficient numbers for
individual car
manufacturers to generate
the necessary number of
credits
Federal tax rebate of up to
$7500 (proportional to EV
battery size). California
clean vehicle rebate, a
state rebate of $2500 for
BEVs and $1500 for
PHEVs
Non-financial incentives
such as access to high
occupancy vehicle
(HOV) lanes and parking
benefits

Executive order sets a
target of 1 m ZEVs on the
road by 2020 and 1.5 m
ZEVs by 2025, and for
new vehicle purchases in
light-duty fleets of
government agencies to
reach 10% ZEVs by 2015
and 25% by 2020
Post-2018, ZEV credits
are earned by BEVs and
BEVx with AER >80 km
proportional to their AER
(e.g. 160-km AER = 1.5
credits; 480-km
AER = 3.5 credits).
PHEVs with AER
comprised between 16 and
120 km also earn credits
proportional to the AER
(0.4–1.10 credits,
respectively)
Large-volume car
manufacturers have to
earn the majority of their
credits from pure ZEVs
(i.e. BEVs, BEVx and
FCEVs)

Charging
infrastructure

3224 public charging
stations for a total of 9577
public charging points in
California as of March
2016

The California energy
commission administers a
number of programmes
providing funding for new
charging infrastructure. It
also conducts and
commissions studies on
the future need for
charging infrastructure
across the state
The California building
code requires all recently
constructed parking lots or
housing to put electrical
capacity in place to easily
install EV chargers

Executive order mandates
the roll-out of the
necessary charging
infrastructure to support
the ZEV targets
NREL study estimates
that, to support the 1-m
EVs by 2020 target,
between 20 and 50 k
public chargers will be
needed. It suggests two
alternative options:
“Home dominant”: 100 k
workplace and 22,250
public chargers (of which
550 rapid);
“Public access”: 167 k
workplace and 48,600
public chargers (of which
1550 rapid)

Sources [30–35] in [14]
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contributing factor to the emergence of the long-AER BEVs manufactured by Tesla
Motors Inc. and increasingly other OEMs as well and will most likely continue to
influence future OEM decisions about the AER of their EVs.

As in the UK, EV owners in California are predominantly affluent, highly edu-
cated, multi-vehicle households and use their EVs as the main car for frequent,
shorter journeys, with similar annual mileages to ICEVs [37]. BEV users in
California report that for full satisfaction their vehicles would need to have a range of
more than 250 km [37]. In California, charging of EVs happens mainly at home, as
also in the UK. PHEV users’ charging behaviour is currently being investigated, but
early results suggest that long-AER PHEVs are used on electricity as much as pos-
sible. EV users generally were not entirely satisfied with public charging infras-
tructure, although this is improving as infrastructure coverage increases [17, 37].

5 Fleet Structure and Driving Patterns
in the UK and California

Two very important differences between the UK and California for the purpose of
our study are the structure of the fleet and the vehicle usage patterns. In [14], we
modelled the structure of the 2025–2030 fleet in a simplified way: we assumed that
the overall size of the fleet will stay the same as today and we only considered the
four largest market segments, accounting for the majority of the fleet. We sized the
segments in the year 2025–2030 based on new passenger car sales for a reference
year, and we modelled them based on the characteristics of the best-selling cars for
that same year [32, 38]. Modelling the fleet as we did has its limitations, and a stock
model would provide more accurate projections of future fleet composition.
However, given the nature of our study, the simplified approach we have taken is
acceptable. Moreover, as previous studies have shown [39], even a relatively simple
segmentation approach like ours can provide substantial additional insight com-
pared with treating the whole passenger car market as homogenous. The details of
how the future fleets in the UK and California are modelled in [14] are provided in
Tables 3 and 4 [32, 38, 40–44]. In the tables, the vehicle segments are named as is
most common in the relevant markets. Note that in our analysis the reference
vehicle weight is reduced relative to today’s based on future scenarios on the use
of lightweight materials [45], and the powertrain size is downscaled accordingly
[46, 47], both of which reduce the cost difference between ICEVs and EVs,
particularly BEVs.

As for the vehicle usage patterns, in [14] we analysed data from the UK National
Travel Survey [40] and the US National Household Travel Survey [44], respec-
tively, and we derived the frequency distributions of daily distances driven shown
in Figs. 5 and 6. These distributions are used when calculating utility factors of
PHEVs and relative shares of home versus public charging for BEVs.
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As can be observed from the tables and figures, the UK and California markets
differ in terms of the attributes and shares of their main segments, and the associated
driving patterns. In particular, the structure of the fleet in California is slanted
towards larger and heavier vehicles. This is generally the case comparing North
America with Europe. Moreover, in the UK larger vehicles are on average driven
more frequently on longer distances and have higher annual mileages than smaller

Table 3 Structure of the UK passenger car market in 2030 as modelled in [14], based on [38, 40,
41]

Segment Reference
model

Weight
(kg)

Power
(kW)

Annual
mileage (km)

Fleet
share (%)

Mini/Supermini (A/B) Ford Fiesta 1050 64 12,950 40.6

Medium (C/D) Volkswagen
Golf

1300 92 14,950 40.8

Executive/Luxury (E/F) Mercedes
C-class

1550 135 17,450 4.8

Dual purpose/MPV (H/I) Vauxhall
Zafira

1550 105 22,200 11.3

Table 4 Structure of the Californian passenger car market in 2025 as modelled in [14], based on
[32, 42–44]

Segment Reference
model

Weight
(kg)

Power
(kW)

Annual mileage
(km)

Fleet share
(%)

Small Toyota
Corolla

1270 98 19,850 26.8

Medium Honda
Accord

1475 140 18,900 31.1

Luxury Mercedes
E-class

1735 224 20,600 10.7

SUV Ford Explorer 2010 216 21,000 20.1

Fig. 5 Frequency distribution of daily distances driven in the UK (in km), by vehicle segment.
Source Authors’ analysis of UK National Travel Survey data [40] in [14]. In each group, from left
to right: A/B, C/D, E/F, H/I
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vehicles, whereas in California all segments are on average driven similarly and
have comparable annual mileages. In [14], we have made the simplifying
assumption that this will not change until 2030.

6 UK and California Scenario Analysis

6.1 The UK

Based on the current status and future targets for electrification discussed in
Sect. 4.1, a set of key scenarios for the year 2030 were built in [14] and their
incremental cost was estimated relative to a base case where the whole passenger
car fleet is composed only of ICEVs.

All scenarios are consistent with the UK aspiration of 60% EV market share, or
8 m EV fleet, by 2030 but differ in terms of the EV types and related infrastructure
deployed. It is also worth noting that, despite the difference in EV types across
scenarios, the average fleet tailpipe CO2 emissions are comparable. The key ele-
ments of each of the four scenarios modelled are listed below and further illustrated
in Table 5.

– Scenarios 1 and 2 are based on the current trend of seeking to balance the
relative shares of BEVs and PHEVs through incentives. Hence, we assume a 40/
60 split between BEVs and PHEVs and the country-wide charging infrastructure
needed for rapid adoption of BEVs.

– In Scenario 1, rapid charging infrastructure is modelled based on the analysis by
[25]; slow charging infrastructure is based on the indicative target of the
European Commission Directive [8], i.e. the equivalent of at least 0.1 public
charging points per EV.

Fig. 6 Frequency distribution of daily distances driven in California (in km), by vehicle segment.
Source Authors’ analysis of US National Household Travel Survey data [44] in [14]. In each
group, from left to right: small, medium, luxury, SUV
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– In Scenario 2, only rapid charging infrastructure is present, because this is seen
by users as most valuable, and hence, the public charging point per EV ratio
becomes 0.01.

– Taken together, Scenarios 1 and 2 represent possible upper and lower bounds
for a country-wide charging infrastructure in the UK that is capable of sup-
porting a fleet consisting of a mix of 250-km-range BEVs and 50-km-AER
PHEVs. A 250-km range may be the least required for BEVs to offer similar
functionality to ICEVs. Finally, we assume that BEVs will penetrate the market
across all segments, with the exception of the small car segment (A/B) where
fuel-efficient ICEVs currently benefit from a relatively low level of taxation and
where a long-range BEV will be both expensive and not required. PHEVs are
also present in all segments except A/B, due to the same reasons of
cost-competitiveness with ICEVs.

– Scenario 3 meets 60% EV penetration by 2030 with the least amount of battery
capacity and infrastructure installed. This means only using 100-km-AER
PHEVs that do not require public charging infrastructure at all and use the same
type of batteries as BEVs, sharing with them all other components of the electric
powertrain. Thus, they could generate the necessary scale economies that would
also be needed for BEVs to become competitive. However by not developing
the charging infrastructure and user preferences for BEVs, the latter could
become locked out, potentially delaying the achievement of full electrification of
passenger cars post-2030. A PHEV-only scenario is also clearly not consistent
with current policy.

– Finally, Scenario 4 offers a compromise where 100-km-AER PHEVs dominate
the market, with the exception of the A/B segment where only 150-km-range
BEVs are present. This is in principle compatible with the current structure of
the Plug-In Vehicle Grant that does not favour longer-AER BEVs and poten-
tially rewards long-AER PHEVs in the same way as BEVs. In this way, the
BEV option remains open but, by targeting the smaller vehicles typically used
for shorter distances in urban areas, expensive long-AER BEVs and a
country-wide infrastructure are no longer needed. Adoption of BEVs as urban
vehicles can be further encouraged by developing charging infrastructures
accordingly.

Table 5 UK 2030 EV and infrastructure scenarios modelled in [14]

Scenario BEV
share
(%)

BEV
segments

PHEV
share
(%)

PHEV
segments

BEV
AER
(km)

PHEV
AER
(km)

# Slow
chargers

# Fast
chargers

1 40 C/D, E/F, (H/I) 60 C/D, E/F, H/I 250 50 300,000 20,000

2 40 C/D, E/F, (H/I) 60 C/D, E/F, H/I 250 50 0 20,000

3 0 – 100 C/D, E/F, H/I – 100 – –

4 20 A/B 80 C/D, E/F, H/I 150 100 – 5000
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Figure 7 shows the incremental cost of the scenarios as calculated in [14]. The
error bar indicates the full range of uncertainty associated with future battery
technology development. In particular, the highest cost corresponds to today’s
battery technology cost ($300/kWh) and energy density (100 Wh/kg) as reported
by the leading industry players, while the lowest cost corresponds to battery
technology meeting its long-term cost reduction target ($100/kWh) and doubling its
energy density. The midpoint case falls exactly in between with respect to both
battery cost and energy density; as far as cost is concerned, $200/kWh is considered
as a plausible scenario for 2025–2030 based on recent projections [19]. The same
logics apply to PHEV batteries, with cost comprised between $350 and $135/kWh,
and energy density between 70 and 150 Wh/kg. The battery cost and energy density
scenarios in [14] are based on [15, 19, 48, 49]. While it is unlikely that battery
technology will not improve at all by 2025–2030, using today’s state of the art as
worst-case scenario also gives a sense of the extent to which different EV mixes
will require policy support while battery technology develops, and hence of the
cumulative transition cost and technology risk associated with each particular
scenario.

It is worth noting that the absolute value of the incremental cost of EV scenarios
as shown in Fig. 7 is influenced by the relative cost of gasoline and electricity as
well as other variables and hence should be regarded as indicative only. For this
reason, the main insight that can be gleaned from the analysis here illustrated is the
relative cost of the different EV scenarios. This is particularly sensitive to battery
technology development, less so to other parameters. Accordingly, only the effect
of the former is discussed. However, when examining the results obtained, it is also
important to note that they are based on assumptions that particularly favour BEVs
over PHEVs. Specifically, in [14] we have assumed EV batteries to last the whole
lifetime of the vehicle; due to the larger size of the BEV battery pack, having to

Fig. 7 Incremental annual user cost in British pounds of the UK EV and infrastructure scenarios
modelled in [14]. The error bars indicate uncertainty associated with future battery technology
development
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replace it would incur a much higher-cost penalty than in the case of PHEVs.
Moreover, possible grid reinforcement costs associated with public charging
infrastructure are excluded, which also favours BEVs over PHEVs. So in effect the
risk associated with large numbers of long-range BEVs could be much higher than
the results presented suggest.

As shown in Fig. 7, Scenarios 1 and 2 show the greatest cost sensitivity to future
battery development, around 40% higher than Scenarios 3 and 4. This means that
initially such an EV mix would have to be subsidised substantially more than one
dominated by long-AER PHEVs. Even at a BEV battery cost of $200/kWh,
Scenarios 1 and 2 would cost around £400–600 M a year more than Scenario 4.
Only with batteries that cost in the order of $100/kWh and have double the energy
density of today’s best in class would the cost of all scenarios converge. By
comparing Scenarios 1 and 2, we can also see that the effect of reducing infras-
tructure coverage to only rapid chargers is relatively minor, of the order of £200 M
a year. However, the model in [14] shows that even in Scenario 2 the utilisation
level of the charging infrastructure is likely to be low: assuming that BEVs are
charged at home overnight and their AER is used in full, there would be on average
less than two rapid charging events a day per charger. This makes the business case
for building an extensive rapid charging infrastructure problematic. Scenario 4 is
cheapest and allows to keep the BEV option open while not being more sensitive to
battery technology development than Scenario 3. Moreover by strategically siting
the rapid charging infrastructure in and around urban areas, better utilisation levels
could be achieved at around four charges a day on average. It therefore follows
from our analysis that pursuing an EV and charging infrastructure mix of the kind
of Scenario 4 would provide a relatively low-cost, low-risk electrification path for
the UK.

6.2 California

Based on the discussion of current state and future EV targets in California pro-
vided in Sect. 4.2, a set of key scenarios for the year 2025 was built in [14] and
their incremental costs were estimated, following the same logics as for the UK.

All scenarios are consistent with the target of 1.5 m EVs on the roads in 2025 set
by the executive order of the Governor of the State of California. Although they
differ widely in terms of the types of EV and infrastructure deployed, all scenarios
are characterised by comparable average fleet tailpipe CO2 emissions. The key
elements of each of the five scenarios modelled are listed below and further
illustrated in Table 6; their respective incremental cost is shown in Fig. 8. It is
worth noting that, with the exception of Scenario 1, all other scenarios mirror those
chosen for the UK, in order to allow for easier comparison between the two case
studies.
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– Scenarios 1, 2 and 3, in addition to meeting the Governor’s target, also broadly
fulfil the requirements of the ZEV mandate in terms of number of credits and
ZEV floor.

– We assume that the ZEV floor is met using BEVs only. We do not model BEVx
due to their reduced utility; however, we will later discuss their possible role
from a qualitative standpoint, and we do not consider the effect of possible
deployment of FCEVs.

– We assume the BEV/PHEV ratio to be 40/60, although in reality this will vary
somewhat depending on the compliance strategy chosen by the OEMs. In
particular, longer-AER EVs qualify for more credits; hence, fewer of them
would be required. Given that the difference between the particular scenario we
have chosen and possible other compliance scenarios is in the order of few
percentage points, we will ignore it for the sake of simplicity.

– BEVs and PHEVs feature in all segments of the passenger car market, which is
not incompatible with today’s rapidly growing offer of new EV models.

– The only difference between Scenarios 1 and 2 is the range of the BEVs,
which is 300 and 250 km, respectively. A longer-range BEV earns more credits,

Table 6 California 2025 EV and infrastructure scenarios modelled in [14]

Scenario BEV
share
(%)

BEV
segments

PHEV
share
(%)

PHEV
segments

BEV
range
(km)

PHEV
range
(km)

# Slow
chargers

# Fast
chargers

1 40 All 60 All 300 50 75,000 2250

2 40 All 60 All 250 50 75,000 2250

3 40 All 60 All 250 50 30,000 750

4 0 – 100 All – 100 – –

5 20 Small 80 Medium,
luxury,
SUV

150 100 35,000 1000

Fig. 8 Incremental annual user cost of California EV and infrastructure scenarios modelled in
[14]. The error bars indicate uncertainty associated with future battery technology development
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so it could provide OEMs with a cheaper way of complying with the ZEV
mandate, while better matching the stated preferences of Californian BEV users.
A shorter-range BEV that does not fully satisfy the desire of the users in terms
of range however allows higher utilisation of the battery installed and hence is
more economical. We also assume that the remaining ZEV credits are earned
with 50-km-AER PHEVs, which qualify for ca. 0.8 ZEV credits each and enable
meeting the overall 1.5 m EV target.

– In both cases, we assume that public infrastructure is provided based on the
2020 “public access” scenario of the NREL study [34], scaled up to 2025 as
appropriate.

– Comparing Scenarios 1 and 2 allows us to test the effect of BEV range on the
incremental cost of electrification.

– Scenario 3 is the same as Scenario 2, except that the public infrastructure
provision is reduced based on the “home-dominant” scenario of the NREL
study. Comparing Scenarios 2 and 3 allows to assess the impact of different
types of public charging infrastructure in California on incremental costs.

– Scenarios 4 and 5 meet the Governor’s target but do not comply with the ZEV
mandate.

– Scenario 4 is based on the same logic as the corresponding one for the UK, i.e.
to achieve electrification with the least deployment of battery capacity and
charging infrastructure. This means using 100-km-AER PHEVs and no public
charging infrastructure at all.

– Scenario 5 also mirrors the corresponding one for the UK, with 150-km-range
BEVs adopted in the small vehicle segment, complemented by 100-km-AER
PHEVs in all other segments.

Comparing Fig. 8 (California) with Fig. 7 (UK), we observe a similar trend
across scenarios. In the case of California, however, we have added a scenario
(Scenario 1) with longer-range BEVs. Comparing Scenarios 1 and 2 shows that
further increasing BEV range has a strong impact on battery technology risk. We
also notice that the economics of long-AER PHEVs in California are overall worse
than in the UK, mainly due to the effect of the extra weight of the series PHEV
powertrain in large, powerful cars. This explains why, as battery technology
improves, the incremental cost of Scenarios 2 and 3 converge with those of
Scenarios 4 and 5 more rapidly than the corresponding scenarios for the UK.
Comparing Scenarios 2 and 3 shows that the effect of reducing public infrastructure
provision is small, albeit not negligible. The cost of Scenario 3 in particular could
start to converge to those of Scenarios 4 and 5 already at a battery cost of
$200/kWh, assuming that battery lifetime was not an issue. Whether rapid uptake of
BEVs with 250-km range can be achieved without extensive public charging
infrastructure though is not known. Scenario 4 shows that, if not complying with
the ZEV mandate was an option, the same level of tailpipe emissions could be
achieved at lower risk using only PHEVs with 100-km AER; based on the model
results, these have a utility factor of around 85% if fully charged at home every day
and without using public infrastructure and require, at least initially, substantially
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less support than the other scenarios discussed so far. Finally, Scenario 5 which
combines 100-km-AER PHEVs with 150-km-range BEVs may be preferable as it is
only marginally riskier than Scenario 4 while probably sufficient to continue pro-
moting BEV innovation.

7 Policy Analysis and Recommendations

Despite the substantial differences in terms of passenger car market structure and
usage patterns in the UK and California, in [14] we find that the incremental cost of
the different EV and charging infrastructure mixes we explored follows qualita-
tively a similar pattern. In particular, the analysis suggests that lower-cost,
lower-risk electrification of passenger cars in the 2030 timeframe can be achieved
through a balanced mix of relatively short-range BEVs and long-AER PHEVs. This
can be broadly extrapolated to the North American and European markets in
general. While it is apparent that once BEV batteries achieve their cost reduction
target and increase their energy density substantially, long-range BEVs have the
potential to outstrip PHEVs on a cost basis, to rely on this happening rapidly is
potentially risky. Hence, the main implication of our findings is that, by designing
policies primarily aimed at accelerating complete electrification of passenger car
transport through supporting the rapid roll-out of long-AER BEVs and extensive
charging infrastructures, the EV transition may be set on a higher-cost, higher-risk
path which could eventually result in its losing momentum and possibly stalling.

When discussing the policy implications of the analysis in [14], however, the
limitations of the methods used should not be overlooked. As already mentioned in
Sect. 3, the analysis performed is of the snapshot type, i.e. it assesses the incre-
mental cost of electrification for the year 2030 only. For a full picture of the
technology risk associated with the different electrification pathways, their cumu-
lative cost until the year 2030 should be estimated instead. Moreover, the analysis
does not apportion the incremental cost of electrification among government, car
manufacturers and passenger car buyers. If this was done, further policy insight
could be gained. In fact, it is possible that the car manufacturers will prefer, for
technical or strategic reasons, to pursue a technology pathway that we have iden-
tified as higher risk, and that they will be prepared to internally subsidise it as
needed. However, we do not want to speculate on this in the absence of sufficient
evidence. Similarly, we do not want to speculate on the preferences of mainstream
EV buyers in the year 2030. Should they be prepared to pay a significant premium
for long-AER BEVs over PHEVs, though, this would somewhat alter the findings
of our research.

We now proceed to further examine the UK and California EV policy based on
the findings of [14]. In general, EV policy in both the UK and California today
shows, to different degrees, signs of favouring the rapid development of the BEV
market alongside that of PHEVs. The UK approach is generally cautious, and no
commitment has so far been made for the long term, particularly on EV incentives
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which are reviewed periodically. On the infrastructure side, however, the devel-
opment of a country-wide network of chargers may soon be underway. Hence, we
argue that, due to the path-dependent nature of EV innovation processes, even a
relatively cautious approach based on monitoring market and technology devel-
opment and periodically revising support measures may unintentionally lead to
higher-cost, higher-risk pathways. The probability of this happening is higher
though in the case of California, where the unique technology-forcing approach of
the ZEV mandate has already had a strong effect on EV innovation and will
continue to do so in the foreseeable future. The analysis conducted also allows us to
infer that the specific design of both EV and infrastructure incentives and mandates
can potentially have a strong impact on the cost of future EV pathways and hence it
should be more carefully considered. Specific aspects of the UK and California
policy are here briefly discussed in turn.

In the case of the UK, in the absence of a ZEV mandate that influences the
direction of EV innovation, the type of EV and infrastructure deployed in the UK
under the current policy framework will largely depend on the combined effect of
the incentives provided, EV models offered and users’ needs and preferences. In
this context, the recently introduced two-tier incentive system for EVs, with a step
in the value at the 110-km-AER mark, arguably favours shorter-AER over
longer-AER PHEVs. This could be rebalanced by either moving the Plug-in
Vehicle Grant step to an AER of 80–100 km so that long-AER PHEVs could also
benefit from the higher grant available to BEVs, or by making the value of the grant
for PHEVs proportional to their AER. As for BEVs, the flat rate of the grant
currently provided is in principle favourable to short-range BEVs in the city car
segment, although these face tough competition from small, fuel-efficient ICEVs
that benefit from low CO2-based taxation. In all other segments, based on current
driving patterns, it is plausible that BEV users will require their vehicles to have
relatively long ranges if they are to penetrate the market rapidly, for which a higher
grant may be initially required. The other important influence on BEV adoption in
the UK is the EV charging infrastructure strategy, which is currently under
development. Focusing on providing extensive urban and sub-urban charging
infrastructure, particularly of the rapid type, could further support the uptake of
short-AER BEVs in the small car segment. On the contrary, a country-wide
infrastructure may indirectly encourage adoption of long-AER BEVs in larger car
segments and probably also result in low infrastructure utilisation levels.

In California, the ZEV mandate shapes EV innovation and forces the deployment
of substantial numbers of these vehicles. In particular, the current structure of the
ZEV credits strongly supports longer-range BEVs and is likely to have played an
important role in the development of such vehicles, initially by Tesla Motors Inc. and
increasingly also by other OEMs. Post-2018 the ZEV credit structure will change and
the support for longer-range BEVs will weaken but continue to exist. The effect that
this will have on the compliance strategies of the OEMs remains to be seen, though it
is plausible that they will introduce more BEVs with sufficiently long AER that
appeal to customers while earning the manufacturer more ZEV certificates per
vehicle. On the other hand, short-range BEVs are not a natural fit in California,

96 M. Contestabile and M. Alajaji



not even in the small vehicle segment as these vehicles tend to be driven for similar
distances to larger vehicles. As for PHEVs, the current structure of ZEV credits and
EV incentives favours longer-AER PHEVs. However, the ZEV floor present in the
mandate limits the contribution these will likely make to the EV fleet. Despite the
increased flexibility granted by the recently introduced category of BEVx, which is
allowed to generate up to half of the credits needed to meet the ZEV floor, the tension
between supporting strong BEV innovation and achieving the necessary level of CO2

emission reduction at a low cost remains. In conclusion, the evolution of the
California ZEV mandate suggests that costs are increasingly being taken into con-
sideration. However, given the strong influence that this has on EV innovation in the
USA and beyond, we argue that more could be done to guide the EV transition
towards a path that is robust under uncertainty. An option could be to calculate credits
based on actual electric miles driven as opposed to range. Our analysis suggests that a
balanced mix of EVs in California in 2025–2030 should include long-AER PHEVs
and possibly also relatively short-range BEVs in specific segments where they can be
competitive such as shared urban car fleets. BEVx, if adequately supported, could
facilitate the subsequent transition from long-AER PHEVs to BEVs.

Finally, it is worth mentioning that in our analysis we have not taken into
account new technology paradigms such as autonomous vehicles, shared ownership
and mobility services. In the long term, these could have a profound effect on the
passenger car market structure and use patterns. However, our modelling approach
lends itself to this type of analysis and we recommend that these effects are
accounted for especially if extending the timeframe of the analysis beyond 2030.
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Conventional, Battery-Powered,
and Other Alternative Fuel Vehicles:
Sustainability Assessment

Lambros K. Mitropoulos and Panos D. Prevedouros

Abstract The substantial impacts of transportation on environment, society, and
economy strongly urge the incorporation of sustainability into transportation
planning. Major developments that enhance transportation sustainability include
alternative fuels, electric drive and other novel technologies for vehicle propulsion.
This chapter presents a sustainability framework that enables the assessment of
transportation vehicle characteristics. Identified indicators are grouped into five
sustainability dimensions (environment, technology, energy, economy, and users).
The method joins life cycle impacts and a set of quantified indicators to assess the
sustainability performance of seven popular light-duty vehicles and two types of
transit buses. The hybrid diesel electric bus received the highest sustainability index
and the internal combustion engine vehicle the lowest. Fuel cell and hybrid electric
vehicles were found to have the highest sustainability index among all passenger
vehicles. The sustainability performance of some new technologies currently suffers
from limitations in engine and battery performance, comfort and convenience, and
availability of charging stations.

1 Introduction

Electric vehicles (EVs) date back to the late 1800s. In the early 1900s, they were
competing well with internal combustion engine vehicles (ICEVs). This excerpt
from The History of the Electric Vehicle [1] captures that era well:

…Ferdinand Porsche, founder of the sports car company by the same name, developed an
electric car called the P1 in 1898. Around the same time, he created the world’s first hybrid
electric car – a vehicle that is powered by electricity and a gas engine. Thomas Edison, one
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of the world’s most prolific inventors, thought EVs were the superior technology and
worked to build a better EV battery. Even Henry Ford, who was friends with Edison,
partnered with Edison to explore options for a low-cost electric car in 1914.

Yet, it was Henry Ford’s mass-produced Model T that dealt a blow to the electric car.
Introduced in 1908, the Model T made gasoline-powered cars widely available and
affordable. By 1912, the gasoline car cost only $650, while an electric roadster sold for
$1,750. That same year, Charles Kettering introduced the electric starter, eliminating the
need for the hand crank and giving rise to more gasoline-powered vehicle sales.

Fast forward to the 1990 Clean Air Act Amendment and the 1992 Energy Policy
Act, both of which re-energized EV development in the USA, including the
memorable but failed launch of the 80-mile-range EV1 by General Motors (GM) in
1996 with production ending in 1999 followed by the infamous recall of all 2234
EV1s in 2002. In response to these regulations, Toyota’s compromise in the 1997
launch of the Prius hybrid drive was a market success. It took more than nine years
to reach one million Prius sold in May 2008, but only a little over two more years to
reach two million Prius sold in September 2010, aided by the Great Recession and
the simultaneous increase of the price of oil at well over $80 per barrel in 2008
which represented new historical high prices, with proportional impacts on the price
of gasoline and diesel fuels.

One of the unintended but beneficial consequences of the Great Recession (the
economic recession from 2007 to 2009) in combination with oil prices and concerns
about climate change due to anthropogenic pollution gave rise to alternative tech-
nologies ranging from cleaner fossil fuels such as compressed natural gas (CNG) and
liquefied natural gas (LNG) to high-performing pure EVs such as the Fisker Karma
which was produced in 2011 and 2012 only. Some of these alternatives enjoyed
major governmental support (e.g., $7500 federal tax credit—and additional state tax
credits—for the purchase of an EV in the USA) or other subsidies.

CNG has been in use for light-duty vehicles for decades in Europe, Asia, and
Australia. LNG provides a much longer range, but storage and dispensation have
much more complex and expensive requirements. This is reflected in their relative
availability in the USA: There are over 1600 CNG but only 123 LNG fueling
stations. In the UA, CNG has had more success in heavy vehicle fleets; for example,
Los Angeles, New York City, Phoenix, Fort Worth, Dallas, San Francisco, San
Diego, Denver, Atlanta, Washington, D.C., have natural gas transit bus fleets.
However, in 2016 all types of natural gas vehicles were only 0.06% of the total fleet
population; even in Italy, which has over one million of natural gas-powered
vehicles, their portion in the county’s fleet is under 2% [2]. Thus, this technology
was not included in our assessment.

Although Fisker Karma did not succeed, the similarly priced Tesla Model S,
built in California at an abandoned and subsequently refurbished Toyota plant with
help from government subsidies, became substantially successful in the luxury
market upon its launch in 2012. The Model S replaced thousands of internal
combustion engine-powered cars by other manufacturers. Within a few years, other
manufacturers responded with hybrid versions (e.g., BMW i8 in 2014, Mercedes
S500 Plug-in Hybrid in 2015).
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Table 1 shows that it only took five years past the end of the Great Recession for
EV and plug-in hybrid sales to surge past 100,000 with five models (out of 22
available in the US market) accounting for 74% of the sales in 2014 [3]: Nissan
Leaf (30,200), Chevrolet Volt (18,805), Tesla S (16,689), Toyota Prius PHV
(13,264), and Ford Fusion Energy (11,550).

Fuel cell-powered vehicles are part of the “hydrogen economy” concept that was
initially supported during the early years of the President Obama administration.
However, focus quickly shifted to bailouts of the auto industry (e.g., cash for
clunkers) and support for battery development. A fuel cell vehicle (FCV) uses
hydrogen as the fuel which is processed by the fuel cell to produce electricity that
drives an electric motor like a regular EV.

Unlike a battery-powered EV, a FCV has an exhaust and dispels water vapor.
California, Germany, and Japan have specific initiatives favoring FCV and expect
substantial growth in vehicle availability and adoption past 2020 [4–7]. FCVs were
included in our analysis because of their growth potential and the fact that they
contain a battery and are driven by one or more electric motors. Table 2 shows that
FCVs are competitive in all but two categories: price and number of refueling
stations.

The technologies assessed herein with our sustainability assessment tool include
the following: ICEV, hybrid electric vehicle (HEV), FCV, EV, plug-in hybrid
electric vehicle (PHEV), diesel bus (DB), and hybrid diesel electric bus (HDEB).

ICEV is the baseline light-duty vehicle in these comparisons given that they
comprise over 90% of all the light-duty vehicle fleets in the USA. The diesel-fueled
internal combustion engine for light-duty vehicles was omitted because the per-
formance and pollution outcomes reported by several manufactures were false and
became the subject of international re-tests, investigations, and lawsuits between
2014 and 2016 affecting millions of popular light-duty vehicles. The reader can
search for the diesel emissions scandal (i.e., dieselgate).

In parallel to the technological and fuel diversification of the vehicle fleet,
interest in sustainable development and sustainable transportation has grown
rapidly in the first ten years of the millennium due to the environmental, social, and
economic impacts that these sectors have on communities, regions, and Earth.
Initially, sustainability was used to depict concerns mostly associated with

Table 1 Light-duty EVs sold Year US sales % of world

2010 and 2011 17,425 –

2012 52,607 –

2013 97,507 –

2014 122,438 38

2015 116,099 21

2016 158,614 20

2017a 182,253 22

Note (a) Based on first eight months of 2017
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environmental issues; however, it has been expanded to include energy, economy,
and social issues. The energy aspects are of major interest to the analysis of
transportation modes because they require large quantities of energy not only for
their operation but also for their manufacture (e.g., vehicles) and construction (e.g.,
highways). Construction, manufacture, and operation of transportation modes
generate pollutants and waste. The impacts of the transportation sector on the
environment and economy, and the social effects of transportation on communities
are so extensive that necessitate the incorporation of sustainability into the trans-
portation planning process.

Attempts to incorporate sustainability into transportation planning have resulted
in research on the development of variables defined as measures, indicators, or
indices representing elements of sustainability. However, indicators that measure
impacts on mobility, safety, and environmental effects are applied mainly at
aggregated level for all vehicles on a road network by considering only the oper-
ational stage of the transportation system. The aggregation of transportation per-
formance measures limits one of the sustainability’s principal roles in transportation
planning, which is to assist agencies in evaluating new transportation modes that
are proposed for introduction in a network. For example, today’s common planning
tools do not provide justice to the assessment of bus and BRT routes with electric or
fuel cell buses. Similarly, the impacts of electric, fuel cell, and hybrid cars on
high-occupancy vehicle (HOV) and high-occupancy toll (HOT) lanes require
extensive customization in order to produce representative assessments of energy
and pollution impacts.

When evaluating transportation modes, sustainability factors should be inte-
grated with technological and user factors into a framework that will assist decision
makers to (a) understand impacts during vehicles’ lifetime and (b) justify selection
of a transportation mode that fulfills sustainability requirements and public’s need
for safe and efficient transportation. Thus, vehicles with alternative propulsion
systems require the breakdown of vehicle components and characteristics for the
proper understanding of their performance and impact over their life cycle.
Disaggregation of modes by vehicle type and the sustainability assessment enable
effective planning and policy making. Disaggregation by vehicle type in this

Table 2 Comparable US market Toyota cars in 2017

Type ICEV HEV PHEV FCV

Model Corolla LE Prius II Prius Prime Mirai

MSRPa $19,000 $25,000 $28,000 $57,500

Tax credit n.a. n.a. $7500 $7500

MPG/MPGeb 32 54 54 67

Range (miles) *410 *600 *640 *310

0–60 mph (s) 9.8 10.5 10.9 9.0

Fuel stations 167,000 167,000 15,500 33

Notes aManufacturer’s suggested retail price
bMiles per gallon equivalent (MPGe) is used to represent the fuel efficiency of the FCV
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chapter is the consideration of different technological, operational, and functional
characteristics of vehicles.

This chapter extends a previous study in sustainable transportation planning [8]
which uses a framework and a set of indicators, to assess seven vehicle types and
propulsion options, including ICEV, hybrid electric vehicle (HEV), FCV, EV,
PHEV, DB, and HDEB. The sustainability framework was the methodological
guide for developing a sustainability assessment tool. The estimates are both
technology- and policy-sensitive and thus useful for short- and long-term planning.
Indicators are aggregated to a single sustainability index (SI) for each dimension
and vehicle type. Indices enable decision makers and policy analysts to explore
variations in sustainability performance for alternative scenarios or vehicle mixes
(e.g., more hybrid and less regular bus service).

2 Sustainability Assessment of Urban Vehicles

2.1 Sustainability Dimensions

The sustainability framework consists of five dimensions that are captured by goals
that govern transportation systems: environment, technology performance, energy,
economy, and users. The goals of the framework are to help a community meet its
needs by

• Minimizing environmental impact and energy consumption and
• Maximizing its economy, user and community satisfaction, and technology

performance. (Technology refers to the features of modes that support com-
munity livability, enhance public health, safety and comfort for all their users.)

Environment. The environmental impact of transportation vehicles begins when
materials to manufacture components are gathered and ends when the vehicle is
disposed or recycled. Fuel efficiency and alternative fuels are two primary areas
among several options that vehicle manufacturers pursue in order to reduce emis-
sions and minimize overall environmental impact of vehicle manufacture and
usage.

Technology performance refers to all components of systems made by humans
to meet their needs. It is one of the most rapidly developing and resource con-
suming sectors. Sustainable technology helps people meet their mobility needs with
safety and comfort while minimizing the consumption of non-renewable energy
sources, and maximizing the reuse and recycling of materials. Weight reduction,
high-strength materials, engine and aerodynamic enhancements, and alternative
propulsion systems are some of the technologies that contribute to sustainable
transportation.

Energy is a major component of transportation and is directly connected with
the environment and economy. Energy availability, demand, price, and actual
consumption have short- and long-term impacts. Consumption of non-renewable
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energy sources generates emissions that are harmful to humans in the short term and
deprives energy from future generations in the long term. Globally, vast amounts of
energy are needed for transportation infrastructure development, vehicle manu-
facture, and transportation operations.

Economy. The creation of a sustainable economy requires the disciplined use of
energy and technology. An unsustainable economy contributes to the destruction of
the environment, has a multitude of social impacts and results in suboptimal
transportation services. In this context, a sustainable economy facilitates a lower
cost for urban mobility by assessing vehicle costs including purchase, registration,
insurance, operation, parking and fuel costs, and promoting vehicle types and
technologies that minimize total cost.

Users represent a large set of stakeholders including individuals (e.g., residents
or travelers), groups (e.g., schoolchildren), private companies (e.g., taxis, fleet
operators), and public agencies (e.g., regulatory, operation and maintenance
agencies). Transportation mode outputs, including traffic delay, reliability, safety,
comfort, and convenience, determine user choice as to when, how, and how much
they choose to use a transportation mode. User perceptions and preferences vary;
hence, vehicle and mode choices also vary. Vehicles with performance deficiencies
are less attractive to users and become unsustainable in the long term.

Utilization of the technology performance and users dimensions in the sustain-
ability framework instead of the traditional sustainability dimension of “society”
allows for an assessment of technology’s capabilities and limitations and takes
explicitly into account the preferences and restrictions of users and other
stakeholders.

2.2 Sustainability Indicators

A set of indicators is used for assessing the sustainability performance of seven
urban transportation vehicles based on the framework’s five dimensions.
Performance measures used for evaluating the sustainability dimensions are shown
in Table 3. The indicators in Table 3 address objectives by identifying individual
vehicle features that contribute toward maximization of sustainability. When the
impacts (i.e., positive or negative) of those features of sustainability are aggregated
for all vehicles on the network, their value determines goal achievement and ways
to move a transportation system toward sustainability.

Indicators are specifically modified to apply to vehicles based on factory spec-
ifications. For example, the indicator comfort used in the literature to assess a
transportation system is divided into indicators including passenger space, cargo
space, and legroom. Some of the identified indicators in Table 3 are directly
adopted from the literature, such as emissions, energy, and cost. However, indi-
cators including emissions, energy, trip cost, fuel cost, or trip time that usually
apply to vehicle operation stage only are generalized over a vehicle’s life cycle.
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The indicator cost includes purchase, fuel, insurance, registration, taxes, and
maintenance cost over lifetime.

2.3 Vehicle Types

Vehicle type refers to vehicle propulsion technology (e.g., internal combustion
engine, electric motor, or hybrid) and basic functionality (e.g., car/van, light truck,
bus). All vehicles were assumed to use the same highway infrastructure; roads and
related traffic infrastructure were not part of the assessment. The analysis is con-
ducted for seven vehicle types that entered the market in 2011. The seven urban
vehicles examined are as follows:

• Internal combustion engine vehicle (ICEV)
• Hybrid electric vehicle (HEV)
• Fuel cell vehicle (FCV)
• Electric vehicle (EV)
• Plug-in hybrid electric vehicle (PHEV)
• Diesel bus (DB)
• Hybrid diesel electric bus (HDEB).

Vehicle specifications were necessary for estimating their impact on the five
sustainability dimensions (i.e., environment, technology performance, energy,
economy, and users) that capture the goals of a transportation system. For vehicle
types, such as the ICEV, the HEV, the FCV, the EV, and the PHEV, the most
representative vehicles were selected based on their sales volume [10]. A summary
of vehicle specifications and assumptions is shown in Table 4. For consistency in
calculating annual fuel consumption and life cycle costs, all vehicles were assumed
to operate in an urban environment. Annual distance traveled and lifetime are the
same per vehicle type. The average age of passenger vehicles is 10.6 years [11].

While the sustainability assessment is based on the 2011 figures in Table 4, a
larger variety of vehicles with non-ICE powertrains were developed and many of
them became very successful, such as the Ford C-MAX HEV, while others were
quickly discontinued, such as the Honda Fit EV which had a three-year production
run from 2012 to 2014. A sample of modern EV, HEV, FCV, and PHEV is shown
in Table 5 along with several of their characteristics such a price, weight, battery
capacity, range, acceleration, and the EPA miles per gallon (MPG) or miles per
gallon equivalent (MPGe) for vehicles with electric, fuel cell and hybrid propulsion.

The comparison between the 2012 and 2017 versions of the base Tesla Model S
is enlightening: While price and weight increased by 7 and 12%, respectively, other
attributes improved far more substantially: Battery capacity increased by 88%,
range increased by 66%, and acceleration improved by 9%. The EPA MPGe
decreased by 10% indicating an improved efficiency per mile.
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3 Quantification of Indicators

3.1 Emission and Energy Indicators

This section presents the assumptions for modeling emissions and energy indicators
per life cycle stage. The indicators for each sustainability dimension shown in
Table 3 were quantified based on the conditions described below.

Manufacturing. Manufacturing emissions and energy that are modeled in the
Greenhouse Gases, Regulated Emissions, and Energy Use in Transportation
(GREET) model include vehicle materials, batteries, fluids, and vehicle assembly.
Specific input assumptions related to each vehicle and its components are extracted
from the official specifications sheet of each vehicle (e.g., vehicle weight, battery
weight, fluid weight, other material percentage by weight). The weight and battery
properties of each vehicle are used as an input data in the model together with
GREET’s material percentage composition of each vehicle component (e.g., body,
powertrain, chassis, transmission, generator). The percentages of material compo-
sitions for the EV components were calculated using the mass of each material for
an EV, as these were estimated for electric compact vehicles by Argonne National
Laboratory [17]. Additionally, two battery replacements are included for the ICEV,
one for the HEV, and none for the EV, FCV, and PHEV [13]. Manufacturing
emissions and energy inventory for transit buses are estimated by using the
Economic Input–Output Life Cycle Assessment (EIO-LCA) method.

Fueling. GREET is used for the fuel life cycle (“well to wheel”). The model
estimates the emissions and energy associated with primary energy production
(feedstock recovery), transportation, and storage, and with fuel production (trans-
portation, storage, and distribution). The fuel production option for conventional
gasoline and low sulfur diesel is petroleum. Gaseous hydrogen is produced from
natural gas via steam methane reforming at refueling stations. For electricity gen-
eration, the following mix is assumed: coal 50.4%, nuclear power 20.0%, natural
gas 18.3, residual oil 1.1%, biomass 0.7%, other 9.5% (i.e., hydro, solar, wind, and
geothermal).

Operation and idling. For the operation stage, MOBILE 6.2, GREET, and
EIO-LCA were used to obtain estimates for all vehicle types. MOBILE 6.2 was
used to estimate the emissions generated from gasoline vehicles. Urban average
speeds of 28 miles per hour (mph) and 12 mph were used for passenger vehicles
and buses, respectively [18, 19]. Energy consumption was estimated with GREET.
Idling emissions were estimated based on the assumption that the 2.5 mph emission
factors can be applied to the entire idling time [20]. The average passenger vehicle
and transit bus were assumed to be idle for 7.5 and 35 min per day, respectively.

EIO-LCA estimates the materials and energy resources required for specific
economic activities, and the environmental emissions resulting from these activi-
ties. Vehicle fixed costs have few supplier impacts, and therefore, the impact to
environment is not going to be significant.
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Maintenance. Vehicle maintenance includes the maintenance and disposal of
vehicle parts. Disposal includes the dismantling process. The energy required for
dismantling vehicles for disposal was estimated to be approximately 1.48 GJ per
vehicle for a vehicle weighing 1360 kg (3000 lb) [13]. GREET examines the
emissions and energy associated with vehicle disposal. EIO-LCA was used to
estimate the emissions and energy inventory associated with automotive mainte-
nance and the tire manufacturing services based on maintenance costs.

3.2 Environmental Sustainability Indicators

Emissions: The life cycle tools which are used to quantify the emission indicators
were presented in Sect. 3.1.

Noise: At speeds greater than 30 mph, vehicles with advanced propulsion offer
negligible noise benefits because at higher speeds, noise is generated mostly by the
tire/road interaction [21] and vehicle aerodynamics.

3.3 Technology Performance Sustainability Indicators

Fueling frequency: Vehicle technologies with improved fuel consumption such as
hybrids, fuel cell, or EVs may reduce fueling frequency and require different types
of fuels and infrastructure. For comparing various technologies fairly, the fueling or
charging time should be considered in the estimation of the total user time to use a
vehicle over its lifetime. The time expenditure refers to the time a vehicle user
spends to fuel or charge a vehicle over its lifetime. This loss of time reflects a loss
of productivity. The lifetime fueling frequency per vehicle is calculated as follows:

Fueling frequency ¼ Lifetimemiles traveled
Fuel tank� Vehicle fuel efficiency

miles
year � veh: lifetime in years

gallons� miles
gallon

0
@

1
A

ð1Þ

For the estimation of the time loss, it is assumed that it takes an average duration
of six minutes for each user to complete the fueling procedure (i.e., to enter the fuel
station, wait, fuel, pay, and leave the fuel station). In the EV case, the fuel tank is
substituted by the battery. An analysis on the behavior of EV users showed that
82% of charging events are conducted at the EV users’ homes using their residential
EV supply equipment; the remainder of charging events occurred away from home.
Nearly all locations away from home used for charging were shopping centers,
health clubs and spas, bars and restaurants, office buildings and other homes;
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therefore, EV users did not usually waste time to charge their vehicles [22]. Time
losses for an EV user are estimated based on the assumption that 26 min are
required to charge a depleted battery in order to compete the required trip to a
charger at home or work [23], and this event will occur for 5% of the total charging
cycles in urban driving conditions during a year. For the rest of the charging cycles,
it is assumed that no time is wasted by users for charging batteries (i.e., charging
occurs overnight or at destinations with charging stations).

Maintenance frequency: The maintenance frequency for parts replacement of a
gasoline vehicle during its lifetime is estimated to be 22 times, and each owner is
assumed to lose two hours per time for dropping off and picking up the vehicle [24].
Information on FCV, EV, and PHEV maintenance costs is limited because rela-
tively few vehicles exist. The maintenance schedule of an HEV suggests frequency
maintenance of 20 times. Reliable data are not yet available for PHEV maintenance
costs; their internal combustion engine supplies only a fraction of the overall
vehicle miles, maintenance intervals should be longer, and cost should be lower.
PHEV maintenance frequency is assumed to be the same as an HEV. For an EV, the
maintenance schedule (excluding severe operating conditions) proposes a mainte-
nance frequency of 10 times for 144,000 miles or 10 years [23]. The FCV is the
same as the EV with one extra servicing time added for the hydrogen equipment.
Maintenance frequency for HEV, FCV, EV, and PHEV is 20, 11, 10, and 20 times,
respectively. For transit buses, it was assumed that each one requires an average of
260 h per year for maintenance [25].

Engine power: This index is estimated as the ratio of torque to vehicle weight;
using torque tends to favor EV motors and diesel engines, but also is more rep-
resentative of the performance needed in an urban environment, which is the focus
of this assessment.

3.4 Energy Sustainability Indicators

Quantification of life cycle energy indicators was presented in Sect. 3.1 under
emission and energy indicators.

3.5 Economic Sustainability Indicators

All economic sustainability indicators are estimated for and converted to the year
2011.

Manufacturing cost: It represents the invoice price of a vehicle. The invoice
price is the price a car dealer pays the manufacturer; it is constant for every dealer in
the USA. For fuel cell technology, the Honda Clarity FCV is available in Southern
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California, for leasing only, at a cost of $600 per month for 36 months including
maintenance and insurance. Since a final retail cost is not available for a FCV, its
market price, when it will be mass produced, is estimated by matching the lease cost
of the FCV to a conventional vehicle with both leasing and purchasing options. The
resultant MSRP is $39,000 in 2011$. For public transit buses, the invoice price was
90% of the manufacturer’s suggested retail price to account for typical block orders
by transit systems [10].

Operation cost: It includes operating (fueling/charging or using the vehicle);
insurance, license, registration, and taxes. Fueling/charging costs are estimated by
considering average US values for vehicle fuel efficiency and fuel cost. The ICEV is
the base vehicle; the insurance, license, registration, and tax costs for the rest of the
vehicles are estimated proportionally based on their weight [14]. Fixed costs for
vehicle usage include insurance, license fees, and taxes. EIO-LCA estimates the
required materials and energy resources, and the environmental emissions resulting
from activities in the economy. Finance charges were assumed to have negligible
impacts to the environment. Insurance cost for passenger vehicles is based on a
full-coverage policy for a married 47-year-old male, commuting three to ten miles
daily to work. The annual insurance cost for an ICEV is estimated to be $974 [14].
License, registration, and taxes costs include all governmental taxes and fees
payable at time of purchase, as well as fees due each year to keep the vehicle
licensed and registered. Vehicle annual registration, driving license, and taxes for
an ICEV are estimated to be $591 [14]. Insurance, annual registration, driving
license, and taxes costs for other vehicle types are extrapolated from vehicle
weights.

Maintenance cost: It is the average cost for maintaining the vehicle over its
lifetime. The maintenance costs of the passenger vehicles were estimated based on
ICEV maintenance cost of 0.0432 $/mile (2011$). The ICEV requires a wide range
of maintenance such as oil changes, filter replacements, less frequent replacements
of brake parts, belts, hoses, tires and occasional component replacements such as
pumps, exhaust mufflers. The main components of the EV and the PHEV that are
different from an ICEV are the battery, motor, and power electronics, all of which
are claimed to be maintenance free [26]. The EV’s maintenance requirements are
lower, and therefore, the maintenance costs are lower. Batteries used in current EVs
are sealed and maintenance free. Based on the literature, it was assumed that the
maintenance cost for EV is 50% less than for an ICEV [27]. The HEV embraces all
the components of an ICEV, but due to its regenerative braking there is less brake
wear. It is estimated that its maintenance cost is 0.0396 $/mile based on the
maintenance schedule and costs for a HEV relative to an ICEV [28, 29]. The
maintenance cost for a PHEV based on scheduled maintenance costs using average
driving schedule and night charging is estimated to be $0.0371 per mile or 14%
lower than the ICEV maintenance cost [30, 31]. FCV drive train is similar to EV
with the fuel cell, hydrogen storage system, and DC converter added on. The
maintenance costs of the FCVs are assumed to be equal to the EV maintenance
costs when FCVs become mass produced. Due to uncertainties in expected life and
costs associated with high-performance batteries, the cost to replace the battery
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pack has not been included. Currently, battery degradation warranties vary widely:
BMW i3, Chevrolet Bolt, and Nissan Leaf with 30 KW battery come with 8-year,
100,000-mile warranty. The Nissan Leaf with the 24 KW battery comes with a
5-year, 60,000-mile warranty, and the Mitsubishi i-MiEV and all Teslas came with
no warranty for battery degradation [32].

Tire cost for ICEV, HEV, FCV, EV, and PHEV is 0.0113 $/mile (2011$). The
maintenance cost for transit buses was estimated to be 0.470 $/mile including tires
[14]. Vehicle maintenance includes the maintenance and disposal of vehicle parts.
EIO-LCA models the emissions inventory associated with automotive mechanical
repair and maintenance and tire manufacturing services based on costs. Additional
expenses for a replacement vehicle during the days that the vehicle remains under
repair are not included.

Subsidies: For passenger vehicles, subsidy refers to the federal tax credits, and
for public transit buses, it refers to taxpayer funds required to operate and maintain
each vehicle [18]. Indirect costs to users in the form of property taxes to subsidize
streets were excluded. We assumed that the same federal income tax credit will be
applied to all alternative fuel vehicles including the FCV when they become
available for purchase. Indicator values can be replaced with local data.

Parking cost: For ICEV and HEV, parking price is estimated based on the US
national average [33]. For alternative fuel vehicle owners, it was assumed that free
parking is offered in designated areas. Indirect costs such as city taxes used to
subsidize the free stalls for alternative fuel vehicles were not included. Indicator
values can be replaced with local data.

3.6 Users Sustainability Indicators

Global availability: It is estimated by dividing the total hours a vehicle is
unavailable per year by the total number of hours in a year. The unavailable hours
for vehicles were estimated by multiplying the time it is required to fuel/charge a
vehicle by the fueling/charging frequency per year. We assumed that transit buses
are not in operation for five hours per day (from midnight to 5 a.m.).

Reasonable availability: It is the time during which a vehicle is available to its
potential users during the 19 h of a day (i.e., from midnight to 5 a.m.). It is assumed
that an EV and a PHEV require 7 and 4 h, respectively, per charging cycle at 220 V
home charging dock starting from a depleted battery [23, 34]. Public transit buses
are assumed to be fueled upon start of service, and they do not require fueling until
the end of their shift.

Comfort and convenience: It is expressed with three indicators: passenger
space, cargo space, and legroom space available to each user of a vehicle. For
transit buses, it was assumed that the space under the seat is the cargo space
assigned to each passenger, and for passenger space, it was assumed that the
internal height of buses scales from 96 in. to the front to 77 in. to the back and its
width is 100 in. [35].
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Fueling opportunities: It is expressed by the number of gas stations, hydrogen
stations, or public electric stations [36]. This indicator is not applicable to public
transit modes. Indicator values can be replaced with local data.

4 Aggregation of Indicators

The next major task is the summation of sustainability assessment from each
indicator to a SI per dimension and an overall sustainability index (OSI) for each
urban transportation vehicle. This is a sensitive task that must ensure that (1) the
final result is understandable to decision makers and stakeholders, (2) all applicable
sustainability indicators have been included, and (3) biases are minimized and
explicitly reported. The sustainability assessment tool estimates and compares the
sustainability performance of each vehicle. It can aggregate the results based on
vehicle population per transportation project to provide project, area, corridor, or
citywide estimates and support a decision making process.

Although the range of the indicator values is not known and it will vary as
vehicle technologies and specifications evolve, their definitions provide clear
guidance of the direction toward sustainability. The range of desirable values and/or
thresholds for the proposed set of sustainability indicators may be determined by
experts, laws, or standards [37] as sustainability assessments become more stan-
dardized and routine.

The ultimate sustainability framework requirement for urban transportation
vehicles would be to produce minimal pollutants. However, the assessments must
use reasonable prevailing averages, as follows. Based on national average driving
conditions, the emission rates or “emission indicators” were estimated to be for CO2

(368.4 g/mi), VOC (1.034 g/mi), CO (9.4 g/mi), NOx (0.693 g/mi), and PM10

(0.0044 g/mi) [38]. The total CO2 emission rates (i.e., including tailpipe emissions
and the emissions associated with the production and distribution of gasoline) for
the average gasoline car are estimated to be 480 g/mi [39]. The EPA GHG emission
standards under the Clean Air Act are projected to result in an average passenger
vehicle tailpipe CO2 level of 212 and 143 g/mile in 2017 and 2025, respectively
[40]. EVs have no tailpipe emissions; however, emissions are created during both
the production and distribution of the electricity used to fuel the vehicle, which vary
based on regional data. For example, while the national average total CO2 emission
rate (i.e., including production and distribution of electricity) for an EV with a
24 kWh battery pack is 190 g per mile, based on Hawaii and California data, the
total CO2 emission rates change to 260 and 120 g per mile, respectively [39].

4.1 Normalization and Vehicle Sustainability Indices

The proposed sustainability indicators have a positive (+) or a negative (−) impact.
The larger the absolute value of the indicator, the more positive or negative impact
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it has on sustainability. Negative impact is assigned to economy indicators based on
the objective of offering affordable transportation choices for all users. These
impacts may change when the objective is to reduce vehicle utilization. For
example, a positive impact may be assigned to the “parking price” indicator to
represent that more expensive parking may reduce city pollution by incentivizing
the use of mass transit.

Indicators are expressed in different units. Addition among indicators with dif-
ferent units is performed only after the different measurement units are normalized
into a dimensionless scale. Each sustainability indicator is normalized by using
Eqs. 2 and 3 [41].

N þ
ij ¼ I þij � I þmin;j

I þmax;j � I þmin;j
ð2Þ

N�
ij ¼ I�min;j�I

�
ij

I�min;j � I�max;j
ð3Þ

where N þ
ij is the normalized indicator with positive impact achieved by the ith

alternative with respect to the jth indicator of sustainability. I þij is the indicator
value achieved by the ith alternative when evaluated based on the jth indicator, I þmin;j

is the indicator with the worst value achieved by the jth indicator of sustainability,
and I þmax;j is the best value of jth indicator of sustainability obtained. The normal-
ization process used herein estimates the sustainability performance of each vehicle
relative to the best vehicle type considered. After a set has been developed, the
consideration of a vehicle with better performance or of policies for the use of
existing modes (e.g., pricing) will change the range of values. The normalization
equations need to be applied to the modified full set, which, in turn, may change the
final outcome.

The normalized values are dimensionless and range from 0 to 1; therefore, the
greater the absolute value of the normalized indicator, the more sustainable it is.
Hence, on a relative scale, the most sustainable vector for each vehicle type is
Imax ¼ ð1; 1; 1; 1; 1Þ and the least sustainable vector is Imin ¼ ð0; 0; 0; 0; 0Þ.

Problems that involve multiple criteria and alternatives, such as the ones asso-
ciated with sustainable transportation, are defined as multi-criteria decision making
(MCDM) problems. Several methodologies exist and have been adopted in the
transportation sector for assessing projects and plans. MCDM methods assume that
indicators are well defined, certain, and independent. The analytic hierarchy process
(AHP) has been used in several sustainability and transportation studies. Paez and
Currie [42] adopted the AHP method to develop an Integrated Transport Plan in
Melbourne by considering six criteria and 45 values for each criterion, resulting in a
270 pairwise decisions. The AHP which is one of the most popular MCDM
methods [43] is time- and cost-intensive.
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Other methodologies, such as the Bayesian decision theory or fuzzy logic, can be
used to account for nonlinear, interrelated, and stochastic aspects of transportation.
However, the development of a fuzzy model becomes more complex as the number
of indicators increases [44].

MCDM methods add a degree of subjectivity in the analysis since weights
indicate relative preferences associated with specific indicators. Utilization of equal
weights to minimize bias is less challenging and may be a preferred base assess-
ment. Determination of weights is not the main objective of this study; thus, equal
weights were assigned to each indicator and sustainability dimension. Zheng et al.
[45] state that utilization of equal weights is a common practice for developing
composite indices. Equal weights have been used in various past sustainability
assessments; they indicate the same relative importance among sustainability
indicators [8, 45, 46]. A Delphi forecast, which utilizes a panel of experts and their
judgments, or a Pareto analysis in order to propose a wider set of final evaluations,
may be more appropriate methodologies for the real-world application of the pro-
posed sustainability assessment for specific regions or projects.

In this chapter, aggregation of normalized indicators into a SI per dimension and
an OSI per vehicle type was performed by using the weighted sum method [47].
The weighted sum model (WSM) was used to aggregate sustainability indicators.
The assumption that governs this model is the additive utility assumption (i.e., the
total value of each alternative equals to the sum of products). Addition among
criteria with different units is performed only after the different measurement units
are normalized into a dimensionless scale, and the utility Vi for each alternative is
estimated as follows:

Vi ¼
Xn
j¼1

wjNij i ¼ 1; . . .;m ð4Þ

where wj is the assigned weight for each indicator j for alternative I and Nij is the
normalized value of indicator j for alternative i.

5 Results and Discussion

Quantified indicator values for each vehicle type are shown in Table 6. The SI per
dimension and the OSI per vehicle type summarize the sustainability performance
for the seven vehicle types. The outcomes provide a comparison for estimating the
total impact of any fleet mix scenario containing these seven vehicle types. The
indicator values are weighted per passenger-mile traveled (PMT), and based on the
OSI, the most sustainable transportation vehicle is found to be the HDEB. It
achieved a sustainability level of 68%. The DB was ranked second. It achieved
sustainability of 63 or 92% of HDEB’s value. For passenger vehicles, the FCV, the
HEV, the EV, the PHEV, and the ICEV achieved sustainability of 56, 56, 51, 43,
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and 39, respectively. Clearly, vehicles with modern propulsion systems that depend
exclusively or partially on electric drive did better than the traditional internal
combustion-powered vehicle.

Technology performance and economy have comparable results among all urban
vehicles, which reveal that if a user or an agency is not particularly sensitive to
issues related to environment and energy, then they would tend to choose a vehicle
that satisfies mostly other needs. The results for users show that the vehicles that
satisfy transportation user needs the most are the HEV and the ICEV largely due to
their low purchase cost and convenient refueling compared to alternative fuel
vehicles. Starting in 2011, the Corporate Average Fuel Efficiency (CAFE) standards
will affect high fuel consumption vehicles the most. For example, the CAFE
standard for the ICEV used in our analysis will increase from 27.3 MPG in 2011 to
54.5 MPG in 2025 [48]. This will lower operating costs and make ICEV and HEV
competitive for several decades.

The FCV has the highest index for environment with a significant difference
from all other passenger cars, and it surpasses DB and HDEB which are public
vehicles. The FCV’s results for environment show that utilization of alternative fuel
or hybrid technologies combined with policies that increase vehicle occupancy has
the potential to improve passenger vehicle sustainability performance faster. For
example, if occupancy was increased to 2 for all passenger vehicle types, e.g., with
extensive use of high-occupancy lanes, then the HEV would have the highest OSI
of all vehicles, while DB would be sixth from the top.

Energy requirements for alternative fuel vehicle and hybrid operation are sig-
nificantly lower due to improved fuel efficiencies relative to gasoline-powered
vehicles. The FCV has the highest index for energy among passenger vehicles. The
main reasons for this result are the low maintenance and operation energy
requirements compared to vehicles that include an internal combustion engine.

The EV has the highest economic SI among passenger vehicles, and it exceeds
the index for DB. The EV performs well for economy due to its low maintenance
and fuel costs. In technology performance, the EV again has the highest index due
to low maintenance frequency, engine performance, and long lifetime of batteries.
Although EV performs relatively well, its OSI is reduced by the indicator “rea-
sonable availability,” which contributes significantly to its final ranking.
Improvements in range performance and speed of charging will likely make EVs
more reliable and thus more competitive.

Emission intensity and sources differ for each vehicle type. For example, while
ICEV produces more CO2 emissions during its operation, EV produces more CO2

during the production of its fuel. Policy formulation for treating impacts related to
emissions should be based on the number and intensity of emission sources for each
region. Accounting for upstream emissions and energy requirements for alternative
fuel vehicles, including the FCV, the PHEV, and the EV, is important. Without it,
assessment of operation-only vehicle emissions and consumption create strong
biases against ICEV, HEV, and DB. The upstream emissions and energy
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requirements for fuel production depend on the electricity mix used at each com-
munity. Therefore, they are likely to vary significantly for different geographical
areas.

Results were weighted per PMT instead on a mile basis to relax differences
between passenger and public transit. When results are weighted per vehicle mile
traveled (VMT), the two types of buses in the assessment are ranked last (Table 7).
Vehicle occupancy plays a critical role in estimating results per PMT. Table 7
shows how ranking between vehicles shifts when a different number of passengers
(pax) are considered. It should be noted that for this assessment, HEV ranks first
between passenger vehicles when an average vehicle occupancy ratio of 1.4 or
higher is considered.

6 Conclusion

Transportation policies should be adjusted to promote a more sustainable trans-
portation system in the short term and long term. A dynamic sustainability
framework that can be updated with the latest data of a transportation system (i.e.,
fuel types, insurance, fees and taxes, vehicle weight, fuel efficiency, vehicle mile-
age, battery capacity, etc.) and adjusted based on local policies (i.e., fuel costs,
parking pricing charges, etc.) is necessary to support transportation policy and
planning.

The sustainability framework that was used in this study for the assessment of
urban transportation vehicles provides a holistic approach as opposed to assess-
ments based solely on the operational stage of vehicles. The indicators used herein
were organized into five sustainability dimensions (environment, technology per-
formance, energy, economy, and users) that do not cross sustainability dimension
boundaries which occur in the traditional triple bottom-line approach (environment,
society, economy).

All indicators are comparable as per PMT measures, which allow us to avoid the
bias occurring from different vehicle sizes or classes. Buses are typically viewed as
more sustainable compared to other passenger vehicles. This is based on their
emission and energy life cycle outputs vis-a-vis their large passenger capacity
which lowers their per-passenger numbers; thus, buses were used in this study as a
basis for assessing the sustainability of seven light-duty vehicles. This assessment

Table 7 Vehicle rankings for different passenger vehicle occupancies

ICEV HEV FCV EV PHEV DB HDEV

Ranking VMT 5 1 2 4 3 7 6

Ranking PMT (pax:average) 7 4 3 5 6 2 1

Ranking PMT (pax:2) 7 1 2 3 5 6 4

Ranking PMT (pax:3) 5 1 2 4 3 7 6
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enables us to understand where passenger vehicles stand relative to public transit
and vice versa, and explore their weaknesses and privileges. Sustainability
assessment of one vehicle class should be performed exclusively when decision
making is based on a set of requirements and/or restrictions. For example, deter-
mine which vehicle is the “best” for a fixed corridor, for a social excluded group, or
for a specific route which has a narrow or a curved road.

In the short term, there are no barriers to be overcome to increase the penetration
of HEV in the market, which was found to have the second best sustainability
performance. Such barriers include infrastructure, maintenance and repair shops,
and overall awareness and familiarity with alternative fuel systems. In the long
term, electric drive and FCVs show that they have the potential to reduce envi-
ronmental impact. For many reasons, automobile ownership per household in fully
developed countries is likely to decrease due to aging and lower birth rates, the
fading of the baby boomer effect in the USA, restrictions of certain types of
automobiles (for pollution or congestion reasons) and transportation-as-a-service
(TaaS) with driver-operated (e.g., Lyft, Uber) and autonomous taxis [49]. The
question remains whether EVs will increasingly become the replacement of fossil
fuel-powered light-duty vehicles.

EVs and HEVs are becoming more capable and are particularly suitable for
polluted environments. They have the potential to become the dominant type of
light-duty passenger service vehicle in large urban areas. The time that is required
for this shift depends primarily on their purchase price, and regulations favoring
them. As long as manufacturers of gasoline-powered vehicles offer substantial
performance and technological and safety content for $25,000 or less (approx.
2017 US $), EVs with the same range and content priced above $35,000 (as is the
case currently) will have difficulty in selling a large number of units. Meanwhile,
light-duty vehicles costing above $15,000 are too expensive for most of the
developing world. Therefore, EV and HEV are less likely to be popular in the
developing world. Electric buses and light delivery vehicles (i.e., scooters and
tricycles) are far more likely to be operated in large numbers in the large cities of
developing countries (New Delhi, Dhaka, Ho Chi Minh City, Kathmandu, etc.) as
currently observed in Beijing and Shanghai, China.

Combination of transportation policies and alternative fuel vehicles should
support the creation of a sustainable transportation system. Policies should be
focused on improving the fuel efficiency of vehicles and on lowering the purchase
price of HEV while vehicle technologies advance.

Technology, fuel pricing and availability, and user habits are certain to change in
the decades ahead. The sustainability assessment method is flexible, detailed, and
manageable. It has the potential to enable comparisons by mode type (e.g., private
vehicle with technology X vs. bus), by broad class (e.g., motorized vs.
non-motorized vehicles), by system (e.g., BRT vs. light rail), by corridor (e.g., HOT
lanes vs. mass transit), and by area (comparisons of sections in the same city, or
comparisons among cities or metro areas). The results are both technology- and
policy-sensitive and thus useful for both short- and long-term planning.
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Increasing the Fuel Economy of Connected
and Autonomous Lithium-Ion Electrified
Vehicles

Zachary D. Asher, David A. Trinko and Thomas H. Bradley

Abstract When the sensors and signals that enable connected and autonomous
vehicle (CAV) technology are combined with vehicle electrification, new vehicle
control strategies that improve fuel economy (FE) are possible through perception,
planning, and a control request issued to the vehicle plant. In this chapter, each
CAV technology that could contribute to planning is introduced and discussed.
Next, the techniques for modeling and validating a vehicle plant and running
controller are discussed. Then, three planning-based control strategies are devel-
oped: (1) an Optimal Energy Management Strategy (Optimal EMS),
(2) Eco-Driving strategies, and (3) an Optimal EMS combined with Eco-Driving
strategies. Each of these planning-based control strategies is evaluated using a
validated model of a 2010 Toyota Prius in Autonomie so that engine power, battery
state of charge, and FE results can be compared. The results indicate that a
40% + FE improvement is possible when an Optimal EMS is combined with
Eco-Driving for city drive cycles. Overall, as more vehicles incorporate CAV
technologies and electrification, these FE improvements will be easier to achieve
and will have a greater impact on transportation sustainability.

1 Introduction

Modern vehicles are incorporating electrification to evolve from conventional
vehicles (CVs) to hybrid electric vehicles (HEVs), plug-in hybrid electric vehicles
(PHEVs), and fully electric vehicles (EVs) [1, 2]. At the same time, rapid advances
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in computational technology have provided vehicles with the ability to perceive
their environment by use of sensor technologies and computer systems [3].
Combined, these two trends provide new possibilities for improving fuel economy
(FE) from vehicle control.

Connected and Autonomous Vehicle Technology

Connected and autonomous vehicle (CAV) technology can be realized using sensors
and signals currently available, but can be made more efficient and reliable using
near-future sensors and signals. Currently available CAV technology includes
camera systems (CS), radio detection and ranging (RaDAR), light detection and
ranging (LiDAR), the global positioning system (GPS), and drive cycle databases.
Near-future CAV technology includes an advanced global navigation satellite sys-
tems (GNSS), vehicle-to-vehicle communication (V2V), vehicle-to-infrastructure
communication (V2I), and vehicle-to-everything communication (V2X). Each of
these sensors and signals is discussed in Sect. 2 and each contributes to the new
trend of vehicle sensing which can be leveraged in electrified vehicles to
improve FE.

Lithium-Ion Vehicle Electrification

Vehicle electrification has facilitated new vehicle configurations, architectures, and
control strategies. Additionally, lithium-ion vehicle batteries have provided
improved battery capacity allowing increased vehicle powertrain operational free-
dom [4]. Hybrid vehicles such as HEVs and PHEVs provide the most freedom in
vehicle powertrain control due to the two sources of propulsive power that can be
used.

New Possibilities for Improving Fuel Economy

When CAV technology is combined with lithium-ion vehicle electrification, new
FE improvement control strategies are possible. CAV technology enables vehicle
environment perception, also known as a worldview, and consequently a prediction
of future vehicle operation. This vehicle operation prediction can be leveraged by a
planning algorithm to compute a vehicle control strategy to improve FE. This
control strategy is issued as a request to the vehicle running controller, which
implements the control request without violating operational constraints in the
vehicle plant. The energy consumption from the vehicle can then be measured.
A systems-level viewpoint of this process is shown in Fig. 1.

Fig. 1 A systems-level viewpoint presenting the subsystems required for advanced control
strategies enabled by connected and autonomous technology
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Improved vehicle powertrain operation, referred to as an Optimal Energy
Management Strategy (Optimal EMS), is achieved by increasing the efficiency of
the vehicle powertrain without modification of the drive cycle. Improved vehicle
operation, referred to as Eco-Driving, is achieved by decreasing the energy output
of the vehicle through modification of the drive cycle. Both of these strategies are
enabled by CAV technologies, and their FE improvements are significant due to the
powertrain flexibility of electrified vehicles.

2 Perception Enabled by Connected and Autonomous
Vehicle Technology

CAV technologies such as CS, RaDAR, LiDAR, GPS, GNSS, drive cycle data-
bases, V2V, V2I, and V2X enable perception of the vehicle environment, or
worldview, which can be leveraged to predict vehicle routes, vehicle speeds, energy
use, and driver behavior, thus enabling the FE improvement techniques of an
Optimal EMS and Eco-Driving.

Currently available CAV technology that could be used to implement an
Optimal EMS and Eco-Driving is shown in Fig. 2 and discussed in Table 1.
Near-future CAV technology that could be used to implement an Optimal EMS and
Eco-Driving is shown in Fig. 3 and discussed in Table 2. Utilization of only cur-
rently available CAV technology to improve FE through an Optimal EMS and/or
Eco-Driving is a frequently debated topic in the literature, and ongoing efforts are
an active subject of research [5]. But, the literature is consistent in the view that
when near-future CAV technology is available, significant FE improvements
through an Optimal EMS and Eco-Driving will be feasible. Note that the
Optimal EMS and Eco-Driving FE impacts shown in Tables 1 and 2 are highly
dependent on the vehicle type, architecture, and the drive cycle.

Fig. 2 Vehicle implementation of currently available CAV technologies: a CS, b LiDAR [6], and
c GPS [7]
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2.1 Camera Systems

CS were one of the first steps taken to increase vehicle environment awareness,
enabling monitoring of other, less aware vehicles. CS can interpret immediate
vehicle surroundings to provide a localized prediction of vehicle speed. They can
recognize other vehicle locations [8], obstructions [9], traffic signs [10], and traffic
signals [11], thus determining the driving vehicle’s likely speeds in the next few
seconds. This information can be used to increase FE through Eco-Driving [12, 13]
and using an Optimal EMS. CS are currently in use by modern vehicles most
commonly for backup assistance (shown in Fig. 2a), collision safety [14–17], and
adaptive cruise control [18] which becomes more accurate and reliable when
combined with RaDAR or LiDAR (as shown in Fig. 2b) sensors as discussed in
Sect. 2.2.

Table 1 Currently available CAV technologies and their potential usage with Eco-Driving and
Optimal EMS FE improvement techniques

CAV
technology

Eco-Driving impacts Optimal EMS impacts FE impact

Camera
systems
(CS)

Localized velocity
modification helps enable
adaptive cruise control

Localized prediction of
future velocity through
sign recognition

Small FE
improvements from
short predictions

Radio
detection
and ranging
(RaDAR)

Localized velocity
modification fully
enables adaptive cruise
control

Localized prediction of
future velocity through
object recognition

Small FE
improvements on the
highway

Light
detection
and ranging
(LiDAR)

Higher accuracy
localized velocity
modification which could
enable lane switching

Higher accuracy
localized prediction of
future velocity through
object recognition

Better FE
improvements on the
highway

Global
positioning
system
(GPS)

Velocity modification to
coincide with speed
limits along the route

Basic prediction of the
full drive cycle using
stop light and speed
limit information

Prediction
accuracy-dependent
FE improvements
along an entire route

Drive cycle
database

Velocity modifications in
historically costly
sections of the drive cycle

Route length velocity
predictions that
improve with repeated
trips

Prediction
accuracy-dependent
FE improvements
along an entire route

Fig. 3 Conceptual examples of near-future CAV technologies: a V2V, b V2I, and c V2X
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2.2 Radio/Light Detection and Ranging

RaDAR is an inexpensive means of determining additional vehicle environment
information and monitoring other, less aware vehicles. RaDAR and LiDAR provide
similar information to CS about vehicle surroundings, but they interpret the vehicle
surroundings differently. Comparing the transmitted and received radio waves
(RaDAR) or light waves (LiDAR) provides advantages such as good performance
in low visibility and disadvantages such as the inability to interpret street signs [19,
20]. The most robust localized prediction of vehicle driving speed can be obtained
with the combination of RaDAR/LiDAR and CS [21–23], leading to improved FE
increases from Eco-Driving [24, 25] and adaptive cruise control [26, 27].

2.3 Global Navigation Satellite Systems

In order to expand beyond immediate vehicle surroundings, information from
GNSS can be used. GNSS technologies allow advanced knowledge of the vehicle

Table 2 Near-future CAV technologies and their potential usage with Eco-Driving and
Optimal EMS FE improvement techniques

CAV Technology Eco-Driving impacts Optimal EMS
impacts

FE impact

Global navigation
satellite systems (GNSS)

Velocity modification
to coincide with
speed limits along the
route

Route length
velocity
predictions
that improve
with repeated
trips

Prediction
accuracy-dependent
FE improvements
along an entire route

Vehicle-to-vehicle
comm. (V2V)

Opens numerous
driving velocity
modifications and
enables cooperative
adaptive cruise
control

High accuracy
of future
velocity
prediction
along a busy
road

Large FE
improvements along
busy roads

Vehicle-to-infrastructure
comm. (V2I)

Enables velocity
modifications along
an entire route that
coordinate with
traffic signals

High accuracy
of future
velocity
prediction
near traffic
lights

Large FE
improvements near
traffic lights

Vehicle-to-everything
comm. (V2X)

Enables full velocity
modification along an
entire route while
accounting for all
drive cycle
obstructions

High accuracy
of future
velocity
prediction
along the full
route

Enables absolute
optimal FE
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route (and thus the speed limits along the route) and the current location of the
vehicle along the route. This information can be leveraged to determine vehicle
velocities that meet the speed limit but improve FE through Eco-Driving [28, 29].
Even though GNSS cannot predict traffic lights and sudden accidents, GNSS
provides sufficient information for Optimal EMS FE improvements [30, 31].

The United States’ GPS is an example of a GNSS and has already been suc-
cessfully integrated into modern vehicles, as shown in Fig. 2c, for route calcula-
tions and traffic warnings. Current GPS technology requires improvements to
identify vehicle orientation, velocity, and position in all environments [32–34], but
upcoming GNSS technologies allow improved frequency and accuracy in deter-
mining these vehicle parameters [35–37].

2.4 Drive Cycle Databases

A database of previous drive cycles can improve autonomous navigation [38] and is
particularly valuable when implementing an Optimal EMS. Polling a drive cycle
database for the same drive cycle is unique because it provides a detailed velocity
prediction for the entire drive cycle. But, for previously undriven drive cycles, there
is no drive cycle database to poll and thus alternative perception methods are
required. FE improvements can be realized by through Eco-Driving and an
Optimal EMS [30, 31, 39, 40] when a drive cycle database is used in conjunction
with the current vehicle state.

2.5 Vehicle-to-Vehicle Communications

Information gained from CS, RaDAR/LiDAR, drive cycle databases, and GNSS on
one vehicle can be communicated to other vehicles wirelessly through V2V and is
anticipated to occur over the DSRC 5.85–5.925 GHz band [41]. Direct knowledge
of other vehicle information increases prediction accuracy when used with CS,
RaDAR, and GNSS information for high FE gains from Eco-Driving [42, 43] and
an Optimal EMS [44]. A special case of Eco-Driving, which is enabled by V2V
communication, is known as “platooning” where multiple vehicles drive very close
together to minimize air drag [45].

2.6 Vehicle-to-Infrastructure Communications

Advanced communication of traffic signal state can facilitate FE-improved vehicle
drive cycles as well as powertrain control. Vehicles with advanced warnings of
traffic lights can improve FE through Eco-Driving by maintaining more consistent
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vehicle speeds and planning efficient accelerations/decelerations [46–49]. Initial
research demonstrates that significant FE improvements from an Optimal EMS are
also possible once V2I has been implemented [39, 44, 50, 51].

2.7 Vehicle-to-Everything Communications

V2X involves communication with pedestrians (V2P), mobile devices (V2D), the
cloud (V2C), and the grid (V2G). Despite being several decades away from
real-world realization, near-perfect drive cycle prediction enabled by this technol-
ogy would maximize FE gains from Eco-Driving [52–59] and an Optimal EMS.

3 Vehicle Plant and Controller Model

Real-world feasibility of perception and planning FE improvement control strate-
gies must be investigated using high-fidelity models. These models can be validated
by comparing the simulated vehicle parameters (such as engine power, battery state
of charge (SOC), fuel consumption) with real-world vehicle parameters over the
same drive cycle. When comparing the simulated FE to the real-world FE for a
variety of fixed drive cycles, it is desirable to obtain a difference of no more than
3% across all drive cycles [60, 61].

There are several options for obtaining a high-fidelity model. The Autonomie
software developed at Argonne National Labs is comprehensive and popular and
can be interfaced with MATLAB through Simulink. Alternatively, the Future
Automotive Systems Technology Simulator (FASTSim) developed by the National
Renewable Energy Lab is less comprehensive but allows for faster simulations
when considering vehicle fleets. Another option is to create a custom model using
advanced modeling software, e.g., Modelica.

The Autonomie simulation tool has demonstrated close alignment with
real-world Chevrolet Volt PHEV operation [60] and Toyota Prius HEV operation
[61], thus demonstrating the model’s effectiveness. The drawback of using
Autonomie is that the specific vehicle model parameters used in those studies are
not publically available and customers must manually override the preloaded
vehicle models. To obtain a validated vehicle model, numerous parameters such as
control logic, engine operation maps, and component efficiency maps must be
modified.

An alternative method is to develop a custom high-fidelity vehicle model using
the Modelica modeling language. Modelica is a free tool that uses a differential
algebraic equation solver to simulate real-world stimulus responses and can be used
in a wide variety of applications to develop models of desired fidelity [62–64]. This
custom simulation tool is useful because modifications for FE improvement
strategies are clear and transparent in comparison with Autonomie. The drawback
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of this simulation technique is that Modelica does not receive as much support,
resulting in program crashes and arduous troubleshooting.

The first step in the analysis of improved FE control strategies is to establish a
Baseline Energy Management Strategy (Baseline EMS) that mimics existing
vehicle operation. This Baseline EMS should be validated against physical vehicle
operation characteristics such as engine power, battery SOC, and FE over a variety
of drive cycles (city, highway, aggressive, etc.). Typically, the city-focused Urban
Dynamometer Driving Schedule (UDDS), the highway-focused Highway Fuel
Economy Test (HWFET), and the aggressive US06 drive cycles are used, while the
New York City Cycle (NYCC) can also be added. These drive cycles are shown in
Fig. 4. They are used to validate the model and investigate alternate planning
methods in Sects. 4–6. A 2012 Toyota Prius PHEV Autonomie model validation is
shown in Table 3. Because the Baseline EMS is in close agreement with physically
measured values, the model is considered validated.
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Fig. 4 Four US drive cycles frequently used by the Environmental Protection Agency (EPA)

Table 3 Simulated and measured FE and battery energy usage comparison for a 2012 Toyota
Prius PHEV model developed using Autonomie

EPA
drive
cycle

Simulated
fuel
economy
(mpg)

Measured
fuel
economy
[65]
(mpg)

Percent
diff.
(%)

Simulated
battery net
energy
(Wh)

Measured
battery net
energy [65]
(Wh)

Percent
diff.
(%)

UDDS 79.3 81.5 2.8 366.2 237.6 35.1

HWFET 86.5 88.8 2.7 582.2 549.0 5.7

US06 53.4 54.3 1.7 450.2 472.7 5.0

136 Z. D. Asher et al.



4 Planning Method 1: An Optimal Energy Management
Strategy

An Optimal EMS enables FE improvements by increasing powertrain efficiency
along a fixed drive cycle. Methods used to determine the global Optimal EMS
include dynamic programming (DP) [66, 67] and Pontryagin’s Minimization
Principle (PMP), which is based on calculus of variations [68, 69]. Note that
alternate Optimal EMS exists that makes optimality trade-offs to improve robust-
ness such as stochastic dynamic programming (SDP) [70] and adaptive equivalent
consumption minimization strategy (a-ECMS) [71] as well as Optimal EMS that
makes optimality trade-offs for computation time such as optimized rule-based
control [72], equivalent consumption minimization strategy (ECMS) [73], and
model predictive control (MPC) [74]. Despite the numerous Optimal EMS
derivation strategies, DP remains the overwhelming favorite due to its ease of use,
robustness, and lack of dependence on derivatives or analytic expressions [75].

4.1 Deriving the Optimal EMS

DP finds the optimal solution using backward recursion, which avoids solutions that
are not optimal as defined by the Bellman principle of optimality [67]. For every
feasible state variable value, the optimal solution is stored. The globally optimal
control is derived using the standard DP formulation of

Dynamic Equation : Sðkþ 1Þ ¼ SðkÞþ f ðS; u;w; kÞDt ð1Þ

Cost Function : J ¼
XN�1

k¼0

f ðS; u;w; k;DtÞ ð2Þ

State Feasibility Constraints : Smin � SðkÞ� Smax k ¼ 0; . . .Nð Þ ð3Þ

Control Feasibility Constraints : umin � uðkÞ� umax ðk ¼ 0; . . .N � 1Þ ð4Þ

where S is the state, u is the control, w is the exogenous input, k is the timestep
number, Dt is the timestep length, J is the cost, and N is the final timestep number.

Depending on the problem discretization, hundreds of thousands of calculations
may be required to determine the globally optimal control through DP and typically
a low-fidelity, low computational cost vehicle model is needed. Numerous low
computational cost vehicle models have been employed in research, and thorough
descriptions of model development are available in the literature [76, 77].

To implement an Optimal EMS in a 2012 Toyota Prius PHEV, an approximate
model of a power-split PHEV is required (shown in Fig. 5). The model consists of a
force balance in the longitudinal direction to capture vehicle dynamics, a propulsion
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equation accounting for energy conversion efficiencies, a lithium-ion battery model,
a brake-specific fuel consumption engine map (typically approximated with a
response surface), and drivetrain torque and speed constraint equations all using
appropriate vehicle parameters. A comprehensive derivation of the low computa-
tional cost vehicle model is available in a previous publication from our research
group [5].

For a PHEV Optimal EMS DP derivation, the state is chosen to be the SOC, the
control is chosen to be the engine power ðPICEÞ, the exogenous input is the vehicle
(v), and the cost is chosen to be the fuel mass required ðmfuelÞ. This formulation
with the added feasibility constraints for a PHEV yields the following modified
equations:

SOCðkþ 1Þ ¼ SOCðkÞþ f ðSOC;PICE; v; kÞDt ð5Þ

Cost ¼
XN�1

k¼0

f ðSOC;PICE; v; k;DtÞ ð6Þ

SOCmin � SOCðkÞ� SOCmax ðk ¼ 0; . . .NÞ ð7Þ

PICE;min �PICEðkÞ�PICE;max ðk ¼ 0; . . .N � 1Þ ð8Þ

A timestep of Dt ¼ 1 s and a discretization of DSOC ¼ 0:02% DPICE ¼ 0:1 kW
were chosen, and the resulting control map solution is incorporated into the
high-fidelity Autonomie simulation using a 2-D lookup table Simulink block.

Note: The initial SOC value is chosen to be 23% with a charge sustaining value
of 20%. This ensures there will be a surplus of battery power to be used while also

Fig. 5 A power-split PHEV schematic showing operation in parallel mode (propulsion power
from mechanical, electric, or both) and series mode (propulsion power from the engine stored in
the battery)
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ensuring that engine power must be used for all drive cycles investigated. FE will
be improved by using all excess battery power (ending the drive cycle at 20% SOC)
while using engine power only when necessary.

4.2 Optimal EMS Results

When comparing the desired engine power of the Baseline EMS to the desired
engine power of the Optimal EMS (shown in Fig. 6), it is apparent that for each of
the drive cycles, an engine power around 20 kW is often optimally efficient.
However, an application of 20 kW of engine power is only efficient at certain
speeds, which are known to the Optimal EMS from drive cycle prediction.

When comparing the battery SOC from the Baseline EMS and the Optimal EMS
(Fig. 7), it is apparent that the Optimal EMS ends the drive cycle at the minimum
allowable value. Since the Baseline EMS does not use drive cycle end information,
it is at a significant disadvantage.

FE improvements are shown in Fig. 8 and are calculated as

FE Improvement ¼ NewFE� Baseline FE
Baseline FE

ð9Þ

An Optimal EMS provided the largest FE increase in city drive cycles (UDDS
and NYCC) which have frequent accelerations and decelerations. For aggressive

Fig. 6 A comparison of the engine power used by the Baseline EMS and the engine power used
by the Optimal EMS
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and highway drive cycles, there is less freedom in powertrain operation due to high
power demand, resulting in less dramatic FE improvements.

5 Planning Method 2: Eco-Driving

Eco-Driving enables FE improvements by modifying vehicle speed along a fixed
drive cycle. Eco-Driving can be communicated and encouraged to the driver in a
variety of ways including driver training, vehicle dashboards, smartphone appli-
cations, and pedal feedback [78] (examples shown in Fig. 9).

Fig. 7 A comparison of the battery SOC results from the Baseline EMS and the battery SOC
results from the Optimal EMS

Comparison of Baseline EMS and Optimal EMS Fuel Economy

0 10 20 30 40 50 60
Fuel Economy Improvement (%)

HWFET

US06

NYCC

UDDS

Fig. 8 A comparison of the Baseline EMS fuel economy results and the Optimal EMS fuel
economy results
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Eco-Driving can be formulated using an optimal control approach as

min : PpropðkÞ ð10Þ

subject to : time constraints ðe:g: ttotal � tmaxÞ ð11Þ

safety constraints ðe:g: v� vspeed limitÞ ð12Þ

operational constraints ðe:g: a� alimitÞ ð13Þ

However, in this formulation, it can be difficult to incorporate real-world con-
straints such as traffic lights, other vehicles, and pedestrians. Because of this dif-
ficulty, rules have been extracted from studying the results of optimal control
problems. The rules are typically generalized as eliminating full stops, maintaining
a constant speed, limiting acceleration, and smoothing the velocity profile [78–82].
Each of these rules will be examined independently by eliminating stops in the
UDDS drive cycle, maintaining a more constant speed in the NYCC drive cycle,
limiting acceleration and deceleration in the US06 drive cycle, and smoothing the
velocity in the HWFET drive cycle. The FE results will not be as drastic as when all
methods are combined, but instead will shed light on the relative importance of
each rule.

5.1 Deriving Eco-Driving Strategies

To study the effect of removed stops from drive cycles, the UDDS drive cycle was
modified by removing velocities below 15 mph while preserving the overall drive
cycle distance. This modified drive cycle is compared to the original as shown in
Fig. 10a. Note that in Fig. 10b, the acceleration magnitudes remain approximately

(a) (b)

Fig. 9 Eco-Driving achieves a FE improvement through lower energy driving which is
encouraged by driver feedback. An existing implementation of this feedback from a 2012
Chevrolet Volt dashboard is shown (a) as well as a proposed general advice image from the
literature [79] (b)

Increasing the Fuel Economy of Connected … 141



the same except for a few reductions. The engine power also remains relatively
unaffected as shown in Fig. 10c, and the battery SOC has a similar profile but ends
at a higher value of SOC.

To study the effect of a more constant velocity, the NYCC drive cycle was
modified by increasing the speed in some sections and reducing speeds in other
sections while preserving the overall drive cycle distance. This modified drive cycle
is compared to the original in Fig. 11a. These modifications significantly affect the
acceleration, as shown in Fig. 11b, but the reductions in acceleration contribute to
the improved performance. Figure 11c shows a drastically different engine power
used by the Baseline EMS for the modified NYCC drive cycle. Engine power is
increased in some areas and decreased in other areas. Figure 11d shows that the
SOC ends at a significantly higher value, which is not ideal for a PHEV seeking to
end the drive cycle at the lowest possible value of battery SOC.

To lower the propulsive power required in aggressive driving, the acceleration
and deceleration magnitudes can be reduced. To study this effect, the US06
aggressive drive cycle was modified by limiting the acceleration magnitude to
below 1.5 m/s2 and above the deceleration rate of −1.5 m/s2 while preserving the
overall drive cycle distance, which is shown in Fig. 12b. Reducing acceleration
magnitudes has the favorable effect of reducing peak engine power (Fig. 12c).
Figure 12d shows a smoother SOC profile resulting from the reduced acceleration
magnitudes.

To study the effect of velocity smoothing, the HWFET drive cycle can be
modified by aggressively smoothing the velocity profile while preserving the
overall drive cycle distance. This modified drive cycle is compared to the original as
shown in Fig. 13a. This drive cycle modification has a drastic effect on the drive

Fig. 10 A comparison of the changes that occur along the drive cycle and in vehicle operation
when removing stop and go driving from the UDDS drive cycle
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cycle acceleration as shown in Fig. 13b. For much of the drive cycle, the accel-
eration magnitude is almost completely eliminated. When the drive cycle is
smoothed, the engine operation is also smoothed as shown in Fig. 13c, although the
overall shape of engine power remains consistent. Also, by smoothing the drive
cycle, the battery SOC remains consistent as shown in Fig. 13d.

Fig. 11 A comparison of the changes that occur along the drive cycle and in vehicle operation
when making vehicle speed more consistent along the NYCC drive cycle

Fig. 12 A comparison of the changes that occur along the drive cycle and in vehicle operation
when limiting acceleration and deceleration rates along the US06 drive cycle
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5.2 Eco-Driving Results

Figure 14 demonstrates that significant FE improvements can be realized by
eliminating stops and by reducing acceleration/deceleration magnitudes, both of
which reduce the total energy expended during the drive cycle. Driving at a more
constant speed, as demonstrated in the NYCC drive cycle, can provide moderate FE
improvements, while smoothing the velocity profile provides a small FE
improvement.

Fig. 13 A comparison of the changes that occur along the drive cycle and in vehicle operation
when smoothing the drive cycle velocity along the HWFET drive cycle

Comparison of Baseline Drive Cycle and Eco-Driving Cycle Fuel Economy

0 2 4 6 8 10 12
Fuel Economy Improvement (%)

HWFET

US06

NYCC

UDDS

Fig. 14 Fuel economy results for removing stops along the UDDS drive cycle, creating a more
constant speed along the NYCC drive cycle, limiting acceleration and deceleration rates along the
US06 drive cycle, and smoothing the velocity profile for the HWFET drive cycle
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6 Planning Method 3: Eco-Driving and an Optimal
Energy Management Strategy

Combining Eco-Driving with an Optimal EMS has received little attention in the
literature, but could result in FE increases beyond what is possible from either
strategy alone. Removing drive cycle power restrictions through Eco-Driving
provides an Optimal EMS with even greater freedom for FE improvements.

6.1 Eco-Driving and an Optimal EMS Results

For the Eco-Driving drive cycles, as with the baseline drive cycles, the
Optimal EMS most often seeks an engine power of approximately 20 kW. In the
UDDS and US06 drive cycles, significant engine power reductions are achieved,
while in the NYCC and HWFET drive cycles, significant engine power increases
are achieved as shown in Fig. 15.

Knowledge of the entire drive cycle in advance allows a final battery SOC of
20% to be achieved for all drive cycles. Since there is no adjusted FE penalty that
must be calculated for PHEVs since they are designed to end at the minimum SOC,
this provides a significant FE benefit. Note that in the highway drive cycle, there is
significantly more SOC fluctuation from only running the engine at 20 kW.

The FE improvements from Eco-Driving combined with an Optimal EMS are
significant. For the NYCC drive cycle, the regions of constant vehicle speed

Fig. 15 A comparison of the engine power used by the Baseline EMS along the Eco-Driving
drive cycle and the engine power used by the Optimal EMS along the Eco-Driving drive cycle
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provided from Eco-Driving allow the Optimal EMS to achieve high powertrain
efficiency and realize significant FE benefits. Additionally, knowledge of the drive
cycle allows perfect utilization of battery energy, which is lost from Eco-Driving
alone (Fig. 16b). A similar phenomenon is observed for the UDDS and US06 drive
cycles. Conversely, the HWFET drive cycle realized a FE benefit but at the expense
of wild battery SOC fluctuations which may impact battery life (Fig. 17).

6.2 Comparing Planning Strategies

When comparing all three vehicle control strategies enabled by connected and
autonomous lithium-ion electric vehicles, it is apparent (from Fig. 18) that the
largest FE improvements are possible when combining Eco-Driving with an

Fig. 16 Battery SOC for a UDDS, b NYCC, c US06, and d HWFET

Comparison of Baseline Drive Cycle, Baseline EMS and Eco-Driving Cycle, Optimal EMS Fuel Economy

0 10 20 30 40 50 60 70 80 90 100
Fuel Economy Improvement (%)

HWFET

US06

NYCC

UDDS

Fig. 17 Fuel economy results for various aspects of Eco-Driving combined with an Optimal EMS
along the UDDS, NYCC, US06, and HWFET drive cycles
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Optimal EMS while the next largest FE improvements are achieved using the
Optimal EMS on the baseline drive cycle. Note that the Eco-Driving FE
improvements are from individual investigation of Eco-Driving rules, and if all
rules were to be combined, the Eco-Driving FE improvement would be more
significant. Additionally, city drive cycles with velocities modified to be consistent
speeds or with stop elimination provide large FE improvements from an
Optimal EMS. Limiting acceleration and deceleration rates in aggressive drive
cycles provides double the FE improvement from an Optimal EMS. Smoothing
vehicle velocity during highway drive cycles provides a marginal FE improvement
increase from an Optimal EMS.

7 Conclusions

When CAV technologies are combined with lithium-ion electric vehicle technol-
ogy, new vehicle control strategies that improve FE are possible. In this chapter, a
review of CAV technologies, lithium-ion electric vehicle modeling techniques, and
three control strategies for improved FE were presented. The results demonstrate
that significant FE gains can be achieved through the realization of an
Optimal EMS, Eco-Driving, and from the combination of an Optimal EMS and
Eco-Driving.

0 10 20 30 40 50 60 70 80 90 100
Fuel Economy Improvement (%)

HWFET

US06

NYCC

UDDS

Comparison of Baseline and All Control Strategies

Baseline Drive Cycle, Optimal EMS
Eco-Driving Cycle, Baseline EMS
Eco-Driving Cycle, Optimal EMS

Fig. 18 FE results comparing the FE improvements from a baseline drive cycle with a
Baseline EMS to: (top bar) a baseline drive cycle with an Optimal EMS, (middle bar) an
Eco-Driving drive cycle, with a Baseline EMS, and (bottom bar) an Eco-Driving drive cycle with
an Optimal EMS
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Although there are several CAV technologies that are not currently available, it
may be possible to achieve significant portions of these FE benefits today. As more
vehicles incorporate electrification and CAV technologies, these FE improvements
will be easier to achieve, thus helping to achieve transportation sustainability.
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Electric Commercial Vehicles in Mid-Haul
Logistics Networks

Maximilian Schiffer, Sebastian Stütz and Grit Walther

Abstract Recent research on electric commercial vehicles (ECVs) has mostly been
limited to short-haul applications and single planning perspectives. Especially in
mid-haul logistics networks where recharging on routes is necessary, integrated
planning approaches become inevitable due to interdependent decisions on network
design and vehicle operations. This chapter provides an overview of planning
approaches for ECVs that have been presented so far and presents a generic
modeling approach for integrated TCO analysis, taking strategic network design
and operational vehicle routing and recharging decisions into consideration. This
approach is then applied to a real-world case study of a large German retail com-
pany. We discuss results with respect to the competitiveness of ECVs compared to
ICEVs. Herein, we study economic and ecological benefits. Furthermore, we
analyze battery degradation effects from a technical point of view. Results show
that ECVs are on the verge of breaking even in mid-haul logistics for certain
application cases.

1 Introduction

Transport activities cause environmental harm by greenhouse gas (GHG) emissions
at global level and other noxious emissions as well as noise at local level. In detail,
transportation causes 25% of CO2 emissions, 30% of particulate matter, and 60%
of other noxious emissions in the European Union (EU) [1]. Furthermore,
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transportation remains the only sector in which the energy consumption and
emissions are still rising [2, 3], due to increasing transport volumes in the course of
globalization and thriving e-commerce [4]. To mitigate the environmental harm of
transportation, the EU aims at a reduction of GHG emissions by 20% until 2020
and by 40% until 2030 compared to the emissions produced in 1990 [5]. Herein,
electric vehicles (EVs) are seen as one of the cleanest means of transportation, and
thus, it is assumed that they can contribute significantly to achieve these goals.
However, the adoption rate of EVs is still low and challenges in different fields have
to be solved, e.g., by technological enhancements, installation of infrastructure, and
optimal operation of vehicles, to accelerate this market uptake.

In this course, EVs with their respective challenges have gained the attention of
different research areas. For instance, engineering has solved and discussed tech-
nical challenges and enhancements, operations research has been focusing on
decision support for optimal allocation of charging infrastructure and energy effi-
cient operation of vehicles, and business administration has been focusing on
business models of EVs for private as well as commercial use. While all of these
fields tackle important aspects that have to be solved to succeed in establishing
EVs, publications that draw a comprehensive picture by combining insights and
limitations from all of these fields are still sparse. While engineers analyze technical
issues in high detail, operations researchers often simplify technical aspects for
operational and strategic decision support. Also, economists state total cost of
ownership (TCO) calculations based on (very) aggregated values neglecting
(essential) details. However, a profound analysis is needed that at the same time
accounts for technical details and limitations, but also regards economic aspects at
an adequate level, as well as estimates the integration and future operation of EVs
within transportation networks. This holds especially in a commercial context as is
given by the usage of electric commercial vehicles (ECVs) in logistics fleets. Here
the challenge is to persuade logistics fleet operators of adopting ECVs and changing
the technological split in their car pools in order to accelerate the market uptake of
ECVs.

In the last years, large logistics companies carried out first pilot projects on
ECVs. In 2011, the Deutsche Post DHL group (DPDHL) launched a first electric
fleet of 12 Renault Kangoo ZE [6] as well as a large pilot project on zero-emission
deliveries in an urban area with 310,000 inhabitants in 2013. DPDHL succeeded in
this ambitious project by using custom-build ECVs [7–9] and finally bought the
company that manufactured these ECVs [10]. Further pilot projects have been
launched by the United Postal Service (UPS) [11]. However, all of these pilot
projects are focusing on short-haul transportation. To increase the contribution of
ECVs on emission reduction, a usage of ECVs in mid-haul transportation is nec-
essary. So far, studies and projects in this field are very scarce as large logistics fleet
operators still question the operational applicability and economic viability of ECVs
in mid-haul logistics networks due to limited driving ranges (given the higher
distances) as well as time inefficient recharging processes. However, a first research
project called ELMO—‘Elektromobile urbane Wirtschaftsverkehre’ (‘electrified
commercial transport in urban areas’) (cf. [12]), that was partly founded by the
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German government, delivered promising results that called for a more detailed
analysis.

Against this background, we present a case study in order to show that ECVs can
be used in mid-haul logistics with nearly no limitations compared to internal
combustion engine vehicles (ICEVs). To change the perception of practitioners and
fleet operators in this context, we analyze all potential retentions mentioned above.
We present an integrated planning approach that combines TCO calculations with
strategic network design and operational design components. Furthermore, we
analyze technical characteristics regarding the ECV’s batteries with respect to
charging cycles and discuss the battery stress caused by a utilization of the battery
in mid-haul logistics. Based on these analyses, we gain insights on viable planning
horizons for (integrated) TCO analysis, since the charging cycles of a battery are
limited. Our analyses are based on real-world data and insights from the pilot
project ELMO and the mathematical and algorithmic fundamentals as well as TCO
findings presented in [13].

The remainder of this chapter is structured as follows: First, we give a brief
overview about the state of the art in related research streams. Then we provide
some information about the ELMO project and introduce our case study before we
present a mixed integer program that is the formal basis for our analysis. Next, we
describe our design of experiments and discuss the corresponding results. Finally,
we conclude this chapter with a summary of the main findings and remaining
challenges for both practitioners and future research.

2 State of the Art

In the following, we present a brief overview on related literature of the different
fields. Herein, we do not aim at giving detailed explanations, but rather at providing
a comprehensive overview on all streams for the interested reader. First, we focus
on related literature from business administration and operations research. Herein,
we provide an overview on existing approaches for planning of charging station
infrastructure, routing of EVs, and aggregated (TCO) feasibility studies. Second, we
give a very brief overview on results of battery degradation studies from the field of
electrical engineering.

2.1 Strategic Planning on Charging Station Infrastructure

Different mathematical optimization approaches have been developed to determine
optimal configurations of charging infrastructure. These approaches can basically
be differentiated into vertex-based, flow-based, and location-routing models. While
the first two approaches are mainly used to design public charging infrastructure for
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private cars, the latter are used to design charging station infrastructure for logistics
fleets.

In vertex-based planning approaches, charging demand is predefined and
assigned to certain vertices, i.e., to specific points on a map. This is for instance
given if charging demand is known in advance or if parking space is used for
charging locations. An overview on these approaches is given in [14]. Regarding
applications, charging infrastructure is planned for different fleets, e.g., determining
a charging infrastructure for taxi fleets [15], electric scooters [16], or passenger
vehicles [17–20].

Within flow-based planning approaches, charging demand is not assumed to be
predefined for single points, but is estimated for traffic flows. These approaches
have for instance been used for planning of classical gasoline networks [21] and
have also been extended for alternative fuel vehicles [22–25]. State-of-the-art
solution methodologies for these approaches can be found in [26, 27].

In general, the planning of charging infrastructure depends on the existing or
expected charging demand, which in turn depends on the vehicles’ routes. These
routes are exogenously given for public charging infrastructure. However, logistics
fleet operators decide on both, the charging infrastructure of the logistics networks
as well as the routes of the operated vehicles. Therefore, integrated planning
approaches have been developed that simultaneously determine route plans and a
corresponding optimal charging infrastructure. First approaches were provided by
[28] for battery swapping and by [29] for conventional charging of ECVs.
Extensions focused on application cases [30], uncertain customer patterns [31], and
generic solution methods [32, 33] that can be used for further analyses on a wide
range of application cases. However, these approaches usually aim at minimizing
the number of vehicles or charging stations. A comprehensive TCO calculation has
not yet been considered in this context.

2.2 Electric Vehicle Routing

Vehicle routing problems (VRPs) are commonly used to design route plans for
logistics fleets. Herein, the objective is either to route the vehicles in a cost-optimal
way or with minimum total traveled distance. In recent years, several publications
extended state-of-the-art VRP approaches to approaches for ECVs, considering
intermediate stops for recharging on routes. Herein, [34] introduced the green VRP
that focused on refueling stops for alternative fuel vehicles, while [35] introduced
the electric VRP with time windows (EVRPTW) that focused explicitly on
recharging of ECVs. From then on, several extensions of the EVRPTW have been
published, focusing on charging technologies [36], energy consumption represen-
tations [37, 38], battery swapping [39], exact algorithms [40], and partial recharging
[41, 42], as well as synchronization potential with hours of service regulations [43].
For a profound overview of these approaches, we refer the interested reader to [44].
Although these approaches take into account some of the characteristics of ECVs,
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this is mostly done at a rather aggregated level. Technical details, e.g., with regard
to battery degradation, are usually not regarded.

2.3 Competitiveness Analysis

There are also publications that conduct competitiveness analyses of ECVs against
ICEVs. These analyses are mainly based on aggregated estimations of the total
driven distance and charging cycles, as well as on assumptions for further opera-
tional parameters. Estimated parameters are then discussed within a sensitivity
analysis to analyze break even. A TCO analysis of medium-duty ECVs was pre-
sented by [45]. However, driving distances were limited between 48 and 96 km.
A comparison between ECVs and ICEVs with a sensitivity analysis on fleet and
battery replacement scenarios can be found in [46]. Davis and Figliozzi [47] con-
sider at least approximated routing constraints. Another TCO analysis that focuses
on a sensitivity analysis between vehicle utilization and battery degradation was
presented in [48]. However, even if these analyses may provide a rough estimation
of the applicability and benefit of ECVs in logistics fleets, they are not sufficient to
eliminate the doubts of practitioners as not all practical and technical constraints are
taken into consideration at an adequate level of detail (cf. [13]).

2.4 Battery Degradation

To keep the discussion concise, we assume in the following that the reader has a
basic knowledge of battery technologies, especially of lithium-ion batteries, from
previous or following chapters.

Within lithium-ion batteries, (dis-)charging processes are only partially rever-
sible so that the technical properties of batteries decrease due to battery degradation
effects. These degradation effects comprise two different kinds of degradation:
(i) calendric and (ii) cyclic aging.

Calendrical battery degradation results from chemical side reactions during
storage, mainly independent from the battery’s utilization profile. These side
reactions increase the storages inner resistance and, thus, worsen the specific energy
and specific power characteristics [45, 46]. Calendrical degradation effects are the
smaller:

• the less the time is in which a battery remains at high SOCs during its lifetime,
• the less the time is in which a battery is exposed to high temperatures.

Cyclic battery degradation results from the degeneration of the crystal structure
of the storage medium due to mechanical stress caused by charging and discharging
processes. Herein, the mechanical stress is proportional to the depth of discharge
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and the overall time span of charging and discharging cycles. Thus, deep discharge
states should be avoided and charging and discharging cycles should be limited to a
minimum to keep cyclic degradation as small as possible. Furthermore, charging
processes at low temperatures lead to increasing degradation effects. Concluding,
cyclic degradation effects can be reduced by avoiding:

• large charging and discharging cycles,
• deep discharging, and
• charging at low temperatures.

Within an ECV, more than 1000 lithium-ion batteries are connected to a battery
pack to provide a sufficient energy storage. Herein, a battery management system
(BMS) ensures a distortion-free mode of operation. The BMS automatically per-
forms operations to avoid some of the mentioned battery degradation effects, such
as overcharging, deep discharging, and charging at low temperatures. However, the
time a battery is remaining at high SOC, the time a battery is exposed to high
temperatures, and large charging and discharging cycles are not covered by the
BMS. From these factors, temperature can be assumed as an exogenous factor that
cannot directly be influenced by decisions on vehicle operations. Thus, (i) the time
a battery remains at high SOC and (ii) large charging and discharging cycles
remain as factors of interest for our analyses as these can directly be influenced by
routing and charging decisions.

3 Real-World Application

In the following, we detail our real-world application case that provides the basis of
our studies. First, we focus on the underlying field project ELMO from which we
gained real-world data on charging processes and consumption profiles. Second, we
illustrate our case study, which is based on the planning tasks of the logistics
network of a large German retail company.

3.1 The ELMO Project

In 2011, the German government initiated the field project ELMO ‘Elektromobile
urbane Wirtschaftsverkehre’ (‘electrified commercial transport in urban areas’). At
this time, data and experiences on ECVs within logistics networks (especially in
mid-haul logistics) were still sparse, since most manufacturers were focusing on
electric vehicles for the private sector or at small commercial vehicles that were
based on the same chassis as private cars. Additionally, field tests were only
focusing on short-haul logistics with vehicle payloads smaller than 3.5 tons.
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Therefore, the intention of the ELMO project was to test ECVs in a mid-haul
logistics setting and to gain empirical insights on overall applicability and technical
or operational limitations of ECVs. Also, an overall assessment of ECVs and a
comparison with ICEVs were aimed at as were recommendations for best practice
and deductions on worthwhile application fields.

In ELMO, several companies collaborated with the Fraunhofer IML to integrate
and track medium-duty ECVs in their daily logistics tasks. More than 3000
transportation records were retained, covering a total mileage of 158,209 km and
yielding an energy consumption of 108,543 kWh. The field test provided first
promising results, suggesting that medium-duty ECVs may get economically and
technically competitive against ICEVs in certain mid-haul logistics settings.

However, only single vehicles were replaced and tracked. Also, routing and
handling processes were changed as less as possible in order to allow for a com-
parison between (single) ECVs and ICEVs and to ensure acceptance for the
operation of this new technology. Also, aspects like range and recharging were not
regarded in routing decisions, and potentials and limitations of a further electrifi-
cation of the logistics fleets were not considered. Against this background, the
target of our study is to assess the advantage of an electrification of a complete
mid-haul logistics network, i.e., not electrifying only single ECVs but as much
vehicles as possible. We conduct our study for the specific case of the retail
logistics company TEDi.

3.2 The TEDi Case

One company that took part in (and partly initiated) the ELMO project was the
German non-food retailer TEDi, who operates more than 1400 stores all over
Europe. Using ECVs instead of ICEVs in mid-haul distribution is of special interest
for retail companies such as TEDi, because stores are often located in inner cities so
that fleet operators have to cope with emission restrictions and fear a future ban of
ICEVs from these areas.

In our case study, we focus on TEDi’s logistics network within the federal state
of North Rhine-Westphalia, the state in which the ELMO project was conducted. In
North Rhine-Westphalia, 302 stores are supplied from a central warehouse. The
stores are (nearly) equally distributed with a lensing number of stores in the outer
regions and a higher number of stores in the central city regions. The most distant
store is located 190 km away from the warehouse. The considered network can be
assumed to be representative for a majority of mid-haul logistics networks in retail
logistics.

The planning task within this network results as follows: Each store has to be
supplied with new goods once in a week. The goods are transported on pallets or
roller containers, and empty pallets or containers are picked up while delivering
new goods and are then backhauled to the depot. For these tasks, a fleet of 12-tonne
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medium-duty trucks is used that start and end their tours at the central warehouse
and are operated in a two-shift mode.

Within the ELMO project, two of these trucks were replaced by electric 12-tonne
trucks of the model CM1216 of the manufacturer EMOSS. These electric trucks
were used within a vicinity of 70 km around the central warehouse. However, the
trucks were neither operated on specifically tailored routes, nor were larger vicinities
considered, nor was recharging on routes addressed. Despite neglecting all these
aspects, the results of the field tests within the ELMO project looked promising as
the electrified EMOSS trucks had slight advantages compared to ICEVs.

In the following, we investigate if and how the whole logistics network of TEDi
can be operated by ECVs. Other than existing approaches, we do not use aggre-
gated analysis based on predefined route plans, but we use an integrated planning
approach based on optimized strategic and operational decisions on charging station
infrastructure, vehicle fleet size, and route plans using a mixed integer
location-routing model. The results of this model allow for detailed TCO calcula-
tions, but also for an analysis of the batteries’ SOC during the resulting tours
regarding the depth of discharge and the number of charging cycles. Our analysis is
backed by real-world data regarding the demand of the stores as well as the travel
times, energy consumption and charging times that were gathered during the
ELMO field test.

4 Mixed Integer Program

The planning task of TEDi can be described as a pickup and delivery, multi-period,
multi-shift location-routing problem with intra-route facilities. To provide a formal
basis for our analysis, we present a mixed integer program (MIP) for this problem,
considering a TCO-based objective function as described in [13].

Given a set of vertices V0;nþ 1 and a set of arcs A, this MIP is defined on a
directed, complete graph G ¼ V0;nþ 1;A

� �
. Herein, V0;nþ 1 consists of a subset of

customer vertices C, a set of vertices at which recharging facilities can be sited F,
and a set of dummy vertices D to allow for multiple visits to charging stations. D is
indexed by j if it refers to a subset of D belonging to a single vertex j. The depot is
represented by vertices 0 for outgoing and nþ 1 for ingoing arcs. To model mul-
tiple shifts and periods, we use sets S and P respectively. To keep the model as
concise as possible, we use cutsets (1)–(3) within the formal notation. Herein, (1)
includes all arcs of an arbitrary subset B, while (2) refers to its outgoing and (3) to
its ingoing arcs:

d Bð Þ ¼ ði; jÞ 2 A : i 2 B; j 2 Bf g; ð1Þ

dþ Bð Þ ¼ ði; jÞ 2 A : i 2 B; j 62 Bf g; ð2Þ
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d� Bð Þ ¼ ði; jÞ 2 A : i 62 B; j 2 Bf g: ð3Þ

Analogously, c ið Þ denotes all succeeding shifts of i.
Table 1 provides an overview of the variables and parameters that are necessary

to state our MIP: To model routing decisions, binary xsij states whether arc ði; jÞ is
traversed or not in shift s. Accordingly, binary yi depicts if a charging station is
located at vertex i or not. The arrival time ssi , the battery load qsi , the delivery freight
load f si , and the pickup freight load usi at vertex i in work shift s, as well as the
amount of energy wi recharged at vertex i are used to trace arrival times, the
battery’s SOC and the freight load of a vehicle. Furthermore, z denotes the maxi-
mum number of vehicles used in one shift, i.e., the fleet size. Stores are charac-
terized by an earliest esi and latest lsi arrival time in-between which goods can be
delivered and picked up. Delivering and picking up goods lasts si time units.
Herein, the service time si depends on the demand of delivery freight pi and pickup
freight vi at store i. Any arc ði; jÞ is characterized by a travel time tij, a distance dij,
and an amount of consumed energy hij. Furthermore, a vehicle is characterized by
its battery capacity Q and its freight capacity F. Assuming fast recharging,
recharging of 1 kWh lasts r time units. To account for a TCO objective, we con-
sider discounted cost terms for vehicles with respect to vehicle’s investment costs
cinv;v and fixed costs cfix;v, investment costs for charging stations cinv;s, driver costs
coper;dr and operational costs coper;di.

Table 1 Variables and
parameters of the MIP
formulation

xsij Routing binary: arc (i, j) is traveled

yi Siting binary: recharging station is sited at vertex i

ssi Vehicle arrival time at vertex i

wi Recharged energy at vertex i

qsi Vehicle’s battery load at vertex i

f si Amount of delivery freight at vertex i

usi Amount of picked up freight at vertex i

z Fleet size

esi Earliest time of service at store i

lsi Latest time of service at store i

si Service time at store i

pi Delivery freight demand at store i

vi Pickup freight demand at store i

tij Driving time on arc (i, j)

dij Distance of arc (i, j)

hij Energy consumed by traversing arc (i, j)

r Recharging rate

Q Battery capacity

F Freight capacity
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Using this notation, our TCO objective function (4) results based on the deter-
mined fleet size and the calculated number of sited charging stations each multi-
plied with its cost coefficient, as well as the operational costs for traversing arcs and
the number of driver shifts times the shift costs. The number of driver shifts is
determined based on the traversed arcs that leave the depot. The resulting fleet size
is given by constraints (5) and (6).

The remaining constraints focus on demand fulfilment at stores, herein com-
plying with time restrictions and keeping vehicles operational with respect to bat-
tery limitations: Constraints (7)–(9) ensure that each store is served (7) and vertices
are traversed at most once (7)–(8), while each vehicle finally returns to the depot
(9). Freight capacity violations are prohibited by (10)–(12). While (10) contains the
delivery freight balance, (11) accounts for the pickup freight balance, and (12)
secures that the total freight on a vehicle does not exceed the vehicle’s freight
capacity on a tour. The time balance is given in constraints (13) and (14),
accounting for service times at stores (13) and recharging times at charging stations
(14). Note that charging is allowed to take place in parallel while a vehicle serves a
store (cf. Sect. 2). Time window violations for all stores are prohibited by constraint
(15). Constraints (16)–(19) obtain battery restrictions. While (16) and (17) obtain
the energy balance without (16) and with (17) recharging, (18) and (19) secure that
the battery’s SOC always remains greater or equal to zero and below the battery’s
capacity limit. Constraints (20)–(22) comprise charging constraints and charging
station location decisions. While (20) secures that charging is only possible if a
charging station is available at vertex i, (21) secures that a charging station is only
sited if a charging demand must be fulfilled. Constraint (22) mirrors the siting
decisions to dummy vertices. Finally, (23) provides the ranges for the decision
variables.

minimize

TCOECV ¼ cinv;v þ cfix;v
� �

zþ cinv;s
X

i2C[F

yi þ coper;dr
X

ði;jÞ2dþ 0ð Þ;s2S
xsij

þ coper;di
X

ði;jÞ2d V0;nþ 1ð Þ;s2S
dijx

s
ij

ð4Þ

s. t.

z�
X

j2Vnþ 1

xs0j 8s 2 P ð5Þ

z�
X

j2Vnþ 1

xs0j 8s 2 c Pð Þ ð6Þ

X
ði;jÞ2dþ ið Þ;s2S

xsij ¼ 1 8i 2 C ð7Þ
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X
ði;jÞ2dþ ið Þ

xsij � 1 8i 2 fVnCg; s 2 S ð8Þ

X
ðj;iÞ2d� ið Þ

xsji �
X

ði;jÞ2dþ ið Þ
xsij ¼ 0 8i 2 V; s 2 S ð9Þ

0� f sj � f si � pix
s
ij þF 1� xsij

� �
8ði; jÞ 2 d V0;nþ 1

� �
; s 2 S ð10Þ

0� usj � usi þ vix
s
ij þF 1� xsij

� �
8ði; jÞ 2 d V0;nþ 1

� �
; s 2 S ð11Þ

0� f si þ usi �F 8i 2 V0;nþ 1; s 2 S ð12Þ

ssj � ssi þ tij þ si
� �

xsij � ls0 1� xsij
� �

8ði; jÞ 2 dþ C0ð Þ; s 2 S ð13Þ

ssj � ssi þ tijx
s
ij þ r wi � ls0 þ rQ

� �
1� xsij

� �
8ði; jÞ 2 dþ Vð Þ; s 2 S ð14Þ

esi � ssi � lsi 8i 2 V0;nþ 1; s 2 S ð15Þ

qsj � qs0 � hijx
s
ij þQ 1� xsij

� �
8ði; jÞ 2 dþ 0ð Þ; s 2 S ð16Þ

0� qsj � qsi þwi � hijx
s
ij þQ 1� xsij

� �
8ði; jÞ 2 d Vnþ 1ð Þ; s 2 S ð17Þ

0� qs0 �Q 8s 2 S ð18Þ

0� qsi þwi �Q 8i 2 V; s 2 S ð19Þ

wi �Qyi 8i 2 V ð20Þ

yi �wi 8i 2 D ð21Þ

yi � yj 8i 2 fVnDg; j 2 Di ð22Þ

xsij 2 f0; 1g 8ði; jÞ 2 d V0;nþ 1
� �

yi 2 f0; 1g 8i 2 V z 2 N ð23Þ

This MIP (4)–(23) is tailored to ECVs, but it can also be used for ICEVs by
neglecting charging station costs in the objective and skipping constraints (14) and
(16)–(22).

The MIP presented in this section provides a formal basis for our following
studies. However, enhanced methods are necessary to solve large-sized instances
and case studies. To keep this paper concise and focus on managerial and technical
insights, we refer to [13] for an explanation of the matheuristic that has been used
for our studies.
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5 Design of Experiments

In the following, we describe our design of experiments. Herein, we stick to the
basic experimental design presented in [13]. In [13], insights were derived into
(i) the competitiveness of ECVs in mid-haul logistics compared to ICEVs and into
(ii) the ecological benefit of integrating ECVs into mid-haul logistics. However,
(iii) technical limitations, especially battery degradation effects for ECVs in
mid-haul logistics are still missing. To keep this chapter concise, we will briefly
discuss the insights from [13] on (i) and (ii), but focus our analysis on (iii).

In the ELMO project, TEDi has been operating ECVs only within a vicinity of
70 km around a central warehouse, without using tailored routes that consider the
special characteristics of ECVs. Our experimental design focuses on the stepwise
electrification of the whole fleet, i.e., serving customers by ECVs in increasing
vicinities around the warehouse. Since the potential to operate ECVs within a
vicinity of 70 km has already been proven in the ELMO project (without even
tailoring routes), we start our experiments at a vicinity of 80 km and end at a
vicinity of 190 km with which the whole distribution area could be covered. As
Fig. 1 shows, the number of customers for the mentioned vicinities increases from
144 to 302. As can be seen, the number of stores grows less than proportional to
increasing vicinities from the depot. This shows the typical structure of a retail
logistics network in which a central warehouse is used and only single customers
are located near the boundary of the service area.

We use real-world data regarding the stores’ weekly demand, energy con-
sumption profiles, recharging profiles, and travel speed. In our TCO analysis, we
use the data of a MAN TGL 12.250 for a 12-tonne ICEV truck and the data of an
EMOSS CM1216 as a representative 12-tonne ECV truck. The considered cost
values hold as stated in Table 2, wherein we use a discount rate of 5% and a
planning horizon of 5 years for the TCO calculations. We refer to [13] for a detailed
discussion of the used data.
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6 Results

In the following, we discuss results for the TEDi case. As stated above, we present
results on (i) economic and (ii) ecological viability of ECVs in mid-haul logistics
regarding increasing customer vicinities. Afterward, we analyze the number of
recharging stops on routes with resulting (dis-)charging cycles to highlight
(iii) battery degradation aspects in ECV mid-haul applications.

6.1 Economic and Ecological Benefits

The TCO and CO2 assessments are based on the network operation structure that
results after solving the corresponding optimization problem for ECVs and ICEVs.
Thus, we briefly present this structure in Fig. 2 showing the number of stores C, the
number of vehicles Z, the number of necessary driver work shifts W, the weekly
distance driven D (km 102), the average distance per tour D (km), and the number
of charging stations Y built for each service area vicinity.

As can be seen, all quantities increase monotonously with an increasing service
area vicinity. While the total distance driven increases proportionally to the number
of stores, all other quantities increase with a lower gradient. As can be seen, the
installation and usage of charging stations is not necessary up to a vicinity of
100 km. Moreover, (nearly) no operational disadvantages exist in the TEDi net-
work by using ECVs instead of ICEVs, since the number of necessary vehicles and
the number of driver shifts remain equal for both technologies, and the total driven
distance is equal for all but the 180 km instance.

Based on the quantities of Fig. 2, Table 3 and Fig. 3 detail, the total cost of
ownership for the respective service area vicinities served by ICEVs (TCO ICEV)
or served by ECVs (TCO ECV). For ECVs, we conduct a sensitivity analysis with
respect to the investment cost for vehicles and charging stations. In the l-scenario,
our calculations are based on low investment costs for charging stations of 4500 €
per station as was the case in the TEDi project. However, for different fields of

Table 2 Cost data for the
representative trucks

MAN TGL EMOSS CM1216

Purchase price 75,000 € 160,000 €
Yearly taxes 534 €/a 0

Driver wage 29,000 €/a 29,000 €/a
Battery capacity – 160 kWh

Consumption 0.19 l 0.73 kWh/km

Energy price 1.18 €/l 0.07 €/kWh

CO2 equivalent 2624.89 gCO2,eq/l 507.97 gCO2,eq/kWh
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application or logistics networks investment costs for charging stations might be
significantly higher. To account for this varying cost structure, the h-scenario
considers high investment costs for charging stations of about 30,000 € per station.
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Fig. 2 Fleet structure for ECVs and ICEVs depending on the service area vicinity

Table 3 Total cost of ownership for ICEVs and different ECV scenarios

Service area
vicinity (km)

80 90 100 110 120 130 140 150 160 170 180 190

TCO ICEV
(m€)

1.72 2.06 2.28 2.61 3.01 3.28 3.47 3.59 3.74 3.89 3.98 3.98

Scenario l: low charging station costs

TCO ECV
(100%) (m€)

1.69 2.01 2.18 2.49 2.88 3.13 3.31 3.41 3.58 3.70 3.79 3.79

TCO ECV
(90%) (m€)

1.65 1.95 2.12 2.42 2.80 3.05 3.22 3.33 3.48 3.60 3.69 3.69

TCO ECV
(80%) (m€)

1.60 1.89 2.06 2.35 2.72 2.96 3.13 3.24 3.39 3.50 3.59 3.59

Scenario h: high charging station costs

TCO ECV
(100%) (m€)

1.69 2.01 2.18 2.59 3.24 3.57 3.95 4.15 4.40 4.64 4.91 4.91

TCO ECV
(90%) (m€)

1.65 1.95 2.12 2.52 3.16 3.48 3.86 4.06 4.30 4.54 4.81 4.81

TCO ECV
(80%) (m€)

1.60 1.89 2.06 2.45 3.08 3.39 3.77 3.98 4.20 4.45 4.72 4.72
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As can be seen, for the basic scenario from the TEDi application case [ECV (l,
100%)], total costs are lower for ECVs than for ICEVs for all service area vicinities.
Herein, the usage of ECVs instead of ICEVs yields cost savings between 1.33 and
4.90%. These cost savings increase to up to 10%, if the investment costs for
vehicles decrease by 20% and investments for charging stations remain constant.
However, if investment costs for charging stations increase to 30,000 € as in the
h-scenario, the cost savings of ECVs vanish for service area vicinities above
110 km or 100 km depending on the vehicle investment costs. In the worst case, the
usage of ECVs yields 23.32% higher costs than the operation of ICEVs within the
network.

Concluding this sensitivity analysis shows that ECVs become competitive
compared to ICEVs for special application cases and for particular cost structures.
However, the potential benefit of operating ECVs depends heavily on the network
structure and cost parameters at hand. If high investment costs for charging stations
are required, ECVs are not competitive within large service are vicinities where
charging on routes is indispensable. This even holds if the investment costs for
ECVs decrease significantly. In this case, the number of necessary charging stations
increases due to limited battery capacities and the cost savings in vehicle investment
costs are not sufficient to compensate the additional investment costs for charging
stations.

Figure 4 shows results on the total CO2 emissions for both the operation of the
network with a fleet of ICEVs and with a fleet of ECVs. ECVs emit around 25%
less CO2 emissions compared to ICEVs for a well-to-wheel system boundary
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(i.e., regarding all fuel/electricity emissions from the generation to the combustion
respectively transmission). Since the operational quantities, especially the total
driven distance, remain equal between ICEVs and ECVs for all but the service area
vicinity of 180 km (cf. Fig. 3), the emission savings reflect the higher efficiency of
ECVs due to the CO2 conversion coefficients from Table 2.

6.2 Battery Degradation Effects

In the following, we analyze the impact of increasing service area vicinities on the
factors that influence battery degradation that are subject to routing decisions and
are not controlled by the BMS, i.e., times in which batteries remain at a high SOC,
large charging and discharging cycles, and the number of discharging cycles.
Herein, we analyze the number of recharges and the deepest discharge for each
vicinity and tour. Doing so, we are capable of deriving insights into the number of
discharging cycles (that correlate with the number of recharges on routes).
Furthermore, implications of large (dis-)charging cycles and high SOCs are derived
based on information on the deepest discharge.

Figure 5 shows the distribution of the deepest discharges on routes for each
service area vicinity. For each group of bars, the percentages vary from discharges
between 0–10% and 90–100%. As can be seen, the share of routes with a discharge
of more than 90% of the battery’s capacity increases significantly with increasing
service area vicinities, starting at 2.17% (80 km) and ending with up to 53.13%
(190 km). One could assume that similar trends exist for the other ranges of deepest
discharges. However, this is not the case as can be seen for discharges between 20
and 90% of the battery’s capacity. To explain this effect, we have to take into
account the relationship between the number of stores and their distribution in the
service area (cf. Figs. 1 and 2). As can be seen, the number of stores that is added to
the service area decreases with increasing vicinities, while the added customers are
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still distributed over the whole plane. As the objective of our MIP is to minimize
total costs [cf. (4)] (which is the most likely objective used in practice), the added
stores are integrated into existing tours, i.e., tours that were designed for a smaller
vicinity are split up to integrate new stores. This means that tours get longer and,
thus, the proportion of tours where the maximum battery capacity is used increases.
Thus, a shift to deeper discharges and a trend for deepest discharges above 90% can
be observed, but other levels of discharge vary irregularly. Shares remain below 5%
for deepest discharges between 0–10% or 10–20% independent of the service area
vicinity. Note that results would change if another objective function would be
used, i.e., minimizing the number of tours with deep discharges.

To analyze the shares of deepest discharges that accelerate the battery degra-
dation in more detail, Fig. 6 shows the share of routes for which the battery’s SOC
remains at a high level (0–20%) or for which a large discharge occurs (80–100%).
As can be seen, the share of routes with degradation accelerating SOCs or dis-
charges increases significantly with increasing service area vicinities from 13.04%
(80 km) to 63.54% (190 km). Herein, a very steep increase up to 50.57% can
already be observed within the vicinity extensions up to 110 km. For all but the
80 km vicinity, routes that show a deep discharge constitute the majority of routes
with accelerated battery degradation.

Figure 7 shows the share of routes with zero, one, or two recharging stops for
each service area vicinity. Coherently to the findings of Fig. 2, no recharging stops
occur on routes for service area vicinities up to 100 km. For larger vicinities, the
number of routes with recharging stops increases proportionally to the increase of
charging stations in Fig. 3. Routes with more than one recharging stop are rather
scarce and occur only for vicinities of 180 km or 190 km.

Concluding, the findings of this section can be summarized as follows: All of the
discussed impacts on accelerated battery degradation arise as soon as ECVs are
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used in mid-haul transportation, i.e., if distances of more than 100 km have to be
covered. However, an increase in the number of (dis-)charging cycles occurs for
less than 40% of the routes. This is significantly lower than assumed by aggregated
TCO analysis that suspects additional recharges on (nearly) all routes. Also,
accelerated battery degradation due to batteries remaining at high SOCs affects only
3–9% of the routes, dependent on the service area vicinity. The main accelerator of
battery degradation is deep discharges due to increasing tour lengths. For large
service area vicinities of more than 130 km, these discharges occur for more than
50% of the routes. Although an increased number of discharges occurs, the number
of discharges per vehicle can easily be kept below 3000 cycles for the assumed
planning period of 5 years by shifting vehicles between routes over time. Thus, the
planning horizon of our experiments is appropriate to the assumption to exclude
battery replacement costs that may arise if more than 3000 cycles are needed (cf.
[47]).
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7 Conclusion

In this chapter, we studied the usage of ECVs in mid-haul transportation networks.
Herein, we introduced a case study that considers the logistics network of a large
German retail company for a federal state of Germany. This case study is based on
real-world data from the company itself and ECV characteristics and consumption
profiles collected during a large field project. We introduced a MIP as a formal basis
that allows for a detailed analysis of ECVs in mid-haul logistics networks, con-
sidering strategic aspects, i.e., the design of the charging station network and the
vehicle fleet size, as well as operational limitations, i.e., routing and recharging
decisions.

We conducted several experiments to overcome the limited perspective of
studies that are restricted to a single aspect, either scientifically (e.g., a pure eco-
nomic or technical perspective) or from the planning perspective (e.g., a pure
strategic network design or a pure operational routing decision). We studied the
competitiveness of ECVs against ICEVs with respect to economic and ecological
benefits. Furthermore, we studied battery degradation accelerating factors for the
resulting networks and operation modes.

Results show that ECVs are on the verge of breaking even for special application
cases, yielding savings in total costs of up to 5%. However, this cost savings
potential depends on the characteristics of the underlying network and the cost
structure of the vehicles and charging stations. Especially, results may be heavily
affected by the setup cost for charging stations. Emission savings result due to a
higher efficiency and lower CO2 emission coefficients for ECVs. Herein, a win–
win situation occurs for the presented case study. Focusing on battery degradation
effects, deep discharges reveal to be the most crucial limitation for large service area
vicinities above 130 km.

These results highlight the potential of ECVs to contribute to sustainable
transportation networks even in mid-haul logistics with large driving ranges.
However, the presented results are case specific and have to be recalculated for
different networks and planning scenarios. The methodology presented in this
chapter provides a generic basis for these further studies.
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Mechanical Design and Packaging
of Battery Packs for Electric Vehicles

Shashank Arora and Ajay Kapoor

Abstract Safety and reliability are the two key challenges for large-scale electri-
fication of road transport sector. Current Li-ion battery packs are prone to failure
due to reasons such as continuous transmission of mechanical vibrations, exposure
to high impact forces and, thermal runaway. Robust mechanical design and battery
packaging can provide greater degree of protection against all of these. This chapter
discusses design elements like thermal barrier and gas exhaust mechanism that can
be integrated into battery packaging to mitigate the high safety risks associated with
failure of an electric vehicle (EV) battery pack. Several patented mechanical design
solutions, developed with an aim to increase crashworthiness and vibration isolation
in EV battery pack, are discussed. Lastly, mechanical design of the battery pack of
the first fully electric bus designed and developed in Australia is presented. This
case study showcases the benefits of adopting modularity in the design of EVs. In
addition, it highlights the importance of packaging space for EVs, particularly
in low-floor electric buses, as weight distribution becomes a challenge in
these applications.
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1 Introduction

Paris agreement has united 195 countries of the world who share a common goal of
limiting the greenhouse gas emissions and gradually building a carbon-free society.
Significant efforts are thus being focussed on increasing the share of renewable
energy in the total energy generated in these regions [1]. However, the problem of
intermittency affects all renewable energy resources. Use of battery packs to add an
energy buffer and increase flexibility of the electric grids is considered a reliable as
well as a sustainable solution for the problem of intermittency associated with
renewable energy sources [2–4]. Also, battery-powered vehicles have the potential
to substantially cut the greenhouse gas emissions from the transport sector.
Electrification of transportation sector is thus integral to the long-term climate
control policies of all nations.

Among the commercially available battery chemistries, Li-ion batteries offer
features such as high efficiency, high gravimetric and volumetric densities, longer
lifespan and low maintenance requirements that are all essential for setting up an
efficient energy storage system [5–7]. Currently, the cost of manufacturing an EV
battery pack is about $500 per kWh. However, with efforts to modify the
microstructure of electrode materials for Li-ion batteries [8–12], the cost is expected
to decrease to $200 per kWh by 2020 and $160 by 2025 [13]. Lastly, Li-ion batteries
containing non-toxic metals such as iron, nickel, manganese, cobalt, have been
classified as “non-hazardous waste and safe for disposal in the normal municipal
waste stream” by the US government [14]. For these reasons, they are the preferred
choice for the majority of high energy or high power applications in present times.

Li-ion batteries have long been used in a single-cell format for small portable
electronic devices. Due to the fairly limited energy content of such cells, it was
believed that failure of a single cell, which has been thoroughly investigated and
relatively well understood [15–19], would have little impact beyond its surround-
ings. However, as these cells are now being scaled up and configured to find
applicability in energy storage system for electric grids and vehicle electrification
programmes, single-cell failures affecting neighbouring cells and damaging the
entire battery pack are regularly reported. A gap lies in our understanding of the
behaviour of large battery packs under abusive conditions [20, 21]; therefore,
careful consideration must be given to design a Li-ion battery-based energy storage
system for the targeted application.

2 Design Considerations

A simplified representation of an electric bus is presented in Fig. 1. It shows in a
block format, various electromechanical systems such as electric motors, electric
HVAC unit, electric air compressor and various types of controls that demand
energy or act as load for the installed battery packs.
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It can be easily inferred from this basic schematic that an EV battery pack
communicates with different sub-systems and multiple parameters simultaneously
through various interfaces. Different interfaces, as visualised in the case of an EV
battery pack, are briefly described in Table 1 [22].

Communication through each of these interfaces can influence reliability and
safety of the battery pack and needs regulation. For example, it has been suggested
that the battery temperature must be maintained below 50 °C for safe operation
[23, 24]. The vibration frequencies of the battery pack should also be suppressed to
avoid resonance at typical natural frequencies of the vehicle suspension system and

Fig. 1 Simplified representation of an electric vehicle. HVAC heating, ventilation, air
conditioning; PDU power distribution unit; L/RHS left-/right-hand side

Table 1 Definition of various system interfaces in an EV battery pack [22]

Interface Definition Formed by

Mechanical Mechanical design features included for
safety reasons

Cell spacers, damping pads,
gaskets, valves

Structural Members that provide required
protection and isolation

Case, cover, end plates, tie rods,
cross-members

Thermal Regulates battery cell temperature Coolant, fans, pumps, heat
exchangers

Electrical Transmits power from, and to, the
battery pack

Bus bars, cables, contactors, fuse,
relays

Control Monitor and regulate the state of battery
pack

Battery management system,
various sensors

Support Vehicle body parts providing additional
crash worthiness

Axles, chassis, seats, vehicle floor
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sprung mass from 0 to 7 Hz, the vehicle power train, i.e. driveline and gearbox,
from 7 to 20 Hz, and the vehicle chassis system from 20 to 40 Hz [25]. Marginal
deviations from the designed boundary can compromise the cycle life of the battery
pack. It can also set in motion an uncontrolled chain of exothermic reactions
resulting in the release of smoke or toxic gas and the development of high-pressure
events leading to premature failure, fire and explosions. These marginal deviations
can be caused by excessive heat build-up or physical abuse of battery packs that
includes puncturing or crushing the packs [26].

A reliable battery packaging design should address issues relating to thermal
stability, vibration isolation and impact resistance at micro- as well as macro-level.
Further, it should minimise thermal and mechanical interactions between different
units of the battery pack at each level, i.e. at cell and module level, thus reducing
the probability of failure of the battery pack itself. Design elements that can be
optimised readily to achieve the required level of protection without much impact
on available resources are called control factors [22]. Some of the most critical
control factors of an EV battery pack are: battery cells and cell spacer type, number
and location of gas exhaust nozzles, battery cooling system and insulation coating
thickness. A rule of thumb for identification of control factors is: any factor that lies
outside the system boundary is not regarded as a control factor.

As aforesaid, battery cell type has a significant influence on design of the battery
packs. For example, it has been found that packing density of a battery pack with
18,650 type cells is 114 times more than that of a pack comprising large prismatic
cells. Moreover, the packing density of a pouch cell is approximately two times
lesser than that of a prismatic cell of similar nominal capacity mainly because of its
smaller thickness and large surface area. It is therefore relatively easier to improve
volumetric efficiency of the battery pack by packaging large quantities of smaller
cylindrical cells in the available space than to use large prismatic or pouch
cells [27].

Compactness of packaging design also has an appreciable impact on thermal
performance of the battery pack. Research shows that increasing the cell-to-cell
spacing for a battery pack from 1 to 10 mm can lead to a loss of approximately 1 °
C in the steady-state cell core temperature, for all the three physical formats [28].
According to NASA-Battery Safety Requirements Document (JSC 20,793 Rev C),
cell spacing is more critical for pack designs employing battery cells of gravimetric
energy density greater than 80 Wh/kg [29]. It has further been ascertained that to
alleviate cell-to-cell heat propagation in the instance of a single-cell failure or a
thermal runaway event, a minimum spacing of 2 mm is required for cylindrical cell
formats. In addition, a physical barrier between neighbouring cells is required for
the same reasons in battery packs that employ cell formats with side vents [30].
Other important design requirements are specified by various international stan-
dards; SAE standards applicable to mechanical design and testing of automotive
battery packs are listed in Table 2 [26].
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2.1 Thermal Runaway Protection

Manufacturing defects or events such as physical abuse and internal short circuit can
push a battery cell into a state of thermal runaway. Thermal runaway is categorised
as an exothermic chain reaction in which self-heating rate of a battery cell is more
than 0.2 °C/min [31]. It can cause the battery to vent large quantities of flammable
gases, emit jet of effluent materials and even combust spontaneously [32].

Table 2 SAE standards governing mechanical design of automotive battery packs [26]

Standard Title Scope

SAE
J240

Life test for automotive storage
batteries

Life test simulates automotive service
when the battery operates in a
voltage-regulated charging system

SAE
J1766

Recommended practice for EV and
hybrid vehicle battery systems crash
integrity testing

Specifies test methods and performance
criteria which evaluate battery spillage,
retention and electrical isolation during
specified crash tests

SAE
J1797

Packaging of electric vehicle battery
modules

Provides for common battery designs
through the description of dimensions,
termination, retention, venting system and
other features required in an EV
application

SAE
J1798

Recommended practice for
performance rating of electric vehicle
battery modules

Common test and verification methods to
determine EV battery module
performance. Document describes
performance standards and specifications

SAE
J2185

Life test for heavy-duty storage
batteries

Simulates heavy-duty applications by
subjecting the battery to deeper discharge
and charge cycles than those encountered
in starting a vehicle

SAE
J2289

Electric-drive battery pack system:
functional guidelines

Describes practices for design of battery
systems for vehicles that utilise a
rechargeable battery to provide or recover
traction energy

SAE
J2344

Technical guidelines for electric
vehicle safety

Defines safety guideline information that
should be considered when designing
electric vehicles for use on public
roadways

SAE
J2380

Vibration testing of electric vehicle
batteries

Describes the vibration durability testing
of an EV battery module or battery pack

SAE
J2464

Electric vehicle battery abuse testing Describes a body of tests for abuse testing
of EV batteries

SAE
J2929

Electric and hybrid vehicle propulsion
battery system safety standard

Safety performance criteria for a battery
system considered for use in a vehicle
propulsion application as an energy
storage system galvanically connected to
a high-voltage power train
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High-temperature gases and effluents emanating from the damaged cell pose
safety risk to material/property in close proximity of it and also to vehicle passengers
and first responders. High-pressure build-up inside the pack enclosure, due to the
flammable gases, can also cause explosive failure of battery packaging if the gases
cannot readily escape from the enclosure. It is thus recommended to include at least
one pressure release valve, designed to set off at a pre-specified pressure, to minimise
the safety risks posed to the EV and its passengers by an unknown point of failure.
The damage to property and safety risks to the vehicle passengers and the first
responders can be minimised by strategically controlling the direction of release of
hot fumes and gases from the packaging. The damage can also be controlled by
restricting thermal interactions between different entities of the battery pack. The
point of egress of hot gases is controlled by incorporating one or more gas exhaust
nozzles, shown in Fig. 2, that are designed to open during a battery thermal runaway
event, while the spread of thermal runaway to larger area of the battery pack can be
prevented by placing appropriate thermal barriers in the packaging.

2.1.1 Point of Egress

A battery cell does not necessarily need to be in a state of thermal runaway to emit
hot gases and effluents. An exhaust gas nozzle can minimise the vehicle damage
and safety risks by directing the hot material in a direction where no one would get
affected by the hot gases leaving the battery pack. During EV’s normal operation, a
seal keeps the nozzle assembly closed and restricts entry of road debris and
moisture into the battery pack. A pressure equalisation valve with cracking pressure
in the range of 0.5–1.0 psi, i.e. much less than the pressure encountered during a
thermal runaway event, is integrated into the exhaust nozzle to provide a means for
handling pressure differentials due to non-thermal events (e.g. altitude variations).
Hollow structural elements are included in the battery pack configuration to guide
the flow of hot gas and material from the cell experiencing the thermal event to the
exhaust nozzle.

Nozzle seal that keeps the gas exhaust nozzle closed during normal operations is
held in its place by a nut. During thermal runaway, both the pressure and the
temperature within the battery pack enclosure increase. Eventually, the nut melts
and/or sufficiently deforms to allow the pressure within the pack enclosure to force
the nozzle seal out of the nozzle. However, as the nozzle and its mounting assembly
are fabricated from high-temperature materials such as steel or ceramic, they do not
get affected by the increasing temperature and continue to guide the hot gases in a
direction that minimises any personal loss or property damage.

Efficiency of the thermal design can be further increased by using perforated
battery compartments. Effluents generated by the battery cells enter the hollow
guideways formed within the battery pack through these perforations. The guide-
ways direct the effluents to a gas exhaust nozzle, which releases it out of the battery
pack [33].

180 S. Arora and A. Kapoor



2.1.2 Thermal Barrier

The increased temperatures associated with thermal runaway may cause the
mounting brackets in close proximity of the battery region undergoing thermal
runaway to melt or vaporise. As a result, the battery may no longer be held rigidly
in its original position. As the affected battery cell/module moves, the spacing
between battery components may be diminished, leading to decreased resistance
to thermal runaway propagation. Battery cell/module movement may also

Fig. 2 Battery pack system with a hollow guideways or exhaust gas ducts and b multiple exhaust
nozzle assemblies fitted in each battery compartment to exhaust hot gases and effluents generated
during pack operation and/or thermal runaway events
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compromise the battery pack cooling system, thus further increasing the thermal
runaway propagation rate. Lastly, it should be noted that if the affected cell/module
moves sufficiently, it may come to rest against an adjacent cell/module. If it does,
the heat transfer process between the two regions would switch from radiation and
convection to a combination of radiation, convection and thermally more efficient
process of conduction. Further, in applications where a stacked-type battery con-
figuration is used, i.e. a layer of battery cells arranged vertically over another layer,
gravitational forces may expedite the movement of the top layer once the bracket(s)
begins to melt and/or vaporise. It is therefore important to restrict the movement of
the battery cell or module undergoing thermal runaway to minimise the risk of
thermal runaway propagation.

Firstly, cross-members can be used to divide the battery pack into multiple com-
partments. The packaging design presented by US Patent No. 8663824 also demon-
strated how a central battery pack member can be employed to further separate the
right and the left compartments in addition to providing a channel for connecting
power and data lines. In the design, module mounting flange of the battery module is
captured by the upper and the lower cross-members of the packaging frame. The
arrangement allows easy positioning and holding of the battery modules at their place
in the compartment. It also creates an air gap between the top and bottom surfaces of
the packaging and the battery modules [33]. The air gap reduces the probability of
occurrence of conductive heat transfer between the neighbouring battery modules.

Secondly, battery cells can be held in their pre-specified location by using rigid
spacers that are friction fit or bonded between neighbouring cells of the battery
module. In general, the spacer assembly selected for integration within the
cell-mounting bracket depends on the type and shape of the cells employed within
the battery pack. Since the primary function of cell spacers is to keep the cells fixed
in place during thermal runaway, to save mass and attain a higher specific energy
rating for the battery pack a pair of much smaller spacers with an upper spacer and a
lower spacer is preferred over one long spacer running from top to bottom of the
cells [34]. Although just one spacer can be used, such as one located near the top or
bottom, or near the centre of the cells, use of one spacer is not preferred as it still
permits some movement. Height of the spacers used is usually in the range 1–5% of
the overall battery height. Cell spacers perform a dual role in the case of prismatic
cells and pouch cells. Besides their primary function, i.e. providing cell-holding
functionality, they provide the binding pressure necessary to counteract the internal
spring forces and to prevent the cell windings from expanding as a result of it.

Battery cell spacers create sufficient binding on the cell sides without covering so
much of the cell surface area that cooling becomes ineffective.

2.2 Structural Stability

In the absence of adequate compressive force needed to maintain a uniform contact,
delamination of electrode layers occurs in pouch cells and prismatic cells, which
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affects their performance and reliability. Delamination of the electrode layers can be
avoided through usage of external structures that may include either hard plates
stacked on each side of the battery cell or clamps made of thread rods. Although the
stacking plate method provides significant advantage during manual assembly of
battery packs, it is more expensive on a mass production basis. Also, holding
clamps may make the pouch cells more vulnerable to mishandling during assembly
process and to localised stress development due to unbalanced clamping force [27].

The solid structure created through metallic or rigid plastic casings typically
used for the prismatic and the cylindrical battery cells prevents foreign objects such
as nails from penetrating the electrochemical system. The metallic casings provide a
greater degree of tolerance to pressures generated inside the battery cell because of
gas generation and venting, a safety feature absent in pouch cells owing to their soft
packaging.

Main structural issue with the prismatic cells is that their corners can be left
vacant due to elliptical windings. It results in uneven pressure distribution in
electrodes but the problem can be alleviated by filling vacant corners with solid
material. Table 3 compares different battery cell formats according to structural
characteristics considered important from safety perspective.

Table 3 Comparison of structural characteristics of different types of battery cells [35]

Criteria Small
cylindrical

Large cylindrical Prismatic Pouch

Casing Metal Metal Semi-hard
plastic or metal

Aluminium soft
bag

Connections Welded nickel
or copper strips
or plates

Threaded stud for
bolt or threaded
hole for bolt

Threaded hole
for bolt

Tabs that are
clamped,
welded or
soldered

Retention
against
expansion

Inherent in
cylindrical
shape

Inherent in
cylindrical shape

Requires
retaining plates
at ends of
battery

Requires
retaining plates
at ends of
battery

Appropriateness
for production
runs

Good: welded
connections are
reliable

Good Excellent Excellent

Field
replacement

Not possible Possible Possible Not possible

Delamination Not possible Not possible Possible Highly possible

Compressive
force holding

Excellent Excellent Poor Extremely poor

Local stress No No No Yes

Safety Good,
integrated with
PTC

Good, integrated
with PTC

Good, integrated
with PTC

Poor, no safety
features
included

Heat shrink
wrapping

Yes Yes Depend on
casing material

No
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2.2.1 Crash Protection

Maintaining structural integrity of the battery pack during crash conditions is another
challenge for EV designers. For this purpose, two packaging architectures—the
“T-shaped” architecture and the “floor” configuration—are primarily utilised for EV
battery packs.

The “T-shaped” architecture shown in Fig. 3a is used in GM Chevrolet Volt. It
enables the battery modules to be arranged inside the primary safe zone of the
vehicle, i.e. the area beneath the rear passenger seats and extending along the tunnel
between the two rows of seats. It prevents the battery pack from direct frontal
impact and side impact loads through usage of vehicle structure as a crash barrier at
the expense of interior cabin space and sometimes passenger comfort as well.

In contrast, the “floor” configuration used in Tesla Model S and Audi e-tron
Sportback concept, shown in Fig. 3b, involves arranging the battery cells in a slab
format under the vehicle floor. It maximises the available cabin space to be used
either by the vehicle occupants themselves or for storing their luggage. In addition,
such configuration increases the vehicle stability during various driving manoeu-
vres by lowering its centre of gravity. However, it also reduces the ground clearance
of the vehicle, thus exposing the battery pack to dangers of ground or bottom
impact.

Battery cells are traditionally protected against the bottom impact via metal or
plastic shell casing enclosures in conjunction with module and battery pack
housings and vehicle body structure including transverse cross-members, doors and
floor. Furthermore, as floor panel can only resist impact from small stones on a
gravel road, armour made of 1–6 mm thick metallic sheet, with a monolithic or a
sandwich structure or even their combination, is used as a protection against bottom
impact. Polymeric coating is applied to it for rust protection.

Research has shown that severity of the damage to the protective armour plate is
affected by the tip radius of the impacting body, the distance of the indentation
point to the nearest boundary of the battery module and the exponent of the power
law hardening curve. It has further been reported that other thinner protective
members of the battery pack rupture soon after the armour is breached, thereby
exposing the battery cells to damage from road debris and other sharp objects [38].

To restrict this damage to a minimum, a multifunctional granular battery
assembly (GBA) pack, in which the battery cells are organised in a bimodal packing
arrangement along with collapsible and sacrificial metal tubes, has been proposed.
GBA can function as an energy storage system and a stress control plus energy
dissipation unit simultaneously. Simulation studies rate it as 2.6 times more
effective than a metal foam structure of equivalent density in reducing the proba-
bility of battery pack failure during crash conditions. A reduction of over 5% in the
head injury criterion of EVs due to the use of GBAs has also been observed as
opposed to likelihood of head injury arising from an impact to an EV occupant
employing traditional battery packs. However, disadvantages of employing GBA
in place of a conventional battery pack include a decline of 35 and 13% in
the volumetric capacity and gravimetric capacity of the vehicle, respectively.
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Fig. 3 Battery packaging architectures: a T-shaped architecture used in GM Chevrolet Volt [36]
and b floor architecture used in Audi e-tron Sportback concept [37]
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More importantly, the metal tubes of a GBA add approximately 3% to the gross
vehicle weight that could influence not only EV driving range but also its rolling
resistance [39].

In addition, side impact resistance of battery packs can be increased by including
a pair of collapsible side sill assemblies and multiple cross-members in the battery
pack design. In general, hollow cross-members should be used to gain benefits from
high strength to weight ratios of hollow structures. However, both the material and
the configuration used for the cross-member can vary with its location in the battery
pack. For example, cross-members located in the centre of the battery pack are
thicker than other cross-members to provide additional strength at the areas that are
used for seat mounting assembly [40].

However, in EVs with air-cooled batteries, due to the large cross-sectional area
of the air ducts, minimal packaging space is available to provide cross-braces for
the battery assembly. US Patent 8276696 demonstrates a packaging design in which
the inlet/outlet ducts for an air-cooled battery are modified and utilised as structural
members to increase the impact resistance of the battery pack. As per the design, the
forced air system includes an inlet duct for providing air to the battery and an outlet
duct for directing exhaust air from the battery and a fan. At least one of those ducts
is configured as a structural member to provide structural support and protect the
battery assembly. The duct arrangement that extends between opposite sides of the
vehicle is attached to the shock tower on each side providing support and protection
to the battery assembly. The ducts, which are traditionally made of plastic, can be
made of steel, aluminium, carbon fibre or any other suitable material in EV
applications. Due to fewer parts being used, it also provides a more efficient and
compact packaging solution [41]. In other words, benefits in terms of energy
density (Wh/L) can be realised with this design, but the compromise in terms of
specific power (W/kg) and cost of the system needs to be made.

2.2.2 Vibration Isolation

Vertical low-frequency vibrations are transmitted continuously to an EV structure
as it is driven on a highway. Also, travelling over uneven surfaces, such as holes,
grade crossings or bridge abutments, produces shocks that cause vertical vibrations.
As a result, dynamic mechanical loads develop on the electrical sub-systems such as
terminal connectors and bus bars in a battery pack, which can result in loss of
electrical continuity and fatigue failure of the casing [42].

In order to prevent this, a compressive force is usually applied to the top surface
of the battery packs through tensioning bolts and retainer frame. US Patent 7507499
illustrates one such design for stabilising a battery pack in EVs by using a
cover-pad-tray retention arrangement. The design comprises of four beams, coupled
at right angle to one another through four connectors to form a rectangular frame
structure. Each beam engages one of the four sides of the battery pack. Positive
connection between frame and the battery pack is maintained through tensioning
bolts. The arrangement uses two types of damping pads, flat and L-shaped,
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to absorb vibration and prevent movement of the modules with respect to one
another along the Z-axis. The L-shaped damping pads are placed adjacent to each of
the corner connectors. They bear against the frame structure to provide relatively
small pressure areas at the corners and push the separate battery modules of the
battery pack laterally towards one another; on the other hand, the flat damping pads
are positioned at the lower and upper corners of facing sides of the adjacent battery
modules. A tray that could be bolted to a part of the vehicle structure provides the
support to the battery pack.

Tensioning bolts are fastened after assembling the frame so that the beams are
drawn against the corner pads in the longitudinal and lateral directions to periph-
erally squeeze the battery modules of the battery pack towards one another.
Fastening the bolts also compresses the damping pads placed between the indi-
vidual battery modules making them stationary with respect to one another.
Figure 4 presents a perspective view of the design [43].

Weight distribution of the vehicle can also influence the degree of vibration
isolation and ride quality. A battery mounting frame structure for achieving uniform
vehicle weight distribution and to maintain a low centre of gravity was presented by
US Patent 8561743. As seen in Fig. 5, the rectangular mounting frame is divided
into two sections, front and rear by a girder that has been welded to the frame [44].
Furthermore, a beam member divides the front section into two equal rectangular
areas. In the two front rectangular areas, the batteries are arranged in a vertical
direction such that the long side is oriented in transverse direction and the short side
is oriented in longitudinal direction of the vehicle, whereas the batteries in the rear
rectangular section are arranged such that the shortest side is oriented in the vehicle
transverse direction.

As a result of this arrangement, the weight of group of batteries mounted in the
rear section is substantially equal to the total weight of group of batteries mounted
in the two front columns. Subsequently, centre of gravity of the battery assembly is
located around an intersecting point of median of the group of batteries in vehicle

Fig. 4 Perspective view of a framing arrangement employed with a compact battery pack
design [43]
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transverse direction and median of the same group in longitudinal direction. This
point is located to the rear of the graphical centre of the vehicle and is preferable in
terms of weight balance of the vehicle in the front–aft direction, considering that the
electric motor, the battery charger and the inverter are housed in the front com-
partment [44]. A clear advantage of this configuration is that the mounting frame
can be used for various types of vehicle. This means that in case seating layout of
the EV is changed, then optimum weight distribution and vibration isolation can be
achieved simply by modifying the number of battery stacks in the group and
without making any major modifications to dimensions of the battery mounting
frame disclosed here.

3 Case Study—Swinburne eBus Battery Pack

In 2014, a collaboration was formed between Swinburne University of Technology,
Bustech, Malaysian Automotive Institute (MAI) and Excellerate Australia to build a
prototype demonstrator electric bus (eBus). The latter two stakeholders were the
relevant government bodies for Malaysia and Australia, respectively, and provided
significant funding for the project. Bustech is a bus manufacturer based in
Queensland, Australia, and has been designing and building buses since 1995, with a
current production rate of 250 buses per year. The demonstrator eBus had
ultra-low-floor architecture and was built using off-the-shelf hardware, where avail-
able, so that new and innovative technology opportunities could be identified that
address the integration for amodular systems architecture approach. It was intended to
be the first step in a bus development programme and enabled the development of
sub-systems and integration of the driveline system and functional features.

Fig. 5 Perspective view of battery mounting frame [44]
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The battery pack could not be sourced “off the shelf” and was therefore designed
by the Swinburne engineering team from cell level. The design was based on
available packaging space in the demonstrator vehicle platform and availability of
suitable off-the-shelf components. This section is about mechanical design of the
first fully electric city bus built in Australia.

3.1 Battery Cell Selection

Table 4 represents prominent battery manufacturers for automotive applications.
K2 energy batteries are small cells. They have more thermal durability and
increased life cycle as claimed by the manufacturer. However, these cells are
smaller in size resulting in 27% volumetric losses when arranged within the packs.
The A123 provides a modular concept where seven cells within module are
arranged in series, while three are in parallel. A123 module is found easy to
package and due to its excellent characteristics, such as high energy-to-weight ratio,
can operate at high voltages and show low self-discharge rates. The CALB CAM72
battery cells are similar to Thunder Sky batteries, and their ready availability and
meeting the capacity requirement make them suited to this research.

CALB CAM72 cells were selected for the demonstrator eBus requirement, with
specification as shown in Table 5. These cells are aluminium alloy shelled,
rechargeable lithium–iron–phosphate energy cell. They are widely used in
high-speed energy storage systems for frequency control, high power renewable
energy integration and other high power applications.

3.2 Battery Pack Design

Several iterations of battery cell layout inside the pack were considered to meet
packaging space, operation and safety requirements of the eBus. A list of various
design options is presented in Table 6, and related weight calculations for the pack
are summarised in Table 7.

3.2.1 Final Design: Base Plate

Due to the constraint of loading from underneath the eBus, a “tooth” mounting
system was proposed as the best strategy to increase package space and provide
secure attachment to the vehicle. This mounting system is similar to bus fuel tank
mounting, which is designed to hold a similar mass with full fuel tank. Also, it
requires short development time. Bolt sizing was based on restraining the pack
under the required loading with a safety factor of 1.5. High safety factor accounts
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for reduced validation via physical testing and limited information about internal
cell architecture (Fig. 6).

The “tooth” mounting system requires both base plate and frame to be laser/
water cut from same sheet to ensure minimal tolerances; however, bus frame
limitations require individual mounting on each side, which must be controlled for.

Table 4 Analysis of some commercial Li-ion battery cells considered

A123 SINOPOLY CALB K2

3P7S
module

LFP300 AH CAM72 K226650E
cell

Cell
data

Cell capacity (Ah) 60 300 72 3.2

Cell voltage (V) 23.1 3.2 3.2 3.2

Cell capacity (kWh) 1.386 0.960 0.230 0.010

Cell max voltage (V) 25.2 3.6 3.6 3.65

Cell min voltage (V) 17.5 2.5 2.5 2.5

Peak C rating (discharge)
(A/Ah)

5 1 3 4.0625

Cont. C rating
(discharge) (A/Ah)

3 0.33 2 1

Cell mass (kg) 12.3 9.5 1.9 0.082

Cell volume (L) 8.8 5.896 0.849 0.036

Cell internal resistance
(mΩ)

8.17 0.8 1 19

Pack
data

No. in series 27 200 200 200

No. in parallel 7 1 6 134

Total no. of cells 189 200 1200 26,800

Pack capacity (kWh) 262 192 276 274

Continuous current per
cell (A)

60.7 401.8 67.0 3.0

Peak current per cell (A) 82.8 548.0 91.3 4.1

Peak C value (A/Ah) 1.4 1.8 1.3 1.3

Continuous C value (A/Ah) 1.0 1.3 0.9 0.9

Nominal pack voltage (V) 623.7 640.0 640.0 640.0

Max pack voltage (V) 680 720 720 730

Min pack voltage (V) 473 500 500 500

Peak pack current (A) 580 548 548 548

Continuous pack
current (A)

425 402 402 402

Pack internal heat
generation (kW)

6 26 5 5

Pack cell mass (kg) 2325 1900 2280 2198

Pack cell volume (L) 1668 1179 1019 964
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Base plate has cut-outs to reduce weight and a thin sheet welded on top to seal from
external elements.

The “tooth” mounting system allows the battery pack to vertically pass the bus
mounting area and then, with lateral translation, line up the mounting holes. It
requires a lifting tool/device to raise the pack into the vehicle and allow small
adjustments to assist with lining up position for both the vertical movement and the
lateral movement. The positioning of the top packs requires a 0.5 m vertical raise
inside the bus frame, which means the dimensions for the tool will be restricted to
within the pack dimensions (700 � 850—allowing additional clearances).

3.2.2 Final Design: Casing

The outer casing is not a load-bearing part, it is in place to assist with sealing and
mounting of external attachments, and this requires some strength component;
however, it cannot be so rigid as to cause loss of sealing or support too much
weight. Composite materials can provide a lot of flexibility in material choice, with
mixtures of chopped strands and more; however, lead time was found to be a severe
problem in this case due to the requirement of a mould. A metal such as stainless
steel was therefore considered as an option through a much simpler design.

Another important issue is that tight packaging constraints in an EV restrict the
space available for mounting casing to the base plate while providing a good seal to
the pack. Good sealing requires a uniform compression load around the outer edge
of the pack to ensure the sealant (compression material) is always engaged and
functioning. This, in turn, requires analysis of mount spacing to ensure this
requirement is met. Manual silicon sealing can always be used around the battery
box to ensure a proper seal is achieved.

Table 5 CALB CAM 72 battery specifications

Capacity 72 Ah

Nominal voltage 3.2 V

Cycle life � 2000 cycles

Internal resistance � 1 mΩ

Max. charge rate 1 C

Charging cut-off voltage 3.65 V

Max. discharge rate 2 C

Discharging cut-off voltage 2.5 V

Charge time 4 h nom, 1 h fast

Weight 1.9 ± 0.1 kg

Dimensions, L � W � H (in mm) 135 � 29 � 222

Charging temperature 0–45 °C

Discharging temperature –20 to 50 °C

Ambient humidity <70%

Shell material Aluminium alloy
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Table 6 Various design options considered for battery pack construction

Design options

Design
option 1

Parts Weight (kg) Details

Al base plate,
10 mm

22.03356 Initial Aluminium 6061, 10 mm base plate,
considers CALB individual plastic cell
protection; initial design with 4 corner
supports and 2 fixes for top and bottom and
not sufficient for restraining the movement
(longitudinal, lateral and vertical) of the
cells inside the pack and also does not
provide the ease of manufacturing and
mounting solution

Corner supports;
top and bottom fix,
2 mm

Misc. 10

Total 32.03356

Design
option 2

SS base plate,
5 mm

42.34558 SS base plate, 5 mm; welded box side plate,
2 mm—4pc. Cells are to be fitted from the
top; no access to tie up the cells together
longitudinal and lateral direction due to the
welded side plates. Sealing would be easier
due to the welding

Welded box, 2 mm

Misc. 10

Total 52.34558

Design
option 3

SS base plate,
4 mm

36.32606 SS base plate, 4 mm; welded box side plate,
2 mm—4pc. Cells are to be fitted from the
top; no access to tie up the cells together
longitudinal and lateral direction due to the
welded side plates. Sealing would be easier
due to the welding

Welded box, 2 mm

Misc. 10

Total 46.32606

(continued)
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3.2.3 Final Battery Pack Assembly

The final pack assembly consisted of a stainless steel plate (4 mm thickness) for the
base plate and channel sections (20 � 20 � 3 mm) welded underneath the base
plate as reinforcements. The base plate has the toothed profile at the longitudinal

Table 6 (continued)

Design options

Design
option 4

SS base plate,
5 mm

60.87677 SS base plate, 5 mm; U beam 7pc
underneath the base plate aligned with the
mounting holes; enough restraining from
longitudinal, lateral and vertical direction;
weight is higher than other options; can
think about putting one C section by the side
instead of two to decrease the weight
depending on the compressive load
calculation; enough space for restraining by
the metal straps surroundings; U beams are
supporting with the stress generation at the
mounting holes

U beam 7pc,
40 � 20 x 3 mm

C section, 2pc,
25 � 12 x 3 mm

Welded corner
support, 2 mm

Misc. 2

Total 62.87677

Design
option 5

SS base plate,
4 mm

54.85725 Same design up as option 4, with only base
plate thickness 4 mm

U beam 7pc,
40 � 20 x 3 mm

C section, 2pc,
25 � 12 x 3 mm

Welded corner
support, 2 mm

Misc. 2

Total 56.85725

Design
option 6

SS base plate,
5 mm

48.0425 Same restraining design set up as option 4;
U beams underneath are removed from this
to decrease the total weight of the battery
box

C section, 2pc,
25 � 12 x 3 mm

Welded corner
support, 2 mm

Misc. 2

Total 50.0425
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Table 7 a Initial assumptions used to calculate battery pack size, stiffness and strength and
b mass calculation for battery pack designs that were considered

a

Basic Inputs

Total plate length, L (mm) 1008

Effective length, l (mm) 1008

Width b (mm) 769

Material Al 6061

AISI 316 SS

Modulus of elasticity, E (GPa) 68.9

210

Gravity 9.81

Gravity load 1

Cell weight (kg) 1.9

Total cell in a row 22

Total cell in a column 6

U beam dimension 40 � 20 x 3

C section dimension 25 � 12 x 3

Type of support Fixed

b

Weight calculation of the total pack

Items No. Weight (kg) Unit weight (kg)

Total cell in a pack 132 250.8 1.9

BMS 1 2.426 2.426

Contactors 4 1.72 0.43

Current sensor 1 0.067 0.067

CM0711 1 0.6 0.6

Connectors 2 0.5 0.25

Relays 2 0.4 0.20

DC–DC converter 5 W 1 0.2 0.20

MSD 1 0.3 0.30

Com. connector, HD34-24 1 0.18 0.18

Washer, N16 Nord lock 528 0.4224 0.0008

Screws 264 0.66 0.0025

Bus bar 528 3

Total weight of elec. accessories (kg) 261.275

Design option 1 293.309

Design option 2 313.621

Design option 3 307.602

Design option 4 324.152

Design option 5 318.133

Design option 6 311.318
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end to mount the pack into the bus frame. The battery pack contains 132 CAM72
prismatic type cells in 6 rows of 22 cells (Connection: 66S2P). Longitudinally, the
rows are divided into two sections (separated by 10 and 12 battery cells) by a 2 mm
stainless steel sheet in the middle. Each row of cells is placed individually and
restrained by a side metal plate. Restraining the battery link bars and clearance for
the pressure relief vents of the cells are also considered in the design.

The design includes the electrical accessories (BMS, contactors, sensors, etc.)
required for internal and external interfaces, all mounted in a position to optimise
packaging, function and safe operation. Also included are Manual Service
Disconnect (MSD) and terminal connectors, allowing quick and safe isolation of the
battery packs during scheduled maintenance. The electrical insulation between the
cells and the metal frame on each side was also considered through the inclusion of
high-density polyethylene (HDPE) sheets where required.

According to the standards EN 60664-1:2007 and VDE 0110–1, clearance
distance (the shortest distance between two conductive parts or between a con-
ductive part and the bounding surface of the equipment measured through air)
should be dimensioned to withstand the required impulse withstand voltage. For
connections with low voltage mains, rated impulse voltage is considered the
required impulse withstand voltage. However, additional clearances may be nec-
essary to account for mechanical effects like vibration and applied forces. On the
other hand, creepage distance, which is the shortest path between two conductive
parts or between a conductive part and the bounding surface of the equipment,

Fig. 6 Battery base plate and frame structure with bay walls made of SS304
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measured along the surface of the insulation, is defined on the basis of long-term
root-mean-squared (rms) value of the working voltage.

As a general rule of thumb, the required clearance is equal to the shortest
creepage distance for any application. The outer surface of the battery cell is
considered as the bounding surface, as though metal foil was pressed into contact
with accessible surface of insulating material (plastic HDPE or nylon, Fig. 7).

For 250 V, the recommended air clearance would be 5 mm and the creepage
distance would be 8 mm. In this case, creepage distance was taken as 8 mm for the
insulating material (Fig. 8).

The outer case housing (Fig. 9) was designed to seal the battery pack. The top
cover of the housing allows access to the electrical accessories (contactors, current
sensor, fuse), including battery controller and management system, without dis-
mounting the whole outer case from the pack. One manual service disconnect
(MSD) connected to each battery pack but mounting facilities for the MSD were
made available on both sides of the battery box. Nine identical and swappable
30 kWh, 211 V (nominal) battery packs were designed for placement on the bus.
To achieve the most efficient use of available space, the battery packs were set up as
3� parallel strings of 3� packs in series. A modular architecture was chosen to
allow for future expansion of the battery system and to help with the weight
distribution.

Battery pack testing comprised of testing battery packs individually as well as
their integration into the working string of batteries to simulate the actual energy

Fig. 7 Battery pack showing top plastic layer 1 (1.5 mm) sitting on the cells with clearance holes
for terminals and pressure relief vent
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storage system on-board an eBus. The battery pack was tested on charge and
discharge for a period of 6 hours at a range of current capacities up to 25 A.
A smooth rise and lowering of battery cell voltage was recorded, results as
expected. Energy delivery was continuous with no interruptions. The endurance of
the packs was established, and the analysis of the battery cell voltage and behaviour
indicated an equal performance per cell. The battery cells electrical stability was
verified. Three battery packs were integrated as one string to deliver energy at
different levels using a small induction motor used as load. Results of test were the
verification of energy delivered, instrument adjustment and software control
operation.

Lastly, the majority of the packaging space was at the rear of the bus, due to the
low-floor design. However, placing excessive weight on the rear axle restricts the
number of passengers that can be carried in the bus. Priority was therefore given to
placing batteries forward of the rear axle to help distribute the weight forward,
which meant very tight packaging constraints, but increased passenger count on the
bus. The high-voltage distribution unit (HVDU) is the central point for all electrical
energy transfer in the bus, connecting batteries, high-voltage components and
chargers to ensure power is distributed where and when it is required. This was
positioned as centrally as possible to reduce excessive cable lengths and therefore
reducing system energy losses, especially to the motors that require the largest

Fig. 8 Battery pack with added insulation tape, metal cell retaining strap and additional
accessories; BMS, battery controller, current sensor, contactors, fuses and other accessories were
installed on a separate plate and bolted to the metal strap
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amount of power. The positioning of the remaining components was then based on
proximity to functional systems, such as DC–DC converter closest to the 24 V
system distribution or due to component requirements like ingress protection.

4 Summary

In this chapter, mechanical design elements affecting safety and reliability of EV
battery packaging are discussed. Forces like mechanical vibration, impact energy
and ambient temperature variations interact with the battery pack through different
interfaces. These interactions need to be controlled for safe and reliable operation of
battery pack. Restricting battery cell movement is found to be one of the successful
strategies to achieve a higher degree of protection against all of them, and mech-
anisms that can be used for this purpose are presented. Other mechanical design
solutions to increase crashworthiness and vibration isolation of the EV battery pack
are also discussed. Lastly, a case study focussing on mechanical design of an eBus
battery pack at Swinburne University of Technology in Australia is presented.
Packaging and fitment strategy of the batteries in the eBus project was based on

Fig. 9 Complete battery pack ready for fitment to bus
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allowable packaging space and minimal permissible modification to the existing
bus frame.

The eBus case study highlights the importance of modularity on full proofing the
battery packs against future uncertainty. It can also be learnt from this case study
that designing a battery pack for a high-voltage system can provide a very haz-
ardous environment, especially if the workshop space is not equipped to deal with
the required voltage. A practical design option is to produce smaller packs at a low
voltage, making the work and handling of packs much safer. Using smaller indi-
vidual battery packs not only improves user safety but also offers benefits in terms
of prototype manufacture and testing of the packs. The increased number of packs
means more complexity at a system level, which should be weighed heavily with
the benefits mentioned here.
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Advanced Battery-Assisted Quick Charger
for Electric Vehicles

Muhammad Aziz and Takuya Oda

Abstract Electric vehicles (EVs) have gained considerable attention owing to their
excellent characteristics as transportation vehicles and due to their energy storage
capacity. Unfortunately, this massive deployment of EVs leads to significantly high
electricity demand due to their charging requirements, particularly when they are
charged uncoordinatedly. In addition, the concentrated charging of EVs can
potentially decrease the quality of electricity, including frequency and voltage, in
addition to causing other electrical grid problems. These conditions have motivated
the development of technology and policies for minimizing these negative impacts.
In this chapter, an advanced quick charging system for EVs that utilizes batteries to
support the simultaneous fast charging of EVs has been described, including a
description of its performance under different contracted electricity capacities,
ambient temperatures (seasons), and high charging demand. In addition, the
charging and discharging behaviors of EVs under different ambient temperatures
have been explained. Our findings suggest that charging at high ambient temper-
ature (e.g., during summer) allows a significantly higher charging rate than charging
performed at low ambient temperature (e.g., during winter). A higher charging rate
leads to shorter charging time. Furthermore, the battery-assisted charging system
exhibited excellent performance because it enabled optimum quick charging during
simultaneous charging in addition to maintaining the contracted electricity of the
charger.
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1 Introduction

The history of electric vehicles (EVs) dates back to the nineteenth century when
Anyos Jedlik invented an early type of an electric motor that was further used as the
power train for his developed electric car [1]. The share of EVs continued to
increase until the beginning of the twentieth century, and their numbers were higher
than those of internal combustion engine (ICE)-based cars [2]. Due to several
challenges, such as long charging time and short travel distance, which could not be
solved by EV manufacturers at that time, EVs were replaced by ICE-based cars.
These two challenging factors have pushed EV developers to improve the
chargeability of EVs, and the capacity and energy density of their batteries.

In general, there are four types of EVs that are currently available in the market:
(i) conventional hybrid EVs (HEVs), (ii) plug-in HEVs (PHEVs), (iii) battery EVs
(BEVs), and (iv) fuel cell EVs (FCEVs). An HEV combines an electric motor and
an internal combustion engine; hence, it is also fitted with a battery to power the
motor as well as store the electricity. The energy to drive the motor is supplied from
the engine and/or regenerative breaking. However, a number of HEVs have recently
been redeveloped as PHEVs because of PHEV’s excellent characteristics and
higher flexibility. According to the IEEE standards, a PHEV is an HEV with
additional characteristics, including a larger battery storage (>4 kWh), ability to be
charged from an external energy source, and ability to drive farther than 16 km [3].
In addition, a BEV is described as a vehicle that solely runs because of the electric
motors, and its source of electricity is stored and converted from chemical energy in
the battery. BEVs rely on external charging, and their driving range is strongly
influenced by their battery capacity. In this chapter, both PHEVs and BEVs are
considered as EVs because of their large battery capacity and chargeability by an
external source. According to a survey by the Union of Concerned Scientists
(UCS), approximately half of the drivers in the USA drive less than 60 km on
weekdays [4]. Hence, a number of EVs have been designed to be able to go through
weekday commuting without charging. In the future, EVs are considered to have
the potential of accounting for the largest share of vehicles.

EVs have gained considerable attention over the last decade owing to their
advantageous characteristics as transportation vehicles and energy carriers due to
their large energy storage capacity. With regard to the total energy utilization
efficiency, EVs exhibit higher energy efficiency than conventional vehicles, mainly
due to their high power generation efficiency and possible regenerative breaking
[5]. The massive deployment of EVs can potentially reduce the total consumption
of fossil fuel; hence, greenhouse gas emissions can be reduced accordingly [6].
Moreover, from the drivers’ point of view, a higher energy efficiency is believed to
result in lower operating costs. However, the massive uncoordinated charging of
EVs is considered dangerous in terms of electrical grid quality, which includes the
degradation of power quality, larger amount of power loss, higher voltage devia-
tion, transformer overload, and increased fault current and harmonics [7–9]. This is

202 M. Aziz and T. Oda



mainly due to the demand for a considerable amount of electricity and its
fluctuation.

As an example, Paul and Aisu evaluated electricity demand in the Kanto area
[Tokyo and its surroundings, connected by the Tokyo Electric Power Company
(TEPCO)] [10]. They found that if 50% of currently available vehicles were con-
verted to EVs and 50% of EVs required quick charging without any coordination,
an additional 7.3 GW of power supply would be required. This amount of addi-
tional power supply is considered to be very large.

Several methods to avoid and minimize the impact of massive uncoordinated EV
charging have been proposed and developed. These include coordinated charging
[11], demand response [12], battery-assisted charging [13], and appropriate charger
distribution [14, 15]. Additionally, an integrated vehicle to grid (V2G) can poten-
tially avoid concentrated charging, facilitate other services [16], and improve the
economic performance of EVs. Coordinated and scheduled charging has been
explored by several researchers [17, 18] to avoid possible network congestion in the
electrical grid and minimize both the time and cost involved in upgrading and
developing the infrastructure [19]. In general, there are two types of coordinated
charging: centralized and decentralized. In the former scheme, the system operator
acts as a control center sending commands to each EV to set the charging time, rate,
and amount [20] based on several parameters, including system capacity, minimum
system loss, cost, state of charge (SoC), and node voltage profile. However, in the
latter case, each EV can still independently determine its own charging pattern [21]
based on system capacity and other conditions.

The integration of EVs in demand response (DR) services is also considered as a
potential solution for accommodating EV charging at a lower price while mini-
mizing the charging impact of EVs on the distribution grid and avoiding any
formation or addition of peak loads during stressed conditions. DR can be active
when the energy prices reach the cutoff value, which has been set by the customer
[22]. In addition, V2G is thought to be considerably promising because it utilizes
both the controllable charging and discharging behaviors of EVs. Several V2G
services include frequency regulation, energy storage, congestion mitigation, load
shifting, peak shaving, voltage control, and power loss minimization [23, 24].

However, the abovementioned technologies require further development and
demonstrations to ensure the application of standards and smooth operation in a
relatively massive control system. In comparison with the abovementioned strate-
gies, battery-assisted charging is considered to be practically applicable since it is
convenient to control [25]. This chapter describes the quick charging behavior and a
system for EVs, particularly the recently developed battery-assisted quick charger
(BAQC). Additionally, the charging levels of EVs are initially explained in terms of
charging rate. Furthermore, the EVs charging behavior under different ambient
temperatures (seasons) is described to observe changes in the charging rate.
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2 EV Charging

EVs require recharging operations, which can be performed through external
charging and regenerative braking. In relation to external charging, EV charging is
strongly correlated to several parameters, such as charging equipment/standard,
investment and running cost, charging rate, charger location, charging time, and
electrical grid conditions. Hence, the effective selection and distribution of chargers
has become crucial in accommodating these parameters. Generally, EVs have the
same charging standards, which are established by car manufacturers. Hence, there
is no peculiar charger feature/requirement for any single EV. The charger is
designed such that it can communicate with the EV in order to ensure both safety
and the flow of electricity. Furthermore, the charger measures any Earth leakage at
the surrounding ground of the charger. On the other hand, at the EV side, a battery
management system (BMS) is installed, which performs the entire control and
monitoring of the battery, including thermal management, cell balancing, and
monitoring of both overcharge and discharge. In general, the battery pack installed
in the EV comprises multiple single cells with a certain operating voltage. Hence, it
is required to analyze and verify whether they are operating in the range of per-
mitted conditions in order to avoid several failures and shorter life spans.

With regard to the charging rate, the chargers or the electric vehicle supply
equipment (EVSE) is categorized into several levels according to the maximum
amount of electricity that can be sent to the EV battery.

(a) Level-1 charging (low-level charging)

Level-1 charging uses the onboard EV charger, while the electricity can be supplied
by general household electrical sockets and power standards. It usually operates in
the voltage range of 100–200 V (AC), depending on the location. This low-level
charging is able to accommodate a charging rate up to approximately 4 kW. It is
suitable for residential overnight charging without requiring any additional equip-
ment. A standard passenger car requires approximately 6–8 h to reach full charge
by this slow charging method.

(b) Level-2 charging (medium-level charging)

This level of EV charging has the objective of increasing the charging rate by
employing a dedicated box mounted on the wall. It is able to supply power of
4–20 kW. It has a maximum voltage of approximately 400 V (AC three phase),
depending on the available capacity of the local supply. Commonly, these types of
chargers are deployed at certain charging facilities in residential areas or public
spaces. The charging of a conventional EV by this level requires approximately
2–3 h to achieve an almost full battery charge. In addition, the charging connectors
for both level-1 and level-2 chargers vary by country and manufacturer.
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(c) Level-3 charging (quick charging)

Level-3 charging is considered as quick charging and is conducted in a DC system.
The DC electricity is directly provided by the charger; therefore, it bypasses the
onboard charger. Consequently, a considerably high charging rate (>50 kW) can be
realized. Currently, there are three major standards for quick charging, which
include CHAdeMO, combined charging system (CCS), and Tesla Supercharger.
These standards implement several regulations related to charging specifications,
interconnection, communication mode, and charging rate/power. A passenger EV is
generally charged in approximately 0.5–1 h to achieve an almost full charge. This
type of quick charger is usually installed in a dedicated charging station. The
specifications of each charging standard are summarized in Table 1.

CHAdeMO is a trade name for quick charging and stands for “CHArge de
MOve” (move by charge) in addition to being a Japanese pun of “O cha demo ikaga
desuka” (let us have a tea while charging). The CHAdeMO standard is the primary
DC quick charging standard and was originally developed by Japanese car man-
ufacturers and other companies, including TEPCO, Fuji Heavy Industries, Nissan,
Mitsubishi Motors, and Toyota, which are organized as the CHAdeMO
Association. Additionally, the CHAdeMO standard complies with the used inter-
national standard of IEC 62196-3, which provides DC quick charging. According to
its research and development road map [26], the CHAdeMO standard with higher
power than currently available, which is 100 kW of continuous charging and

Table 1 Charging standards available for EVs

Specification Combo 1 Combo 2 CHAdeMO Tesla

AC charging

Voltage (V) 250 400 (three
phase)
230 (one
phase)

– –

Current (A) 32 63 (three
phase)
70 (one
phase)

– –

Maximum
output (KW)

13 44 – –

DC charging

Voltage (V) 600 850 500;
1000 (future)

480

Current (A) 150 200 125;
400 (future)

Connector type IEC 62196-3;
SAE J1772

IEC
62196-3

CHAdeMO dedicated
connector

Tesla dedicated
connector

Power (kW) 90 170;
350
(future)

62.5;
400 (future)

120
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150–200 kW (500 V; 350 A) of peak charging power, is also planned to be
released. Furthermore, a higher power CHAdeMO standard is also being developed
and planned to be released in 2020. It will be able to charge EVs at a charging rate
of 350–400 kW (1 kV; 350–400 A). CHAdeMO chargers have the largest inter-
national coverage, with 7000, 4000, and 2000 chargers installed in Japan, Europe,
and USA, respectively.

The CCS standards cover the charging standards of Combo 1 and Combo 2 and
are able to accommodate both AC and DC charging, including level-1 and level-2.
CCS was developed and deployed by European and US car manufacturers in 2012.
The Society of Automotive Engineers (SAE) and the European Automobile
Manufacturer’s Association (ACEA) offered strong support to this standard, with
the aim of accommodating both AC and DC charging with a single connector. CCS
can provide AC and DC charging at a maximum of 44 and 200 kW, respectively. In
addition, DC charging is planned to be extended up to 350 kW [27]. In total, 2500
and 1000 CCS chargers have been currently installed mainly in Europe and the
USA, respectively.

On the other hand, the Tesla Supercharger employs its own charging standard,
which includes multiple chargers working in parallel and can deliver up to 120 kW
of DC quick charging [28]. In total, 5000 T Superchargers are currently installed in
approximately 800 stations.

Other charging strategies for EVs include inductive charging, which is con-
ducted wirelessly. Electromagnetic induction is generated by an induction coil that
is charged using high-frequency AC power. The generated magnetic field is
transferred to the inductive power receiver installed in the vehicle; therefore,
electricity can be transferred from the power source to the vehicle. Inductive
charging is based on IEC/TS 61980 standards. The adoption of inductive charging
is considered to have the potential of minimizing driving range anxiety and the
battery size since charging can be conducted while driving and/or while idling.
However, there are several technical barriers, such as lower efficiency, slower
charging rate, interoperability, and safety.

3 EV Charging Behavior: Influence of Temperature

In general, EVs employ Li-ion batteries because of their high energy density, stable
electrochemical properties, longer lifetime, and low environmental impact [29, 30].
Temperature considerably influences the charge/discharge behavior of Li-ion bat-
teries. A lower temperature results in lower rates of charging and discharging
because of electrolyte limitation [31, 32] and changes in electrolyte/electrode
interface properties, which include viscosity, density, electrolyte components,
dielectric strength, and ion diffusion capability [33]. Furthermore, Liao et al.
observed that a lower temperature leads to a significant increase in the charge
transfer resistance, which can be higher than both bulk resistance and solid-state
interface resistance [34].
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Herein, to evaluate the influence of ambient temperature on the charging per-
formance of EVs, charging tests were initially performed in winter and summer.
Table 2 summarizes the specifications of EV and QC used during the experimental
evaluation, and Table 3 summarizes the experimental conditions. The ambient
temperatures referred to the weather information accessed from the database of the
Japan Meteorological Agency for the corresponding time and area (Yokohama)
[35]. It is worth noting that the charging test of EVs was conducted after they had
been parked for a relatively long period (e.g., one night); therefore, the battery
temperature was assumed to be the same as its surroundings.

Figure 1 shows the relation between charging rate, charging time, and SoC of
the EV battery in winter (Fig. 1a) and summer (Fig. 1b). Generally, although the
rated capacity of the charger was 50 kW, the charging rate was relatively lower,
particularly during winter. Compared to charging time in winter (35 min), charging
in summer resulted in a higher charging rate and, therefore, a shorter time (20 min).
A significantly higher charging rate (approximately 40 kW) could be obtained
during summer up to an SoC of approximately 50%. After that, the charging rate
gradually decreased, following the increase in SoC, and the charging rate was
16 kW when the SoC reached 80%. On the contrary, the charging rate reached
approximately 35 kW instantaneously during winter, in a very short time, and then
declined when the SoC increased further. The charging rate was approximately
10 kW when the SoC was 80%.

Figure 2 shows the relation between the charging current, voltage, and time in
winter and summer, which corresponds to the charging rate shown in Fig. 1. It can

Table 2 Specifications of the EV and the QC used in the experiment

Component Property Value

EV Type Nissan Leaf

Battery type Laminated Li-ion battery

Total battery capacity 24 kWh

Maximum voltage 403.2 V

Nominal voltage 360 V

Energy density 140 Wh kg−1

Power density 2.5 kW kg−1

Cathode LiMn2O4 with LiNiO2

Anode Graphite

Cell rated capacity 33.1 Ah (0.3 C)

Cell average voltage 3.8 V

Cell maximum voltage 4.2 V

QC Type DC quick charger

Standard CHAdeMO

Output voltage DC 50–500 V

Output current 0–125 A

Rated power output 50 kW
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Table 3 Experimental conditions for evaluating the ambient temperature effect

Season EV No. Ambient temperature (°C) Starting SoC (%) Ending SoC (%)

Winter #1 11.4 32 80

#2 11.0 25

#3 10.3 29

Summer #1 27.5 34

#2 27.1 31

#3 32.0 31

Fig. 1 Relation between the charging rate, charging time, and SoC of the EV battery: a winter
and b summer (adapted from [13])
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be observed that the curves of the charging current in Fig. 2 are nearly similar to
those of the charging rate in Fig. 1. Generally, Li-ion batteries are charged using a
CC–CV (constant current–constant voltage) regime [36]. Charging at lower tem-
peratures resulted in a gradual decrease in the charging current with charging time
or increase in the SoC. In contrast, charging under relatively warmer conditions
resulted in a higher charging current, particularly at low SoCs. A higher CC of
approximately 105 A was achieved in the initial 5–10 min of charging (SoC up to
approximately 50%). With regard to the charging voltage, although there was no
significant difference between charging under both conditions, charging when
exposed to a warmer temperature resulted in a slightly higher initial charging
voltage before settling at a constant value. Hence, the CV condition was achieved
faster. Temperature has a significant effect on the charging performance of EVs.

Fig. 2 Correlation between the charging current, voltage, and time in different seasons: a winter
and b summer (adapted from [13])
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Charging in summer resulted in higher charging rates, particularly because of
higher charging current and faster increase in the charging voltage. Hence, a shorter
charging time could be realized.

As reported in [35, 37], a decrease in temperature leads to a slower Li+ diffusion
in the cathode and, so, to electrode polarization. Moreover, the charging transfer
resistance at the electrolyte–electrode interface also increases.

4 Integrated QC System

4.1 Concept of Integrated QC System

The US Department of Energy (DOE) has issued a regulation with regard to the
relatively high charging rate during quick charging, which is 10 miles of driving
range per minute of charging [38]. Therefore, an EV with a battery capacity of
24 kWh (driving range of approximately 100 miles) requires 10 min of charging
time at a rate of 6 C [39]. This charging rate can potentially cause significant
fluctuation in the electrical grid, particularly in the case of massive simultaneous
EV charging.

The installment of a stationary battery in the charger helps improve the charging
performance and provides a solution to the problems related to a high electricity
demand caused by EV charging [40, 41]. A BAQC that is able to control the power
input received from the electrical grid (according to contracted power capacity) and
the power output to the corresponding EV has been developed and evaluated. In
addition, the BAQC controls the distribution of electricity inside its own system,
including the stationary battery and chargers, to achieve the optimal performance by
optimizing its objective function. Therefore, a BAQC is capable to satisfy both the
supply side (grid load minimization through load shifting and reduction of elec-
tricity cost) and the demand side (satisfying the EV owners due to quick charging
during peak hours).

The objectives of this system are: decreasing the contracted power capacity,
avoiding high electricity demand during peak hours due to EV charging, reducing
charging and waiting times, participating in electrical grid ancillary services,
including frequency regulation and peak shaving, providing a storage for any
surplus electricity by renewable energy, and providing an emergency backup for the
surrounding community.

Figure 3 shows a schematic diagram of the BAQC developed by NEC
Corporation in Japan. The solid and dashed lines represent the electricity and
information flows, respectively. A community energy management system (CEMS)
is responsible for the overall management of energy, including supply and demand
across the community. CEMS optimizes the energy performance throughout the
community to ensure the comfort and security of community members and mini-
mize the environmental and social impact. Concretely, a CEMS communicates with
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other energy management systems (EMSs) under its authority, including electricity
price, supply, and demand forecasting. Moreover, it also negotiates with other
CEMSs or utilities to maximize the benefits of its community.

In electricity flow, there are three main modules which are connected by
high-capacity DC lines: AC/DC inverter, stationary battery, and quick chargers.
The AC/DC converter receives electricity from the electrical grid and converts it to
high DC voltage. For this purpose, the server/controller calculates and controls the
amount of electricity received/purchased from the electrical grid based on demand,
electricity price, and grid condition. Moreover, the server also controls the charging
and discharging behaviors of the stationary battery and the charging rate from quick
chargers to the corresponding EV. In the battery unit, a bidirectional DC/DC
converter and a battery management unit (BMU) are installed before the battery to
control and monitor the charging and discharging of stationary battery after
receiving commands from the server. Furthermore, in the quick charger modules,
the DC/DC converter and the charging control unit (CCU) are also installed to
provide active control during charging. The number of quick chargers could be
more than one depending on the conditions.

The stationary battery is used to store electricity when there is remaining con-
tracted capacity or when the electricity price is low (during off-peak hours).
Furthermore, the stored electricity can be discharged in the case of high electricity
demand for charging or during peak hours when the price of electricity is high.
Basically, a stationary battery with a relatively large capacity is adopted to facilitate
simultaneous charging of EVs and thus improve the quality of service.

Fig. 3 Schematic diagram of the BAQC developed by NEC Corporation (adapted from [13])
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Based on the charging and discharging conditions of the installed stationary
battery and the source of electricity used for charging, the quick charging modes for
the developed BAQC can be classified as follows.

1. Battery discharging

The stationary battery releases its electricity to assist the charger. Therefore, EV
charging is carried out drawing electricity from both the grid and the battery. This
mode is used in case of simultaneous quick charging of EVs, particularly when the
price of electricity is relatively high. The flow of electricity in this mode can be
expressed as follows:

Pgrid þPbatt ¼ Pqc;1 þPqc;2 þPloss ð1Þ

where Pgrid, Pbatt, Pqc, and Ploss represent electricity purchased from the grid,
electricity charged (negative value) or discharged (positive value) from a stationary
battery, electricity for quick charging of EVs, and electricity loss, respectively.

2. Battery charging

In case there is still a margin in the contracted power capacity or when the price of
electricity from the grid is relatively low (e.g., due to surplus electricity during the
night), the stationary battery will be charged to store the electricity. The electricity
flow in this mode can be expressed as Eq. (2):

Pgrid � Pbatt ¼ Pqc;1 þPqc;2 þPloss ð2Þ

3. Battery idling

The stationary battery can be in the idling mode under several conditions: (a) The
contracted power capacity is adequate to facilitate a quick charging of EVs (low
charging demand), and (b) the stationary battery is in empty condition due to the
continuous quick charging of EVs (stationary battery cannot supply electricity
unless being charged). In the latter case, BAQC will control the charging rate for
each quick charger to maintain the contracted power capacity. Therefore, the
penalty of high electricity price can be avoided. Electricity flow in this mode can be
expressed as follows:

Pgrid ¼ Pqc;1 þPqc;2 þPloss ð3Þ

BAQC always keeps the value of Pgrid lower than, or equal to, the contracted
power capacity. In addition, Ploss is the power loss in the system due to several
factors, including AC/DC and DC/DC conversions and electricity consumed by the
system. Hence, the value of Ploss in each quick charging mode is different.
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4.2 Pilot BAQC System

In order to evaluate the performance of the BAQC, simultaneous quick charging
tests for EVs have been performed. Basically, the control systems simply followed
Eqs. (1)–(3) and Table 4 lists the BAQC specifications. The DC line, which con-
nects the modules, has a voltage of 450 V. Hence, the DC/DC converters in the
stationary battery and charger modules convert the voltage from 450 V to the
voltages designated for stationary battery charging and discharging. Two quick
chargers, each having a maximum output power of 50 kW, were installed in the QC
system. This system was located in an area of JXTG Nippon Oil & Energy
Corporation, Shinkoyasu, Yokohama, Japan.

It is worth noting that the contracted power capacity is the electricity received by
the AC/DC inverter (as input electricity; point A in Fig. 3). Therefore, in case no
battery is installed inside BAQC, the electricity which can be transferred to EVs
during charging (points C and D in Fig. 3) is less than the received electricity (point
A) due to power loss during conversions and system consumption. The stationary
battery of BAQC was installed together with the other controllers and converters
under controlled room temperature; therefore, the performance of the stationary
battery was stable and remained unchanged at different ambient temperatures.

Table 4 Specifications of the battery-assisted quick charger (BAQC)

Component Property Value

AC/DC inverter Receiving voltage 200 V

Converter output voltage DC 450 V

Converter output power 50 kW

DC/DC converter Power at DC line side 50 kW

Maximum current at the stationary battery side 150 A

Voltage at the stationary battery side 0–400 V

Stationary battery Type Li-ion

Capacity (kWh) 64.2 kWh

Nominal voltage 364.8 V

Maximum charging voltage 393.6 V

Discharge cutoff voltage 336.0 V

Maximum current in continuous discharge 176 A

SoC threshold in charging 90%

SoC threshold in discharging 10%

Quick charger Number 2 units

Standard CHAdeMO

Output voltage DC 50–500 V

Output current 0–125 A

Rated output power 50 kW
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To measure the BAQC performance, simultaneous charging tests were per-
formed. The charging tests were conducted in three steps: (1) simultaneous
charging of two EVs to measure and compare the required charging time in dif-
ferent seasons, (2) BAQC performance in a different contracted power capacity, and
(3) simultaneous EV charging under high demand conditions. The first connected
EV is prioritized with a higher charging rate, while the second EV is charged at a
maximum charging rate of 5 kW until the charging rate of the first EV begins to
decline. Furthermore, when the charging of the first EV is complete, the second EV
would be charged according to its maximum charging rate. BAQC keeps the
contracted power capacity and controls the charging rate for each EV connected to
the corresponding QC.

5 Simultaneous Charging Tests

5.1 Comparison of Charging Performance

Table 5 summarizes the experimental conditions for two simultaneous charging
experiments in different seasons. In addition, Fig. 4 represents the results of the
simultaneous charging of two EVs during winter, with conventional QC and BAQC
under a contracted power capacity of 50 kW. The electricity received from the
electrical grid could be maintained at 50 kW or below. In the conventional charging
system, due to limited contracted power capacity, the first connected EV was
charged at a higher charging rate, while the second EV was initially charged at
5 kW. As the charging rate of the first connected EV declined, the charging rate of
the second EV gradually increased, enabling the total electricity to reach its max-
imum contracted power capacity. As the charging rate of both EVs decreased, due
to the SoC increase, the total electricity received from the grid decreased. The first
and second EVs could be fully charged after 40 and 50 min, respectively.

Table 5 Conditions of two simultaneous charging experiments in conventional QC and BAQC
(contracted power capacity = 50 kW)

Season Charging
system

Ambient
temperature (°C)

EV
No.

Starting SoC
(%)

Ending SoC
(%)

Winter Conventional 10.7 #1 28 80

#2 29

BAQC 11.0 #1 25

#2 27

Summer Conventional 28.4 #1 32

#2 35

BAQC 27.8 #1 33

#2 27
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On the other hand, while charging with the developed BAQC, the first and
second EVs nearly charged at the same rate and both EVs could complete charging
almost at the same time (about 35 min). In addition, electricity from the grid could
be maintained below the contracted power capacity, although the total charging rate
for both EVs was larger than this power capacity. This was due to the electricity
discharged from the stationary battery assisting the system. Hence, compared to a
conventional charging system, the BAQC was found to provide higher quality
charging with a higher rate during simultaneous charging.

Figure 5 represents the results of the simultaneous charging of two EVs per-
formed during summer with the conventional charging system and BAQC. In the
conventional system, due to the limited contracted power capacity, the first con-
nected EV had a higher charging rate, while the second EV had a charging rate of

Fig. 4 Simultaneous charging test conducted during winter with a contracted power capacity of
50 kW: a conventional system and b BAQC (adapted from [13])
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5 kW until the charging rate of the first EV started to decline. The first and second
EVs finished their charging after approximately 20 and 30 min, respectively.

On the other hand, charging with BAQC, a similar tendency to the case in winter
was observed. Both EVs could be charged almost at the same charging rate while
maintaining the contracted power capacity. Both EVs were charged in a relatively
shorter period of approximately 20 min. When the stationary battery was fully
discharged, the capacity of the two EVs was the same or smaller than the contracted
power capacity from the grid.

Generally, it could be observed that the developed BAQC could improve charging
quality, especially during simultaneous charging of multiple EVs. Moreover, from
the point of view of the electrical grid, the application and deployment of BAQC
could minimize the stress of the grid due to the high demand for EV charging.

Fig. 5 Simultaneous charging experiments during summer with a contracted power capacity of
50 kW: a conventional system and b BAQC (adapted from [13])
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5.2 Influence of Contracted Power Capacity

In order to evaluate the performance of BAQC in terms of different contracted
power capacities, charging tests with different amounts of received power were
conducted. In addition to the charging tests explained in Sect. 5.1 (contracted
power capacity = 50 kW), power capacities of 30 and 15 kW were evaluated.
Table 6 summarizes the experimental conditions under each contracted power
capacity in winter and summer.

Figures 6 and 7 show the experimental results for the simultaneous charging of
two EVs in the above conditions. For an additional comparison, the results obtained
with a contracted power capacity of 50 kW in winter and summer can be seen in
Figs. 4b and 5b, respectively. With regard to the simultaneous charging of two
EVs, there is no significant difference in terms of charging time in each season. As
the contracted power capacity decreased, the total charging rate for the two QCs
also declined. As the contracted power capacity decreased, the second connected
EV was initially charged with a lower charging rate. This rate increased as the
charging rate of the first EV declined due to the increase in the SoC. As a result,
there was insignificant difference between the contracted power capacities of 50 and
30 kW with regard to the required charging time in both seasons. It appears that
although the second connected EV initially received lower power, it increased to its
maximum charging rate as the charging rate of the first connected EV declined. The
charging time became increased as the contracted power capacity was lowered to
15 kW. In this case, the required charging times were ca. 38 and 25 min in winter
and summer, respectively.

In addition, the discharged electricity from the stationary battery was higher in
the case of the lower contracted power capacity. Change in the SoC of the sta-
tionary battery was greater after the decrease in the contracted power capacity.
Numerically, the SoC decreased by approximately 5, 10, and 20% during the
simultaneous charging of the two EVs in the case of the contracted power capacities
of 50, 30, and 15 kW, respectively. In this system, since the SoC thresholds for

Table 6 Experimental conditions for the simultaneous charging of two EVs with a BAQC under
different contracted power capacities

Contracted power
capacity (kW)

Season Ambient
temperature (°C)

EV
No.

Starting
SoC (%)

Ending
SoC (%)

30 Winter 10.7 #1 28 80

#2 29

Summer 11.0 #1 25

#2 27

15 Winter 28.4 #1 32

#2 35

Summer 27.8 #1 33

#2 27
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charging and discharging were 90 and 10%, respectively, the total SoC change that
could be utilized to assist simultaneous charging was 80%. Therefore, it can be
roughly assumed that the stationary battery can continuously assist approximately
32, 16, and 8 EVs during simultaneous charging with contracted power capacities
of 50, 30, and 15 kW, respectively.

5.3 Tests Performed During High Charging Demand

In order to evaluate the performance of the developed system during high charging
demand, simultaneous charging of eight EVs was performed. The EVs were

Fig. 6 Simultaneous charging test of two EVs using a BAQC with a contracted power capacity of
30 kW: a winter and b summer (adapted from [41])
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initially prepared and parked near the BAQC system as queuing EVs waiting for
their turn to charge. The experimental conditions are listed in Table 7. As one EV
finished its charging (SoC of 80%), the next EV (SoC of approximately 30%)
would replace it in the same charger.

Figure 8 shows the results of the experiments performed in winter and summer
under a contracted power capacity of 30 kW. In general, the simultaneous charging
of eight EVs during summer can be performed faster compared to that during winter
due to the higher charging rate. Although the charging time required for simulta-
neous charging in summer was significantly less, the SoC of the stationary battery
declined substantially. This was due to the high discharging rate of the stationary
battery to assist the chargers. The stationary battery could not be charged during this
kind of simultaneous charging as the marginal electricity was unavailable. On the

Fig. 7 Simultaneous charging test of two EVs using a BAQC with a contracted power capacity of
15 kW: a winter and b summer (adapted from [41])
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other hand, during winter, the discharging rate of the stationary battery was sig-
nificantly lower because of the slower charging rate of EVs. The total charging rate
of the two chargers might be lower than the contracted power capacity, leading to
marginal electricity, which could be used to charge the stationary battery (Fig. 8a).
Therefore, the SoC of the stationary battery did not substantially decline in com-
parison with the SoC in summer.

Figure 9 shows the simultaneous charging test of eight EVs during summer under
a contracted power capacity of 15 kW. In comparison with simultaneous charging
with a higher contracted power capacity (30 kW), almost no significant change
could be observed in the EV charging rate, except for the last connected EV.
Unfortunately, the discharging rate of the stationary battery was considerably high
and led to a faster decline of its SoC. As shown in Fig. 9, the SoC of the stationary
battery dropped considerably fast and reached 10% during the charging of the last
two EVs. Consequently, the last connected EV was charged using the electricity
received from the electrical grid without any support from the stationary battery.

Table 7 Experimental conditions for simultaneous charging test of eight EVs using a BAQC
under different contracted power capacities

Contracted power
capacity (kW)

Season Ambient
temperature (°C)

EV
No.

Starting
SoC (%)

Ending
SoC (%)

30 Winter 10.7 #1 29 80

#2 34

#3 33

#4 33

#5 27

#6 30

#7 29

#8 33

Summer 29.0 #1 31

#2 20

#3 25

#4 29

#5 31

#6 36

#7 27

#8 32

15 Summer 27.8 #1 30

#2 30

#3 30

#4 30

#5 30

#6 30

#7 27

#8 29
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Fig. 8 Simultaneous charging test of eight EVs using a BAQC under a contracted power capacity
of 30 kW: a winter and b summer (adapted from [13])

Fig. 9 Simultaneous charging test of eight EVs using a BAQC under a contracted power capacity
of 15 kW during summer (adapted from [13])
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Hence, since the contracted power capacity was considerably low, the last connected
EV was not charged until the charging of the EV connected previously was com-
plete. The stationary battery could not be charged during simultaneous charging due
to the unavailability of the marginal electricity and the high charging rate of EVs.

The experimental results indicate that the application of the BAQC can signif-
icantly improve the charging behavior of the QCs, particularly during simultaneous
EV charging. It appears that the balance between the charging rate of EVs, con-
tracted power capacity, and stationary battery SoC is a considerably important issue
that needs to be cautiously addressed. In addition, EVs charging demand should be
initially forecast.

6 Conclusions

A BAQC-based QC has been developed, and its performance in simultaneous
charging was assessed. First, the charging behavior of EV in different seasons,
winter and summer, was analyzed to clarify the influence of temperature on the
charging rate. The battery temperature has a strong effect on the battery’s charging
behavior: It was seen that the charging rate during summer was higher than that
during winter.

In the simultaneous charging experiments, the application of the BAQC clearly
improved the performance of EV chargers. Charging could be performed in a
shorter time while maintaining the contracted power capacity. In the future, since
the demand for EV charging is predicted to increase, the electrical grid stress due to
charging demand and its fluctuation will increase accordingly. Hence, the adoption
of BAQC is believed to be able to reduce this stress and maintain the quality of grid
electricity.

Furthermore, since BAQC has a large quantity of stationary batteries, it can also
participate in ancillary service programs for the electrical grid when the demand for
quick charging is relatively low. In this case, a bidirectional AC/DC inverter is
required to provide both services: up (from the battery to the electrical grid) and
down (from the electrical grid to the battery). This participation can improve the
economic performance of BAQC in addition to improving electrical grid reliability.
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Charging Optimization Methods
for Lithium-Ion Batteries

Jiuchun Jiang

Abstract Traditional charging technology uses external battery parameters, e.g.,
terminal voltage and current, as the control target, and only controlling external
parameters does not give information on internal characteristics of the battery, and
thus, the effects of different charging currents and cutoff voltages on battery
degradation are not clear. In this chapter, the electrochemical reaction mechanisms
and external characteristics of the battery during charging process are studied, and
the mechanisms of battery charging performance and characteristics of charging
polarization are revealed. By researching the electrochemical reaction law and
potential distribution characteristics of the battery during the charging process, a
novel electric model based on the Butler–Volmer equation was employed to outline
the unique phenomena induced by changing rates for high-power lithium batteries.
The robustness of the developed model under varying loading conditions, including
galvanostatic test and Federal Urban Dynamic Schedule (FUDS) test, is evaluated
and compared against experimental data. The analysis of polarization voltage
features at different charging rates indicates that polarization voltage is high on both
ends of the SOC range but low in the middle SOC range, and the shape of the
polarization voltage curve is like a bowl. In the middle SOC range, an approximate
linear relationship exists between the steady-state polarization voltage and the
charging rate. The two time constants (TCs) representing polarization voltage
change are in 10- and 1000-s orders of magnitude, respectively, which corresponds
to three charging reaction processes. The dynamic polarization voltage exhibits a
lagged effect and an overshoot effect when the charge current is changed.
Depending on the polarization voltage characteristics, setting battery polarization
voltage and charging cutoff voltage as the constraint conditions, the calculation
method for the maximum charge current of a Li-ion battery based on the battery
polarization time constant is established, which can help engineers design a prac-
tical charging strategy. An optimal charging strategy is devised to balance charging
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time and temperature rise, with polarization constraints fulfilled. The charging
target function is constructed by setting limits to the charging temperature rise and
shortening the charging time as the optimization target. The optimal charging
current curve is determined by the genetic algorithm (GA) under the constraint of
the maximum charge current and limited by polarization voltage. The experimental
results indicate that the developed charging protocol can reduce charging time
remarkably with reasonable temperature rise, highlighting its advantages over
conventional CC–CV charging methods. Aging experiments further verify that the
developed charging protocol has a similar capacity retention ratio, compared to that
of 0.5C CC–CV charging after 700 cycles. By effectively combining the external
characteristics and the internal electrochemical reaction during the charging pro-
cess, the optimized charging strategy with polarization voltage as the control target
results in a fast charging process without damage to the battery life.

1 Introduction

Li-ion batteries are widely used in electrical devices and energy storage systems
because of their high energy density, good cycle-life performance, and low
self-discharge rate [1–6]. However, the charging strategy for Li-ion batteries has
become a bottleneck for their wider application, due to the slow charging speed and
uncertainty effects on battery life. The charging process is closely related to a
battery’s state of health [7, 8]. The Li-ion power batteries used in electric vehicles
(EVs) are made up of many layers of cells and have a large capacity, usually tens of
ampere-hours. The charging optimization technology for Li-ion power batteries,
however, is a challenge.

Numerous charging methods have been reported in the literature, with various
objectives such as increasing charging speed, enhancing charging performance, and
maximizing battery life. In Ref. [9], Vo et al. proposed a charging strategy based on
an integration of the Taguchi method and state of charge (SOC) estimation to search
for an optimal charging current profile. Guo et al. [10] proposed an optimum
charging technique for Li-ion batteries using a universal voltage protocol, which
has the potential to improve charging efficiency and cycle life. Hu et al. [11]
developed a dual-objective optimal charging strategy based on equivalent circuit
models, whereby charging time and charging energy loss are optimally traded off.
Zhang et al. [12] used a dynamic programming optimization algorithm to find a
suboptimal charging protocol under a certain balance between charging time and
charging loss. Hussein et al. [13] proposed an online tracking algorithm to allocate
and track the optimal charging frequency for common batteries in real time under
any conditions. Ji et al. [14] presented a framework for optimizing Li-ion battery
charging subject to side-reaction constraints, which can help avoid damage
phenomena.
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Battery charging optimization methods can be mainly categorized as improved
charging current waveform-based methods [9–13, 15–17], battery model-based
methods [11, 14, 18–23], polarization-based methods [24, 25], and enhanced bat-
tery material-based methods [26]. Improved charging current waveform-based
methods are generally simple to control and implement. However, they are often
heuristic and lack the theoretical foundations for choosing the battery charging
current in an optimal manner. Battery model-based methods can predict charging
current by employing, e.g., a lumped equivalent circuit model, an ac-impedance
model, or an electrochemical model. They combine external electrical behavior
with internal reaction mechanisms, searching for the optimal charging current.
Diverse modeling and identification methods are developed to acquire parameters
with high precision [27–31]. Nevertheless, the effects of battery temperature and
health fade on model parameters need to be further investigated. Polarization-based
methods provide acceptable charging current with constraints on battery polariza-
tion voltage. Polarization modeling and its quantitative effects on battery life are
worth further examination.

Several battery models have been reported to meet critical requirements of
diversified circumstances over the past decades. Commonly used battery models
fall into three categories [1, 2, 8, 32], i.e., electrochemical models, analytical
models, and electrical circuit models. Electrochemical models accurately charac-
terize material properties and the reaction mechanism inside the battery, serving as a
basis for the optimal design of battery systems [32–35]. However, electrochemical
models contain complicated nonlinear differential equations with many unknown
variables, which not only increase the model complexity but also are difficult to be
employed in power control systems. Analytical models usually are simplified forms
of electrochemical models and remain too complicated for accurate prediction of
dynamic performance during battery runtime [36]. Electrical circuit models can
capture battery current–voltage (I–V) characteristics through a combination of
electrical components, such as voltage sources, resistors, and capacitors [37–40].
These models have simpler structures and fewer unknown variables than the other
two kinds of models and also can be easily incorporated into control models of
battery-powered systems. Low et al. [41] presented an improved model comprising
two resistance–capacitance (RC) parallel networks, which gave a sufficiently
accurate prediction of behavior for lithium iron phosphate (LFP) batteries. The
second-order RC model has been proved to be universal and has been widely used
for polarization modeling.

To satisfy various power and energy demands of different applications, batteries
can be classified into two groups—high-power designs and high-energy designs.
Although the second-order RC model can apply in most conditions, it is sometimes
unsuitable when applied for high-power batteries. So, the second-order RC model
with new structures or new mechanisms needs to be improved.

There are two unique phenomena induced by rate variation, namely the rate
capacity effect and the recovery effect. The rate capacity effect refers to the change
of battery capacity due to changing rates, which is more visible at high rates. After a
battery discharges at a specific rate, it is still able to discharge for a period at a lower
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rate, which is known as the recovery effect. To improve the model feasibility for
batteries with high-power designs, researchers have developed many enhanced
electrical circuit models. The SOC estimation of different rates was achieved by
using a normalization method, which was based on the definition of rate factors
[42]. More comprehensively, Zhang et al. [43] proposed an organic combination of
an electrical circuit model and the Rakhmatov diffusion model, which was sufficient
to capture the recovery effect. Nevertheless, this improved model was difficult to
configure for its complicated structures. To enhance the model’s adaptability to
high rates and suitability for system simulation, a hybrid battery model was pre-
sented in [44], which utilized a kinetic model to represent the rate capacity effect
instead of the highly coupled diffusion model.

Notably, the aforementioned methods rarely discussed the change of model
parameters depending on the quantity and direction of current, although they were
accurate enough from the perspective of quantitative results. Lam et al. [45] pro-
posed an empirical formula to describe current dependence of parameters using
curve fitting. However, the popularization of this method is deficient because of a
lack of theoretical derivations and the fact that the model validation was only
actualized at a rate lower than 2C, this being the rate at which the battery is fully
discharged in half an hour after being fully charged at room temperature. Apart
from the general circuit model, an improved nonlinear battery model was presented
in [46], which utilized the well-known electrochemical kinetics equation, namely
the Butler–Volmer (BV) equation, to outline the nonlinear electrode behavior of the
battery.

Temperature has a significant impact on Li-ion battery performance and lifetime
[47–49]. Battery activity increases as temperature is elevated. Nevertheless, if
temperature increases over allowable limits, the stability of the battery cathode
lattice structure worsens, which not only accelerates battery degradation, but also
results in battery safety hazards. Accelerated aging in thermal cycling for lithium
manganese oxide (LMO) batteries at 40 °C was observed, which is mainly caused
by active material losses in both electrodes, generalized loss of lithium inventory,
and inhibited kinetics [4]. During rapid charging, the temperature gradient will
inevitably increase since average charging current is enlarged, leading to lifetime
decrease if the battery is operated in unreasonable thermal excursions. However,
maximum charging currents differ at various regions of the SOC, which makes it
possible to balance the charging speed and temperature rise. In our previous study
[25], an acceptable charging current curve was pursued in accordance with Li-ion
battery polarization voltage behavior. The charging curve could prevent polariza-
tion from being out of range and thus was conducive to increasing charging
capacity and charging speed.

In this chapter, a polarization-based charging boundary curve is developed as a
reference and is based on the second-order RC model. Based on this curve, by
changing the charging current, the charging speed can be improved and polarization
of the battery can be reduced. Considering there will be a large calculation error
when the model is applied to the high-power battery, an improved BV
equation-based electrical model is employed to capture unique phenomena induced
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by changing rates for the high-power battery. Finally, a polarization-based charging
time and temperature rise optimization strategy for Li-ion batteries is developed to
equilibrate charging speed and lifetime. This strategy uses the GA method to search
for the optimal charging current trajectories, considering the temperature rise
constraint and charging time.

2 Acceptable Charging Current Based on Polarization
Voltage Model

2.1 Modeling of Charging Polarization Voltage

Battery polarization mainly includes two components, namely electrochemical
polarization and concentration polarization. Electrochemical polarization occurs
once the electric field of the battery has been established, whereas concentration
polarization, because of Li ions transfer in the electrolyte phase when it is domi-
nated by the diffusion effect, requires a longer time to be built completely [50].
Polarization voltage is one of the characteristic parameters in the battery. It involves
many factors and complex variations and is one of the key factors affecting battery
performance.

The equivalent circuit model, neural network model, and simplified electro-
chemical model are the most widely used models for battery simulation. The
equivalent circuit model is based on the battery working principle that describes the
performance characteristics of the battery with a circuit network, and it is suitable
for many types of batteries. The RC network model is the most representative. From
the above characteristic analysis, the establishment of the polarization voltage, with
exponential function change rule, is consistent with the structure characteristics of
the circuit model. Polarization voltage consists of concentration polarization voltage
and electrochemical polarization voltage, so it is reasonable to use the second-order
RC model to simulate the two parts of polarization effects, respectively. The
equivalent circuit model is illustrated in Fig. 1, where RX is the ohmic resistance,
RP1 is the charge-transfer resistance, and CP1 is the electric double-layer capaci-
tance of the electrode interface. RP2 is the diffusion resistance of charge in the
electrodes and the electrolyte, and CP2 is the concentration diffusion capacitance. Vo

is the battery terminal voltage, I is the charging current, and OCV represents the
open-circuit voltage. VP is the polarization voltage of the battery.

Based on Kirchhoff’s law, the model can be described by the following
equation:

VP1 tð Þ=RP1 ¼ I tð Þ � CP1 � dVP1 tð Þ=dt
VP2 tð Þ=RP2 ¼ I tð Þ � CP2 � dVP2 tð Þ=dt
VO tð Þ ¼ OCV tð Þþ I tð Þ � RX þVP1 tð ÞþVP2 tð Þ

8<
: ð1Þ
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The solution of Eq. (1) is given by:

VP1 tð Þ ¼ VP1 0ð Þ � e�
t

RP1CP1 þ e�
t

RP1CP1=CP1 � Rt
0
I tð Þ � e

t
RP1CP1dt

VP1 tð Þ ¼ VP1 0ð Þ � e�
t

RP1CP1 þ e�
t

RP1CP1=CP1 � Rt
0
I tð Þ � e

t
RP1CP1dt

VO tð Þ ¼ OCV tð Þþ I tð Þ � RX þVP1 tð ÞþVP2 tð Þ

8>><
>>: ð2Þ

The initial polarization voltage VP1 0ð Þ, VP2 0ð Þ was equal to zero after the battery
was kept in an open-circuit condition for a long time. The charge current I can be
regarded as constant with the time interval, and Eq. (2) can be further simplified.
The polarization voltage VP is the sum of VP1 and VP2. The simplified equation can
be expressed by:

VP1 tð Þ ¼ I � RP1 � I � RP1 � e�
t

RP1CP1

VP2 tð Þ ¼ I � RP2 � I � RP2 � e�
t

RP2CP2

VO tð Þ ¼ OCV tð Þþ I � RX þVP1 tð ÞþVP2 tð Þ
VP tð Þ ¼ I � RP1 þRP2ð Þ � I � RP1 � e�

t
RP1CP1 � I � RP2 � e�

t
RP2CP2

8>>><
>>>:

ð3Þ

The model parameters of RX, RP1, RP2, CP1, and CP2 need to be identified to
simulate the charge polarization voltage dynamics. The ohmic resistance RX is
significantly influenced by battery temperature. RX can be regarded as constant at a
specified temperature during the charging/discharging process. The dc internal
resistance can be achieved by measuring the battery terminal voltage response at a
certain charge current since it performs pure resistance behavior. As for the RP1,
RP2, CP1, and CP2 identifications, some rules can be found from the VP formula, in
which the constant part equals the sum of the coefficients of two exponential
functions. The constant is divided into two parts—the high-frequency components
expressing charge-transfer polarization and the low-frequency components
describing mass-transport polarization. According to time constant s ¼ RC, the
parameters of RP1, RP2, CP1, and CP2 can be identified based on the nonlinear least
squares method.

Fig. 1 Equivalent circuit
model of the battery
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The model parameters extracted from the data of a constant current (CC) test are
listed in Table 1.

The Simulink model was established for simulating battery charge polarization.
The initial SOC was set to 20%, and the parameters were varying with SOC
increase during the simulation. The simulated and experimental polarization voltage
is illustrated in Fig. 2a, and the estimate error is shown in Fig. 2b, respectively. It is
found that the developed model with identified parameters can effectively simulate
the charge polarization dynamics of the battery, and the maximum estimation error
is controlled within 3.5 mV, satisfying the accuracy requirement of the battery
usage in EVs.

2.2 Characteristics of Charging Polarization Voltage

Polarization voltage can be calculated from Eq. (4), according to the aforemen-
tioned model

Table 1 Constant current test data-based model parameters as a function of SOC

SOC=% 10 20 30 40 50 60 70

RX=mX 1.38 1.41 1.41 1.38 1.36 1.38 1.41

RP1=mX 0.31 0.31 0.29 0.31 0.37 0.35 0.31

sP1=s 25.19 76.74 122.23 140.28 84.02 158.29 139.59

RP2=mX 0.72 0.72 0.68 0.72 0.88 0.83 0.72

sP2=s 255.8 150.1 122.2 140.3 268.6 158.2 139.5

Fig. 2 a Simulated and measured polarization voltage of the battery for constant charging current;
b simulation error for the battery charge polarization model
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VP SOCð Þ ¼ VO � OCV SOCð Þ � IRX ð4Þ

Battery terminal voltage and charging current can be easily measured in real
time. The polarization voltage is small at a very low current. The values of
charging/discharging polarization voltage are approximately equal to each other,
but the signs are opposite in the steady state. Ohmic resistance voltages are same.
Therefore, the OCV curve can be obtained by calculating the average values of a
full-charge curve and a full-discharge curve at low current, such as 0.05C. The
relational expressions of the model are as follows:

Vch
O ¼ OCVþVX þVP

Vdis
O ¼ OCV� VX � VP

ð5Þ

OCV can be calculated by

OCV ¼ V ch
O þVdis

O

� �
=2 ð6Þ

Figure 3 shows the calculated OCV–SOC curve. In [51, 52], the authors esti-
mate the SOC based on the Thevenin model or an improved Thevenin model. The
offline identification results of the ohmic resistance parameters illustrate that the
ohmic resistance at various SOCs is nearly constant, independent of the battery load
current. Therefore, the ohmic resistance at a certain temperature is regarded here as
a constant. The ohmic resistance is the ratio of voltage changes to current changes,
which can be described as

RX ¼ DVO=DI ð7Þ

According to Eq. (4), a VP–SOC curve is available.
Charging polarization voltage profiles at various constant current–constant

voltage (CC–CV) charging rates are shown in Fig. 4. The initial polarization
voltage is large and then declines slowly, with the local minimum value at around

Fig. 3 OCV versus SOC
curve
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the 10% SOC point. The polarization voltage then becomes relatively stable, but its
amplitude still fluctuates slightly. When SOC reaches about 80%, the polarization
voltage starts to increase sharply.

The LFP battery is chosen as an example to describe the charging progress in
order to reveal the variation of polarization voltage. The polarization voltage
variation within the whole SOC range is closely related to the internal charging
reaction process. As shown in Fig. 5, the external charger drives the flow of
electrons to interact with the electrode materials. Before charging, the positive
cathode material is in the Li-rich LFP phase. After absorbing enough energy, Li+

becomes active and exceeds the limit of the activation barrier. Li+ will move along
with the direction, which requires a minimum energy of the olivine-like structure.
Nakayama et al. [53] report that the nucleation of the LFP phase occurs first on the
surface of LiFePO4 when Li+ is removed. This process needs relatively more
energy. Hence, polarization voltage is higher in the initial SOC region. Once the
LFP phase is formed on the particle surface, during the following charging process,
the sequential path of Li ions extracted from particles is first through the core of the

Fig. 4 Polarization voltage
profiles versus SOC at various
charge rates

Fig. 5 Charging process
diagram: ① transfer of Li
ions in the solid-state phase;
② Li ions moving into the
electrolyte from the electrode
material; ③ diffusion of Li
ions; ④ concentration
gradients of Li ions in the
electrolyte

Charging Optimization Methods for Lithium-Ion Batteries 233



Li-rich LFP phase, then the two-phase coexistent interface, and finally the shell of
the Li-poor FP phase. The Li ions’ flow is then driven by the concentration potential
in the electrolyte. Finally, Li ions are inserted into the graphite anode. Because FP
nucleation has been finished in the low SOC region, the whole process does not
need excess energy to overcome the interface energy barrier. The polarization
voltage is therefore relatively low and stable in the middle SOC range.

As charging continues, the shell grows, the core is consumed, and the two-phase
coexistent interface moves toward the interior. The charging process is completed
when the cathode material particles become the single FP phase. In the last charging
stage, the travel path of Li ions through the Li-poor phase is long; in addition, with
the Li-ion concentration increasing in the negative materials, it is difficult for Li
ions to insert. The polarization voltage, therefore, shows obvious growth in the high
SOC region.

The correlation between polarization voltage and charging rate is illustrated in
Fig. 6, which can be divided into three parts. The first part corresponds to the
nonlinear regions containing 0–5% SOC and 85–100% SOC. The second part
corresponds to the approximately linear regions containing 5–25% SOC and 65–
85% SOC, and their slopes are different. The third part is also characterized by
linear regions, and their slopes are nearly the same. The slopes at 5 and 85% SOC
are larger than those at other SOC points, which suggests that the polarization at
these two SOC points is sensitive to the charging rate. The polarization voltage is
significantly increased when the charging rate increases, and vice versa.

The polarization-rate coefficient (PRC) j is defined, which refers to the polar-
ization voltage increment while the charging rate is raised per 1C. It describes the
degree to which the charging current affects polarization voltage. In the 5–85%
SOC range, the polarization has variable slopes: At the ends, the PRC is greater
than those measured at intermediate percentages.

Linear fitting was conducted on the curves in Fig. 6 to calculate j. Its rela-
tionship with SOC is shown in Fig. 7 where j is smaller in the middle SOC regions
than that at both ends of the whole range. In the initial and final charging stages,
Li-ion concentration is relatively high in one of the two electrodes, and the diffusion
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coefficient is smaller. The solid-state phase diffusion polarization dominates the
total polarization, and the polarization rate is high. In the middle SOC region of
charging, Li ions distribute well in both electrodes. The solid-state phase diffusion
polarization and concentration polarization play a major role. The diffusion coef-
ficient is larger as Li ions have enough free space to move easily and the polar-
ization is relatively small.

A series of experiments were conducted to investigate the effects of initial SOC
on PRC. The procedure can be summarized as follows: The battery was first
charged from a fully discharged state (SOC0 = 0%) at a current of 0.5C until the
terminal voltage was up to 3.65 V. The battery was then kept in the open-circuit
state for 1 h. The battery was discharged at a current of 0.5C until 80% nominal
capacity was consumed, and then, it was kept in an open-circuit state for 1 h to
eliminate the polarization of the battery. The battery was charged from initial
SOC0 = 20% at the same current until the charge limit voltage was obtained.
Similarly, having been kept in an open-circuit state for 1 h, the battery was dis-
charged at 0.5C until 50% of nominal capacity was consumed. Leaving the battery
in the open-circuit state for 1 h, the battery was then charged from SOC0 = 50% to
the charge limit voltage. The charge polarization characteristics at different initial
SOCs are reported in Fig. 8 wherein the dynamic overshot values of the polar-
ization voltage are affected by the initial SOC value, which is higher at
SOC0 = 50% than that at SOC0 = 20%. However, the steady value of the polar-
ization voltage at various initial SOCs is approximately the same, which suggests
that the steady value of the polarization voltage is independent of initial SOC.

Equation (2) shows that when the battery stops charging suddenly, polarization
voltage declines as an exponential function, containing two time constants s1 and
s2. The polarization charging time constant (PCTC) can be determined through
experiments directly and is approximately equal to the polarization standing time
constant (PSTC). The voltage variation of a battery charged to a certain SOC was
monitored for 2 h. It was found that the change of terminal voltage was around
1 mV from 3600 to 7200 s (the voltage ranging from 3.767 to 3.768 V), suggesting

Fig. 7 Polarization-rate
coefficient versus SOC
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that the terminal voltage was getting steady after 1 h. Therefore, the terminal
voltage change for 1 h is approximately regarded as the steady value of the
polarization voltage. Figure 9 shows the changing polarization voltage curve of the
battery charged to 15% SOC with CC and then resting for 1 h.

Figure 10 compares polarization voltages under variable current charging and
1/3C CC–CV charging. The variable current charging profile is: Charge the battery
at 1/3C at the starting stage to 20% SOC, then charge at 1.2C during the middle
stage of 20–80% SOC, and 1/3C charge in the last stage. Figure 10 shows that the
battery polarization voltage overshoot appears as the charging current is increasing.
By contrast, the polarization voltage hysteresis can be observed while the charge
current decreases. It is noticeable that the hysteresis in this study resulted from
current change and disappeared as the battery polarization became steady. The
overshoot amplitudes at 20% SOC and 80% SOC points are not the same, since in
the current increasing and decreasing process reaction kinetics is not symmetrical,
which results in asymmetric charging/discharging polarization [54, 55].

Fig. 8 Charge polarization
characteristics at different
initial SOCs
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The polarization process includes at least three aspects: electronic and ionic
conduction inside the electrode, charge-transfer reaction at the electrode and elec-
trolyte interface, and a Li-ion transport process such as concentration
gradient-driven diffusion. The process can be divided into two types. One includes
the first and second fast processes, and the other includes the third slow process
[53]. The number of electrons flowing through the electrode per second changes
rapidly when charging current changes, but due to the time constant, these three
processes cannot respond quickly. The polarization hysteresis effect is produced.
The overshoot effect is a result of the excess energy cost in the initial period.
However, according to Eq. (2), the overdamping response has no overshoot effect.
This phenomenon indicates that the equivalent circuit model shown in Fig. 1 cannot
describe the mechanism of the overshoot effect.

2.3 Evaluation of Acceptable Charging Current

The polarization acceptable charging current (PACC) is proposed based on the
polarization time factor: The CC charging time length is equal to the larger
polarization time factor at a specified SOC point. If the external battery voltage
exactly gets the preset cutoff voltage at the end of charging, then the charging
current has an acceptable value at this SOC point.

The PACC relational expression is as follows:

VOCV SOC0 þ Is=Cð Þþ IRþVP Ið Þ ¼ Vcutoff ð8Þ

The iterative calculation of PACC is shown in Fig. 11a. The map is divided into
two parts by PACC: Region I is the acceptable charging area under the boundary
curve, and region II is the unsuitable charging area. The battery can be charged in
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region I, which scarcely affects the battery. The current will cause polarization to
increase too much in region II, so that the battery cannot be fully charged. Here, the
larger time factor was selected as the charging time, because after such a long time,
the polarization voltage tends to be stable and jumps over the dynamic change stage
of polarization voltage. According to the battery tests, parameters are set as follows:
The cutoff voltage is 3.65 V; the ohmic internal resistance is 1.37 mX; the charging
time is 1000 s. The result of acceptable charging current at different SOCs is shown
in Fig. 11. It can be seen that the simulation error is within 10%.

The maximum charging current is set as 2C as recommended by the battery
manufacturer. In addition, the battery polarization is large at the initial charging
stage, in which small current charging is applied. The optimized charge strategy
diagram is illustrated in Fig. 12. The battery is first charged at C/3, ranging from

Fig. 11 a Acceptable
charging current compared
with experiment results and
b calculated error
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0 to 20% SOC. The current of 2C is applied after 20% SOC until it intersects with
the PACC. Then, every 5% SOC, the charging current is reduced according to the
boundary curve. The charging current will be reduced to C/3 at around 80% SOC,
followed by a C/3 CC–CV process.

Table 2 compares the proposed charging mode and the 1C and 0.5C CC–CV
charging modes. It can be observed in Table 2 that the total charging time of
experiment I is medium. CV charging time is almost equal, around 10 min. The CV
charging capacity of the three experiments increases in sequence. The initial CV
charging currents of experiments I to III are C/3, 0.5C, and 1C, respectively. The
polarization increased as the charge current increased. The actual equivalent
charging rate of the proposed charging mode is medium between experiments II and
III. Table 2 also shows that, compared with the 0.5C CC–CV charging mode
(experiment II), the charging time and equivalent charging rate of the proposed
charging mode (experiment I) are improved by 18 and 21.3%, respectively. The
charging time and charging capacity at the CV charging stage are less than 0.5C
CC–CV charging mode, having higher charging efficiency and requiring only CC
charging in practice. In addition, the average polarization voltage of both charging
modes is nearly the same. It is suggested that the proposed charging mode can well
balance charging time and charging polarization compared to the 0.5C CC–CV
charging mode. Furthermore, the SOC ranging from 20 to 80% is chosen as the fast
charging region in the proposed charging mode since it is the commonly used
interval of batteries particularly for plug-in hybrid EVs. Compared with 1C CC–CV
charging mode (experiment III), the charging time is approximately identical from
20 to 80% SOC, and the average polarization voltage is much less than the 1C CC–
CV charging mode. From a temperature rise point of view, the charging current of

Fig. 12 Optimized charging
strategy diagram
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the proposed charging mode is gradually decreasing, and the temperature rise is
slowing down, which can effectively prevent the battery from thermal runaway.
Therefore, the proposed charging mode can balance charging speed, charging
polarization, and temperature rise.

Figure 13 compares polarization voltage profiles for the three experiments. In
0–20% SOC and 80–100% SOC, the polarization of experiment I is the lowest due to
the low charging current. With charging current increasing suddenly, the polariza-
tion rises to the maximum at 20% SOC point. The polarization is going down as the
current is falling. The minimum polarization of experiment I happens at 80% SOC.

Battery temperature distribution was obtained by thermal infrared imaging for
different charging modes. It was found that 0.5C CC–CV charging mode has the
minimum temperature range (5 K), and the 1C CC–CV picture has the maximum
temperature rise (9.7 K), whereas the proposed charging mode is between the two
and, so, temperature rise is acceptable.

All the experiments were done with two batteries that were randomly selected
from 10 batteries made from the same production batch. The results and methods
have generality and representativeness and can be reproduced.

For modular Li-ion batteries, equalization [56] and impedance measurement [57]
are inevitable challenges. The final acceptable charging current curve should take
temperature rise, battery life, and charge efficiency into account for getting rea-
sonable charging current values. In addition, an acceptable charging current curve
may not be the practically applied current. Taking multiple constraints into account,
the acceptable charging current requires further investigation.

Fig. 13 Polarization voltage
profiles
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3 Optimization of Polarization Voltage Model in High
C-Rate Application

3.1 Model Optimization Based on the Butler–Volmer
Equation

Although the second-order RC model is widely used in the study of polarization
voltage, there are performance differences when applying it to differently designed
batteries, especially high-power batteries. To rigorously investigate unique battery
performance caused by different designs, two batteries produced by the same
manufacturer but with different designs were selected and analyzed using the
second-order RC model, where the two RC parallel networks with different TCs are
employed to describe the polarization voltage.

Figure 14 shows the different polarization distributions of the two batteries from
the experiment. The battery runtime decreased regularly in an inverse proportion
way when current flowing through the battery increased because of Peukert’s law,
resulting in a changing tendency shown as ①. As a consequence of current growth,
these two totally distinct polarizations will be more serious. Polarization with a

Fig. 14 Polarization
distributions of two types of
batteries: a a high-energy
battery; b a high-power
battery
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smaller TC, in particular, will be much more likely in an extremely critical con-
dition owing to a power battery’s short recovery time. The variation tendencies of
these two polarizations are marked as ② and ③, respectively.

It can be concluded that polarization with a smaller TC will be affected heavily
as the current increases. Moreover, it should be quite appropriate to regard this short
polarization as electrochemical polarization since ion diffusion is more inclined to
generate polarization with a larger TC. Therefore, methods capable of character-
izing electrochemical polarization induced by changing rates are required.

The Butler–Volmer equation is one of the most fundamental relationships in
electrochemical kinetics. It describes how the electrical current on an electrode
depends on the electrode potential, when the electrode reaction is controlled by
electrical charge transfer at the electrode. Accordingly, it presents a quantitative
form of electrochemical polarization.

After the kinetics of ion transfer is completely established, the BV equation is
proposed to model an ideal overpotential g tð Þ coming from electrochemical
polarization under the steady state, as follows:

J tð Þ ¼ J0 exp
aF
RT

g tð Þ
� �

� exp
� 1� að ÞF

RT
g tð Þ

� �� �
ð9Þ

Considering there are few approaches to measuring current density externally,
the BV equation can be written as Eq. (11) according to

I tð Þ ¼ J Tð Þ � S ð10Þ

1
J0 � S

I tð Þ ¼ exp
aF
RT

g tð Þ
� �

� exp
� 1� að ÞF

RT
g tð Þ

� �� �
ð11Þ

However, it seems impossible to get the overpotential caused by current varia-
tion because Eq. (11) cannot be solved without any assumptions. Fortunately, the
transfer coefficient rarely changes suddenly and generally is argued as a � 0:5 [33–
35]. Consequently, the relationship is expressed as

g tð Þ ¼ 2RT
F

ln
1

2J0S
I tð Þþ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

2J0S
I tð Þ

� �2

þ 1

s0
@

1
A ð12Þ

Despite the fact that there are still a variety of electrochemical variables that
cannot be obtained externally, the corresponding change of overpotential excited by
changing current can be acquired. Meanwhile, J0 and S are closely related to
the SOC, reflecting the complexity during the polarization establishment.
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Whereas other variables available are fixed, the increase of current will result in a
sharp deviation from the equilibrium state. On the contrary, a battery gradually
becomes steady and reaches equilibrium eventually when the current approaches
zero. More meaningfully, the battery overpotential at a specific SOC, which is only
induced by changing currents, is affirmatively accessible in accordance with
Eq. (12). It suggests the battery has completely reached a nonequilibrium state after
deviating from equilibrium, which particularly requires some time.

The structure of the Thevenin model has been selected as a reference for the
developed model owing to these reasons: (1) The Thevenin model is mainly used as
the basic part of the improved models developed by other authors [1, 58]; thus, it
permits comparison within diverse models. (2) The lithium titanate battery
(LTO) has been selected mainly to study the electrochemical polarization. The
Thevenin model has been proved preferable for LiNMC batteries in [30], and
appropriate for LFP batteries after adding a hysteresis component. Particularly,
hysteresis voltages of lithium titanate batteries are within 6 mV and will reduce or
even vanish in high-rate applications. Hence, hysteresis is ignored (3). The
Thevenin model is more feasible and suitable for high-power batteries than the
second-order RC model, given that dynamic high-rate characteristics are affected
more severely by polarization with a smaller TC.

Figure 15 displays the developed electrical model. It takes the same electrical
circuit as the Thevenin model but uniquely embeds a simplified form of the BV
equation to predict parametric variations, particularly the polarization voltage drops
caused by changing currents. Consequently, the developed model is sufficient for
characterizing comprehensive battery behaviors. Moreover, its framework is so
minimalistic that less computation and lower storage costs than other enhanced
models mentioned in [42–45] are needed.

Fig. 15 Schematic of the
developed electrical model
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Assuming a battery discharges with a current of I1 during t0\t\t1, followed by
rest in t1\t\t2, the developed model is described as

SOC tð Þ ¼ SOC t0ð Þ � 1
Cmax

Zt

t0

I0 tð Þdt ð13Þ

UP tð Þ ¼
RPI0 tð Þ � 1� e�

t�t0
s

h i
; t0\t\t1

UP t1ð Þ � e�
t�t1
s

	 

; t1\t\t2

8<
: ð14Þ

UO tð Þ ¼ UOCV tð Þ � UP tð Þ � RXIO tð Þ ð15Þ

where s ¼ RPCP. During the constant discharging process, the SOC of the battery
reduces linearly according to Eq. (13). In addition, the initial value of SOC is
necessary for SOC estimation when a battery provides the requisite power for
electric motors. This value of SOC is always calculated from the specific OCV–
SOC curve of the battery. Given the circuit parameters are likely to change with
SOC, all of these parameters are functions of SOC. Equation (16) expresses SOC
dependence of UOCV, RX, CP, where a1, a2, b1, b2, c1, and c2 are obtained from
circuit parameters of typical SOC points by the linear interpolation method.

UO SOC tð Þ½ � ¼ a1SOC tð Þþ a2
RX SOC tð Þ½ � ¼ b1SOC tð Þþ b2
UO SOC tð Þ½ � ¼ c1SOC tð Þþ c2

8<
: ð16Þ

When the discharge current suddenly changes from I1 to I2, the time interval can
be considered as Dt\e1. Hence, we can easily get Eq. (17) and infer that
DSOC � 0:

DSOC�max I1Dt; I2Dtf g�max I1e1; I2e2f g ð17Þ

As a lumped representation of resistive forces, internal resistance RX is precisely
correlated with the battery’s SOC but clearly independent of current amplitude [59,
60]. However, battery polarization, particularly polarization resistance, is heavily
affected by current variation [25]. Based on Eqs. (12) and (14), the steady-state
value of battery polarization at a specific SOC can be expressed as

UPmax ¼ RPIO tð Þ � 1� e�
t�t0
s

h i���
t�s

¼ RPIO tð Þ ¼ f1 SOCð Þ � ln f2 SOCð Þ � Io tð Þþ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
f2 SOCð Þ � Io tð Þð Þ2 þ 1

q� �
ð18Þ

where f1 SOCð Þ and f2 SOCð Þ are coefficients of the simplified form of the BV
equation. More importantly, these two coefficients are also functions of the current
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direction. According to Eq. (14), battery polarization can be divided into two cat-
egories: polarization settle when the battery current is nonzero and polarization
recovery when the battery is rested. As a dominant part of polarization settle,
polarization resistance is derived from Eq. (18). On the other hand, polarization
resistance of polarization recovery is irrelevant to current amplitude, since no
external excitation is applied to the battery. Therefore, polarization resistance is
analytically calculated as Eq. (19):

RP ¼
f1 SOCð Þ�ln f2 SOCð Þ�Io tð Þþ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
f2 SOCð Þ�Io tð Þð Þ2 þ 1

q	 
h i
Io tð Þ ; Io tð Þ 6¼ 0

RPC; Io tð Þ ¼ 0

8<
: ð19Þ

where RPC represents polarization resistance measured at the current of 1C. Clearly,
model accuracy is more sensitive to RP rather than CP, given CP is solely dominated
by the s and the fact that recovery time remains short for high-power batteries. To
reduce the storage space required, CP is assumed to be independent of the current
amplitude.

3.2 Parameter Extraction of the Optimized Model

As an indispensable component of the proposed model, OCV as a function of SOC
can be determined after a battery has rested for a long period. The hysteresis
mentioned in [61, 62] specifically describes the OCV difference for a certain SOC,
which is caused by current directions. Nevertheless, the OCV–SOC curves of three
selected lithium titanate batteries, shown in Fig. 16, indicate that there is an
extremely high consistency between two parts of an OCV–SOC curve, namely the
hysteresis voltages of lithium titanate batteries are within 6 mV as shown in
Table 3. Li et al. [63] pointed out that hysteresis easily appeared when a battery

Fig. 16 OCV–SOC curves
of selected lithium titanate
batteries
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required a fairly long time to be entirely relaxed. More specifically, it was con-
firmed that lithium titanate oxide (LTO) batteries also showed OCV hysteresis and
high rates affected the macroscopic processes in a way that hysteresis even vanished
for Li-ion batteries [64]. Since high-power lithium titanate batteries for high-rate
applications are evaluated and the actual hysteresis voltages of 1C measured current
are already within 6 mV, hysteresis voltages will decrease or even disappear when
battery current increases. Hence, hysteresis is ignored to simplify the model without
a noticeable effect on accuracy.

Figure 17 demonstrates a typical voltage response curve for a positive pulse
sequence (PPS). The internal resistance of the battery is calculated from Eq. (20) by
using the instantaneous voltage rise from t3 to t4 ¼ t3 þDt, where Dt is equal to the
sampling period, namely 1 s. Then, the polarization voltage can be obtained,
according to Eq. (15) and Uocv measured at a fixed SOC, providing data for
identification of the RC parallel network. Using Eq. (21), polarization resistance
and polarization capacitor, where polarization resistance refers to that measured at
the current of 1C, particularly, are determined from the least squares curve fitting
tool in MATLAB. It is important to note that two groups of parameters are used to
capture characteristic differences between charging and discharging behaviors of
the battery.

RX ¼ UO t4ð Þ � UO t3ð Þ
I t4ð Þ � I t3ð Þ ¼ UO t3 þDtð Þ � UO t3ð Þ

IPC
ð20Þ

UP tð Þ ¼ A � 1� e�
t
s

� 

RP ¼ A

IPC
CP ¼ s

RP

8<
: ð21Þ

In this part, Battery 1 is chosen to illustrate abnormal battery performances of
typical rates. However, polarization voltages of typical rates, which are displayed in
Fig. 18, maintain a continuously growing trend, despite the fact that the speed is
clearly not increasing as quickly as before.

When the battery was tested during charging or discharging, the polarization
voltage of the middle SOC range clearly achieved a steady-state value. Given the
fact that the internal resistance is independent of current amplitude and the data of
rate charging tests, the battery polarization voltage of varied charging rates can be
acquired according to Eq. (15) after obtaining the OCV value and resistance at 1C
measured current. Similarly, the battery polarization voltage at various discharging

Table 3 Hysteresis voltage of tested batteries

Battery number Hysteresis voltage (average value of measured points) (mV)

1 1.0

2 6.0

3 6.0
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rates can be obtained with the same method. In addition, rate charging and dis-
charging, particularly in high-rate applications, will not require too much time
compared with the proposed identification methodology in [46]. In order to outline
battery performances, particularly polarization voltage relationships with rates, and
to enable the model feasibility for system-level simulation, two coefficients of
Eq. (19), which are closely related to the SOC of the battery, are determined from
the least squares curve fitting tool. In particular, the battery enters the CV charging
region earlier when the rate rises, complicating the model description. In addition,
the current obviously decreases after the battery enters the CV charging region,
resulting in much less polarization inside the battery. Therefore, coefficients of
Eq. (19) to capture charging behavior are refined calculated in 10–75% SOC,
whereas polarization resistances at the current of 1C are adopted in other SOC
intervals.

3.3 Model Verification

To verify the developed model, the simulation results of the galvanostatic test at a
high rate and the FUDS test, which were carried out on three types of LTO bat-
teries, are, respectively, compared with the experimental data. The developed model

Fig. 17 Typical voltage
response curve for a PPS

Fig. 18 Polarization voltages
of typical rates
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was implemented in MATLAB/Simulink, ensuring the model’s promising popu-
larization in high-powered applications.

The experimental setup for the battery tests consisted of an Arbin BT2000 tester,
a thermal chamber providing controllable temperature, a computer for monitoring
and data storage, and tested batteries. The voltage and current were measured and
recorded per second during the whole test. In this work, we prefer to evaluate
battery characteristics depending on changing rates rather than other factors that
will be discussed in our subsequent works. Hence, the thermal chamber is main-
tained at 25 °C all the time.

Three types of lithium titanate batteries were selected, and their shapes were
totally different. The first two batteries were from leading manufacturers in China,
and the third one was produced by a well-known Japanese company. Their major
parameters are shown in Table 4. Using LTO as its anode instead of graphite, LTO
batteries are more inclined to high-rate applications in EVs than other lithium
batteries with graphite anode, resulting in an unusual reference rate for the capacity
test presented in Table 4. Moreover, Takami et al. [65] also mentioned that 1C was
chosen as the reference rate for the LTO battery capacity test.

The test procedure was performed to adequately evidence the comprehensive
behaviors of these batteries. It began with the capacity test, which was measured by
discharging the battery down to the lower cutoff voltage with a current of 1C after
CC–CV charging to the lower cutoff current. This test will not be finished until the
difference of results between two adjacent cycles is within 0.1 Ah. The OCV
dependency on directions of current using a PPS 20 times was further examined,
followed by a negative pulse sequence (NPS) repeated 20 times. A PPS contains 1C
charge for 180 s to get 5% of the battery SOC, and rest of 1 h on purpose of
acquiring magnitude of OCV precisely. Similarly, a NPS has the same structure as
PPS but its current is negative. For the internal resistance test, a rich pulse sequence
was applied, including several steps at each specific SOC: (1) 1C charge for 10 s;
(2) rest for 40 s; (3) 1C discharge for 10 s; (4) repeat steps (1) to (3) after increasing
1C to 2C, 3C, 4C, 5C, 6C, 7C, 8C, 9C, 10C, respectively. Then, charging and
discharging tests were carried out with selected typical rates to investigate the
relationship between the detailed parameters and rates. The batteries were also
excited by the FUDS profile, providing the data set for model verification.

Table 4 Power batteries used for tests

Battery
number

Anode
material

Nominal
capacity
(Ah)

Nominal
voltage
(V)

Cutoff
voltages
(V)

Cutoff
currents
(C)

Reference rate
for capacity test
and cycling
given by
manufacturers
(C)

Cycle
life at
25 °C
(times)

1 LTO 8.5 2.3 2.8/1.5 0.1 1 10,000

2 LTO 16 2.5 2.8/1.5 0.1 1 15,000

3 LTO 20 2.3 2.7/1.5 0.05 1 6000
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The typical current profile of the FUDS tests is shown in Fig. 19. The regions
between the two adjacent dotted lines are chosen as the representative parts for
subsequent discussions.

Figure 20 compares simulation results of the galvanostatic discharge test at a
high rate with experimental data. There is a close accordance between the terminal
voltage extracted from the experimental data and the simulation results of the
developed electrical model. The maximum voltage errors for the galvanostatic tests
of the three batteries were found to be similar at the end of discharge and are all
within 1.5%. The voltage error of Battery 1 for the galvanostatic test at 10C (85 A)
was less than 0.5% in 240 s (23.3–90% SOC), and the voltage error was less than
1.5% during the discharge process. The same distribution of voltage errors for the
discharge process at 10C (160 A) was found for Battery 2. Although the simulation
result of the Battery 3 is slightly different from that of the prior two batteries, the
voltage errors of the whole discharging process are still within 1.5%. Therefore, the
developed model can precisely describe the galvanostatic performances of batteries.

Fig. 19 Current profiles for
FUDS test: a Battery 1;
b Battery 2 and Battery 3
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Furthermore, the simulation results of the galvanostatic charging test at a high
rate and experimental data are displayed in Fig. 21, confirming that the developed
electrical model fits well voltage profiles obtained from experimental data. It can be
concluded that the maximum voltage errors for the galvanostatic charge tests of the
three batteries are all less than 2% and occur at the end of the charge process.
Although the voltage errors of Battery 1 at 8C (68 A) increased in the last 60 s, they
are less than 1% during the first 240 s. Moreover, the voltage errors of Battery 2 at
10C (160 A) and Battery 3 at 8C (160 A) during the whole discharging process are
within 1%. Therefore, the developed model can precisely capture both the gal-
vanostatic discharge and charge behavior of lithium titanate batteries.

The developed model with FUDS profile was further verified. The comparison
between experimental data and terminal voltage obtained from battery simulation,
shown in Fig. 22, indicates that the simulation results match the experimental data well.

Fig. 20 Comparison
between simulation and
experimental data of the
galvanostatic discharge test:
a Battery 1; b Battery 2;
c Battery 3
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The maximum voltage errors of Battery 1 and Battery 2 are less than 1.5%, while the
maximum voltage error of the Battery 3, at the end of discharge, is a little larger than
that of the other two batteries but still within 2%.

To better illustrate the BV equation’s advantage, both the Thevenin model and
the developed model are used to describe the dynamic performances of Battery 1 in
the galvanostatic test at 10C and the FUDS test. Figure 23 exhibits voltage errors
of these two models when the battery discharges at a current of 10C. During the
discharging process, the voltage error of the Thevenin model continuously rises and
eventually exceeds 80 mV. Instead, the developed model shows a small voltage
error, which is lower than 30 mV. The BV equation produces two entirely different
trends of model errors. Hence, the BV equation is capable of meaningfully char-
acterizing comprehensive battery behaviors and can enhance electrical model
applicability for high-rate operations.

Fig. 21 Comparison
between simulation and
experimental data of the
galvanostatic charge test:
a Battery 1; b Battery 2;
c Battery 3
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Fig. 22 Comparison
between simulation and
experimental data of the
FUDS test: a Battery 1;
b Battery 2; c Battery 3

Fig. 23 Comparison
between the developed model
(lower curve) and the
Thevenin model (upper curve)
for the galvanostatic test of
Battery 1
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In this part, the regions chosen in the battery FUDS test are selected and labeled
as representative part I and II for our subsequent discussions due to three reasons:

(1) The regions include three different trails that deviate from a high rate, nearly
covering all available trajectories after the current has reached a high value,
such as 10C (85 A) for Battery 1.

(2) Corresponding to the three typical performances of a battery, these trails are
sufficient to compose all possible high-rate battery behaviors. At the time
interval of [190, 200 s] of representative part I, the current slightly varies near
the 10C rate, simulating the application in which the battery continuously
provides power to power equipment or EVs at a substantially high rate. The
second typical performance appears when the battery discharges at [200,
240 s], outlining a massive current shift from 10C (85 A) but still larger than
zero. This current shift accurately simulates dynamic discharging of a battery.
Moreover, the third typical performance, which happens at [275, 285 s], dis-
plays a sudden change of the current direction. The sudden change at the
beginning of 10C (85 A) obviously indicates an abrupt charging after battery
discharging.

(3) It becomes clearer how the model description is affected by the BV equation
using these regions instead of the whole FUDS test.

Figure 24 expresses current pulses and voltage errors of these two representative
parts, based on analyses of battery characteristics by using the two models men-
tioned above. The Thevenin model retains a value that is larger than 20 mV when
the battery discharges at [190, 200 s] of representative part I. However, the voltage

Fig. 24 Comparison
between the developed model
(lower curve) and the
Thevenin model (upper curve)
for the FUDS test:
a representative part I;
b representative part II
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error of the developed model falls rapidly to 5 mV at the same time interval. As for
discharging at [200, 240 s], the developed model is clearly superior to the Thevenin
model with a voltage error that is lower than 15 mV. Similarly, there is the same
comparison when the battery current direction changes at [275, 285 s]. It is worth
pointing out there is little difference between the two representative parts.
Therefore, the BV equation accurately outlines the battery characteristics of three
different trails deviated from a high rate, especially when the current varies slightly
near the high rate.

The accuracy and reliability of the developed model are verified by the close
agreement between the simulation results and the experimental data of the three
groups of lithium titanate batteries. Based on the discussions on error distributions
of the two models, the advantage of the developed model compared with the
Thevenin model has also been demonstrated.

4 Charging Optimization Based on Temperature
Rise and Charge Time

4.1 Enhanced Thermal Behavior Model

A battery’s surface is assumed to have a uniform temperature when the charge
current is within some limits, so that the battery can be regarded as a single cell for
thermal modeling. The thermal behavior model can be expressed by the following
equation [66]:

Ccell
dTcell
dt

¼ QS þQO � QB ð22Þ

where Ccell represents the heat capacity of the battery, Tcell expresses battery tem-
perature, QS is the reversible reaction heat by entropy change DS, QO is the energy
loss by the overpotential during charge and discharge cycles, and QB is the trans-
ferred heat. It should be noted that the average heat capacity is adopted in the study
since it differs among the battery’s active material components. The battery’s
temperature change is governed by both endothermic transition and exothermic
transition. The battery temperature is gradually rising while the absorption of heat is
greater than the release of heat due to heat accumulation.

The reversible reaction heat by entropy change can be described by

QS ¼ TcellDS
I
nF

ð23Þ

DS ¼ � @DG
@Tcell

¼ nF
@E
@Tcell

ð24Þ
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where F is the Faraday constant, I is the charge current, n is the number of moles of
electrons transferred in the cell reaction (n ¼ 1 for a Li-ion battery), DG is the
Gibbs free energy change for the cell reaction, and E is the cell equilibrium, which
can also be replaced with close-to-equilibrium OCV in approximate treatment. The
differential @E=@Tcell is negative, and QS is endothermic during charging.

The transferred heat is expressed by

QB ¼ hA Tcell � Tambð Þ ð25Þ

where h is the heat transfer coefficient, A is the total surface of cell, and Tamb is the
ambient temperature.

Cell overpotentials comprise mass-transport polarization overpotential,
charge-transfer overpotential at positive and negative electrodes, and ohmic over-
potential. For overpotential heat QO is usually described as the square of current
multiplied by overpotential resistance QO ¼ I2Rg, in which the overpotential
resistance Rg is regarded as constant [29], and the Rg at SOC = 0% is always
applied. However, the polarization voltage has a linear relationship to the charge
current, rather than a proportional relationship, and its slope is a function of SOC,
which has been reported in our prior paper [19]. The simulation error of temperature
using the conventional calculation method will increase as the current increases.
Considering the influence of SOC on polarization overpotential and ohmic over-
potential, the overpotential heat can be rearranged as follows:

QO ¼ QP þQJ ð26Þ

QP ¼ IUP ð27Þ

QJ ¼ I2RX ð28Þ

where QP represents the energy loss by polarizations, UP is the cell polarization
voltage expressed as UP ¼ kI þ b [23], and QJ represents the energy loss by ohmic
resistance.

Discretizing Eqs. (22–28), by using the sampling time interval of 1 s, the battery
temperature at time k can be expressed by

Tcell;k ¼ Tcell;k�1 þ
I2RX þ IUP þ Tcell;k�1I @E

@Tcell
� Ah Tcell;k�1 � Tamb

� �
mCcell

ð29Þ

where m is the mass of the battery. The initial temperature is 25 °C in this study.
Making use of the battery parameters shown in Table 5, the simulated and

experimental results for battery temperature during charging are illustrated in
Fig. 25, where RX represents the simulated results with the DC resistance to cal-
culate the overpotential heat, and kI þ b expresses the simulated charging tem-
perature based on the improved thermal model. The simulation results of both
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methods are almost identical at the charge current of 1C, and the maximum error is
approximately 0.9 °C.

The simulation error with the kI þ b method is within 1.7 °C at the charge
current of 2C. The accuracy is remarkably improved compared to the DC resistance
calculation method with the maximum error of 2.7 °C. This is because the polar-
ization resistance is not constant, but decreases to some extent as the charge current
increases. The estimation error with the DC resistance calculation method is small

Table 5 Sample battery parameters

Capacity
(Ah)

Weight
(kg)

Total surface
area (cm2)

Average heat
capacity (J/g k)

Charge limit
voltage (V)

Discharge limit
voltage (V)

25 0.899 753 0.9932 4.2 3.0

Fig. 25 Simulated and
experimental temperatures
during battery charge: a 1C
and b 2C
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at the low charge current. Nevertheless, the constant DC resistance cannot effec-
tively express battery polarization at high charge currents, resulting in larger errors.
It is clear that the kI þ b method can better describe the relationship between
polarization voltage and current, demonstrating its high fidelity of thermal simu-
lation, particularly in the case of fast charging.

4.2 Formulation of Battery Charging Optimization

The performance and lifetime of a battery will be significantly affected if the current
flowing into the battery is beyond the maximum charge current value, which can
even lead to safety issues. However, from the aspect of electrochemistry, the
maximum charging current is difficult to obtain in real time because it requires
battery chemical parameters and detailed knowledge of battery material properties
normally unavailable to BMS designers. The polarization voltage describes the
deviation of the battery terminal voltage from its equilibrium, which can be
observed based on lumped equivalent circuit models. The side reactions and lithium
deposition may occur during charging when the polarization of the battery is too
large, noticeably affecting battery performance and life. The polarization corre-
sponds to an acceptable battery charging current to a large extent. The polarization
constraint is therefore employed to calculate the maximum charging current in this
work. The charging currents at various SOC values are optimized within the
charging boundary curve. The acceptable charge current is high at the low side of
battery SOC and declines with augmented SOC, based on polarization properties
[25]. The maximum charge current is determined by battery kinetics limits. The
temperature rise also needs to be considered to extend battery lifetime when
designing charging patterns. In consideration of battery charge polarization and
temperature rise constraints, the optimized charging strategy can be summarized as
follows. First, taking the acceptable charge current as the optimal charge current
limit, the battery is charged with high current at the initial charging stage to speed
up the charging process. Smaller charge current is then employed at the end of
charging to decrease battery polarizations and to procure more charge capacities.
Meanwhile, the temperature rise is calculated as a constraint, preventing thermal
runaway and ensuring charge safety. Because the ohmic resistance, polarization
resistance, and entropy change coefficient of the battery vary with SOC, the tem-
perature rise rate differs among various SOC regions. Second, considering tem-
perature rise characteristics at different SOC regions, the charge current can be
augmented in SOC regions with lower temperature rise. The charge current and
temperature rise can consequently be optimized for the whole SOC range, balancing
battery lifetime and charging speed.

The whole SOC ranging from 0 to 100% is divided into N segments in the
developed charging strategy, and the charge current for each step needs to be
optimized based on the charging time and temperature rise constraints. The SOC
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change for each segment is defined as ΔSOC, and the relationship between N and
SOC is expressed as N ¼ 1

DSOC. The charging time for the kth step can be written as

tk ¼ Qk

Ik
¼ DSOC � Q

Ik
ð30Þ

where Ik is the charging current for the kth step, Qk represents the charged capacity,
and Q is the maximum available capacity of the battery, charged at a current of
0.05C. Then, the total charging time can be calculated by

t ¼
XN�1

k¼1

tk þ tN ¼
XN�1

k¼1

tk þ QN

IN
ð31Þ

and the total charged capacity can be derived by

Qch ¼ DSOC � Q � N � 1ð ÞþQN ð32Þ

The charging time and charged capacity for theNth step are calculated alone, since
the QN may not reach the theoretical value DSOC � Q resulting from the charging
current higher than 0.05C, and the total charged capacity is consequently less than the
maximum available capacity. Supposing the charging voltage limit is 4.2 V, the
open-circuit voltage (OCV) at the end of charging for theNth step can be described as

OCVN ¼ 4:2� UX;N � UP;N ¼ 4:2� INRþ kIN þ bð Þ ð33Þ

Based on the SOC-OCV mapping curve, the SOC at the end of charging for the
Nth step can be expressed by

SOCN ¼ f�1 4:2� INR� kIN � bð Þ ð34Þ

The charged capacity QN is given by

QN ¼ Q � SOCN � DSOC � N � 1ð Þ½ � ð35Þ

The charging time tN can be obtained based on the formula tN ¼ QN=IN . Using
the developed thermal model, the charge temperature rise for the kth step is

mCcell T
end
k � Tst

k

� � ¼ Ztk
0

I2k Rdtþ
Ztk
0

IkUPdtþ Ztk
0

TcellIk
@E
@Tcell

dt

� Ztk
0

Ah Tcell � Tambð Þdt
ð36Þ

DTmax ¼ Tmax � Tst
1 ð37Þ

where Tmax, is the maximum temperature for the entire charging process.
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The total charging time and temperature rise are two parameters to be optimized
based on the developed charging strategy. The objective is to speed up the charging
process and to reduce the resultant temperature rise, hence aiming at a balance
between such two parameters. The fitness function is consequently portrayed by the
following equation:

F t;DTð Þ ¼ a 40
tmax�t0:05C

t � t0:05Cð Þþ 60
h i

þ b 100þ 40 DT�DT0:05Cð Þ
DT0:05C�DTmax

h i
aþ b ¼ 1

(
ð38Þ

where a and b are weighting coefficients of charging time and temperature rise,
respectively. Moreover, tmax represents the total charging time when the battery is
charged with the acceptable current, whereas t0:05C is the charging time at the
current of 0.05C. Here, DT0:05C is the battery temperature rise when charged at the
current of 0.05C. The linear weighting method is used to calculate the fitness
values.

GA is an adaptive optimization technique, including selection, crossover, and
mutation, that is inspired by the principles of natural selection and survival of the
fittest from biological evolution. GA is an efficient method for solving both con-
strained and unconstrained optimization problems and requires a genetic repre-
sentation of the solution, known as the population, and a fitness function used to
evaluate the solution. To use GA to find the optimal solution, a population of
solutions is first randomly initialized and then, through repetitive applications of the
selection, crossover, and mutation operators, produces the next generation, which
make the population evolve toward an optimal solution. This heuristic (also
sometimes called a metaheuristic) is routinely used to generate useful solutions to
solve engineering problems [67, 68]. The flowchart of optimal charge current
estimation using the GA method is shown in Fig. 26, and the specific procedure is
summarized as follows. An initial population is first produced as the basic currents.
In the process, m column vectors with N charging currents are randomly generated
based on the acceptable charge current limits. Second, fitness values are calculated,
in which the charging time and temperature rise are regarded as the optimization
objectives. Third, the selection operator, recombination operator, and mutation
operator are carried out in the population to optimize the parameters. Finally, the
procedure ends when the preset termination criterion is met. Actually, each SOC
segment has m optional charge currents, thus will have mN charging current per-
mutations for the whole charging process. Each permutation has a fitness value, and
the charging current permutation with the highest score will be finally selected.

4.3 Optimal Charging Current Calculation

The simulated charging current at various weighting coefficients is illustrated in
Fig. 27, where a and b represent weighting coefficients of charging time and
temperature rise, respectively. It is shown that the maximum fitness value of every
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generation approximately tends to be stable when the reproduction generations of
the GA approach approximately reach 40, indicating that the fitness function is
convergent. The overall variation tendency of the optimal charging current at
various weighting coefficients is decreasing gradually as the acceptable charge
current is declining with SOC increase. However, in some SOC regions, the
charging current increases result from smaller resistance.

According to the simulation results, when a:b ¼ 3:7, the total charging time is
119 min, and the temperature rise is 1.9 °C; when a:b ¼ 7:3, the charging time of the
optimal current is 64 min, and the temperature rise is 3.8 °C. Considering various
weighting coefficients, the optimization results sufficiently reveal interactions
between charging time and temperature rises. Charging time will decrease with a high
value of a and a small value of b. The relationship among charge time, temperature
rise, and weighting values is shown in Fig. 28. Charging time exhibits a monotoni-
cally increasing function of the a:b ratio, while temperature rise is monotonically
decreasing, without having a local optimal solution. To speed up the charging process
and to minimize battery life degradation, the ratio of a to b, 7:3, is finally picked.

4.4 Validation of Optimized Charging Method

The experiments involved the developed charging protocol, a CC–CV charging
whose current rate is an average in the former (average charge rate CC–CV), and a
1/3C CC–CV charging. The average charge rate is calculated by dividing the charge
capacity by charging time. The experiment outcome is displayed in Table 6. The
developed charging solution is 5 min faster than the average charge rate in CC–CV
charging and has almost the same total charge capacity and the temperature rise.
This is because more attention is paid to improving charging speed in our protocol.
Specifically, CV charging time in our protocol is almost 60% less than that of the

Fig. 26 Flowchart of charge current estimation using the GA method
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average charge rate CC–CV charging. The capacity during the CV part in the
developed charging protocol only accounts for 2.4% of the total charge capacity,
whereas that in the average charge rate CC–CV charging is 7%. Smaller charge
current is then employed at the end of charging in the developed charging protocol
to decrease battery polarization, so that its polarization at the end of charging is
small, as confirmed in Fig. 29. Because such a lower polarization level results in

Fig. 27 Optimization results of charging current at various weighting coefficients: a a:b ¼ 3:7,
b a:b ¼ 5:5, and c a:b ¼ 7:3
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Fig. 28 Evolution of charging time and temperature rise, as the ratio of a to b decreases

Table 6 Experimental comparisons of the developed and typical charging patterns (a: b = 7:3)

Charging
pattern

Total
charge
time/s

Total charge
capacity/Ah

Charge time
to 4.2 V/s

Charge capacity
to 4.2 V/Ah

Temperature
rise D°C

Proposed 3938 19.912 3520 19.428 3.8

Average
charge rate

4263 20.084 3219 18.305 3.7

1/3C
CC–CV

10,089 20.661 8997 18.742 1

Fig. 29 Polarization voltage
characteristics at different
charging strategies. Upper
curve: optimized charging;
middle curve: average rate
charging; lower curve: 1/3C
rate charging
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more charge capacity until 4.2 V, and less CV charge time and capacity, the CV
charging can be neglected in the developed charging protocol to reduce the total
charging time. Compared to the 1/3C CC–CV charging, the charge time of the
developed solution when a:b ¼ 7:3 is reduced by about 60%, and the temperature
rise is comparable, underlining the efficacy of our charging scheme.

These experimental results demonstrate that charge time and temperature rise
can be optimized in the whole SOC region using the developed method. The
polarization is decreased during the charging process, and more capacity can be
charged, desirably balancing charge capacity and charge time. With low tempera-
ture rise and polarization level, the developed charging protocol can alleviate
battery degradation as well.
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State of Charge and State of Health
Estimation Over the Battery Lifespan

Abbas Fotouhi, Karsten Propp, Daniel J. Auger and Stefano Longo

Abstract The battery management system (BMS) plays a critical role in battery
packs especially for the lithium-ion battery chemistry. Protecting the cells from
overcharge and overdischarge, controlling the temperature at the desired level,
prolonging the life of the battery pack, guaranteeing the safety and indicating the
available power and energy of the battery are the key functionalities of a BMS. In
this chapter, two important concepts of a BMS are discussed: (i) battery
state-of-charge (SoC) and (ii) battery state-of-health (SoH). Battery SoC and SoH
are variables which should be determined precisely in order to use the battery
optimally and safely. Batteries are time-varying systems that behave very differ-
ently at various states. In other words, the internal states of a battery tell us what we
should expect from it. Depending on the battery chemistry, various techniques have
been developed in the literature for SoC and SoH estimation. This covers a wide
range from simple integration of current over time (i.e. coulomb counting) to
advanced estimation techniques such as Kalman filter. In this study, almost all the
existing battery SoC and SoH estimation approaches are reviewed and proper
references are cited for further studies in each category.
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1 Introduction

In the near future, batteries will play a significant role in the transportation sector
regarding vehicle electrification. Lots of research activities are going on, trying to
improve different aspects of battery technology such as more cycling life, more
energy and power densities, more safety, less cost, less environmental effects after
recycling and so on. Part of this development process is focused on developing
efficient battery management systems (BMSs). A BMS is responsible for different
tasks such as protecting cells from damage, prolonging life of the battery and
maintaining the battery in a state in which it can meet the requirements of the
application for which it was designed. In one sentence, BMS is for ‘optimal and
safe use of a battery by monitoring and control’. The monitoring process consists of
real-time measurements of variables like current, voltage and temperature, which
are used to calculate some ‘unmeasurable’ variables like battery state-of-charge
(SoC) and state-of-health (SoH).

In simple terms, SoC is defined as an indicator of the remaining battery energy.
There are many techniques in the literature developed for battery SoC estimation,
and a number of them are explained in this chapter. Here we introduce different
approaches, from simple ‘bookkeeping’ techniques, like the integration of the
current signal over time, to methods that exploit some behavioural challenges
during the usage range. While these methods theoretically work independently, they
can be combined or used together to increase the estimation precision.

The simplest method of battery SoC calculation, called ‘coulomb counting’,
works based on integration of the battery current over time to calculate the amount
of energy flowing through the battery. This method is generally precise in short
term, but the integration leads to difficulties for long-term usage. The addition of
small measurement errors or biases over time can lead to large errors in this
technique especially in real applications without full cycles, using less accurate
sensors with more noise. Another issue can be the need for a precise initial con-
dition, as this information might not be given at any point in practice. Because of
these practical limitations, more advanced battery SoC estimation techniques have
been developed in the literature as discussed in this chapter.

On the other hand, battery SoH is defined as a quantitative indicator of
healthiness of the battery and is determined based on the battery end-of-life defi-
nition. However, there is not a single definition of battery end-of-life that is
accepted by all scientists in this area. Consequently, different definitions exist in the
literature such as ‘calendar life’ which presents the age of a battery as months or
years. So, battery end-of-life is confirmed based on a time period. However, we
know that the life of a battery is affected by different scenarios of usage. So, another
definition of battery life has been proposed called ‘cycling life’. In this second
definition, the age of a battery is presented in the sense of battery use depending on
the charge/discharge profile. So, a battery life is calculated based on the number of
cycles. Such a definition can be used in practice when the load condition is con-
sistent and repeating. Both definitions of SoH could not be used in practice without

268 A. Fotouhi et al.



challenge. Consequently, more advanced techniques were developed to get a better
estimation of battery age in real applications as discussed in this chapter.

2 Battery State-of-Charge (SoC)

Naturally, for all types of energy storage systems, information about the capacity
and available energy inside the system is vital. For classic cars with combustion
engine and petrol tank, this is relatively easy since the amount of petrol in the tank
is measurable at any given moment and the capacity of the tank itself is constant.
This leads to precise range predictions which are also needed in an electric car,
especially due to the smaller range and less well-established charging network.
However, for chemical energy storage systems like batteries, the situation can be
more complex. Firstly, there is usually no direct measurement available showing
the remaining energy, or state-of-charge, and secondly, the capacity of a battery
varies with temperature, discharge currents and age. These difficulties stimulated an
intense research activity focusing on accurate SoC estimations for different battery
types and applications. Main motivations for accuracy, next to advantages for the
user due to accurately predicted operation times for battery-powered devices, are
the properties of some battery types. While the SoC estimation for lead–acid bat-
teries can be relatively simple [1], direct measurement of physical properties of the
battery is possible, due to the battery’s tolerance for overcharge and overdischarge
to some extent. However, this is not the case for other battery types. Li-ion bat-
teries, for example, are sensitive to overcharge and overdischarge. So, the SoC must
be known when dynamic currents are applied, as in electric vehicles, to guarantee
the safety and an optimal lifetime [2].

As shown in Fig. 1, less uncertainty in the SoC estimation allows battery
operations closer to its limits without compromising safety or reliability. For these
reasons, many SoC estimation methods were developed for Li-ion batteries with
accuracies up to 1% [3]. Here, the estimation effort, and therefore the precision, also
depends on the use. While most simple consumer electronics use basic methods,

Fig. 1 Schematic of theoretical and usable capacity of a cell; the usable capacity also depends on
the estimation uncertainty
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the SoC estimation for electric vehicles is usually more complex since it has to be
robust against a wide range of user conditions and highly dynamic current profiles.

2.1 Cell Capacity Definition

Based on the chemical reactions, the material for the individual cell components
and the operational parameters (e.g. temperature), each type of cell has a voltage
window for safe operation. In practice, it is important to know how much current
can be exchanged between the maximum and minimum cell’s potentials. Therefore,
a cell’s capacity is simply defined as

Qn ¼ Zt0%

t100%

Ids ð1Þ

where t100% is the time necessary for a full charge and t0% corresponds to full
discharge.

As mentioned before, the actual capacity of the cell varies under different
conditions. To accommodate for these, common experimental techniques use a
standardised slow discharge at C/10 [4], in a controlled environment on a fresh cell
for determining its capacity. The result is then called nominal or rated capacity,
emphasising that it is just valid under these conditions. Furthermore, cell manu-
facturers usually supply more information for other discharge conditions in their
technical cell descriptions. With the given data for capacity over temperature or
power density, the application engineer has the opportunity to narrow potential cell
candidates for the intended purpose. The effect of cell ageing is usually not con-
sidered in detail. The manufacturer only guarantees for a number of full cycles with
the nominal capacity.

2.2 SoC Definition

SoC of a cell is defined as a fraction of the nominal capacity, which is available for
the discharge process. While 1 (100%) indicates a fully charged battery, 0 (0%)
represents a fully discharged cell. In mathematical terms, the definition is

SoCt ¼ Qt

Qn
ð2Þ

where Qt is the remaining capacity of the cell. A cell is defined fully charged when
the charging current does not change within 2 h at a constant voltage and tem-
perature (DIN 43539); this is rarely the case in practical applications [4]. Here the
cell might not be fully charged from an electrochemical point of view, but is seen as
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fully charged in practice due to safety thresholds or charge time limitations. This
shows that a precise SoC, based on the amount of chemical reactants, is very
difficult to obtain. Nevertheless, the introduced standard definitions for cell capacity
and SoC work well in practice and efficient methods have been developed to handle
the complex variations of batteries. Similar to the nominal capacity, the main focus
is on the current flow over time. Here the variations of battery voltage and therefore
the variations of available power over the discharge range are not considered fur-
ther. For the SoC estimation, however, these ‘behavioural’ changes are very useful
as described in the following parts. Thereby we concentrate on explaining the
principles of the main and commonly used methods. For a complete review of SoC
estimation methods, the reader should refer to [1, 5].

3 Battery State-of-Health (SoH)

Unlike SoC definition which is agreed by almost all researchers in this area, battery
SoH has been defined in different ways in the literature. SoH is an indicator
showing the remaining life of the battery; however, the problem is that there is not a
single definition of battery end-of-life (EoL) that is widely accepted. In order to
clarify this, some common expressions in the literature are explained below.

3.1 Calendar Life

In this definition, the age of a battery, and its EoL, is presented in terms of months
or years. We agree that like other devices, the life of a battery is affected by different
scenarios of usage. Of course, the life of a battery may end before the calendar’s
prediction; therefore, another definition of battery life has been proposed called
‘cycling life’.

3.2 Cycling Life

In this definition, the battery life is calculated from the number of cycles the battery
can sustain in given conditions. Such a definition can be used in practice when the
load conditions are consistent and reproducible. However, an accurate cycle
counting can be difficult or impossible in some applications like automotive, where
the battery is not cycled on a regular basis due to the variable driving condition [6].
On the other hand, the rate of charge/discharge can significantly affect the number
of usable cycles. In addition, all similar cells do not necessarily show the same
behaviour and the number of usable cycles may change from cell to cell.
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3.3 Battery SoH Definition Based on Capacity Fade

Regarding the practical limitations of battery cycle counting, it has been concluded
that some other quantitative indices are needed to reflect battery ageing. For
example, battery capacity fade has been used in a wide range of studies as an index
reflecting battery ageing. Lithium-ion battery degradation begins just after the
battery manufacturing due to the electrochemical reactions taking place inside the
battery. This process leads to degradation of the battery’s active material, and
consequently, battery’s internal resistance increases which means more battery
internal losses and capacity fade. A good review about the major ageing processes
of Li-ion cells is given in [7]. An estimation of a battery’s capacity can give us
useful information about the age of the battery. This would be possible by com-
paring the battery capacity (Cbatt) to its initial value when the battery is brand new
(Cinit). In a common definition, battery end-of-life is when the capacity falls to 80%
of its initial value. SoH can be formulated as follows:

SoH ¼ 1� Cinit � Cbatt

0:2Cinit
; 0:8Cinit �Cbatt �Cinit ð3Þ

where SoH can change between 0 and 1 in which zero SoH means battery EoL
(Cbatt = 0.8 Cinit). The coefficient 0.2 in the denominator comes from: Cinit−0.8
Cinit = 0.2 Cinit.

3.4 Battery SoH Definition Based on Power Fade

Another definition of battery SoH is based on ‘power fade’ instead of ‘capacity
fade’. This refers to how the battery power capability is decreased by the ageing
process. This different definition is also presented as battery state-of-power (SoP) in
the literature [8–10]. The power that a battery can deliver directly depends on
battery internal resistance. The battery ageing leads to an increase in internal ohmic
resistance in almost all types of battery. Consequently, this parameter can be used
as an indicator of battery SoH. The higher the internal resistance becomes, the less
power is available from the battery. The reason is due to the higher battery terminal
voltage drop caused by the higher internal resistance. Assuming a simple battery
model consisting of a resistor (RO) in series with a voltage source (VOC), battery
terminal voltage (Vt) is obtained as follows showing the direct effect of ohmic
resistance on terminal voltage drop (ROIL).

Vt ¼ VOC � RO:IL ð4Þ

There are a number of studies in the literature in which the effect of a battery
ageing on its internal resistance is assessed. For example in [11], battery end-of-life
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is considered to happen when the internal ohmic resistance becomes twice its initial
value. Using such a definition, battery SoH can be formulated as follows:

SoH ¼ 1� Rbatt � Rinit

Rinit
; Rinit �Rbatt � 2Rinit ð5Þ

where Rinit is the battery’s initial resistance and Rbatt is the battery’s resistance at a
given time. Again, SoH can change between 0 and 1 showing end and beginning of
battery life, respectively.

In another study [12], battery end-of-life is defined when maximum power is
dropped to 70% of its initial value. Again this formulation can be rewritten in terms
of resistance ratio as follows:

Pb;max

Pinit
¼ Rinit

Rbatt
ð6Þ

where Pinit and Rinit are battery’s initial maximum power and initial ohmic resis-
tance, whereas Pb,max and Rbatt are battery’s maximum power and ohmic resistance
after a number of cycles.

It has been demonstrated in the literature that battery’s polarisation resistance is
not as effective as the ohmic resistance for reflecting Li-ion battery ageing.

Figure 2 demonstrates a comparison between the ohmic resistance and the
polarisation resistance variations over cycling for a Li-ion battery [13]. This result
shows higher sensitivity of the ohmic resistance against battery ageing comparing
to the polarisation resistance.

Regarding the various definitions of battery SoH, different techniques have been
developed in the literature for battery SoH estimation. Usually, one or a combi-
nation of the above-mentioned definitions is used along with a suitable measure-
ment and/or estimation technique. A big difference between SoC and SoH
estimation is the matter of ‘time’. SoC might change from 100 to 0% in few hours;
however, SoH might change in this range in a decade. Various SoH estimation
techniques have been proposed in the literature considering one or more battery

Fig. 2 Li-ion battery ohmic
and polarisation resistance
variations over cycling
(replotted based on a figure
in [13])
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parameters, changing along the battery ageing, to get an estimation of battery SoH.
In the following sections, some of these techniques are presented.

4 Coulomb Counting

The simplest method of battery SoC calculation is coulomb counting. Its basic
principle is integration of current measurements over time to calculate the amount
of energy flowing through the cell. The mathematical description given in [1] is as
follows:

SoC ¼ SoC0 þ 1
CN

Zt

t0

Ibatt � Ilossð Þds ð7Þ

where CN is the nominal capacity, Ibatt the measured current and Iloss a factor
accounting for charge and discharge efficiency. While this method is generally
precise in the short term, the integration leads to difficulties for long-term usage
without a laboratory environment. The addition of small measurement errors or
biases over time can lead to large errors. In laboratory tests, using full cycles, a
controlled environment and high-precision current sensors, this error is reasonably
small. However, in real applications without full cycles, less accurate sensors and
more intense sensor noise, the drift leads to imprecisions that limit the usefulness of
the method significantly. Another issue can be the need for a precise initial con-
dition, as this information might not be accessible at any point.

In a group of studies, additional features are added to the original coulomb
counting technique to make it suitable for real applications (enhanced coulomb
counting). For example, ‘current density’ can be considered as an effective factor in
coulomb counting. The Peukert law [14] formulates the discharge capacity as a
function of current density as follows:

CP ¼ iPC:t ð8Þ

where CP is the Peukert capacity, t is the time and PC is the Peukert coefficient.
This formulation is valid under certain conditions, with the cell discharged with
almost constant current. In real applications, the average current during a time step
can be used instead. In order to obtain the Peukert coefficient, first a reference
condition should be defined in which the cell is discharged with a certain current
rate under a controlled temperature. The capacity of the cell under this condition is
considered as the nominal capacity. Then experimental tests are performed at dif-
ferent discharge rates to find the relationship between real capacity and discharge
rate. This relationship is mathematically modelled by using the Peukert coefficient
obtained from experimental data [15]. In addition to current density, ‘temperature’
can remarkably affect the coulomb counting accuracy. This factor is also considered
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by defining modification coefficients covering the influence of temperature. Again
experimental tests are performed to tune the modification coefficients [16].

As mentioned before, Peukert’s law is obtained during discharge; however, in
many applications, a cell might be charged in between as well. A good example is
the regenerative braking in automotive application. To consider the charging effect
in the coulomb counting technique as well, ‘coulombic efficiency’ is used [17].
Coulombic efficiency is defined as a modification coefficient (k) multiplied by the
charging current building a new variable called effective charging current (Ieff):

Ieff SoC; i; Tð Þ ¼ i:k SoC; i; Tð Þ ð9Þ

As seen in the above equation, coulombic efficiency is a function of SoC, current
and temperature. Each of these dependencies should be investigated separately.
Having the coulombic efficiency, we can modify the charging part of the coulomb
counting method as well by replacing the current by the effective current.

Finally, an ‘enhanced coulomb counting’ technique would be a rate- and
temperature-dependent coulomb counting technique that works based on a large
number of lookup tables (or polynomials) to cover all possible operating conditions.
Even such enhanced coulomb counting methods have some limitations, such as the
need of initial SoC values and accurate current sensor readings, which restrict their
practical use.

5 Open-Circuit Voltage SoC Estimation Method

Another relatively simple and reliable method of SoC estimation uses the rela-
tionship between OCV and SoC (Fig. 3). This method can get a reasonable esti-
mation of the SoC without initial conditions or the need of long-term measurements
just by letting the battery rest. Performing a piecewise linear interpolation, math-
ematical expression of OCV as a function of SoC can be presented as follows:

VOC tð Þ ¼ a:SoC tð Þþ b ð10Þ

where the coefficients, ‘a’ and ‘b’, should be obtained in the form of lookup tables
at different SoC and temperature levels. The difficulty for this method is that it
cannot be used for high or dynamic currents, since it can only be used when the

Fig. 3 Battery SoC estimation based on OCV
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battery is in, or close to, a resting condition. Therefore, the OCV method itself is
limited to applications with long breaks or small and constant currents. Due to their
monotonic relationship between OCV and SoC, the OCV method is applicable for
most Li-ion batteries. However, it works less well with batteries that have constant
regions of OCV like LiFePO4 [18] or Li–S chemistries [19, 20].

6 Impedance Spectroscopy

A known technique for battery model parameterisation is electrochemical impe-
dance spectroscopy (EIS) [21, 22]. The main advantage of this method is that the
estimation can be done with dynamic currents, exploiting SOC changes when
current is flowing. A full overview of this technique is presented in [23].

The results of a number of tests at different frequencies are plotted in the Nyquist
plane which gives information on the ohmic resistance of the cell, their double-layer
properties and mass transport effects when current is applied. It should be noted that
the parameters are obtained under steady-state conditions that mean fixed SoC,
temperature and SoH. So, the test should be repeated many times to cover various
conditions.

For SoC estimation, however, this technique is rarely implemented due to
advanced hardware needed, i.e. a frequency response analyser, and the effort and
time needed to measure a whole range of different frequencies [1]. Furthermore, it is
concluded in [23] that the marked temperature dependence of the impedance hin-
ders a precise SoC estimation.

EIS has also been used for battery SoH investigations [24]. The impact of
temperature, depth-of-discharge and cycling on discharge capacity were investi-
gated as a function of cycle number for LixMn2O4-based lithium-ion cells. Both
calendar life and cycling life are considered and tested, and the results demonstrated
that an increase in temperature (from 25 to 45 °C) or depth-of-discharge (from 20 to
40%) leads to a higher capacity fade. The capacity fade was then obtained as a
function of the square root of the cycle number that was a linear function in the
cell’s lifespan. Figure 4 shows cell voltage change measurements at various SoC
levels, caused by current (C/3) interruptions: ΔV1 is the voltage drop when the
discharge load applies, ΔV2 is the voltage relaxation when the current load is
removed, and ΔV3 is the total voltage relaxation after 20 min. These three mea-
surable parameters were investigated in [24] to find a relationship between them
and SoH. The results demonstrated that the voltage drop due to discharge (ΔV1 that
shows discharge resistance), at a fully charged state, has a linear relationship to the
cycle number and can be used for SoH estimations.

The main advantage of techniques based on electrochemical analysis of the cell
is the accuracy; however, the disadvantage is that they are difficult to apply for the
user due to their complexity. So, they are not suitable for online applications. For
further study, a full overview of the impedance spectroscopy method is presented in
[23] and different battery modelling approaches are reviewed in [25].
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7 Model-Based Approaches for Battery SoC
and SoH Estimation

In a more advanced group of battery SoC estimation techniques, a cell model is
constructed and used in support of the data resulting from the measurements to
improve the estimation accuracy. In this approach, a mathematical cell model runs
parallel to the real system, predicting the terminal voltage output of the battery for a
current input. The error between the prediction and the real measurements is then
used to correct the model. The behavioural changes of the cell over the whole
discharge range, including OCV, internal resistances and transient behaviour, are
used to estimate the SoC.

Different battery modelling approaches exist in the literature as reviewed in [25].
Available models are in a wide range: from complex electrochemical battery
models to simpler equivalent circuit network (ECN) models [26]. The ECN models
are mostly used for SoC estimation since they need less computational effort and
can be relatively simple to parameterise in real time. The simplest ECN model,
‘Resistance Model’, predicts only the OCV and internal resistance (Ri) while more
complex ones contain capacitors to model double-layer capacities or diodes to
model hysteresis between charge and discharge. Each component of an ECN model
represents parts of the battery response, as shown in Fig. 5, i.e. parts A, B and C.

Fig. 4 Cell voltage change
measurement under certain
conditions to be used for SoH
estimation [24]

Fig. 5 Each component of an ECN model represents part of the battery response
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Pulse discharge test is a common procedure for battery model identification; while
the voltage before the pulse is seen as the OCV (component ‘A’), the voltage drop is
assigned to the internal resistance (component ‘B’) and the slow voltage change
afterwards (component ‘C’) is determined by the double-layer capacitance of the
electrode surfaces and is simplified by one parallel RC circuit [27]. Here it is worth
to mention that the pulse test response also represents information about the battery
behaviour similar to that of impedance spectroscopy. However, against EIS tech-
nique, here the model is parameterised in the time domain (rather than in the
frequency domain) which is more intuitive for most users.

In Fig. 5, more RC networks (similar to component ‘C’) can be added to the
model for more accuracy; however, this would add more complexity and compu-
tational effort as well. A proper trade-off between accuracy and complexity is
necessary in cell modelling as discussed in [28, 29]. The battery model parame-
terisation is usually done using optimisation methods to minimise the difference
between a model’s output and experimental data.

7.1 Kalman Filter-Based Estimation Techniques

As mentioned before, battery parameters change over the SoC range which allows
the adjustment of the estimated SoC based on differences between model’s pre-
diction and real measurement. As a rule of thumb, we can say the more pronounced
the parameter variations over the SoC are, the more probable a precise estimation is.
The principle of this model-based estimation technique is presented in Fig. 6. The
example shows that the voltage prediction of the observer is constantly above the
measurements. To minimise this error, the model’s parameters and states (including
SoC) are adjusted to fit the prediction to the measurements. The model in Fig. 6 can
be represented by a standard state space representation described by

_xt ¼ Axt þBut
yt ¼ Cxt þDt

ð11Þ

Fig. 6 Schematic of a model-based battery SoC estimation technique
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Now the question is how to employ the estimation error mathematically for each
time step, to get optimal state estimation results. As mentioned before, batteries are
complex systems and a battery model always contains some level of abstraction and
simplification. Methods that have been found to be robust against these imperfec-
tions are recursive filters that assign a stochastic variable to the observations y and
states x, respectively. The principles of these filters are based on the assumption that
both the measurements and the observer predictions are not perfect. While the
measurement is influenced by random sensor noise, the imperfections of the
observer are usually assigned to simplifications of the mathematical model.

For the propagations of these systems through time, the statistical framework of
hidden Markov models (HMMs) of sequential data [30] is applicable, where all the
past observations can be related to a state which is dependent on the inputs of the
system. The state-dependent predicted measurements and the actual measurements
can then be compared and the optimal state can be calculated combining both
sources of information. For this, the recursive Bayes filter uses the evolution of the
state transition probability, P(xt|xt−1, ut), and the measurement probability, P(yt|xt),
to propagate the probability densities from an initial value P(x0) over time. The
algorithm possesses two main steps: (i) prediction and (ii) update [31].

Prediction:

bel xtð Þ ¼ Z
p xtjxt�1; utð Þpðxt�1jy1:t�1; u1:t�1Þ ð12Þ

where the actual probability density is calculated using the past measurements, the
system’s model and the control input ut. Thereafter, the Bayes rule is used to
estimate the posterior probability density bel (xt) by employing the actual
observation.

Update:

bel xtð Þ ¼ g�1p ytjxtð Þbel xtð Þ ð13Þ

where ɳ is a normalisation factor and p(zt|z1:t, u1:t) stands for certainty of the
observations. An analytical solution of the Bayes filter for linear systems and
Gaussian distributions is the Kalman filter (KF), minimising the error variance
between true and estimated state. The introduced uncertainty allows the user to
decide how trustworthy a parameter or measurement is. Less uncertainty leads to
less correction and vice versa. The ECN model-based KF uses three general sources
of information. The first one is the measurement, influenced by Gaussian white
noise with zero mean. The second one are both system states of the Thevenin model
(SoC, VRC), which can be adjusted, and the third one are the model parameters
(OCV, Ri, Rp, Cp) [19, 32]. Since the parameters of the model depend on the SoC,
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ideally a wrongly estimated SoC also leads to an imprecise terminal voltage
prediction.

Since the KF algorithm is recursive, the continuous system has to be discretised
as follows:

xk ¼ Axk�1 þBuk�1 þwk�1

yk ¼ Cxk þ vk
ð14Þ

where the additional terms wk and vk are random variables for the estimation pro-
cess. The prediction step uses the input current and the previous states for esti-
mation of the current states and probabilities.

x̂�k ¼ Ax̂þk�1 þBuk�1

P�
k ¼ APþ

k�1A
T þQ:

ð15Þ

Using the new states and parameter predictions, prediction of the model’s ter-
minal voltage would be possible as well. The error between the terminal voltage
prediction and measurement is then multiplied in the correction step by the Kalman
gain to correct the states:

Lk ¼ P�
k C

T CP�
k C

T þR
� �

x̂þk ¼ x̂�k þ Lk yk � Cx̂�k
� �

Pþ
k ¼ I � LkCð ÞP�

k :

ð16Þ

The mathematical background of minimisation and a good introduction to the
KF can be found in [33, 34].

The Kalman gain dynamically weights the estimation in two opposite directions:
the model’s prediction and the real measurement. The performance of the filter
depends heavily on the user’s choices for the noise values of the states and mea-
surements, combined in the matrices ‘Q’ and ‘R’. While R is relatively easy to
determine by testing the variances of the sensors or measurements, Q is guessed
most of the time. Since models usually contain some level of abstraction, Q can also
be used to indicate how imprecise the model predictions are. Although the user’s
choices seem quite difficult to make for the beginner, the parameterisation follows
relative simple patterns. One example is the small variance assigned to the SoC.
The implied small uncertainties emphasise the estimation on coulomb counting,
which leads to less fluctuations of the SoC but also to a slower convergence with
wrong initial states. Here the optimal decision depends on model’s accuracy and
application. As a rule of thumb, we can summarise: the less certain we are about a
state, the more the Kalman filter uses the error between model and measurement for
the corrections. One limitation of the Kalman filter is that it only works for linear
systems with assumed Gaussian noise. Therefore, its nonlinear derivatives, the
extended Kalman filter and unscented Kalman filter, are commonly used for esti-
mations in the framework of batteries. Examples for both are given in [18, 35].
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A dual KF architecture can be used to simultaneously compute both system
states (e.g. SoC) and parameters (e.g. ohmic resistance). In such configuration, one
filter is allocated to obtain the current system states using the previous parameters
estimate, and one filter is designed to calculate the parameters using the previous
states estimate. So, the state and parameter estimates are obtained together over
time [36]. The battery parameter estimations can be used for battery SoH deter-
mination as well. For example, if we know the relationship between the ohmic
resistance and SoH under various conditions (determined by SoC, temperature,
etc.), KF can be used for identifying the values of ohmic resistance and SoC and
then estimating SoH. For this purpose, a series of ageing tests should be performed
under various conditions. There are many studies in the literature focusing on
application of KF-based techniques for battery SoH estimation. For example, in
[37], a new state variable was defined for internal resistance that is used as an
indicator of battery SoH. In [38], EKF is used to obtain SoC and OCV in real time
for SoH estimation. In [36], a model-based dual unscented KF was developed for
cell SoC and SoH.

7.2 Sliding-Mode Observer

This technique comes from the sliding-mode control (SMC) theory [39–41]. SMC
is a nonlinear control technique that changes the dynamics of a nonlinear system by
using a discontinuous control signal that forces the system to ‘slide’ along some
boundaries caused by control structures. One main advantage of SMC is its
robustness. A system under SMC is considered as a variable structure system that
moves through a continuous state space and also different discrete control modes.
SMC uses very high gains to force the system’s trajectory to slide along a restricted
subspace. A geometrical locus consisting of the SMC boundaries is called ‘sliding
surface’. The system slides along the surface until it comes to rest at a desired
equilibrium.

SMC theory can be used for design of state observers as well, called
‘sliding-mode observer’ (SMO). SMOs are able to bring the estimator’s error
dynamics to zero in a finite time period. Consider a linear time-invariant
(LTI) system as follows:

_x ¼ AxþBu
y ¼ 1 0 0 . . .½ �:x

�
; x ¼ x1; x2; . . .; xnð Þ 2 Rn ð17Þ

where x is the vector of system’s states, u is the vector of inputs, and y is the output
vector that is considered here as a scalar (equal to the first state of x) for the sake of
simplicity.

Assume a vector like x̂ ¼ x̂1; x̂2; . . .; x̂nð Þ 2 Rn containing state estimations of
the system. The observer then takes the following form:
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_̂x ¼ Ax̂þBuþ L:v x̂1 � x1ð Þ ð18Þ

where e ¼ x̂1 � x1 is the error between the estimated state and real state (which is
the output y here as well), v is a nonlinear function (R ! R) of the error, and L is the
observer gain. The nonlinear control law (i.e. function v) is designed in a way that
produces a sliding surface like 0 ¼ x̂1 � x1, which means the estimate x̂1 tracks the
real state x1 and the error goes to zero in a finite time. One possible form of function
v that meets the required conditions of convergence is:

v ¼ M:sgnðx̂1 � x1Þ ð19Þ

where M is an enough large positive constant, and sgn is the sign function [39–41].
In [42], the SMO method was used for battery state estimation. In comparison to

the Kalman filter-based estimation techniques, SMO also has attractive measurement
noise resilience features. In addition, SMO does not need an operating environment
with zero-mean noise condition, and its complexity is less relevant [42].

Like other model-based battery state estimation techniques, an ECN battery
model has been used in [42]. However, the modelling errors, uncertainties and
time-varying elements are considered as external disturbances. The modelling
errors are expected to be compensated using SMO. It is discussed in [42] how the
battery model parameters (including battery internal resistance) and states (SoC and
SoH) are estimated using two SMOs running in parallel with exchanging infor-
mation between them.

One limitation of such estimation techniques using an observer is the observ-
ability condition. As discussed in [42], the battery model should be observable and
this depends on the OCV–SOC curve. For most of the battery types, including
Li-ion batteries, an observable state-space representation of the model is achievable.
However, this is not true for some other batteries like lithium–sulphur, as discussed
in [43].

7.3 Online Battery Parameter Identification
for SoC and SoH Estimation

A model-based technique of battery SoC estimation is presented in [43]. The
generic framework of this idea is shown in Fig. 7 including real-time measure-
ments, battery model parameterisation and a nonlinear mapping between the
parameters and the battery SoC. The measurements consist of current, terminal
voltage and temperature. Current and voltage measurements are used by the
identification unit for online extraction of battery model’s parameters. These
parameters are then used by the estimation unit. The estimator is trained offline to
find the relationship between the parameters and the SoC. The effect of temperature
can also be taken into consideration in the estimation unit.
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The main advantages of this technique are: (i) in most cases, a simple model
would be sufficient in this structure and there is no need to linearise the battery
model, (ii) the technique is applicable to different types of battery, and (iii) the
technique is fast enough for online applications. Number and type of the outputs of
the identification unit are not predetermined; the number of parameters is chosen
based on what is required for an effective state estimation that also depends on the
battery chemistry [43]. In the estimation unit, a nonlinear mapping function
(f) between the identification results and the SoC is used:

SoC ¼ f P1;P2;P3; . . .ð Þ ð20Þ

where Pi is the ith identified battery parameter.
A similar idea can be developed for SoH estimation as well. This is a

model-based SoH estimation technique, so a fast low-fidelity model, like ECN, is
desired. The framework is shown in Fig. 8 including real-time measurements,
battery model parameterisation (parameter identification) and a nonlinear mapping
between the parameters and battery SoH (in Fig. 8, only one parameter is con-
sidered, i.e. ohmic discharge resistance). The SoH estimator is trained offline to find
the relationship between SoC and SoH. The effect of temperature can also be taken

Fig. 7 Battery parameter identification for SoC estimation

Fig. 8 Battery SoH estimation based on online parameter identification
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into consideration in the estimation unit. In it, a nonlinear mapping function
(g) between the identification results and SoH is constructed and used as follows:

SoH ¼ g P1;P2;P3; . . .ð Þ ð21Þ

where Pi is the ith identified battery parameter. In Fig. 8, only one parameter is
considered, i.e. ohmic discharge resistance; however, a combination of parameters
can be used in this framework. The disadvantage of this technique is the need of
having enough test data for training the estimator under various conditions.

For example, in [13], Kalman filter was used to identify the battery’s ohmic
resistance online to be used for SoH estimation. In parallel, the battery ageing
process was investigated to develop some lookup tables (graphs) including the
relationship between ohmic resistance and SoH under various conditions. Finally,
the whole system was constructed by combining the parameter identifier (KF) and
the lookup tables using a concept similar to that shown in Fig. 8.

8 Battery SoH Estimation Using Mechanical
Fatigue Theory

These methods come from the mechanical fatigue theory. Mechanical fatigue
theory formulates the ‘fatigue phenomenon’ in a component subjected to a varying
load. In some cases, a component might be subjected to a repeated on–off load.
After a certain number of load cycles, the fatigue phenomenon might occur inside
the component that usually leads to a collapse. Using the mechanical fatigue theory,
the life of the component under such loading conditions can be estimated as a
function of cycle number. For further studies in this area, the reader can refer to
many textbooks [44–48]. Our discussion here is about the application of the fatigue
theory in battery degradation analysis. In the following, some of the studies focused
on this topic are reviewed.

One of the techniques of battery SoH estimation based on mechanical fatigue
theory is called ‘damage accumulation’. In this approach, battery ageing is esti-
mated using a framework in which the age of a mechanical component is calculated
using the Palmgren–Miner rule [44]. This rule formulates the life of a component
under a sequence of variable loads. The component’s life is calculated regarding the
number of load cycles applied under a given condition. In such formulation, the
component’s EoL is defined by a life-reduction index (LRI), varying between 0 and
1, where the unit value means EoL. Experimental tests under various load condi-
tions are necessary for each component in this approach. Assuming ni as the
number of cycles applied under certain load condition (Li) and N(Li) as the number
of cycles that can be applied to a new component under same load condition (Li)
before failure, the LRI under a sequence of variable loads (Li, i = 1…s) is defined
as follows [49, 50]:
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LRI ¼
Xs

i¼1

ni
NðLiÞ ð22Þ

N(Li) is obtained based on experimental test data and also the definition of EoL.
As discussed in sect. 3, battery EoL is defined in different ways. Using the concept
of capacity fade for battery EoL definition, a damage measure (n) is defined as
follows:

n ¼ Cinit � Cbatt

Cinit � Cfinal
ð23Þ

where the parameters are as explained in Sect. 3.3.
As discussed in [49], this approach gives a valid result if and only if the fol-

lowing factorisation would be possible.

dn
dn

¼ ; n; Lð Þ ¼ ;1 nð Þr Lð Þ ð24Þ

where ;1 nð Þ and r Lð Þ are defined as the ‘age factor’ and the ‘severity factor’,
respectively. The severity factor depends on parameters such as temperature,
depth-of-discharge, current rate and is determined based on ageing experimental
test data. For example, the severity factor is obtained for a lithium-ion battery pack
to be used in a plug-in hybrid electric vehicle (PHEV) in [50].

Another technique of battery SoH estimation based on mechanical fatigue theory
is called ‘rainflow cycle counting’ [51–54], a technique developed in the late 1960s
for estimating fatigue damage due to an oscillatory load (mechanical stress) profile.
The rainflow algorithm was originally developed to identify hysteresis loops in
mechanical stress–strain space in order to estimate the fatigue damage. The fraction
of fatigue life used, due to the application of a single hysteresis loop with a certain
magnitude, is equal to the inverse of the number of cycles achievable before failure
in the same condition. Rainflow cycle counting is a technique that formulates the
equivalent effect of a varying load when it is replaced by a constant amplitude load.
There are two well-known algorithms for rainflow cycle counting: three-point and
four-point algorithms, both using the same concept. More explanations about these
algorithms can be found in [54].

9 Conclusions

In this chapter, the concepts of battery SoC (representing the remaining energy
inside the battery) and SoH (representing the remaining life of the battery) were
discussed and various techniques of SoC and SoH estimation were reviewed.
Coulomb counting or Amp-hour integration was discussed as the most common
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technique of battery SoC estimation but with some practical limitations. The
Amp-hour integration leads to addition of small measurement errors that cause large
errors over time and consequently imprecisions of that method in practice. Another
issue can be the need for a precise initial condition, as this information might not be
given at any point. Regarding these practical limitations, other advanced estimation
techniques have been developed in the literature such as enhanced coulomb
counting, SoC estimation based on OCV curve, online model identification and
Kalman filter-based techniques. Selection of each of these techniques depends on
the required accuracy and simplicity, so a trade-off between these parameters is
required depending on the application.

Battery SoH and its estimation techniques were discussed in this chapter as well.
As mentioned before, there is not a unique definition of battery SoH, and
researchers define it in different ways but mainly according to capacity fade or
power fade. In a common definition based on capacity fade, battery end-of-life is
when the capacity falls to 80% of its initial value. Another definition of battery SoH
is based on power fade that refers to how the battery power capability is decreased
by the ageing process. The battery power directly depends on battery internal
resistance. Battery ageing leads to an increase in internal ohmic resistance in almost
all types of batteries. Consequently, this parameter can be used as an indicator of
battery SoH. Depending on the definition that is considered for battery SoH, various
techniques have been developed in the literature for its estimation, such as elec-
trochemical impedance spectroscopy, online battery parameter identification,
Kalman filter-based techniques, observer design using control theory (e.g.
sliding-mode observer) and battery SoH estimation using mechanical fatigue the-
ory, which all were reviewed in this study.
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Recycling of Batteries from Electric
Vehicles

Tobias Elwert, Felix Römer, Kirstin Schneider, Qingsong Hua
and Matthias Buchert

Abstract The introduction of electromobility will lead to a significant increase of
waste traction batteries within the next decade. Recycling of these batteries is
currently a huge challenge as the necessary legislative framework, logistic concepts,
and recycling processes are in an early stage of development. In the first part of this
chapter, the legal situation in the largest markets (European Union, People’s
Republic of China, and USA) is summarized and a forecast of traction battery return
flows for cars and buses until 2025 is presented. The second part discusses the
recycling chain including extraction of the batteries from end-of-life
(EOL) vehicles, battery disassembly, and different approaches for cell recycling.
The focus is on industrial efforts. In addition, economic and ecologic aspects are
briefly addressed. The last part summarizes the main conclusions and highlights
task fields to close the gaps in lithium-ion battery recycling.

1 Introduction

The environmental impact of a petroleum-based infrastructure, the finite nature of
fossil fuel supply as well as advances in battery technology, fuel cells, electric
motors, and power electronics have led to an increasing interest in hybrid electric
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vehicle (HEV), plug-in hybrid electric vehicle (PHEV), fuel cell electric vehicle
(FCEV), and battery electric vehicle (BEV). As these vehicle types, in the following
summarized as xEVs, introduce new components, the spread of electromobility will
lead to major changes in vehicle recycling practices within the upcoming years [1].
Especially the recycling of traction batteries, which are mainly lithium-ion batteries
(LIB), is an enormous challenge, not only for vehicle recyclers and carmakers but
also for subsequent battery recyclers, politics, and legislation. Challenges derive,
among others, from a still-to-be-established recycling infrastructure, complex
assemblies and material composites, currently low volumes with very different
designs and chemical compositions as well as from high energy contents and
weights [1, 2]. Nevertheless, in the case of a mass implementation of xEVs,
sophisticated recycling technologies addressing these dynamic developments are of
high importance, not only for environmental and safety reasons but also to secure
the mid- and long-term supply of the required raw materials such as lithium and
cobalt [1, 3].

In recent years, a considerable number of national and international efforts have
been initiated by the private and public sectors in LIB recycling. The aim of this
chapter is to present a general survey of the current developments and challenges in
the recycling of traction batteries with a focus on (potential) industrial solutions.
First, as background, the legislative framework and expected return flows are
presented. Afterward, the recycling chain is covered from extraction of the traction
batteries from end-of-life (EOL) vehicles to raw material production. Besides
technical and economic aspects, also life cycle assessment (LCA) is addressed.

2 Background

The legislative framework and the estimated return flows of xEV batteries are
determining factors for the emerging LIB recycling industry. Therefore, Sect. 2.1
summarizes the legislative framework in the largest markets: the European Union
(EU), the People’s Republic of China (PRC), and the United States of America
(USA). In Sect. 2.2, a forecast of the traction battery return flows is presented.

2.1 Legislative Framework

2.1.1 European Union

In the EU, there are two important directives relevant to the recycling of traction
batteries: Directive 2000/53/EC on EOL vehicles and Directive 2006/66/EC on
batteries and accumulators and waste batteries and accumulators.

Directive 2000/53/EC addresses the prevention of waste from vehicles and the
reuse and recycling of EOL vehicles and their components. These measures intend
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to reduce the disposal of waste and thereby ensure that EOL vehicles are discarded
without endangering the environment. In 2015, the rate of reuse and recovery of
EOL vehicles was set at a minimum of 95% by average weight per vehicle, the
reuse and recycling to a minimum of 85%. According to Article 6, hazardous
components, including waste traction batteries, must be removed and treated sep-
arately [4].

After removal, Directive 2006/66/EC regulates the further treatment of traction
batteries. This directive addresses the manufacturing of batteries and accumulators
as well as their disposal. Directive 2006/66/EC came into force in 2006 to har-
monize national measures and to minimize the negative impact of EOL batteries on
the environment. However, Member States retain some freedom how to transpose
the directive’s requirements in national laws [5].

According to Directive 2006/66/EC, traction batteries are industrial batteries.
With regard to the recycling of industrial batteries, the most important regulations
are the extended producer responsibility and the definition of minimum recycling
efficiencies. Recycling processes of LIBs must achieve a minimum recycling effi-
ciency of 50% by average weight. Battery producers, or third parties acting on their
behalf, need to finance any net costs arising from the collection, treatment, and
recycling of all waste industrial batteries collected [5].

Within the next years, a revision of the Directive 2006/66/EC is expected. Due to
the growing electromobility sector, traction batteries will probably be addressed
more specifically [6].

2.1.2 People’s Republic of China

Since 2009, the Chinese government strongly promotes electromobility [7]. In that
year, the government established the Thousands of Vehicles, Tens of Cities (TVTC)
Program to demonstrate HEVs, BEVs, and FCEVs in public service vehicle fleets
including buses and taxis [8]. The management of waste traction batteries, however,
remains in an early stage despite the fact that the government has started to prepare
the implementation of legislative regulations.

Building upon the TVTC Program, in 2012, the government formulated the
“Energy-saving and New Energy Vehicles Industry Development Program (2012–
2020).” Management policies on traction battery recycling are proclaimed, and the
industry is encouraged to develop specialized battery recycling processes including
a battery reuse cascade [9].

In 2014, the State Council issued the “Guiding Opinions of the General Office of
the State Council on Popularization and Application of Electric Vehicles” to pro-
mote and establish a traction battery recycling policy [10]. This includes the
investigation of a deposit system for traction batteries as well as the introduction of
funds to finance the recycling. To implement this framework, the “Technology
Policy on Power Battery Recycling for Electric Vehicles” was released in 2015
[11]. The policy postulates, among others, the following objectives:
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• The establishment of a traction battery recycling network
• The industrial implementation of technologically advanced recycling processes

should consider recycling efficiency, safety, personnel and environmental
protection

• The establishment of a code for traction batteries to build up a traceability
system

• The encouragement for battery design standardization to facilitate a reuse cas-
cade of batteries.

2.1.3 USA

In the USA, the regulations on the recycling of LIBs are less stringent than in the
EU. On federal level, the Universal Waste Regulations streamline the hazardous
waste management for batteries (Title 40 of the Code of Federal Regulations Part
273), which were promulgated by the Environmental Protection Agency in 1995
[12]. The Universal Waste Regulations became effective in all 50 states through the
Mercury Containing and Rechargeable Battery Management Act in 1996 [13]. The
Universal Waste Regulations do not consider LIBs to be hazardous; therefore, these
batteries are excluded [14].

Of 50 states, 30 have additional state battery recycling requirements in effect
[15]. Only three states have rechargeable battery waste management regulations that
incorporate LIBs: California’s Rechargeable Battery Recycling Act of 2006 [16],
New York State Rechargeable Battery Law of 2010 [17], and Minnesota
Rechargeable Battery and Products Law of 1994 [18]. Legislation focuses on
collection, storage, and transportation of waste batteries. Recycling is only
encouraged, and no recycling or process efficiency targets are defined. LIBs are
banned from landfills in California, New York, and Minnesota, but penalties for
noncompliance are not existing or ineffective. Incineration is still possible [14].
Furthermore, the regulations do not explicitly address traction batteries.

2.2 Return Flows of Waste Traction Batteries

An important planning figure for the development of LIB recycling industry is the
expected return flow of waste traction batteries. The mid- and long-term forecast for
the return flows of waste traction batteries bears major uncertainties. Factors are,
among others, the consumer behavior, the development of battery prices, politics
regarding laws and subsidies, and battery lifetime [19]. Therefore, only a short-term
analysis of the annual return flows of waste bus and car traction batteries is given
until 2025. The forecast comprises BEVs and PHEVs and differentiates the three
largest car markets: EU, PRC, and USA [20]. HEVs are not considered due to a lack
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of reliable statistics. Only the BEV and PHEV bus market of the PRC is taken into
account due to its global market share of 99.6% [20].

Figure 1 shows the approach to this analysis. In the first part, the number of
traction batteries entering the market by year is determined from annual sales of

Fig. 1 Applied approach to forecast return flows of traction batteries in this work
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BEVs and PHEVs. In the next step, the return flow of waste traction batteries is
calculated based on battery and vehicle lifetimes. Used xEV exports are neglected
as well as the effect of second life applications, e.g., stationary energy storage,
which is not expected within the considered period [21]. Finally, the return flow of
selected materials is calculated based on generic material compositions of traction
batteries. In the following, the results of each part are presented.

2.2.1 Number of Traction Batteries Entering the Market

First, the annual inflow of traction batteries is needed for each considered market.
Statistics of BEV sales are available from 2010 to 2016 and PHEV sales from 2011
to 2016 [20]. Based on these numbers, future sales are linearly extrapolated until
2019. The results are shown in Fig. 2.

Between 2010 and 2016, about 2.3 million BEVs and 1.6 million PHEVs (cars)
entered the international market. It is estimated that from 2017 to 2019 further
6.9 million BEVs and 4.4 million PHEVs will be sold. The largest car market is the
PRC, followed by the EU and the USA. From 2014 to 2015, car sales more than
doubled in the PRC, because new subsidies became available for all types of
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purchasers including private customers [24]. In this country, consumers prefer
BEVs, which had a market share of about 76% in 2016. In contrast, BEVs and
PHEVs have an almost equal share in the EU and the USA. Bus sales in the PRC
are also steadily increasing. In 2018 and 2019, bus sales are expected to be as high
as car sales in the EU.

2.2.2 Estimated Return Flows of Waste Traction Batteries

A traction battery is considered to have attained its EOL when it reaches about 80%
of its original capacity [25]. The lifetime depends on various aspects such as
charging and driving behavior as well as climatic conditions [26, 27]. Therefore, a
lifetime distribution is assumed for car traction batteries according to the baseline
scenario of [19] (Table 1). In case of bus traction batteries, no reliable data on
lifetime distribution are available. Reported fixed lifetimes range between 5 and
12 years [28–30]. Therefore, a fixed lifetime of 8 years is assumed.

The lifetime of cars with internal combustion engine varies between 10 and
20 years, but so far no reliable data for xEVs exist [31]. Therefore, 15 years are
assumed for cars and 12 years for buses based on [32, 33], respectively. As the
calculations do not consider a second-hand battery market, it is assumed that bat-
teries from EOL vehicles enter recycling regardless of the remaining battery
capacity.

Figure 3 shows the results for the estimated return flows of waste traction bat-
teries. Multiplying the return flows by number with average weights of different
types of traction batteries (Table 2) results in the return flows by weight.

According to the calculations, a cumulative return flow of about two million
waste traction batteries (80% relating to cars) will enter the recycling market until
2025, which corresponds to approximately one million metric tons (43% relating to
cars). In this analysis, 64% of all waste traction batteries originate from BEVs.

With regard to the car market, the largest share of waste traction batteries will be
allocated to the EU and the USA until 2020. This is a result of comparatively high
annual sales of BEVs and PHEVs between 2010 and 2015 in these regions. Until
the mid-2020s, the Chinese return flows will exceed the one of the Western regions
by far.

In the sector of waste traction batteries from buses, a strong increase of the return
flows is expected around the year 2023. Until 2025, the number of waste traction
batteries from buses alone might be as large as that of the European BEV and
PHEV car market. Due to the higher weights of traction batteries from buses, this
corresponds to about 240,400 mt in comparison with 40,800 mt from the European

Table 1 Lifetime distribution of car traction batteries (according to [19])

Years 6 8 10 12

Traction batteries reaching EOL (%) 10 40 40 10
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car market. The return flows from buses also exceed the return flows from the
Chinese car market by a factor of three.

In summary, a moderate increase of the return flows can be expected in the EU
and the USA, whereas in the PRC, the implementation of a recycling infrastructure
will be a much more demanding task due to the expected exponential growth.

2.2.3 Estimated Return Flows of Selected Battery Materials

In the last section of this forecast, an estimation of selected battery materials of the
calculated waste flow is provided. In the EU and USA, the layered oxides lithium
nickel manganese cobalt oxide (NMC) and lithium nickel cobalt aluminum oxide
(NCA) are the preferred cathode materials [35]. Therefore, a mixture is assumed
with a composition of 80% NMC and 20% NCA for these regions. In contrast,
lithium iron phosphate (LFP) is currently the predominant cathode material in the
PRC for cars and buses [36, 37]. Although a shift toward layered oxides is expected
within the next years [38] and some car manufacturers such as BAIC and Zotye
have started to use NMC [39], the return flow will be dominated by LFP in the
considered period. In Fig. 4, generic material compositions of layered oxides and
LFP car traction batteries are given.

About 35–40% of the traction battery accounts for the battery pack and module
periphery, which consist of aluminum, cables, electronics, plastics, and steel. Until

Table 2 Assumed average
battery weights

Bus [34] Car [32]

BEV (kg) 1200 255

PHEV (kg) 850 140

Fig. 4 Generic material composition of traction batteries: left: 80% NMC and 20% NCA, right:
LFP (data based on [40])
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2025, the globally estimated return flows are about 221,000 mt aluminum,
11,000 mt cables, 21,000 mt electronics, 57,000 mt plastics, and 73,000 mt steel.

The cell material accounts for approximately 60–65% of the total traction battery
weight. On the cell level, 55–65% relate to the anode and cathode. Depending on
the battery chemistry, the constituent cathode materials vary substantially. From an
economic point of view, cobalt, nickel, copper, and lithium are of highest interest.
Hence, cell recycling processes focus on the recovery of these elements (see
Sect. 3.4).

Figure 5 illustrates the estimated recycling potential of cobalt, nickel, lithium,
and copper from waste traction battery cells between 2017 and 2025. Until 2025,
the globally estimated return flows are about 2750 mt cobalt, 8100 mt nickel,
6000 mt lithium, and 110,200 mt copper (only from LIB cells).

3 Recycling of Traction Batteries

In order to direct the traction batteries into dedicated recycling processes, they must
be extracted from EOL vehicles (see Sect. 3.2). Following the extraction, the bat-
teries are usually disassembled down to module/cell level (see Sect. 3.3). With
exception of the battery cells, there are established recycling routes for most
components of the battery system. Therefore, the focus of Sect. 3.4 lays on different
LIB cell recycling processes, which are currently under development. For all pro-
cess steps, general safety measures need to be taken into consideration, which are
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presented in Sect. 3.1. The last two Sects. 3.5 and 3.6 present economic and eco-
logical aspects of traction battery recycling.

3.1 General Safety Measures During Handling

When handling traction batteries, certain safety aspects must be taken into account
due to the special risk potential of the batteries caused by their chemical and
electrical energy content, high voltage as well as combustible and
fluoride-containing electrolyte. Therefore, high safety measures as well as qualified
personnel are required. The employment of unqualified personnel like in the manual
pretreatment of electronic scrap is not permitted in Germany and several other
European countries [3, 41].

The necessary safety requirements must at least cover the following [3, 41]:

• A fire protection concept that addresses the specific hazards of LIBs
• Occupational safety and health measures related to electrical hazards and high

weight of batteries
• Separate storage of hazardous and non-hazardous battery scraps as well as

storage locations for batteries with increased risk of fire (e.g., from cars involved
in an accident)

• Training of employees
• Suction at workplaces.

3.2 Extraction of Traction Batteries

Traction batteries should be extracted from EOL vehicles prior to further processing
because, on the one side, they pose a major environmental and safety risk and, on
the other side, they contain valuable components and materials [32, 42]. European
laws already regulate this and, presumably, similar rules will follow in other
international markets. It can therefore be assumed that the batteries will be extracted
from EOL vehicles if they enter a regulated recycling process [43, 44].

Due to high weights and voltages, the extraction of traction batteries requires
qualified employees and specific tools. Results from different research projects show
that the extraction of the battery pack is often time-consuming due to a conflict of
interest between the vehicle design with respect to crash safety, center of gravity,
space utilization, etc., and the realization of service-friendly installation positions.
Additionally, a wide variety of designs exists. Standardization can hardly be
expected, but as a recommendation, research projects suggest at least the installation
of lifting points (e.g., eyelets, fishplates, or mounting threads) on all future battery
packs to enable the disassembly by standard lifting tools [1, 3, 32, 42].
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Prior to transportation and further disassembly, a check of the battery condition
is highly recommended as several incidents have demonstrated the unpredictable
fire risk of damaged traction batteries. Checks should include visual assessment
(mechanical damages, signs of heat damage, electrolyte leakage) as well as eval-
uation of diagnosis data from the battery management system (voltage, state of
charge, temperature sensors, etc.). The development of reliable diagnosis tools is
therefore of high interest and part of research projects [1, 3, 32].

3.3 Disassembly of Traction Batteries

A comminution of entire traction batteries, for example, in shredders with subse-
quent sorting of the components, is currently not pursued because the process chain
would have to be conducted in an inert atmosphere due to the reactivity of the
electrolyte [3, 32, 45, 46]. Considering the benefits of pure material fractions after
disassembly, the size of the battery packs, and the possible reuse of some battery
components, instead, disassembly of the battery systems is usually conducted,
followed by specific processing of the obtained material fractions [32, 42, 47, 48].

As explained in Sect. 2.2.3, the battery cells comprise approximately 60% of the
battery weight. The rest of the weight is largely made up by materials for which
established recycling routes are available (electronics, aluminum, steel, plastic,
etc.). The battery cells must be directed to dedicated recycling processes which are
described in the following Sect. 3.4 [3, 32, 45, 46].

Due to the current low return flows and the wide range of designs, only manual
disassembly is industrially implemented at present. Robot-assisted disassembly is
investigated in several research projects [42, 47, 49, 50]. Currently, most disas-
sembly lines can be considered pilot plants. Umicore AG & Co. KG in Hanau,
Germany, operates one of the most advanced disassembly plants. The plant has a
daily capacity of 10 mt and can process batteries up to 1000 kg with maximum
dimensions of 2.5 m � 1.5 m � 1.0 m [3]. In the following, the general disas-
sembly procedure is briefly described. The steps might be adapted to individual
battery pack designs or even left out. Figure 6 summarizes some of the disassembly
steps and shows the contained material fractions.

After delivery, the batteries are inspected for damage. If the battery is undam-
aged, the battery is stored temporarily. If the battery shows signs of damage, special
measures have to be taken. Prior to disassembly, the state of charge is measured
and, if necessary, the battery is discharged and the energy is fed into the public
power grid. After discharging, the casing is opened and the electrical connections
between the cell modules and electrical components are interrupted in order to
eliminate the risks of high voltage and prepare subsequent removal steps. In the
following, all mechanical connections between the system components and the
battery casing are undone and electronic components as well as battery modules are
extracted. The battery modules are then disassembled, which yields further wiring
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and the battery cells. All fractions are sorted, stored, accumulated, and finally
transported to their individual further processing [1, 3, 41].

Little information is available on the disassembly effort of specific battery sys-
tems. From the limited information publically available and from oral communi-
cation, it can be concluded that, due to high concerns about crash safety, many early
generation battery systems are quite difficult to disassemble. However, due to the
producer responsibility in Europe and the high costs of manual dismantling, design
for recycling becomes more important with increasing sales numbers. Therefore,
design for recycling is addressed in several research projects and improvements can
be expected in future battery generations [1, 3, 32, 41, 51, 52].

3.4 Cell Recycling Processes

3.4.1 General Considerations Regarding Cell Recycling Processes

Within the last 15 years, several concepts have been developed for the recycling of
LIB cells. From an economic point of view, the main drivers for recycling are
cobalt (48,680 US$/mt, 99.8%) and nickel (10,124 US$/mt, 99.8%), followed by
copper (5624 US$/mt, class A, LME, average prices from September 2016–August
2017) [53]. In the past, lithium was not a main driver due to its comparatively low
price, difficult recoverability and its low content [53, 54]. However, since lithium
prices have risen from approximately 4000–6000 US$/mt Li2CO3 (min. 99–99.5%)
between 2007 and 2015 to about 13,000 US$/mt Li2CO3 after 2015 [53], lithium
recycling gains more attention.

Nevertheless, most processes still concentrate on LIBs containing cobalt and
nickel such as NCA and NMC [1, 45, 55, 56]. As LIB producers aim at a further
cobalt reduction in layered oxides and other cobalt- and nickel-free cathode
materials are introduced, declining levels of valuable materials must be expected,
which makes an economical recycling of LIB cells more difficult [1, 45, 57, 58].
According to the extended producer responsibility principle implemented in
Directive 2006/66/EC, battery producers or third parties acting on their behalf must
finance the net cost of collecting, treating, and recycling in Europe. As producers
will include these additional costs in their battery prices, price savings through
cheaper raw materials like iron or manganese might be (over-)compensated [1, 56,
57, 59].

Also, regarding the environmental impact, the life cycle has to be analyzed
critically. Due to high process complexity and long process chains, the recycling of
specific materials does not necessarily offer an ecological advantage in comparison
with the primary production of these raw materials (see Sect. 3.6). This is likely the
case for raw materials with a comparatively low specific ecologic impact like iron.
In this context, also the use of mass-centered recycling quotas as legislative steering
instrument must be reviewed [45, 59, 60].
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From a technological point of view, the processes vary significantly regarding
scope of input batteries, applied process designs, and state of development. Due to
the complex input material, all processes are characterized by long process chains
containing combinations of mechanical and/or thermal and/or pyrometallurgical
and/or hydrometallurgical unit operations [1, 55, 56, 61, 62].

A particular challenge is the high reactivity of the electrolyte, which reacts
violently with oxygen, leading to fire hazards [1, 41, 55]. Due to the fluorine
content of the electrolyte, the combustion fumes contain hydrogen fluoride and
other highly toxic compounds and therefore pose both serious health and envi-
ronmental risks [1, 55].

To solve these problems, different approaches have been developed including
the direct melting of cells (Umicore NV/SA, Belgium), the vacuum thermal
deactivation (Accurec Recycling GmbH, Germany), the mechanical treatment
under a protective gas atmosphere (Recupyl SAS, France, Duesenfeld GmbH,
Germany, and Batrec Industrie AG, Switzerland), and comminution in a liquid
solution (Retriev Technologies Inc., USA) [46, 61].

Regarding process design, two contrary philosophies can be identified. On the
one side of the spectrum, there are universal processes whose main goal is to
process all different LIB types in one process. In addition, these processes are often
capable of processing other materials containing similar target metals (e.g., nickel–
metal hydride batteries or cobalt- and nickel-containing catalysts). Therefore, these
processes tend to focus on the recovery of raw materials, high throughput, and are
characterized by early-stage standardization. Usually, in these process routes, the
battery cells enter a pyrometallurgical treatment with minimum or without
mechanical pretreatment, followed by further treatment of the process outputs, i.e.,
alloy, slag, and flue dusts, mainly by hydrometallurgical processes to recover the
individual metals [1, 51, 54, 56, 62, 63].

On the other side of the spectrum, the processes are individually adapted to each
battery chemistry. These processes focus on recovering components for either reuse
in LIB production, reuse in other applications, or recycling of materials. This
possibly enables higher quality recycling regarding the waste hierarchy in com-
parison with more universal approaches like those aforementioned. However, it
inevitably leads to high requirements regarding collection and sorting as well as
knowledge about cell construction and chemistry. Typically, only
business-to-business relationships can meet all these requirements. Consequently,
these processes are unsuitable for mixed battery inputs, e.g., LIB charges from
portable battery sorting [1, 51, 54, 62, 63].

In the following, three dedicated LIB recycling processes will be described.
These are the Umicore Battery Recycling Process, the Duesenfeld process, and the
Accurec process. They constitute different manifestations of the spectrum and were
chosen due to a comparatively good knowledge of the authors regarding these
companies. On the one side, the Umicore Battery Recycling Process represents a
universal recycling approach, which can process all LIB types and nickel–metal
hydride batteries within certain limitations. On the other side, the Duesenfeld
process exemplarily shows a specific treatment for each LIB chemistry with a focus
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on compound recovery. The Accurec process lays in between and was chosen
because of an alternative pretreatment and lithium enrichment technique.
Additionally, the co-processing of LIB cells in primary and secondary nickel
smelters is briefly described as it is currently one of the main recycling routes. For
more existing recycling processes, see [41, 46, 54, 61, 63–65]. Figure 7 summa-
rizes the main characteristics of the selected recycling processes, which are pre-
sented and discussed in the corresponding sections.

3.4.2 Processing of LIB Cells in Primary and Secondary Nickel
Smelters

Besides the processing of LIBs in dedicated recycling processes, currently, they are
also co-processed as secondary feedstock material in some extractive cobalt, nickel,
and copper process routes. Thus, only the cobalt, nickel, and copper contents of
spent LIBs are of interest. All other battery materials are slagged and/or used as
energy source and as reducing agents. These processes include pyrometallurgical as
well as hydrometallurgical process steps. As these processes were not designed for
the recycling of LIBs, they can only co-process a certain share of batteries in the
feed for metallurgical and technical reasons. Examples are Glencore plc and
Nickelhütte Aue GmbH [63, 66–68]. In view of their limitation to mentioned target
metals as well as potentially more stringent recycling regulations in the future, they,
supposedly, either become less important within the next years or adapt their
processes.

3.4.3 Umicore Battery Recycling Process

Umicore is one of the largest producers of cathode materials and a highly experi-
enced metallurgical company. At the beginning of the 2000s, Umicore made the
strategic decision to build up the recycling of nickel- and cobalt-containing batteries
as a new business segment and has since invested at least a high double-digit
million sum [51, 62, 69]. In comparison with most companies active in the
emerging LIB recycling market, Umicore has a significant know-how advantage.

The Umicore Battery Recycling Process is one of the most advanced recycling
processes for nickel–metal hydride and LIBs. It is based on a combination of
pyrometallurgical and hydrometallurgical unit operations without mechanical pre-
treatment of battery cells. The process is mainly designed to recover nickel, cobalt,
and copper as an alloy, which is further processed by hydrometallurgical methods.
Lithium and rare earth elements can, in principle, be recovered from the slag
fraction. A first pilot plant was run in Hofors, Sweden, for a couple of years. Based
on experiences from this plant, a semi-industrial plant with an annual capacity of
7000 mt has been put into operation in 2011 in Hoboken, Belgium (investment:
approximately 25 million €) [1, 45, 51, 61, 70, 71].
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The process bears similarities to the co-processing in primary and secondary
nickel smelters, but addresses the specific requirements of LIB cell recycling. These
include, among others, the extensive gas treatment (fluoride capture and destruction
of organics), corrosion resistance of materials (suitable refractory lining,
fluoride-resistant alloys), concepts for lithium recovery, and tolerance of the process
to undesired elements such as phosphate from LFP cells [1, 45, 51, 55, 62, 70].

Figure 8 shows a simplified flow sheet of the Umicore Battery Recycling
Process. Without further pretreatment, the battery cells are filled into a shaft furnace
with slag formers. The process is conducted with an Al2O3–CaO–Li2O–MgO–
MnO–SiO2 slag system. Metallic aluminum, organics, and graphite of the LIBs are
utilized as reductants. The redox potential is kept at a level where cobalt, nickel,
and copper are completely transferred to the alloy fraction. Lithium, aluminum, and
manganese are concentrated in the slag fraction as well as rare earth elements from
nickel–metal hydride batteries. Volatile elements, especially halogens, are con-
centrated in the fine dusts [1, 3, 51, 70].

The alloy, containing mainly cobalt, nickel, and copper, is further refined by
hydrometallurgical treatment including dissolution of the alloy, copper recovery,
and nickel/cobalt separation by solvent extraction. After separation and refining,
cobalt and nickel can be converted into precursor chemicals for new cathode
materials [1, 51].

Fig. 8 Simplified flow sheet of the Umicore Battery Recycling Process (adapted from [51, 62])
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The slag is completely inert and non-hazardous and is currently used as a
construction material [51]. A lithium recovery from the slag was investigated in
laboratory scale within the German national research project “Lithium Battery
Recycling Initiative (LiBRI)”. The investigations revealed that lithium can be
leached from the slag using diluted sulfuric acid. After a subsequent precipitation of
impurities from the leach liquor, lithium can be recovered as lithium carbonate. For
details, see [70]. When processing pure nickel–metal hydride batteries, rare earth
elements can also be leached from the slag and further refined to produce pure rare
earth oxides [1, 51].

The gas emissions are treated by a gas cleaning installation, which ensures that
no harmful dioxins or volatile organic compounds are released. It also captures
fluorine and collects all possible dust carryover [1, 51].

The main advantages of the process are its robustness with regard to the battery
input, the absence of a mechanical pretreatment of battery cells, and the high
recovery rates for cobalt, nickel, and copper [1, 45, 56].

The main disadvantage of the process is that it is not an ideal solution for cobalt-
and nickel-free batteries as only copper and, in the future, maybe lithium are
recovered from these batteries. Furthermore, metallic aluminum, which is used as a
reductant in the pyrometallurgical treatment, ends up as a low-value construction
material [1, 45, 51].

3.4.4 Duesenfeld Process

The Duesenfeld process was developed within the German research projects
LithoRec I (2009–2011) [32] and LithoRec II (2012–2015) [72]. A start-up com-
pany (Lion Engineering GmbH) was founded for the commercial implementation of
some project results. In 2017, the Duesenfeld GmbH was founded as a spin-off,
which is now continuing the implementation of the recycling activities. The com-
petencies of the company lie in mechanical processing and mobile process
implementation.

The original objective of the LithoRec projects was to recover components of the
LIB cells for a reuse in battery production. Over the course of the projects, how-
ever, this concept was altered gradually because the quality requirements of the LIB
industry are very high and difficult to fulfill. The commercial activities of
Duesenfeld GmbH therefore now aim at raw material recovery. The recycling
concept combines mechanical processing with subsequent hydrometallurgical
processing of the active electrode materials. This concept is, in principle, also
pursued by the companies: Recupyl SAS (France), Batrec Industrie AG
(Switzerland), Retriev Technologies Inc. (formerly Toxco Inc., USA), as well as
GEM High-tech Co., Ltd (PRC) and Guangdong Brunp recycling Technology Co.,
Ltd. (PRC) [45, 46, 58, 64, 65, 73]. In most cases, little is known about the process
details. Therefore, the Duesenfeld process is presented as an example.

Figure 9 shows the patented process scheme for the thermo-mechanical recy-
cling process [46, 74]. In the beginning, the battery cells undergo a shredding stage

Recycling of Batteries from Electric Vehicles 307



with inert gas and a heating stage for solvent evaporation. These stages are ideally
connected to condensers that allow the recycling of pure solvents and additional
processing stages for conductive salt recycling (typically LiPF6) [1, 44, 46, 75, 76].
A two-stage shredding improves the sorting significantly [76].

Thereafter, the shredded material enters physical separation which includes
magnetic separation for the casings and density separation for copper and aluminum
foils [77]. The cathodes and anodes are transferred to the high density fraction and
are treated in a furnace (400–600 °C) as well as a special air jet sieve in order to
disengage the active material and foil compound and to recover the fine-grained
active material via a cyclone or sieve [1, 74, 76].

The process has been demonstrated in a simplified form in a small pilot plant in
Braunschweig, Germany. In addition to an electrode active material concentrate, it
produces a copper and an aluminum concentrate as well as a plastic and organic
solvent fraction. It is planned to carry out the mechanical processing in mobile units
(patented [78]) close to the customers. This would prevent the transport of dan-
gerous goods.

The separated active material is to be processed further by hydrometallurgy. For
this purpose, however, only laboratory processes have been developed within the
framework of the LithoRec projects which are still far from an industrial imple-
mentation [76]. According to the final report, these hydrometallurgical processes
are capable of recycling up to 85% of the lithium from LFP and up to 95% from
NMC cathode materials. However, details are not published [32, 46, 74, 79].
Currently, Duesenfeld GmbH collaborates with the Department of Mineral and
Waste Processing of Clausthal University of Technology in the further development

Fig. 9 Flow sheet of the thermo-mechanical recycling process developed within the LithoRec
projects. Reproduced with permission from Hanisch [46]
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of the hydrometallurgical processes and plans to build a pilot plant within the next
years.

In contrast to the Umicore Battery Recycling Process, the Duesenfeld process is
designed to win back more compounds. While other processes might suffer heavily
from the trend that producers aim at reducing nickel and cobalt in LIBs, this process
can also produce some other potentially valuable fractions from battery waste, i.e.,
solvents, conductive salts, and active materials. From the active cathode materials,
an economic lithium recovery might be less challenging than from the slags of the
Umicore Battery Recycling Process. Because of these advantages, the approach
is of high interest for the development of recycling chains for cobalt- and
nickel-free cathode materials such as LFP and lithium manganese oxide (LMO) for
which the Umicore Battery Recycling Process is less suitable [44, 46, 60, 74, 75,
79, 80].

However, the aluminum concentrate is of relatively low value due to the grain
size and shape (foils) and the recovered solvent cannot be recycled to a new
electrolyte economically by now. Furthermore, the process is susceptible to changes
in the input and requires complex measures (inert gas atmosphere, targeted evap-
oration) to minimize the risks of the electrolyte.

3.4.5 Accurec Process

Accurec Recycling GmbH is an established medium-sized battery recycling com-
pany. The competencies of the company lie mainly in the field of vacuum thermal
treatment and mechanical treatment. In the field of metallurgy, the company
cooperates with the Institute for Process Metallurgy and Metal Recycling of RWTH
Aachen University. The company operates a disassembly line and the mechanical
treatment of the pyrolyzed LIB cells in Krefeld, Germany, with an annual capacity
of 5000 mt. The pyrolysis of the cells is conducted in collaboration with the
Currenta GmbH & Co. OHG, Leverkusen, Germany [81].

The Accurec process has been developed in different research projects such as
EcoBatRec, CloseWEEE, and “Rückgewinnung der Wertstoffe aus zukünftigen
Li-Ion-basierten Automobil-Batterien” (Recovery of the valuable substances from
future Li-Ion-based traction batteries) [82, 83]. As shown in Fig. 10, the developed
process can roughly be divided into the three steps: pyrolysis of the organics,
mechanical treatment of the cells, and metallurgical processing of the cathode
material. For the last step, several process variants beyond the one depicted can be
found in the literature [66, 68, 82, 84–86].

Regarding the target fractions prior to the metallurgical treatment, the Accurec
process resembles the Duesenfeld process. The pyrolysis of the LIB cells produces
a hydrocarbon mixture and, above all, destroys the electrolyte so that the subse-
quent mechanical treatment does not have to be conducted under protective
atmosphere [66, 68]. Furthermore, fluorine is partly removed. Currently, the
pyrolysis is carried out in a rotary kiln and the pyrolysis gas is used for thermal
energy production [81].
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The LIB cells are then comminuted, and different (metal) fractions are produced
by sorting (density, magnetic, and eddy current separation) including steel, alu-
minum from casings, aluminum and copper foils, and active electrode materials
[82].

For the treatment of the active cathode material, different approaches have been
studied [66, 68, 82, 83]. These are based in most cases on a pyrometallurgical
treatment with subsequent hydrometallurgical processing of the products (alloy,
slag, flue dust). A special process development that distinguishes the Accurec
process from the other processes is the selective transfer of the lithium into the flue
dust by evaporation in a pyrometallurgical process. Only a few details are known
about this process, but an important part of the process seems to be the proper slag
composition as well as process technology [66, 82–84].

The great advantage of the lithium enrichment in the dust is that the subsequent
hydrometallurgical recovery of the lithium might be simpler and more effective than

Fig. 10 Simplified process
flow sheet for the recycling of
LIBs of the Accurec
Recycling GmbH, adopted
and combined from [66, 68,
82]
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the recovery from the slag phase in other processes. However, on the other hand,
fluorine and other contaminants are also likely to be concentrated in the dust, which
could interfere with further treatment. Georgi-Maschler et al. [66] report lithium
carbonate products in demonstration runs that are suitable for high-quality glass
production at high yields with sulfuric acid leaching and precipitation. Also, in
contrast to the Umicore Battery Recycling Process, the produced Co–Ni alloy can
be directly used as a master alloy and does not require additional hydrometallur-
gical treatment.

Both, the pyrolysis and the mechanical treatment, have been implemented and
tested in the form of a demonstration plant at Accurec. According to the knowledge
of the authors, the hydro- and pyrometallurgical experiments have hitherto been
carried out only in laboratory or small pilot scale [82, 86].

3.5 Economic Assessment of the Contained Metal Values

Little information is publically available regarding the costs of LIB recycling.
Furthermore, most processes are under development and no large-scale plants are in
operation. Therefore, only an economic assessment of the contained metal values of
the battery infrastructure and cells is given in this section.

Currently, only manual disassembly is employed in battery recycling (see
Sect. 3.3). Therefore, the materials are recovered in separate fractions with high
yield and in good quality. Based on scrap prices of September 2017 given in
Table 3, the specific revenues of the battery pack scrap are about 225 €/mt batteries
(without possible revenues from LIB cells). Approximately 50% of the specific
revenues relate to the aluminum fraction. Therefore, a substitution of this material,
e.g., by carbon fiber-reinforced polymers, could have a major impact on the
economics.

An estimation of possible revenues from cell recycling is difficult because most
processes are in an early stage of development and, so far, no data from industry
have been published regarding yields and process costs. As presented in Sect. 3.4,
current process developments aim at the recovery of aluminum, cobalt, copper,

Table 3 Scrap prices and specific revenues from battery pack disassembly

Material Quality Price
(€/mt)

Source Specific revenues
(€/mt batteries)

NMC/NCA LFP

Aluminum Scrap with max. 5% adhesions 600 [87] 111 133

Cables Copper cable scrap min. 38% copper 1400 [87] 15 15

Electronics Printed circuit boards category II A 1530 [88] 32 32

Steel Stainless steel scrap (V2A) 750 [87] 55 55

Total 213 235

Scrap prices of September 2017
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lithium, and nickel. The comparison of the specific metal values based on stock
market prices (Table 4) shows a significant difference between layered oxides and
LFP. Considering the complexity of the cell recycling processes, an economic
recycling of LFP is a very challenging task.

3.6 Life Cycle Assessment

The described process developments were accompanied by LCA to determine the
ecological impact of the recycling processes in comparison with the primary pro-
duction. In this section, selected results of the latest LCAs are presented, which
were conducted within the EcoBatRec (Accurec process) [89] and LithoRec II
(Duesenfeld process) [90] research projects. For the Umicore Battery Recycling
Process, no LCA results are presented as the last LCA was conducted in 2011 [80],
which does not represent the current state of development.

Both LCAs were conducted according to ISO 14040/44 including a critical
review by an independent external expert. The following impact categories were
assessed in both LCAs: global warming potential (GWP), acidification potential
(AP), elementary abiotic resource depletion potential (ADPelem), eutrophication
potential (EP), photooxidation potential (POCP), and cumulated energy demand
(CED).

Figure 11 shows the system boundaries of the LCA for the Accurec process.
The LCA is based on test runs of a demonstration plant and results of laboratory
experiments. The functional unit was defined as recycling of one metric ton bat-
teries (definition of representative battery composition of the cathode type NMC).
The Accurec process aims to yield the following products:

• Suitable starting material for cathode production (Co/Ni/Mn/Li)
• Further valuable products (Cu, Al, stainless steel, plastics, etc.).

In Fig. 12, the LCA results of the Accurec process for the environmental impact
category GWP are shown. The net result (black column) demonstrates a decisive

Table 4 Specific metal values of LIB cells based on stock market prices (average prices from
September 2016 to August 2017) [53]

Material Quality Price (€/mt) Specific metal values
(€/mt cells)

NMC/NCA LFP

Aluminum High-grade primary 1651 316 381

Cobalt High grade, min. 99.8% 43,979 820 –

Copper Grade A 5081 913 916

Lithium carbonate Min. 99–99.5% 10,399 1471 443

Nickel Min. 99.8% 9146 512 –

Total 4031 1739
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Fig. 11 Accurec process: system boundaries of the LCA [89]

Fig. 12 Accurec process: LCA results for the impact category global warming potential
(GWP) [89]
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advantage of this recycling process. The main credits derive from dismantling of the
battery packs (aluminum, precious metals, copper, steel, and plastics), followed by
the mechanical processing of the cells (aluminum, copper). The metallurgical
processing shows a slight disadvantage compared to the primary production. The
environmental advantages of the Accurec process are also confirmed for the other
impact categories.

Figure 13 shows the system boundaries of the LCA for the Duesenfeld process.
The LCA is based on pilot plant and laboratory-scale results. The functional unit
was again defined as recycling of one metric ton batteries (definition of represen-
tative battery composition of the cathode type NMC). The LithoRec II Process aims
to yield the following products:

• Suitable starting material for cathode production (Co/Ni/MnSO4 in mixed
dilution, LiOH)

• Further valuable products (Cu, Al, stainless steel, plastics, etc.).

Fig. 13 Duesenfeld process: system boundaries of LCA [90]
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In Fig. 14, the LCA results of the Duesenfeld process for the environmental
impact category GWP are shown. The results resemble those of the Accurec pro-
cess. The net result shows a significant excess of the credits compared to the
burdens for this recycling route. The credits derive again mainly from dismantling
and mechanical processing, whereas the hydrometallurgical processing shows a
disadvantage compared to the primary production. The results of the other impact
categories point in the same direction.

When evaluating the results of both LCAs, one has to consider that especially
the metallurgical data are based on laboratory experiments. Therefore, data
uncertainties are high and considerable improvements can be expected during the
further development of the processes. Furthermore, lithium carbonate is currently
mainly produced from high-grade brines. In the production process, lithium is
enriched by solar evaporation [91, 92]. Hence, the ecological burden of this process
is comparatively low. However, due to the sharp rise in lithium demand, deposits
showing less favorable production conditions are currently put into operation
(low-grade brines, hard rock deposits containing spodumene) [92, 93]. As a result,
that ecological burden of primary lithium will increase and recycling likely
becomes more favorable from an ecological point of view.

Fig. 14 Duesenfeld process: LCA results for the impact category global warming potential
(GWP) [90]
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4 Conclusions and Outlook

In the past decade, and parallel to the rise of xEVs, a considerable number of
national and international efforts have been initiated by the private and public
sectors in LIB recycling. Although general trends can be identified in different fields
relevant to the recycling of traction batteries, high dynamics and new developments
in this young market lead to unavoidable uncertainties.

In the field of legislation, currently, no specific regulations for traction batteries
are implemented in the main markets: EU, PRC, and USA. Furthermore, the reg-
ulations on waste battery treatment in general differ significantly. Whereas some
legislations still allow landfilling, others impose strict recycling regulations and
requirements. At present, the EU regulations seem to be most suitable to ensure an
organized recycling of batteries, although specific regulations regarding xEVs and
traction batteries are missing. Key elements include a landfill ban, the extended
producer’s responsibility principle, and recycling efficiencies. In view of the
increasing return flows, the EU and the PRC are currently working on specific
regulations. Other regions are expected to follow.

The xEV and electric bus markets are characterized by high growth rates.
Annual global sales of PHEVs and BEVs already exceeded 0.8 million in 2016 and
are expected to reach about one million in 2017. This will inevitably lead to high
return flows of traction batteries in the next decade. Additionally, growing return
flows from other applications such as electric two-wheeled vehicles have to be
expected.

The biggest market by far is the PRC. Besides cars and in contrast to the EU and
USA, also electric buses play a major role in the PRC. Another important difference
is the dominance of LFP in contrast to layered oxides in the Western markets.
Therefore, the requirements especially for battery cell recycling processes differ
considerably.

Regarding the technical realization of the recycling, all recycling routes start
with the extraction of the battery from the EOL vehicle, followed by disassembly
down to module/cell level. This allows to direct the different material fractions of
the battery infrastructure, about 40% of the battery weight, to dedicated recycling
processes. At present, these steps are conducted manually. Against the background
of sharply increasing return numbers, safety issues, and high labor costs, the
development of automated extraction and disassembly technologies is of high
interest. Prerequisites are design for recycling and standardization in LIB
construction.

Today, layered oxides containing LIB cells are typically co-processed in primary
and secondary cobalt–nickel plants where cobalt, nickel, and copper are recovered.
However, specific recycling processes for LIB will raise in importance due to
increasing return flows, more stringent regulations, decreasing cobalt and nickel
contents, growing market share of LFP, and increasing interest in lithium recovery.
This is especially true for LFP because of the low specific metal value.
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In principle, two recycling approaches have been developed and partially
implemented. The first approach resembles the above-mentioned co-processing
with pyrometallurgy and subsequent hydrometallurgy. Although the process has
been adapted to and optimized for the processing of LIB cells, its focus still lays on
the recovery of cobalt, nickel, and copper. Lithium recovery from the slag phase is
possible but has not been industrially implemented so far. The second approach
comprises a mechanical processing of the cells, followed by a metallurgical pro-
cessing of the separated active electrode materials. The mechanical processing
requires measures to control the hazard potential, but yields different material
fractions from the cells such as aluminum casings, electrode foils, etc. Another
advantage of this concept is the theoretical possibility to recover compounds for
reuse and the adaptability of the metallurgical operations, which is especially rel-
evant for LFP. However, due to economic reasons, most developments aim at a raw
material recovery with focus on cobalt, nickel, and lithium from layered oxides.

Evidently, there are solutions for the recovery of cobalt, nickel, and copper,
which are partially implemented industrially. Recovery concepts for lithium exist,
but their industrial implementation has not been profitable so far. However, con-
sidering increasing return flows and lithium prices, lithium recovery will probably
become lucrative and therefore implemented. In the case of LFP, the specific metal
value is particularly low. Hence, political steering seems to be required to ensure an
adequate recycling.

First LCA results for different battery recycling routes demonstrate promising
overall results, especially for the recycling of NMC batteries. Also, the results for
the recycling of LFP batteries reveal positive overall results due to the high credits
for the battery casing, cables, circuit boards, etc. However, especially the further
development of the metallurgical processes should be accompanied closely by LCA
as these processes currently show in some impact categories unfavorable results in
comparison with the primary production.
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Business Models for Repurposing
a Second-Life for Retired Electric
Vehicle Batteries

Na Jiao and Steve Evans

Abstract The rapid development of electric vehicles (EVs) has caused a problem
for the industry: what happens to the batteries at the end of their useful life in EVs?
Repurposing those batteries for a less-demanding second-life application, e.g. sta-
tionary energy storage, could provide a potential solution to extract more value than
just recycling or disposal. This paper explores the current battery second use (B2U)
business models and the key challenges of implementing B2U. Based on empirical
interview data from stakeholders involved in B2U, this paper presents a typology of
current B2U business models—standard, collaborative and integrative business
models—and offers implications for designing business models that incorporate
sustainability at the core. The findings also show that innovative business model is a
key to addressing the B2U challenges and overcoming the ‘inferiority’ of
second-life batteries as used products.

Keywords Electric vehicles � Battery second use � Business models
Sustainability � Value

1 Introduction

Electric vehicles (EVs) hold great promises for a more sustainable transportation in
the future. Governments of several European countries such as France and Britain
have set ambitious goals for no more petrol or diesel cars to be sold by 2040.1

Overtime, when the batteries are no longer able to provide sufficient power and
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1See https://www.theguardian.com/politics/2017/jul/25/britain-to-ban-sale-of-all-diesel-and-petrol-
cars-and-vans-from-2040 (read 2017-08-20).
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range due to their ageing characteristics, there will be millions of tons of batteries
coming out of the cars. If not properly treated, those retired batteries could place
tremendous burden on the environment.

In general, an EV battery could retain 70–80% of its original capacity intact
upon reaching the end of its vehicular life [1], and replacement is recommended in
order to satisfy the driving range demand of EV owners [2]. Upon retirement, there
would still be sufficient capacity left in the batteries to support less-demanding
applications such as load shifting, renewable energy storage and backup power [1,
3–6]. Compared with recycling which entails costs, energy and wastes, recapturing
the residual value from retired EV batteries for non-vehicular applications could
generate alternative revenue streams to help overcome EV cost-hurdles and create
synergic value for energy storage [7]. Major automotive companies such as Nissan,
BMW and Daimler have started initiatives to investigate or even commercialise
battery second use (B2U).2

This paper explores the current B2U business models (BMs) and the key chal-
lenges of implementingB2U to understand how to improve businessmodels to extract
more value from second-life batteries. In-depth semi-structured interviewswithmajor
players in the B2U industry provide substantial data to draw lessons for business
models of second-life batteries. First, a typology of current B2U business models
generated from empirical case studies is presented. Second, critical challenges of
implementing B2U are discussed. Third, innovative business models are identified as
the key to addressing the B2U challenges and overcoming the ‘inferiority’ of
second-life batteries as used products. Finally, we present three critical business
model design elements that will help companies better extract value from B2U.

2 Case Study Data

In the nascent stage of B2U, only a handful of cases can provide substance to
studying business models at the commercial level. Most of the B2U projects are still
in the planning, piloting or demonstration phases and are more focused on technical
or economic aspects. In this study, the unit of analysis is the business model of
B2U. A firm could have several B2U business models in parallel which are treated
as separated cases.

Seven case studies were selected from the existing B2U markets that have
passed the phase of demonstration or pilot projects to reach the early commer-
cialisation stage. In-depth semi-structured interviews were carried out with experts
from both automotive and energy industries. Each interview lasted 0.5–3 h and

2See http://news.vattenfall.com/en/article/used-e-car-batteries-get-second-life-hamburg;
http://media.daimler.com/marsMediaSite/en/instance/ko/Worlds-largest-2nd-use-battery-storage-

is-starting-up.xhtml?oid=13634457;
https://www.theguardian.com/business/2017/may/04/nissan-launches-british-made-home-battery-

to-rival-teslas-powerwall (read 2017-08-21)
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followed a pre-defined interview protocol to gain an in-depth understanding of the
B2U business models. The interviews were recorded, transcribed and coded for
analysis according to the qualitative case study methodology [8]. A list of the case
study interviews is presented in Table 1.

Table 1 Case study interviews

Case
no.

Company Stakeholder
role

Region Interviewees’ position Reference
code

I A OEM North
America

General Manager O-1-1

B Energy
storage/
B2U system
provider

California CEO and Co-founder O-1-2

C Lifecycle
management

US President and Founder L-1

D B2U joint
venture

Japan President
General Manager, Planning
General Manager, R&D

E-1

II A OEM North
America

General Manager O-1-2

E Energy
storage/
B2U system
provider

California COO E-2

III A OEM Europe General Manager, Zero Emission
Strategy;
Manager, V2G and Stationary
Storage;
Expert Leader, Technology
Planning, Advanced Engineering

O-1-3

F Energy
management

Europe Vice President of EMEA
Marketing

E-3

IV G OEM North
America

Manager, Connected eMobility O-2-1

Germany Program Leader for Battery
Second-Life;
Head of Development Stationary
Storage Systems

O-2-2

V I Energy
storage

Germany Managing Director E-3

VI J OEM France Program Manager, Energy
Services

O-3

VII L OEM Japan Project General Manger,
New Business Planning;
Project Manager, Environmental
Affairs;
Group Manager, Planning

O-4
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3 A Typology of Current B2U Business Models

The complete set of interviews shows that the automotive OEMs are creating and
capturing value from B2U in different ways. In most cases, OEMs are adopting
battery selling as their main business model. However, due to the lack of knowl-
edge and resources in applying the batteries to the energy market, the OEMs
interact, in different ways and to different extents, with stakeholders from the
energy sector to help develop and deliver the final solutions to the end-customers.
In this paper, the key stakeholder from the energy sector who offers the final
solution to the end-customers is termed ‘B2U solution provider’. The major
stakeholder roles generalised from the seven case studies are the automotive OEM,
the B2U solution provider and the end-customer.

The data show that the main differences between the business models in the case
studies originated in the various relationships and interactions between the OEM
and the B2U solution provider. The degree that the OEM integrates B2U into their
businesses varies from nearly zero to full integration. Compared across cases, it was
found that the value generated for the OEMs from B2U increases as the degree of
integration raises. For example, in case V where the OEM retains the battery
ownership, they benefit from the energy services provided by the batteries during
their entire second-life while in case I the OEM only get additional revenues
through selling the batteries at a very cheap price ($85/kWh as referred to by one of
the interviewees). This indicates the degree of integration as a key factor in the
value creation and capture for the OEMs. Based on the business model analysis in
the seven individual case studies, a typology of existing B2U business models is
presented to illustrate how key stakeholders across the automotive and energy
sectors interact to create and capture value from B2U in different ways.

The business models examined from the seven empirical case studies can be
categorised into three types: standard business model, collaborative business model
and integrative business model. These categories correspond to the various rela-
tionships between the cross-sector stakeholders, namely (a) pure supplier–customer
relationship, (b) collaboration and (c) the OEM internalising the role of the B2U
solution provider. Accordingly, the degree of integration increases from standard to
collaborative and to integrative business models. Within the collaborative business
model type, there are subtypes, depending on the degree of integration and the
relative dominance of stakeholders in the final solution development. Examples
from the case studies are given for each subtype.

A schematic illustration of the typology is shown in Fig. 1. The degree of
integration in the business model types increases from left to right. The boxes
represent key stakeholders involved in B2U: the OEM, the B2U solution provider
and the end-customer. The height of the OEM box represents the relative degree of
integration. The red and green arrows represent the flow of battery ownership and
the knowledge and information flow between the OEM and B2U solution provider,
while the purple arrow represents the delivery of final solutions to the
end-customers.
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3.1 Standard Business Model

The standard business model is where the OEM simply sells second-life batteries to
the B2U solution provider (e.g. case I). The B2U solution provider develops the
final solutions for the batteries and delivers that solution to the end-customers. The
interaction between the OEM and the B2U solution provider is just supplier–
customer relationship, like in most business models under the ‘sell-and-disengage’
logic. In that case, the OEMs involve in B2U to generate additional revenues from
selling the battery property in the free market. The OEM’s degree of integration is
nearly zero. They are not engaged in the final B2U solution development, and there
is almost no knowledge and information flow between the OEM and the B2U
solution provider. This type of business model requires little OEM engagement, but
the value captured by the OEM is also small. In addition, the standard business
model is very vulnerable to competitors.

3.2 Collaborative Business Model

Most of the manufacturing firms developing B2U fall into the second type—col-
laborative business model (case II, IV and VI). Under this type, the OEMs
collaborate with B2U solution providers and involve in the final solution

Fig. 1 Schematic typology of B2U business models: how cross-sector stakeholders interact to
develop business models for second-life batteries
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development. Instead of just selling the battery asset, OEMs under this type col-
laborate with B2U solution providers in different ways and to different extents to
add to the value of second-life batteries and capture more benefits than just selling
the batteries. Three subtypes of collaborative business models are generalised,
depending on the relative dominance of the final solution development between the
OEM and B2U solution provider. The three subtypes are (a) assistant collaborative
where OEMs assist B2U solution providers in the final solution development;
(b) OEMs co-develop the final B2U solution with B2U solution providers; and
(c) B2U solution providers develop the final B2U solution for the OEMs. These
subtypes are discussed in turn below.

3.2.1 Subtype 1. Assistant Collaborative—OEMs Assist B2U Solution
Providers in the Final Solution Development

In this subtype, the final solution is still developed and delivered by the B2U
solution provider. Unlike the standard business model, however, the OEM also
collaborates with the B2U solution provider to share knowledge and resources that
contribute to the final solution development, in addition to selling the batteries. In
case II and VI, for example, the OEMs collaborate with the B2U solution providers
to share their expertise and information on the batteries (e.g. battery historical data
and remained performance evaluation) to make second-life batteries better fit into
the storage systems developed by the B2U solution providers. In case IV, the OEM
provides consultancy services and tailor-made batteries to the B2U solution pro-
viders to help them better develop the final solutions. In this subtype, the OEM’s
degree of integration is higher than the standard business model but is still very low.
The B2U solution provider is dominating the final solution development. The
OEMs provide knowledge and information on the battery side to assist the B2U
solution provider but are not actually engaged in developing and providing the final
solutions. The value captured by the OEM in this business model type is higher
than that in the standard business model but is still small because the OEM does not
benefit from the final solutions.

3.2.2 Subtype 2. Co-development Collaborative—OEMs Co-develop
the Final Solution with B2U Solution Providers

In this subtype, the final solution is co-developed by the OEM and the B2U solution
provider. Each stakeholder has its own set of knowledge and resources. Through
the collaboration, the two stakeholders integrate complementary capabilities to
design and optimise the battery systems, as well as develop and deliver the final
products and solutions. The OEM’s degree of integration is higher than in subtype 1
because the OEM is engaged in integrating the capabilities of the two parties to
co-develop the final solution, in addition to selling batteries. There are bidirectional
and interacting flows of knowledge and information between the two stakeholders
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because the final solutions are their mutual objectives and outcomes. The value
captured by the OEM in this business model type is higher than the previous two
business model types because the OEM shares the benefits from the final solutions
together with the B2U solution provider. A typical example of this business model
subtype can be found in case III.

3.2.3 Subtype 3. Integration-Collaborative—B2U Solution Providers
Develop the Final Solution for the OEMs

In this subtype, the OEM retains the ownership of the battery and gather its partners
(including the B2U solution provider) together to develop and market the final
solutions for them. Retaining the ownership of the batteries allows the OEM to
continuously engage in B2U to extract value throughout the second-life of the bat-
teries. The degree of integration is higher than in the previous two subtypes because
the OEM created a joint venture where they exploited the B2U solution provider to
help them develop and deliver the final solutions to the end-customers. The OEM
dominates the final solution development in this subtype. There are also bidirectional
and interacting knowledge and information flows between the two stakeholders. The
value captured by the OEM in this business model subtype is higher than the previous
business models because the OEM retains the battery ownership, which enables them
to continuously optimise and extract value from second-life batteries. A typical
example of the business model subtype can be found in case V.

3.3 Integrative Business Model

The integrative business model is where the OEM internalises B2U into their own
business, developing and delivering the final solutions for the end-customers. In this
case, the OEM leverages its own networks to maximise the value that they can
obtain from delivering that final product or service to the end-customers. The
integrative business model requires very high OEM engagement and diversified
resources and capabilities of the company and is likely to be restricted to certain
applications due to OEMs’ limited access to certain markets (e.g. grid-scale
applications). The OEM’s value capture portion is the highest among all the
business model types because the OEM internalises the role of B2U solution
provider which enables them to obtain all the potential value delivered by the final
solution. However, the value captured from second-life batteries might not be the
highest because of the OEM’s limited access to the energy market.

In summary, a typology of B2U business models is proposed. The typology
compares existing B2U business models in practice to illustrate how automotive
OEMs interact in different ways with stakeholders from the energy sector to create
and capture value from second-life batteries. The standard and integrative business
models are the two extremes of the existing B2U business models. Evidence from
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the case studies shows that the standard business model requires little OEM
engagement but is very vulnerable to competitors. The integrative business model,
on the other side, allows the OEM to capture higher value portion from B2U than
other business models but is restricted in terms of markets and applications.

4 Challenges of Implementing B2U

Despite the envisioned benefits of repurposing retired EV batteries for stationary
storage, there are manifold challenges regarding B2U that could significantly reduce
the value of second-life batteries. Four critical challenges are found from the seven
case studies: competitiveness, uncertainty, design and regulation. The four critical
challenges are refined and generalised from the individual case studies to reflect the
more general nature of the cross-case findings. For example, the ‘uncertain flow of
batteries’, the ‘uncertain second-life battery performance’ and ‘customers’ concerns
over second-life batteries’ are grouped into the challenge of ‘uncertainty’.

4.1 Competitiveness

The competition that comes from new batteries was commented on by interviewees
from all seven case studies. In four out of the seven cases (case I, II, III and IV), the
competition from increasingly cheap new batteries was described by the OEMs as
one of the most critical B2U challenges. The existing data show that currently, the
relatively cheap price of second-life batteries compared with new batteries is
regarded as the main motivation for many companies to develop B2U. However, it
is also expected that by the time the 8- or 10-year-old batteries are taken out of the
cars, there will be new generations of batteries in the market with not only cheaper
price but also much better quality and performance, which would make the life of
second-life batteries more difficult. In that case, the cost competitiveness and thus
the attractiveness of second-life batteries would be diminished. The OEMs are now
trying to reduce the cost of battery repurposing, for instance, using the whole
battery pack as it is to avoid costs regarding opening the pack, so as to keep the cost
competitiveness of second-life batteries (case IV, V and VI).

4.2 Uncertainty

4.2.1 Uncertain Flow of Second-Life Batteries

The other critical challenge most clearly mentioned by the OEMs is managing the
flow of second-life batteries (case I, III, VI, VII). Unlike new batteries, the volume
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of second-life batteries that will come back to the OEMs is somewhat out of control
because it depends on the customer’s behaviour—when they retire the batteries, and
whether they will trade their old EVs into the second-hand car market. This adds to
the uncertainty in terms of the volume of batteries available for the OEMs. And if
the OEMs sell second-life batteries to their customers, the uncertain return flow of
the batteries also causes anxiety for the purchasers of the battery due to a lack of
steady supply. This would make the business more difficult, especially for
large-scale applications which require a steady supply of batteries with a large
volume.

In case I, for example, the energy storage start-up (Company B) expressed their
concerns about the amount of second-life batteries available from the OEM. They
are not too concerned now because the scale of their business is small. However,
they said they need to be sure about the volume in order to scale up their businesses;
otherwise, they will stop using second-life batteries in the future. This is not
mentioned in case II, and it might be because the core business of Company E is
using new batteries and second-life battery is just an option for them. And in
case V, the business model is service-based rather than selling the batteries so the
OEM does not need to make their customers feel ‘secure’ about the battery supply.
The OEM in case IV did not indicate the challenge, but they said they have sold out
of second-life batteries which imply a lack of steady battery flow.

In the author’s view, it seems that the scale of second-life batteries would solve
this problem in the future but it might also generate more competition for the
volume out there. When second-life battery supply scales up, it becomes a com-
petitive issue where the best models that offer the highest price will be able to
obtain the most batteries.

4.2.2 Uncertain Second-Life Battery Performance

The uncertainty in the remained battery lifetime and performance degradation in
various energy storage applications is perceived as another B2U challenge for both
the second-life battery providers and buyers (case I, III, V and VI). Unlike new
batteries that are designed for energy storage, the lifetime and degradation of
second-life batteries are quite uncertain, depending on both how they were used in
their first life in the EVs and how they are going to be used during their second-life
in stationary storage applications.

This uncertainty is said to be caused by (a) the lack of systemic and sophisticated
data collection onboard; (b) the lack of effective data analysis; and (c) the lack of
sharing with downstream stakeholders on the battery health over its first life in
vehicles. One of the OEMs said: ‘We have the global data centre so the data is
enough. What matters is how we can analyse the data. For the time being, we can’t
precisely predict the remained lifetime but it is under the way…’ (O-1-1). However,
the interviewee of one of the downstream energy companies said: ‘They (the OEM)
don’t track all the information we would like to have…at least not in such an
efficient way as we would like it to be…If they track all the information, we would
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get much more proper picture about the quality of the battery at the end of life…’
(E-4). In addition, one of the interviewees commented on current battery testing:
‘This testing is not going to tell you the performance forward because that requires
a lot more information from the OEM’ (L-1). It can be seen from the data that there
is information asymmetry between the battery provider and downstream stake-
holders, which indicates the need for closer communication and information sharing
between B2U stakeholders.

Besides, there is a lack of understanding of second-life battery ageing behaviours
in specific energy storage applications and a data sharing platform among stake-
holders. Since each battery ages differently under the varying historical operating
conditions in the EVs and complex usage profiles in energy storage, it is difficult to
predict the exact ageing behaviour of the batteries during their second-life. Without
a proper tracking of the historical usage data of the batteries and evaluation of the
second-life battery performance, it is not very likely that the in the long-term OEMs
could persuade customers to buy their second-life batteries.

4.2.3 Customers’ Concerns Over Second-Life Batteries

The data show that from the customer’s side, the major challenge of acquiring
second-life batteries is their concerns over second-life batteries (case III and IV). As
one of the interviewees said: ‘Another challenge is that people often have low price
expectation for second-life batteries, so we have to tell them the value of the
system…’ (E-3). In general, customers have a bias against used products—they feel
insecure about second-life batteries and they have low price expectations. Besides,
customers have poor understanding of the value of second-life batteries. They do
not have the knowledge about the functionalities of the battery storage system, and
they lack the skills or experience for operating the system. Those concerns could
strongly influence customers’ buying decisions and impair the real value of
second-life batteries.

4.3 Design

From the B2U repurposer’s perspective, one of the challenges of B2U is in regard
to the initial battery design. As commented by one of the interviewees in case V:
‘Currently the car manufacturers design the batteries only for being used in the
car’ (E-4). The data show that the battery repurposing cost is significantly affected
by how the batteries were initially designed. For example, if the BMS does not
properly track and collect the battery usage data over its first life in EVs, the battery
state of health (SOH) could not be evaluated, and thus batteries would need to be
sent to a third party for testing. This incurs extra cost in battery transportation and
testing. Besides, if the components inside the battery pack such as the BMS are not
compatible with stationary storage applications, a new BMS needs to be built and
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implemented to the battery system which brings additional costs for battery
repurposing.

It is obvious that the car manufacturers will always prioritise the battery design
for the EVs. However, a systemic design thinking that incorporates second-life
repurposing into the initial battery design would greatly smooth the whole repur-
posing process and reduce/avoids relevant costs. And as one of the interviewees
commented: ‘It is a matter of consideration, not cost’. Some OEMs are aware of the
importance of design for repurposing and have taken measures either in the form of
battery architecture redesign or the improvement of battery control and data
tracking system (e.g. case IV).

4.4 Regulation

In terms of regulation, the data show that there are three major challenges existing,
depending on the countries and regions. The first is the waste and transportation
regulation. Currently, second-life batteries are not clearly defined in the regulation
in most countries. As the interviewee of case VI said: ‘Because the battery is
considered to be dangerous goods, the transportation is very expensive…the sec-
ond-life battery is not really defined…it shouldn’t be regarded as waste, otherwise
there will be other regulations and complicated stuff’.

The second regulatory challenge is regarding battery storage for the energy
market. As commented by one of the interviewees in case VI, for example, ‘If the
regulation is not open, the business model could not fly’. The large amount of
confirming data from other interviews also shows that the electricity market reg-
ulations in most regions are not open and transparent yet, which might kill many
potential business cases. Stakeholders in the case studies expect that the regulators
could understand more about the role and value of batteries in the energy market
and accept battery storage as equal to other means of storing or creating energy to
support the power grid.

The third challenge is that in some regions such as California, there are incentive
programmes that only subsidise new batteries but not second-life batteries, which is
unfavourable for second-life batteries to compete in the energy market.

In summary, the four critical challenges identified across the seven case studies,
namely competitiveness, uncertainty, design and regulation, show that B2U is still
at its emerging stage with multiple challenges facing B2U players. A summary of
the B2U challenges is presented in Fig. 2.

5 Role of Business Models in B2U

Many of the critical challenges confronted by B2U stakeholders are still perceived
as operating under the ‘business-as-usual’ scenario with the traditional product
selling model. Offering the repurposed battery as a discounted product (compared
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with new batteries) is pushing the ‘inferior’ second-life batteries into increasingly
fierce competition with new batteries, which reduces the real value of the battery
and is not sustainable. Under the ‘sell-and-disengage’ logic, the only way for
second-life batteries to compete is to lower the price continuously with the
decreasing cost of new batteries. The reward from selling the battery asset is thus
very low. And one day when the cost advantage of second-life batteries becomes
negligible, the ‘inferior’ aged batteries will be driven out of the market. The data
from the seven case studies suggest that the ‘sell-and-disengage’ business model is
not helping stakeholders extract the potential value of second-life batteries in
energy storage.

To achieve the potential benefits that can be delivered from B2U, a new per-
spective of perceiving the value of second-life batteries more than a physical
product is needed. As one of the interviewees in case I commented: ‘One important
thing to keep in mind is that it (B2U) doesn’t diminish the utility of the battery, the
battery is just as good as any energy storage device. And regardless of what the
price point is comparatively, it still has a good function and capability. It is, how
can you create a structure that makes it worthwhile to pursue that matters’ (O-1-1).
Though somewhat degraded in terms of capacity, the value of the storage capacity
of second-life batteries should not be discounted. When applied in certain appli-
cations, a second-life battery could deliver just the same functions and services as a
new one. The key is to best utilise the remained capacity of second-life batteries in
the right energy storage applications to generate value.

However, a second-life battery itself does not have a value proposition, and it is
the business model that creates value for second-life batteries and helps stake-
holders capture the benefits. Business models and the logic of value exchange were
a constant part of the case study interviews even when speaking to the technical
people. One of the interviewees, for example, emphasised the importance of a good

Critical B2U challenges

Competitiveness
Competition from 

increasingly cheaper 
new batteries

Uncertainty
Uncertain flow of

second-life batteries;
Uncertain

performance of
second-life batteries;
Custmer's concerns

over second-life
batteries

Design
Incorporation of

B2U into the initial 
battery design

Regulations
Lack of clear definition

of second-life batteries in
waste and transportation

regulations;
Lack of open and

transparent regulations in
energy storage;

Lack of subsidies for
second-life batteries

Fig. 2 Summary of critical B2U challenges

334 N. Jiao and S. Evans



business model on B2U: ‘A good business model is the key so the customer can
pleasingly accept the storage system’ (BJV-1). In some cases, customers do not
really care whether the battery is new or old, they only want the power or capacity
services delivered by the batteries. As captured in the following quotes: ‘A battery
doesn’t do anything—it is what you built around the battery to solve what pain
points for your customers. Our customers don’t care whether you use second-life
batteries, as long as it does what they tell us to do’ (E-1).

A shift to services in the B2U business models was found in some case studies.
The data suggest that the ‘inferiority’ of second-life batteries could be overcome by
delivering the solutions customers want rather than selling the physical asset. In that
case, what matters most is not how fancy the battery itself is, but the value of the
solutions delivered by the battery through the business models. The value that
stakeholders capture from delivering that solutions could also be optimised because
they can continuously engage in and benefit from the various services provided
through the battery rather than the one-off product selling.

Due to the very nature of second-life batteries, which are used products, the
business model plays a pivotal role in achieving the potential value of the batteries.
The data indicate that a good business model could help address the challenges of
B2U to overcome the ‘inferiority’ of second-life batteries as used products.

6 How to Better Design Business Models for B2U

Three aspects, namely lifecycle thinking, system-level thinking and the shift to
services are proposed as helpful perspectives for stakeholders to better design their
BMs so as to achieve the potential value of second-life batteries. The three aspects
are discussed in turn below.

6.1 Lifecycle Thinking for Analysing the Potential Value
of Second-Life Batteries

In the light of the earlier discussion of the critical challenges of B2U (Sect. 4) that
might impair the real value of second-life batteries, we can now ask the question
what is the potential value of second-life batteries? At the nascent stage of B2U, the
value of second-life batteries is still poorly understood and B2U stakeholders are
not very good at extracting value from second-life batteries. All seven case studies
show that there are actually more B2U benefits available that manufacturing firms
are not accessing. Across the data, it is found that there are value opportunities
existed in various stages of the battery life cycle. In this section, a battery lifecycle
thinking perspective is proposed to help analyse the potential value of second-life
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batteries and identify opportunities for improved value creation along the battery
life cycle.

Second-life batteries, by definition, are ‘inferior’ to new batteries in terms of
performance, lifetime and functionalities for some specific applications. However,
the potential value of second-life batteries could be as high as or even higher than
that of a new battery if equipped with a good business model. At this emerging
stage of B2U, it is important for stakeholders to understand the potential value of
second-life batteries so as to identify value opportunities to better design business
models for increased value creation. Based on the value creation and capture
analysis in the seven case studies, it is found that a whole lifecycle thinking, which
integrates the battery’s first life in EVs, second-life in storage applications and
end-of-life recycling, is helpful to understand the value created for various stake-
holders and potential value opportunities along the whole battery life cycle.

Unlike new batteries designed for stationary storage, the data show that
second-life batteries involve many different stakeholders at various stages of its life
cycle. B2U itself is considered as an end-of-life strategy for vehicle batteries and a
circular approach to creating value from ‘waste’. However, repurposing a
second-life for the batteries also means that those once scrapped batteries will start a
new life cycle in a different application. For second-life batteries, the initial battery
conditions depend on how they were designed and used during their first life in the
vehicles. In other words, the battery’s first life partially determines the performance
and remained value of second-life batteries. On the other hand, the value analysis
should also include the final EOL when the batteries could not be utilised anymore,
for example, the value of recycling.

Therefore, analysing the value of second-life batteries should be embedded in
considering its whole life cycle in a broader sense that includes multiple lives:
(a) the first life in the EVs, (b) the second-life in, for example, stationary storage
applications and (c) the EOL when the batteries are recycled/disposed. The key
stages of the battery life cycle are illustrated in Fig. 3 to help analyse how
second-life battery value could be improved by considering the entire battery life
cycle.

(a) Battery first life

As shown in Fig. 3, the battery first life includes battery design and manufacturing,
vehicle use and return for collection. The battery is designed and manufactured for
the EVs by the automotive OEMs and/or battery producers. Then the batteries are

Fig. 3 Key stages of the lifecycle thinking for increased value of second-life batteries
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used as the vehicle traction by the EV customers. After 8–10 years when the
batteries could not satisfy EV drivers’ demands such as driving range, acceleration
and charging rate, the EV owners will return the old batteries to the OEMs. The
initial status and thus the remained value of the second-life batteries depends on
how they were initially designed and used during their first life. The data indicate
that three aspects of the battery first life, namely initial battery design, EV battery
ownership and education for consumers, could be considered to facilitate B2U and
increase the battery value.

Initial battery design

As discussed in the previous section, incorporating B2U into the initial EV battery
design through, for example, better data tracking and collection, as well as
improved reusability and durability of the battery pack components, could greatly
reduce the battery repurposing cost and smooth the process of B2U.

EV battery ownership

The second is the EV business models regarding battery ownership. One challenge
discussed above is the management of the second-life battery flow. In most cases,
once the OEMs sell the EVs they do not have the ownership of the batteries
anymore. They might have the liability for battery recycling, depending on regions,
but they actually have little control over the battery flow in terms of when the
retired batteries will come back, for example. Interestingly, in one of the case
studies (case VI) where 80 to 90% of the EV batteries are on the leasing mode, the
OEM remains the ownership of the battery and, thus, has much more control over
the volume and quality of the batteries coming back. In addition, because the OEM
owns the battery property, they provide various maintenance services to the EV
customers to keep the battery running under the best possible conditions. When the
battery capacity drops to a certain level, the OEM swaps the batteries and keeps the
old ones for repurposing or recycling depending on the battery conditions. In that
case, the battery quality is also more unified which enables more efficient and
profitable B2U.

Education for the consumers

The third aspect of improving the residual value of second-life batteries is to
educate the EV customers on better utilising the batteries. OEMs could give advice
to the EV drivers in terms of how to take care of the batteries during EV driving and
help them understand the value of their batteries after the vehicle life. Rewarding
mechanisms could also be built where customers get a better price if they return
batteries with higher quality. Besides, the OEMs could offer maintenance services
on a regular basis to check the batteries and repair any degraded components if
necessary to avoid further deterioration of the batteries. In that case, the customer
relationship is strengthened which also brings value for the OEMs in terms of more
valuable EV offerings for the customers.
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(b) Battery second-life

As shown in Fig. 3, the battery second-life includes battery collection, repurposing
(e.g. testing, grading, system integration) and second use in various energy storage
applications. After the batteries are retired from the EVs, the automotive OEMs
collect the batteries through their car dealers, test them and decide whether to
repurpose or recycle them. For batteries that could be further utilised, they will be
graded according to their remained capacity and then sorted and repackaged.
Depending on the applications, the batteries are integrated to build the energy
storage systems by the automotive OEMs and/or the energy companies. The storage
system composed of second-life batteries is then sold to the customers in the energy
market or operated to provide various energy services. Since the batteries are
repurposed for a different application (energy storage) than in the automotive
industry, multiple stakeholders across sectors might be involved at different stages
and it is essential to coordinate among stakeholders to optimise the cost structure
and improve the total value creation. The data suggest that four aspects of the
battery second-life, namely battery redemption, battery repurposing strategies, and
battery testing and grading should be taken into consideration to increase the value
of second-life batteries.

Battery redemption

In terms of battery collection, normally the EV customers will return the old bat-
teries to the car dealers who then send the all the batteries, good or bad, back to the
OEMs. Interestingly, in one of the case studies (case VII) the interviewees proposed
a fast testing plan where the batteries are tested at the dealers to quickly check their
conditions. Only the batteries qualified for further utilisation will be transported to
the OEMs while the bad quality ones will be sent directly for recycling which saves
cost in battery transportation. In another case study, the OEM outsourced a third
party to do the logistics who collect the batteries for them from their car dealers.
The OEMs need to weigh the cost of battery collection against their specific situ-
ations to decide a most cost-efficient plan.

Battery repurposing strategies

Based on the seven case studies, the data show that there are generally two different
battery repurposing strategies: (a) to disassemble the battery pack into modules and
repackage the modules and (b) to reuse the whole battery pack as it is. According to
the case studies, both strategies are used in practice by different OEMs. Most of the
OEMs adopt the latter strategy to reuse the whole battery pack in that the costs
regarding opening the battery pack, testing individual modules and repackaging can
be avoided. In addition, key components such as the BMS and cooling functions
could also be reused to avoid additional cost. However, some of the OEMs insist
that reassembling the modules of similar conditions could extend the lifetime of the
battery and thus increase its residual value. Currently, there is no consensus on
which strategy is more economically viable but both will require the incorporation
of second use into the initial battery design. For example, if you want to
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disassemble the battery pack into modules for reuse, the battery should be designed
for easy disassembling. On the other hand, if you want to reuse the pack as it is in
stationary storage applications, you need to ensure the reusability and durability of
the battery components needed for second-life applications so that they could also
be reused as a whole in a more sustainable way.

Battery testing and grading

The batteries are then tested, graded and sorted for different second-life applica-
tions. In some cases, battery testing and grading are done by external parties which
incur extra costs. How much the cost can be internalised depends on how much
efforts the OEMs make in tracking the battery data during its first life in EVs and
being able to analyse that data. Depending on the capacity remained, the batteries
are then graded and sorted for different stationary storage applications. However,
knowledge in energy storage is also required to determine what is the best usage
profile for each battery to better utilise the battery value. In most cases, the OEMs
bring in partners from the energy sector to develop or assist them in designing the
final solutions that commercialise second-life batteries into the right energy market.

(c) Battery EOL

Depending on the battery conditions after its first life and its usage profiles during
second-life, second-life batteries could be used in stationary storage applications for
another 5–15 years. After that when the batteries could not be further utilised, they
will be recycled. Currently, the recycling system for lithium-ion batteries is not
established yet, so the cost of recycling EV batteries could be quite high in the near
term. According to the case studies, battery recycling incurs cost nowadays but it is
possible that in the future, recycling will bring profits instead of incurring expenses.
Through deploying second-life batteries in stationary storage applications for
another 5 or 10 years, for example, the OEMs could defer the recycling phase and
turn the cost into revenue opportunities. As one of the OEMs said: ‘This (recycling)
is important to follow up because recycling cost will always change. Today there
might be a cost to it, tomorrow it might be a benefit’ (O-3). In B2U, the stake-
holders should also make clear the battery recycling responsibilities for the very end
of the battery life.

In summary, thinking about B2U from the lifecycle perspective is helpful to
analyse the potential value of second-life batteries and identify opportunities where
possible for increased value creation. At the emerging stage of B2U, it is essential
that stakeholders understand the potential value of second-life batteries at this
system level so as to better design their business models to achieve that value. The
lifecycle thinking helps integrate resources and knowledge from cross-sector
stakeholders to optimise the cost structure over the entire battery value chain.
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6.2 System-Level Design for Achieving the Potential Value
of Second-Life Batteries

The value of second-life batteries in energy storage is delivered to the
end-customers either in the form of the battery products or the services provided by
the storage systems. How to best utilise the value of the batteries requires the
integration of knowledge and expertise from both the automotive and the energy
sectors, as well as a good business model that helps deliver that value to various
stakeholders involved. The business model analysis in the seven case studies shows
that the system-level perspective which transcends the firm boundaries is helpful to
analyse the total value creation for second-life batteries. This section aims to present
how system-level thinking could help achieve the potential value of second-life
batteries.

It can be seen from the data that if the OEM only looks at the benefits of B2U
from the firm perspective, the perceived value of second-life batteries is segmented
because the full value of the battery is not achieved until the final battery solution is
delivered to the end-customers. From the OEM’s perspective, for example, in cases
where they sell the batteries, the value of second-life batteries for them is just the
sales of the battery asset. However, there are much more benefits delivered through
the batteries, for example, the value of various energy services, that the OEMs are
not accessing. The system-level thinking is helpful for the B2U stakeholders to
analyse the full potential value of the batteries, identify value opportunities and
design business models to better achieve that value.

On the other hand, thinking about B2U only from the firm perspective is not
helping extract the potential value from second-life batteries. The data show that
under the ‘selling and buying’ logic, some of the systems are badly designed and
they are fragile. In that case, people just want to sell the batteries to obtain addi-
tional revenues without trying to optimise the value system. They seem to work for
a period of time when they can predict second-life battery price is lower than new
batteries, but they are not sustainable business model in the medium term because
other things are changing. For example, one of the interviewees of Company B
complained: ‘If we can’t get a warranty then we will stop using Company A’s
second-life batteries… In order to scale up, we need to be 100% certain that
Company A is going to keep providing us batteries, but I can’t be sure about that,
not today…If the OEMs are too difficult to work with, then we will simply move to
other suppliers… and because battery price is falling so quickly, we think in the
long run our main suppliers would be new battery manufacturers’ (E-2).

When Company B is small and only doing business on a small scale, it is not so
concerned about the transparency of the schedule, but if they want to scale it, they
have to be sure about the battery supply and they need proper contracts and
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warranties. However, the OEM (Company A) in this case is not helping make the
life easier for Company B. They are not concerned about how Company B creates
value for second-life batteries, and they are not helping optimise the total value
creation for the batteries. The consequence of that is their reward from B2U is very
small, and their business model is very vulnerable to competitors.

At the system level, the total value creation for second-life batteries determines
the ‘overall size of the value pie’, which is also the upper limit of the value that
stakeholders can capture from. The data suggest that if one is only trying to create
and capture value from the firm perspective, they are partially optimising the value
without increasing the ‘overall size of the value pie’. In order to increase the total
value creation for the batteries and thus their value capture potential, stakeholders
should also consider the value creation of other players and design business models
to facilitate value creation for the whole value system. The system-level thinking
that considers value creation and capture of various stakeholders as well as the
synergies between them help stakeholders better understand how to increase the
system-level value creation for second-life batteries to enlarge the ‘value pie’.

In summary, system-level thinking is helpful for stakeholders to analyse the
potential value of second-life batteries and identify value opportunities. It could
also help stakeholders increase the total value creation for the batteries and thus
optimise the ‘overall size of the value pie’. B2U stakeholders should take the
system perspective into their business model design to enlarge the ‘value pie’ so as
to achieve the potential value of the batteries and enable more value capture for
themselves.

6.3 Shift to Services

As discussed in Sect. 6.1, business model is a key in overcoming the B2U chal-
lenges and achieving the potential value of second-life batteries. The data suggest
that the traditional ‘selling and buying’ logic is no longer suitable for B2U, and a
shift to services has been observed in all seven case studies. The section further
synthesises the previous findings and discusses how the concept of service could
help achieve the battery value and how stakeholders could better integrate this
concept into their business models.

In terms of providing the final battery solutions to the end-customers, the
business model analysis shows that in most cases, the B2U solution providers are
offering substituting or adapting services that either extend the value propositions of
the battery or replace the purchase of a product altogether. The interview data
suggest that integrating services into the business models changes the perceived
value of second-life batteries. Interestingly, in three out of seven cases, the B2U
solution providers are offering energy storage as a service without selling any
physical products. Customers in these cases are not so concerned about how good
the battery is, and they are not comparing the prices because they do not own the
battery asset. What matters to them is the energy storage solutions and the value of
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the services provided through the batteries. For example, one of the interviewees in
case I commented: ‘Our customers don’t care whether you use Company A’s old
batteries, as long as it does what they tell us to do’ (E-1). One of the interviewees in
case II also said: ‘Customers won’t care that it’s used batteries because they can get
more savings. In our case, it becomes our risk where we own the asset’ (E-2). The
data suggest that offering substituting services allows companies to take full
advantage of the remained value of the batteries to design differentiated value
propositions that satisfy customers’ demands in energy storage. Furthermore, it
reduces the risks on the customers, which makes it easier and faster to enter the
market. It proves to be useful, especially in the ferment stages of B2U, when
customers are not familiar with the technology and feel unsecured about used
products.

In terms of the OEM’s business model, the data show that apart from case V and
VII where the OEMs retain the battery ownership, in all the other five cases the
OEMs are selling the batteries to the B2U solution providers. Most of them provide
smoothing services such as warranties and technical support that complement their
battery offers. They are not separately providing and benefiting from the services,
but they obtain higher revenues from selling the more ‘premium’ battery product
compared with the pure selling model. In case III, the consultancy service is also an
important part of the OEM’s value proposition. The OEM profits from providing
consultancy services apart from selling the batteries. In those cases, the OEMs
benefit more or less from providing the services. However, they are still selling the
batteries and once they sell the batteries they stop profiting from the potential value
of the various energy services provided by the batteries. In case V, the OEM retains
the ownership of the battery and brings the batteries into the joint venture. The B2U
solution provider is providing services to the OEM to help them develop and
deliver the final solutions to the end-customers. The OEM shares the revenues from
the energy services provided by the batteries, and they are able to continuously
capture value from the batteries during the entire second-life of the battery.

The data suggest that integrating the concept of service could help OEMs
generate more value from B2U than the traditional selling model. If the main value
proposition for the OEM is the sales of the battery, there are various transaction
costs involved and the OEM also fails to profit from the potential value of the
energy services provided through the batteries. As commented by one of the
interviewees: ‘If OEMs sell the battery they are in huge competition because there
will always be someone who sells cheaper. As the most valuable asset, it doesn’t
make sense for OEMs to sell the battery’ (E-4). With new battery price dropping
rapidly, the selling model for second-life batteries would put OEMs in increasingly
fierce competition in the battery market. The interviewee continued: ‘As an OEM,
you know the value, how long the battery can last and so on…they should provide
the battery and they also know the battery best. If they sell the battery, the cus-
tomers ask for warranty for several years and so on and these are all the cost
factors that you pay for.’ (E-4)
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In summary, in the nascent phase of B2U, there is no established market for
second-life batteries. B2U stakeholders are still exploring how to approach potential
customers—whether to just sell the batteries, or add some services to the battery
offers, or just offer services. The findings from this research suggest that in this
early stage of the industry characterised by high uncertainties of both the supplier
and customer, B2U stakeholders could either provide complementary services or
retain the ownership of the battery to reduce risks on the customers. In particular,
providing energy storage as a service instead of selling the physical product enables
stakeholders to differentiate their value propositions and overcome the ‘inferiority’
of second-life batteries as ‘used product’. Result-oriented services also lead to
opportunities for B2U stakeholders to develop innovative business models for
second-life batteries.

7 Conclusions

In summary, this paper has provided insights concerning the value system of B2U.
Through seven in-depth case studies with multiple B2U stakeholders, a typology of
current B2U business models has been proposed that show how B2U stakeholders
are interacting with each other to generate value from second-life batteries. Four
critical B2U challenges have been identified (competitiveness, uncertainty, design
and regulations) that help understand the factors that might impair the potential
value of second-life batteries. The findings also show that innovative business
model is a key to addressing the B2U challenges and overcoming the ‘inferiority’ of
second-life batteries as used products. Three critical business model design ele-
ments, namely lifecycle thinking, system-level design and shift to services, have
been proposed as helpful aspects for B2U stakeholders to consider for better
designing their business models and extract more value from B2U.
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