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Preface

It is a great pleasure to introduce you all to the proceedings of the 7th International
Conference on Pattern Recognition and Machine Intelligence (PReMI 2017), held at
the Indian Statistical Institute (ISI), Kolkata, India, during December 5–8, 2017. The
objective of the conference is to introduce to the community the most recent
advancements in research in the domain of pattern recognition and machine intelli-
gence. Our goal is to encourage academic and industrial collaboration in all related
fields in machine learning involving scientists, engineers, professionals, researchers,
and students from India and abroad. The conference is held biennially to make it an
ideal platform for researcher all over the world to come and share their views and
experiences. This was the seventh edition in this series, being held in the year marking
the 125th birthday of late Prof. Prasanta Chandra Mahalanobis.

Professor Mahalanobis was the founder of the Indian Statistical Institute and the
father of modern statistics in India. As researchers in pattern recognition and machine
learning we are immensely indebted to him. He was instrumental in inspiring the
design of the first analog computer in India in 1953. He brought to ISI the first digital
computer to India in the year 1955. As a mark of our respect to this monumental
personality, we organized a Special Session on “Celebration of 125th Birth Anniver-
sary of Professor P.C. Mahalanobis” at PReMI 2017.

The conference comprised several keynote and invited lecturers delivered by emi-
nent and distinguished researchers from around the world. Both the invited and the
technical sessions featured interesting lectures in classic and contemporary aspects of
machina intelligence. The topics range from deep learning and Internet of Things
(IoT) to computer vision and big data analytics. There were two exclusive sessions on
“Deep Learning” and “Spatial Data Science and Engineering” Like previous editions,
PReMI 2017 had a very good response in terms of paper submissions. Altogether there
were 293 submissions from about 15 countries spanning three continents. Each paper
was critically reviewed by experts in the field, after which 85 papers (29% acceptance
rate) were accepted for inclusion in these proceedings. The accepted papers are divided
into ten groups, although there could be some overlap. Articles written by the keynote
and invited speakers are also included in the proceedings (mostly abstracts).

We wish to express our appreciation to the Program Committee and Technical
Review Committee members, who worked hard to ensure the quality of the contri-
butions of this volume. We are thankful to the editors of the journals Fundamenta
Informaticae and Applied Soft Computing for kindly agreeing to publish the extended
versions of some of the selected papers in their esteemed journals. We also take this
opportunity to thank Professors Vineet Bafna, Andrzej Skowron, Farzin Deravi,
Upinder S. Bhalla, Uday B. Desai, Soumen Chakraborti, Ambarish Ghosh, Partha
Pratim Majumder, Probal Chaudhuri, Subhasis Chaudhuri, David Zhang, and Shalabh
Bhatnagar for accepting our invitation to deliver keynote, invited, and special lectures
during the conference. We gratefully acknowledge Alfred Hofmann of Springer for his



co-operation in the publication of the PReMI 2017 proceedings in the LNCS series, as
done for the previous editions. We would like to thank all the organizations who either
endorsed or sponsored this conference technically or financially. We are grateful to
EasyChair for providing us with a wonderful platform for conducting the entire process
of paper review. Last but not the least, we take this opportunity to thank all the
contributors for their enthusiastic response, without which no conference can ever be
successful.

While preparing the proceedings we mourned the sad demise of Professor Lotfi A.
Zadeh, the founder of fuzzy mathematics, an imperative part of contemporary machine
learning. He was on the advisory board of PReMI ever since its inception in 2005,
including the present edition. Our institute honored him with a doctor honoris causa in
2006 during its annual convocation. We express our deep condolences to his family
and all his friends and colleagues. It is a great loss to the pattern recognition and soft
computing/computational intelligence community.

Our best wishes to all the participants of PReMI 2017 conference. May this volume,
which contains the papers presented at PReMI 2017 prove to be a valuable source of
reference for ongoing and future research work.

December 2017 B. Uma Shankar
Kuntal Ghosh

Deba Prasad Mandal
Shubhra Sankar Ray

David Zhang
Sankar K. Pal
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Message from the General Chair

PReMI, the biennial International Conference on Pattern Recognition and Machine
Intelligence, returned to Kolkata, the City of Joy, after its sixth edition in Warsaw,
Poland, in June/July 2015! I am delighted that the seventh edition (PReMI 2017) was
held in the year that marks the 125th birthday of late Prof. Prasanta Chandra Maha-
lanobis, the founder of our Indian Statistical Institute.

Like earlier versions, PReMI 2017 had a nice mixture of keynote and invited
speeches, and quality research papers using both classic and modern computing
paradigms, covering different facets of pattern recognition and machine intelligence
with real-life applications. Apart from classic topics, special emphasis was given to
contemporary research areas such as big data analytics, deep learning, Internet of
Things, and computer vision through both regular and special sessions. Some
post-conference special issues will be published as done in the past. All these make
PReMI 2017 an ideal state-of-the-art platform for researchers and practitioners to
exchange ideas and enrich their knowledge.

I thank all the participants, speakers, reviewers, and members of various committees
for making this event a grand success. My thanks are also due to the sponsors for their
support, and Springer for publishing the PReMI proceedings, since its first edition in
2005, in the prestigious LNCS series.

I trust, the participants had an academically fruitful and enjoyable stay in Kolkata.

December 2017 Sankar K. Pal
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Interactive Granular Computing
in Data Science

Andrzej Skowron1, 2

1 Faculty of Mathematics, Computer Science and Mechanics,
University of Warsaw, Poland
skowron@mimuw.edu.pl

2 Systems Research Institute, Polish Academy of Sciences

We discuss Interactive Granular Computing (IGrC) as the basis of a Data Science
computing model. IGrC binds together and brings a synchronous cooperation among
the following four basic concepts of Artificial Intelligence: language, reasoning, per-
ception, and action. This, together with information granulation, helps agents to deal
with many complex tasks of perceiving or transforming compound abstract and
physical objects (e.g., in the context of complex spatio-temporal space). One should
consider that in Data Science agents collecting data have control over the data
acquisition, i.e., they are deciding say which data, using which sources, at what time,
and why should be collected.

Basic objects in IGrC are complex granules (c-granules or granules, for short).
They are grounded in the physical reality and are, in particular, responsible for gen-
eration of the networks of information systems (data tables) through interactions with
the configurations of physical objects. Development of a particular network of infor-
mation systems is guided by the need to learn the relevant computational building
blocks that are necessary for perception, using the formulation by Leslie Valiant.
Among these blocks, often learned hierarchically, one can distinguish patterns, clusters
or classifiers. The computational building blocks are used by agents, e.g., for
approximation of conditions responsible for initiating actions or plans. Agents per-
forming computations based on interaction with the physical environment learn new
c-granules, in particular, in the form of interaction rules, representing knowledge not
known a priori by agents. These new c-granules are used not only for construction of
compound abstract objects but also of compound physical objects, e.g., sensors com-
posed out of more primitive sensors. Learning of interaction rules also supports the
control of agents, in particular the self-organized distributed control. Numerous tasks of
agents may be classified as control tasks performed by agents aiming at achieving the
high quality computational trajectories of configurations of c-granules relative to the
considered quality measures over the trajectories.

Reasoning supporting agents in searching for solutions of their tasks is based on
adaptive judgment, an important component of IGrC. Methods based on adaptive
judgment allow agents to construct from given configurations of their c-granules new
ones. These new configurations of c-granules should be constructed taking into account
the needs of agents realized through interactions with the environment. Here, new



challenges are related to developing strategies for predicting and controlling behaviors
of agents. We propose to investigate these challenges using the IGrC framework with
adaptive judgment used for controlling of computations performed on c-granules. For
example, adaptive judgment is used in adaptive learning of rough set based approxi-
mations of complex vague concepts evolving with time. It is also used in the risk
management of granular computations, carried out by agents, toward achieving the
agent needs.

XVI A. Skowron



Identifying the Favored Allele
in a Selective Sweep

Vineet Bafna

Computer Science and Engineering University of California,
San Diego, USA

vbafna@eng.ucsd.edu

Abstract. Selection is a dominant force in evolution. Mutations arising at ran-
dom might favor individuals in a specific environmental niche, and populations
adapt by rapidly increasing the frequency of individuals carrying the favored
mutations. The selection process results in distinct patterns (a signature) of allele
frequencies and haplotype structures that can be exploited to identify the genes
responding to selection pressure. A study of selection signals in humans has led
to molecular insight into the evolution of many natural traits such as skin and
eye color, as also adaptation to extreme environments.

Computational methods that scan population genomics data to identify
signatures of selective sweep have been actively developed, but mostly do not
identify the specific mutation favored by the selective sweep. In this talk, we
describe an approach that uses population genetics and machine learning tech-
niques to pin-point the favored mutation, even when the signature of selection
extends to 5Mbp. Our method, iSAFE, was tested extensively on simulated data
and 22 known sweeps in human populations using the 1000 genome project data
with some evidence for the favored mutation. iSAFE ranked the candidate
mutation among the top 15 (out of * 21,000 candidates) in 14 of the 22 loci,
and identified previously unreported mutations as favored the 5 regions.



Sequence Recognition as a Subcellular
Computational Primitive in Neural Function

Upinder S. Bhalla

National Centre for Biological Sciences (NCBS), Bangalore, India
bhalla@ncbs.res.in

Abstract. Many sensory, motor, and cognitive processes involve sequences
with complex hierarchical structures. In computational neuroscience these have
typically been modeled as arising from network computation. We have analyzed
how such computations may arise instead from subcellular reaction-diffusion
processes on small (*30 micron) segments of neuronal dendrites. This for-
mulation vastly increases the potential computational capacity of neuronal
networks. We consider some possible mappings of subcellular sequence com-
putation to the structure of deep learning networks. This is interesting because it
provides for very compact and efficient biological implementations of
LSTM-like networks. We speculate that there may be a parallel between some
of the computational principles of engineered networks and the hippocampal-
entorhinal cortex loop.



An Incremental Fast Policy Search
Using a Single Sample Path

Ajin George Joseph and Shalabh Bhatnagar

Indian Institute of Science, Bangalore, India
{ajin,shalabh}@iisc.ac.in

Abstract. In this paper, we consider the control problem in a reinforcement
learning setting with large state and action spaces. The control problem most
commonly addressed in the contemporary literature is to find an optimal policy
which optimizes the long run c -discounted transition costs, where c 2 0; 1½ Þ .
They also assume access to a generative model/simulator of the underlying
MDP with the hidden premise that realization of the system dynamics of the
MDP for arbitrary policies in the form of sample paths can be obtained with ease
from the model. In this paper, we consider a cost function which is the
expectation of a approximate value function w.r.t. the steady state distribution
of the Markov chain induced by the policy, without having access to the gen-
erative model. We assume that a single sample path generated using a priori
chosen behaviour policy is made available. In this information restricted setting,
we solve the generalized control problem using the incremental cross entropy
method. The proposed algorithm is shown to converge to the solution which is
globally optimal relative to the behaviour policy.



Biometric Counter-Spoofing for Mobile
Devices Using Gaze Information

Asad Ali , Nawal Alsufyani , Sanaul Hoque ,
and Farzin Deravi

School of Engineering and Digital Arts,
University of Kent, Canterbury, Kent CT2 7NT, UK

F.Deravi@kent.ac.uk

Abstract.With the rise in the use of biometric authentication on mobile devices,
it is important to address the security vulnerability of spoofing attacks where an
attacker using an artefact representing the biometric features of a genuine user
attempts to subvert the system. In this paper, techniques for presentation attack
detection are presented using gaze information with a focus on their applicability
for use on mobile devices. Novel features that rely on directing the gaze of the
user and establishing its behaviour are explored for detecting spoofing attempts.
The attack scenarios considered in this work include the use of projected photos,
2D and 3D masks. The proposed features and the systems based on them were
extensively evaluated using data captured from volunteers performing genuine
and spoofing attempts. The results of the evaluations indicate that gaze-based
features have the potential for discriminating between genuine attempts and
imposter attacks on mobile devices.

http://orcid.org/0000-0002-0233-4923
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Abstract. In this paper, we consider the control problem in a reinforce-
ment learning setting with large state and action spaces. The control
problem most commonly addressed in the contemporary literature is to
find an optimal policy which optimizes the long run γ-discounted tran-
sition costs, where γ ∈ [0, 1). They also assume access to a generative
model/simulator of the underlying MDP with the hidden premise that
realization of the system dynamics of the MDP for arbitrary policies in
the form of sample paths can be obtained with ease from the model.
In this paper, we consider a cost function which is the expectation of
a approximate value function w.r.t. the steady state distribution of the
Markov chain induced by the policy, without having access to the genera-
tive model. We assume that a single sample path generated using a priori
chosen behaviour policy is made available. In this information restricted
setting, we solve the generalized control problem using the incremental
cross entropy method. The proposed algorithm is shown to converge to
the solution which is globally optimal relative to the behaviour policy.

1 Introduction

In this paper, we consider a reinforcement learning setting with the underlying
Markov decision process (MDP) defined by the 4-tuple (S,A,R,P), where the
finite sets S and A are referred to as the state space and action space respectively.
Also, R : S×A×S → R is the reward function which defines the state transition
costs and P : S×A×A → [0, 1] is the transition probability function. A station-
ary randomized policy (SRP) π is a probability mass function over the actions
conditioned on the state space, i.e., for s ∈ S, we have π(·|s) ∈ [0, 1]|A| and∑

a∈A
π(a|s) = 1. A policy determines the action to be taken at each discrete

time step of an arbitrary realization of the MDP. In this paper, we employ a
parametrized class of SRPs {πw|w ∈ W ⊂ R

k2}. We assume that W is compact.
By complying to a policy πw, the behaviour of the MDP reduces to a Markov

chain defined by the transition probabilities Pw(s, s′) =
∑

a∈A
πw(a|s)P(s, a, s′).

The performance of a policy is usually quantified by a value function which is
defined as the long-run γ-discounted transition costs (γ ∈ [0, 1)) incurred by
the MDP while following the policy. The value function is formally defined as
follows: V w(s) = Ew

[∑
t∈N

γtR(st,at, st+1)|s0 = s
]
, s ∈ S, where Ew[·] is the

expectation w.r.t. the probability distribution of the Markov chain induced by
c© Springer International Publishing AG 2017
B.U. Shankar et al. (Eds.): PReMI 2017, LNCS 10597, pp. 3–10, 2017.
https://doi.org/10.1007/978-3-319-69900-4_1
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the policy πw. And the primary goal in an RL setting is to find the optimal policy
which solves arg maxw∈W V w without any knowledge of the model parameters P
and R. However, observations in the form of sample paths which are realizations
of the MDP under any arbitrary policy are made available.

Classical approaches have complexities which scale polynomial in the cardi-
nality of the state space and hence are intractable. This is commonly referred
to as the curse of dimensionality. Hence, one has to resort to approximation
techniques in order to achieve tractability. In this paper, for value function esti-
mation, we consider the linear function approximation. Here, for a given policy
πw, we approximate its value function V w by projecting it on to the subspace
{Φx|x ∈ R

k1}, where Φ = (φ1, φ2, . . . , φk1)
�, k1 � |S| and φi ∈ R

|S|, 1 ≤ i ≤ k1
called the prediction features are chosen a priori. In order for the projection to
be well-defined, we require the following assumption:
(A1): For each w ∈ W, the Markov chain induced by the policy πw is ergodic.

Under this assumption, one can define the weighted norm ‖ · ‖ν as follows:
For V ∈ R

|S|, ‖V ‖ν = (
∑

s∈S
V 2(s)ν(s))

1
2 , where ν is the limiting distribution

(steady state distribution) of the given sample path. If the sample path is gen-
erated using a policy πwb

, wb ∈ W (referred to as the behaviour policy), then
the limiting distribution is the stationary distribution νwb

of the Markov chain
induced by the behaviour policy πwb

. Therefore, the linear function approxima-
tion of the value function V w is defined as follows:

hw|wb
� arg min

x∈Rk1

‖Φx − V w‖νwb
(1)

In this paper, we solve the following problem: w∗ = arg max
w∈W

Eνw

[
hw|w

]
, (2)

where we assume that an infinitely long sample path {s0,a0, r0, s1, a1, r1, s2, . . . }
generated by the behaviour policy πwb

(wb ∈ W ⊆ R
k2) is available.

(A2): The behaviour policy πwb
, where wb ∈ W, satisfies the following condition:

πwb
(a|s) > 0, ∀s ∈ S,∀a ∈ A.

2 Proposed Algorithm

Our proposed approach has two components:

1. A stochastic approximation (SA) version of the cross entropy (CE) method
to solve the control problem (2). The SA version of the CE method is a
zero-order, incremental, adaptive and stable global optimization method.

2. A variation of the off-policy LSTD (λ) to compute the objective function
values (i.e., Eνw

[
hw|w

]
).

We describe the above two components in detail here.
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2.1 Stochastic Approximation Version of the Cross Entropy Method

Cross entropy method [4,9] solves global optimization problems where the objec-
tive function does not possess good structural properties, i.e., those of the kind:
Find x∗ = arg maxx∈X⊂Rd J(x), where J : X → R is a bounded Borel measur-
able function (Jl < J(x) < Ju, ∀x). CE is a zero-order method which implies
that the algorithm does not require the gradient or higher-order derivatives of
the objective function in order to seek the optimal solution. CE method has
found successful application in diverse domains which include continuous multi-
extremal optimization [7], reinforcement learning [5,6] and several NP-hard prob-
lems [7,8].

CE method generates a sequence of model parameters {θt}t∈N, θt ∈ Θ
(assumed to be compact) and a sequence of thresholds {γt ∈ R}t∈N, Jl ≤ γt ≤ Ju

and the algorithm attempts to direct the sequence {θt} towards the degenerate
distribution concentrated at the global optimum x∗ and γt towards J(x∗). The
threshold γt+1 is usually taken as the (1 − ρ)-quantile of J w.r.t the PDF fθt

.
(For θ ∈ Θ, we denote by γρ(J, θ) the (1 − ρ)-quantile of J w.r.t the PDF fθ).
Henceforth, γt+1 = γρ(J, θt). And the model parameter θt+1 is generated by
projecting (w.r.t. the Kullback-Leibler (KL) divergence) on to the family of dis-
tributions F � {fθ|θ ∈ Θ}, the zero-variance distribution concentrated in the
region {J(x) ≥ γt+1} with respect to the PDF fθt

. Thus,

θt+1 = arg min
θ∈Θ

KL(fθ, gt), where gt(x) =
S(J(x))fθt

(x)I{J(x)≥γt+1}
Eθt

[
S(J(X))I{J(X)≥γt+1}

] (3)

with S : R → R+ is a positive, monotonically increasing function.
In this paper, we consider the Gaussian distribution as the family of distri-

butions F . In this case, the PDF is being parametrized as θ = (μ,Σ)�, where
μ and Σ are the mean and the covariance of the Gaussian distribution respec-
tively. Also, one can solve the optimization problem (3) analytically to obtain
the following update rule:

μt+1 =
Eθt

[g1(J(X),X, γt+1)]
Eθt

[g0(J(X), γt+1)]
� Υ1(θt, γt+1),

Σt+1 =
Eθt

[g2(J(X),X, γt+1, μt+1)]
Eθt

[g0(J(X), γt+1)]
� Υ2(θt, γt+1).

⎫
⎪⎪⎬

⎪⎪⎭

(4)

where g0(J(x), γ) � S(J(x))I{J(x)≥γ},

g1(J(x), x, γ) � S(J(x))I{J(x)≥γ}x,

g2(J(x), x, γ, μ) � S(J(x))I{J(x)≥γ} (x − μ) (x − μ)�
.

⎫
⎪⎪⎬

⎪⎪⎭

(5)

Thus the CE algorithm can be expressed as θt+1 = (Υ1(θt, γt+1), Υ2(θt, γt+1))�.
However, this is the ideal scenario which is intractable due to the inability to
compute the quantities Eθt

[·] and γρ(·, ·). There are multiple ways one can track
the ideal CE method. In this paper, we consider the efficient tracking of the
ideal CE method using the stochastic approximation (SA) framework proposed
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in [1,2]. The SA version of the CE method consists of three stochastic recursions
which are defined as follows:

γt+1 =γt − βtΔγt(J(Xt+1)),

where Δγt(y) � −(1 − ρ)I{y≥γt} + ρI{y≤γt}.
(6)

ξ
(0)
t+1 =ξ

(0)
t + βtΔξ

(0)
t (Xt+1, J(Xt+1)),

where Δξ
(0)
t (x, y) � g1(y, x, γt) − ξ

(0)
t g0(y, γt).

(7)

ξ
(1)
t+1 =ξ

(1)
t + βtΔξ

(1)
t (Xt+1, J(Xt+1)),

where Δξ
(1)
j+1(x, y) � g2(y, x, γt, ξ

(0)
t ) − ξ

(1)
t g0(y, γt).

(8)

Here, βt > 0 and Xt+1 ∼ f̂θt
, where the mixture PDF f̂θt

is defined as f̂θt
�

(1 − ζ)fθt
+ ζfθ0 , ζ ∈ (0, 1), fθ0 is the initial PDF. The mixture approach

facilitates extensive exploration of the solution space and prevents the model
iterates from getting stranded in suboptimal solutions.

2.2 Computing the Objective Function Eνw

[
hw|w

]

In this paper, we employ the off-policy LSTD (λ) to approximate hw|w for a
given policy parameter w ∈ W. The procedure to estimate the objective func-
tion Eνw

[
hw|w

]
is formally defined in Algorithm1. The Predict procedure in

Algorithm 1 is almost the same as the off-policy LSTD algorithm. The recursion
(step 9) attempts to estimate the objective function Eνw

[
hw|w

]
as follows:

�w
k+1 = �w

k +
1
k

(
x�

k φ(sk+1) − �w
k

)
, (9)

Algorithm 1. Predict Function
1 Input parameters: w ∈ W, N ∈ N � Input policy vector, Trajectory length;
2 Data: A priori chosen sample trajectory {s0,a0, r0, s1,a1, r1, s2, . . . } generated

using the behaviour policy πwb ;
3 k = 0;
4 while k < N do

5 ek+1 = γλρkek + φ(sk); � ρk is the sampling ratio, ρk = πw(ak|sk)
πwb

(ak|sk)
;

6 Ak+1 = Ak + 1
k

(
ek(φ(sk) − γρkφ(sk+1))

� − Ak

)
;

7 bk+1 = bk + 1
k
(ρkrkek − bk);

8 xk+1 = A−1
k+1bk+1; � Prediction vector;

9 �w
k+1 = �w

k + 1
k

(
x�

k φ(sk+1) − �w
k

)
; � Objective function estimation;

10 k = k + 1;

11 return �w
N ; � Outputs after N iterations;
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For a given w ∈ W, �w
k attempts to find an approximate value of the objective

function J(w). The following lemma formally characterizes the limiting behav-
iour of the iterates �w

k .

Lemma 1. For a given w ∈ W, �w
k → �w

∗ = Eνwb

[
x�

w|wb
φ(s)

]
as k → ∞ w.p. 1,

where

xw|wb
=A−1

w|wb
bw|wb

with Aw|wb
= Φ�Dνwb (I − γλPw)−1(I − γPw)Φ

and bw|wb
= Φ�Dνwb (I − γλPw)−1Rw.

(10)

Here Dνwb is the diagonal matrix with D
νwb
ii = νwb

(i), 1 ≤ i ≤ |S|, where νwb

is the stationary distribution of the Markov chain Pwb
induced by the behavior

policy πwb
and Rw ∈ R

|S| with Rw(s) � Σs′∈S,a∈Aπw(a|s)P(s, a, s′)R(s, a, s′).

Remark 1. By the above lemma, for a given w ∈ W, the quantity �w
k tracks

Jb(w) � Eνwb

[
x�

w|wb
φ(s)

]
. This is however different from the true objective

function value J(w) = Eνw

[
hw|w

]
, when w = wb. This additional approximation

error incurred is the extra cost one has to pay for the discrepancy in the policy
which generated the sample path.

2.3 Proposed Algorithm

Our algorithm to solve the control problem (2) is illustrated in Algorithm2.
The following theorem shows that the model sequence {θt} and the averaged
sequence {θt} generated by Algorithm 2 converge to the degenerate distribution
concentrated on the global maximum of the objective function Jb.

Theorem 1. Let S(x) = exp(rx), r ∈ R. Let ρ, ζ ∈ (0, 1) and θ0 =
(μ0, qIk2×k2)

�, where q ∈ R+. Also, let ct → 0 as t → ∞.. Let the learning rates
βt and βt satisfy

∑
t βt =

∑
t βt = ∞,

∑
t β2

t + β2
t < ∞. Let {θt = (μt, Σt)}t∈N

and {θt = (μt, Σt)}t∈N be the sequences generated by Algorithm 2 and also
assume θt ∈ Θ, ∀t ∈ N. Let βt = o(βt). Let wb ∈ W be the chosen behav-
iour policy vector. Also, let the assumptions (A1–A2) hold. Then, there exists
q∗ ∈ R+ and r∗ ∈ R+ s.t. ∀q > q∗ and ∀r > r∗,

θt → (wb∗, 0k2×k2)
�, θt → (wb∗, 0k2×k2)

� as t → ∞, w.p.1, (13)

where wb∗ ∈ arg maxw∈W Jb(w) with Jb(w) � Eνwb

[
x�

w|wb
φ(s)

]
.

3 Experimental Illustrations

The performance of our algorithm is evaluated on the chain walk MDP setting.
This particular setting which is being proposed in [3] demonstrates the scenario
where policy iteration is non-convergent when approximate value functions are
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Algorithm 2. Proposed Algorithm
1 Input parameters: ε, ρ ∈ (0, 1), β̄t, βt, ζ, ct ∈ (0, 1), ct → 0, θ0 = (μ0, Σ0)

�,
{Nt, t ∈ N} � Trajectory length rule chosen a priori;

2 Initialization: t = 0, γ0 = 0, ξ
(0)
0 = 0k2×1, ξ

(1)
0 = 0k2×k2 , T0 = 0, θp = NULL,

γp
0 = −∞;

3 while stopping criteria not satisfied do

4 Sample generation : Wt+1 ∼ f̂θt(·), where f̂θt = (1 − ζ)fθt + ζfθ0 ;

5 Objective function estimation: Ĵ(Wt+1) = Predict(Wt+1, Nt+1);

6 Tracking γρ(Jb, θ̂t): γt+1 = γt − βtΔγt(Ĵ(Wt+1));

7 Tracking Υ1(θ̂t, γρ(Jb, θ̂t)): ξ
(0)
t+1 = ξ

(0)
t + βtΔξ

(0)
t (Wt+1, Ĵ(Wt+1));

8 Tracking Υ2(θ̂t, γρ(Jb, θ̂t)): ξ
(1)
t+1 = ξ

(1)
t + βtΔξ

(1)
t (Wt+1, Ĵ(Wt+1));

9 if θp �= NULL then

10 Wp
t+1 ∼ f̂θp = (1 − ζ)fθp + ζfθ0 ;

11 γp
t+1 = γp

t − βtΔγp
t (Ĵ(Wp

t+1));

12 Threshold Comparison: Tt+1 = Tt + c
(
I{γt+1≥γ

p
t } − I{γt+1<γ

p
t } − Tt

)
;

13 if Tt+1 > ε then

14 Save previous model : θp = θt; γp
t+1 = γt;

15 Update model: θt+1 = θt + βt

(
(ξ

(0)
t , ξ

(1)
t )� − θt

)
; (11)

16 Polyak averaging: θt+1 = θt + βt

(
θt+1 − θt

)
; (12)

else
17 γp

t+1 = γp
t ; θt+1 = θt;

18 t = t + 1;

employed instead of true ones. Here |S| = 300, A = {L,R}, k1 = 5, k2 = 10 and
the discount factor γ = 0.99. The reward function R(·, ·, 100) = R(·, ·, 200) = 1.0
and zero for all other transitions. The transition probability kernel is given by

Fig. 1. Chain walk MDP
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P (s, L, s+1) = 0.1, P (s, L, s−1) = 0.9, P (s,R, s+1) = 0.9 and P (s,R, s−1) =
0.1. We choose the behaviour policy vector wb = (0, 0, . . . , 0)�. We employ the

Gibbs “soft-max” class of policies: πw(a|s) = e(w�ψ(s,a)/τ)
∑

b∈A
e(w�ψ(s,b)/τ)

, where {ψ(s, a) ∈
R

k2 |s ∈ S, a ∈ A} is a given policy feature set and τ ∈ R+ is fixed a priori. We
employ radial basis functions (RBF) as both policy and prediction features, i.e.,

Policy features

ψ(s, a) =

⎛

⎜⎜
⎜
⎜
⎜⎜
⎜
⎜
⎜⎜
⎜
⎜
⎜
⎜⎜
⎝

I{a=L}e
− (s−m1)2

2.0v2
1

...

I{a=L}e
− (s−m5)2

2.0v2
5

I{a=R}e
− (s−m1)2

2.0v2
1

...

I{a=R}e
− (s−m5)2

2.0v2
5

⎞

⎟⎟
⎟
⎟
⎟⎟
⎟
⎟
⎟⎟
⎟
⎟
⎟
⎟⎟
⎠

.

Prediction features

φi(s) = e
− (s−mi)

2

2.0v2
i ,

where mi = 5 + 10(i − 1), vi = 5, 1 ≤ i ≤ 5 (Fig. 1).
The results are shown in Fig. 2.

Fig. 2. The plot of the respective optimal value functions contrived by LSPI, Greedy-
GQ and Algorithm 2 for the chain walk MDP setting. The optimal solutions of various
algorithms are being developed by averaging over 10 independent trials. For Algorithm 2,
we averaged the various optimal solutions obtained for different sample trajectories gen-
erated using the same behaviour policy, but with different initial states which are chosen
randomly. Our approach (Algorithm 2) literally surpassed other algorithms in terms of
its quality. The random choice of the initial state ineffectively favoured sufficient explo-
ration of the state space which directly assisted in generating high quality solutions.
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4 Conclusion

We propose an adaptation of the cross entropy method to solve the control
problem in reinforcement learning under an information restricted setting, where
only a single sample path generated using a priori chosen behaviour policy is
available. The proposed algorithm is shown to converge to the solution which is
globally optimal relative to the behaviour policy.

Acknowledgement. This work was supported in part by the Robert Bosch Centre
for Cyber-Physical Systems, Indian Institute of Science, Bangalore.
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Biometric Counter-Spoofing for Mobile Devices Using
Gaze Information
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Abstract. With the rise in the use of biometric authentication on mobile devices,
it is important to address the security vulnerability of spoofing attacks where an
attacker using an artefact representing the biometric features of a genuine user
attempts to subvert the system. In this paper, techniques for presentation attack
detection are presented using gaze information with a focus on their applicability
for use on mobile devices. Novel features that rely on directing the gaze of the
user and establishing its behaviour are explored for detecting spoofing attempts.
The attack scenarios considered in this work include the use of projected photos,
2D and 3D masks. The proposed features and the systems based on them were
extensively evaluated using data captured from volunteers performing genuine
and spoofing attempts. The results of the evaluations indicate that gaze-based
features have the potential for discriminating between genuine attempts and
imposter attacks on mobile devices.

Keywords: Biometrics · Spoofing · Presentation attacks · Mobile security ·
Liveness detection

1 Introduction

Spoofing attacks on biometric systems are one of the major impediments to their use for
secure unattended applications. With the growing use of biometric authentication on
mobile devices, this problem may need special attention in the context of the limitations
of such devices. This study will address the threat of spoofing attacks on mobile
biometric systems using artefacts presented at the sensor (e.g. projected photograph, 2D
mask or 3D mask of a genuine user). The focus will be on the development and evalu‐
ation of liveness detection and counter-spoofing technologies based on eye-gaze in
operational mobile scenarios. Such technologies can enhance the trust and reliability of
remote communications and transactions using the increasingly prevalent mobile
devices.

Various approaches have been presented in the literature to establish “liveness” and
to detect presentation attacks. Spoofing detection approaches can be grouped into two
broad categories: active and passive. Passive approaches do not require user co-opera‐
tion or even user awareness but exploit involuntary physical movements, such as spon‐
taneous eye blinks, and 3D properties of the image source [1–13]. Active approaches
require user engagement to enable the biometric system to establish the liveness of the

© Springer International Publishing AG 2017
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source through an evaluation of the sample captured at the sensor [14–23]. In this work,
we present a novel active approach using gaze information for liveness detection for
application on mobile devices. Section 2 presents the proposed system. Experimental
results and a comparison with the state-of-the-art is presented in Sect. 3 while conclu‐
sions are provided in Sect. 4.

2 Liveness Detection Through Gaze Tracking

A block diagram of the proposed system is shown in Fig. 1. A visual stimulus (as part
of the challenge) appears on the display which the participant is asked to follow and the
camera (sensor) captures facial images at each position of the stimulus on the screen. A
control mechanism is used to ensure that the placement of the target and the image
acquisition are synchronized. The system extracts facial landmarks in the captured
frames and computes various features from these landmarks which are then used to
classify whether the presentation attempt is by a genuine user. The spoofing attack may
be by means of an impostor attempting authentication by holding a projected photo, 2D
or 3D mask of a genuine subject to the camera.

Fig. 1. Proposed system block diagram.

2.1 A Subsection Sample

The restricted geometry of a mobile phone display (6.45 × 11.30 cm) is simulated in the
experiments that follow using a limited area of a desktop computer screen. A small shape
(“x”) is presented, at distinct locations on the screen as shown in Fig. 2. In this figure,
the cross indicates the chosen locations in which the cross sign appears in 30 distinct
locations (Points Challenge) (Fig. 2(a)) and along straight-line trajectories (Lines Chal‐
lenge) (Fig. 2(b)). The order of points and lines is randomised for each presentation.
During each presentation attempt images were acquired at every location of the chal‐
lenge. The presentation of the challenge sequence lasted approximately 90 s, however,
a small section of each session was used for spoofing detection.

12 A. Ali et al.



(b) (a) 

Fig. 2. Samples of challenge trajectory: (a) Points challenge, (b) Lines challenge.

Data was collected from 80 participants. This number of participants is sufficient to
illustrate the potential of the proposed approach and is in line with current state-of-the-
art. Participants were of both male and female gender aged over 18 years old. The
volunteers were from Africa, Asia, Middle-East, and Europe. Three spoofing attempts
(photo projection, 2D mask, 3D mask) and one genuine attempt for each challenge type
(Points and Lines) were recorded for each participant.

2.2 Facial Landmark Detection and Feature Extraction

The images thus captured during the challenge-response operation were processed using
Chehra Version 3.0 [24] in order to extract facial landmark points. Chehra returns 59
different landmarks on the face region. The coordinates of some of these landmarks were
used for feature extraction in the proposed scheme. Features proposed here are based
on eye movements during the challenge presentation.

2.3 Gaze-Based Collinearity and Colocation Features

A set of points lying on a straight line is referred to here as a collinear set and this property
of collinearity is used for detecting presentation attacks. Collinearity features are, there‐
fore, extracted from sets of images captured when the stimulus is on a given line. The
novel gaze-based collinearity feature explored in this paper is designed to capture
significant angular differences between the stimulus trajectory and the trajectory of the
participant’s pupil movement for each line segment.

Let (xi, yi) be points on the trajectory of the challenge, where the stimulus moves on
a straight line, and (ui, vi) are the corresponding facial landmarks (e.g., pupil centres).
Let θc be the angle of the challenge calculated using any two points along the line of the
trajectory.
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θc = tan−1
(

yj − yi

xj − xi

)
(1)

Let θr be the angle of the response trajectory. The response angle is calculated using the
Least Squares regression method as shown:

θr = tan−1

(∑(
ui − ū

)(
vi − v̄

)
∑(

ui − ū
)2

)
(2)

The feature vector is then defined as the absolute difference between these two angles
Δθ(= |θc − θr|) for each of the line segments included in the challenge.

Fcollin =
[
Δθ1,Δθ2,…

]
(3)

For the colocation feature, the Points stimulus is used, causing the user to fixate on
a number of random locations on the screen. At each stimulus location, the facial image
of the user is captured. The gaze colocation features are extracted from images where
the stimulus is at the same locations at different times. It can, therefore, be assumed that
the coordinates of the pupil centres in the corresponding frames should also be very
similar. This should result in a very small variance, 𝜎2, in the observed coordinates of
the pupil centres in genuine attempts. A feature vector is thus formed from the variances
of pupil centre coordinates for all the frames where the stimulus is colocated. These
variances are calculated for the horizontal and vertical directions independently,

𝜎
2
u
=

1
M

∑
i

(
ui − ū

)2
(4)

𝜎
2
v
=

1
M

∑
i

(
vi − v̄

)2
(5)

where ū and v̄ are the mean of the observed landmark locations and M is cardinality of
the corresponding subset of response points. These variances are concatenated together
to form the feature vector as shown below:

Fcoloc =
[
𝜎

2
u
, 𝜎2

v
,…

]
(6)

The features are passed to the classifier to detect attack attempts.

3 Experiments

The ROC curves using gaze-based colocation features are presented in Fig. 3 for photo
attack (by displaying on an iPad Mini 2), 2D mask attack (using printed photos with
holes at pupils) and 3D mask attack (using life-size 3D model made of hard resin with
holes at pupils) detection. This experiment was conducted for the mobile Phone format
using 10 sets of colocated points (amounting to a challenge duration of 30 s). At 10%
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FPR, the TPR is 90% for photo attack. The performance is about 21 and 29% TPR for
2D mask and 3D mask respectively. Photo attack is easier to detect using this feature.
2D and 3D mask attacks are challenging and difficult to discriminate from genuine
presentations using this feature.

Fig. 3. ROC curves for photo, 2D mask and 3D mask for 10 sets of colocation points
(approximately 30 s of challenge duration).

Table 1 summarizes the TPRs at FPR 0.10 for various sets of colocation points
representing different challenge durations ranging from 9 s (3 colocated sets of points)
to 45 s (15 colocated sets of points). The lowest performance is noticed for 2D and 3D
mask attacks. Increasing the challenge duration did not significantly improve the results.

Table 1. TPR at FPR = 0.10 for various sets of colocation points

Attack type Sets of collocated points
3 10 15

Photo 82% 90% 88%
2D mask 9% 21% 25%
3D mask 18% 29% 30%

In summary, it appears that the colocation feature does not work effectively when
used with the smaller geometries of mobile devices in detecting 2D and 3D mask attacks.
While it is effective in detecting photo attacks, the minimum challenge duration for the
feature is around 9 s.

The ROC curves using collinearity features are presented in Fig. 4 for all attack scenarios
for five line segments representing approximately 5 s of challenge duration. At 10% FPR, the
TPR is 95%, 88% and 87% for photo, 2D and 3D mask attack detection respectively.
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Although several lines are shown in the trajectory in Fig. 2b, only five consecutive line
segments (picked at random) have been used for this analysis.

Fig. 4. ROC curves for photo, 2D mask, and 3D mask for 5 sets of line segments (approximately
5 s) for collinearity feature.

Changing the number of lines used has a significant effect not only on the execution
time but also on accuracy.

Table 2 summarize the TPRs at FPR = 0.10 for various numbers of lines included
in a challenge presentation. The proposed system was able to detect a majority of attacks
when using a set of five line segments. When increased to 10 line segments, the perform‐
ance is significantly improved, however, it drops to 83%, 62% and 62% for photo,
2D mask and 3D mask attack respectively when only three lines are used.

Table 2. TPR at FPR = 0.10 for various sets of lines of collinearity

Attack type Number of line segments
3 5 10

Photo 83% 95% 99%
2D mask 62% 88% 97%
3D mask 62% 87% 99%

In summary, the collinearity feature appears to be more effective in detecting all the
attack types compared with the colocation feature; even when the challenge duration is
as low as 3 s.

Table 3 presents a comparison of the performance results obtained using the
proposed novel collinearity feature with results reported in the literature. It is difficult
to make a direct comparison between these results due to the different databases used
for system evaluation and the novel and unique way that the challenge response mech‐
anism is deployed in our proposed system. However, the results are very promising and
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indicate the potential of the proposed features and approach to substantially exceed
current performance limits.

Table 3. FPR and FNR for various methods

Method FPR FNR
Kollreider et al. [22] 1.5% 19.0%
Tan et al. cf. [7] 9.3% 17.6%
Peixoto et al. [7] 6.9% 7.0%

Collinearity 10 s Photo Detection 6.0% 2.2%
2D Mask Detection 6.0% 7.8%
3D Mask Detection 6.0% 2.4%

The choice of operating points on the ROC curve that determines the balance between
FPR and FNR should be set according to the needs of particular applications. The
proposed system allows for considerable flexibility in adjusting the system parameters
to meet the needs of different applications.

4 Conclusion

This work reports on an investigation of novel gaze-based features for liveness detection
on mobile devices. The research extends the authors’ previous works on gaze-based
presentation attack detection using enhanced features, mobile device geometry and
additional attack artefacts. The work explored not only presentation of static photo‐
graphs using another mobile device as the attack instrument but also the use of 2D and
3D masks representing different attack effort levels required by potential attackers. An
important part of this work was evaluating the system with a large database (80 subjects)
of genuine and attack presentations simulating mobile access scenarios.

The main conclusion of this investigation is to suggest that gaze information when
captured in smaller device geometries such as those available on mobile phones has the
potential to discriminate between genuine and subversive attempts.
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Abstract. Classification accuracy of the kNN algorithm is found to
be adversely affected by the presence of outliers in the experimental
datasets. An outlier score based on rank difference can be assigned to
the points in these datasets by taking into consideration the distance
and density of their local neighborhood points. In the present work, we
introduce a generalized outlier informative distance measure where a fac-
tor based on the above score is used to modulate any potential distance
function. Properties of the new outlier informative distance measure are
presented. Experiments on several numeric datasets in the UCI machine
learning repository clearly reveal the effectiveness of the proposed for-
mulation.

Keywords: Outliers · Distance measure · kNN classification accuracy

1 Introduction

Outliers can be considered as exceptional entities with respect to the remain-
ing (large amount of) data [8]. Due to the unexpected behavior, detection of
outliers became an important research problem for the data mining and the
pattern recognition communities [7]. Finding outliers can be extremely useful
for diverse applications like fraud detection, fault detection for safety in criti-
cal systems, and, military surveillance for enemy activities [1,6]. The problem
of detecting outliers becomes quite challenging as they can create ambiguities
within a dataset due to masking and swamping [2]. There exist many published
works on detection of outliers [5,10,11]. In a recent work, the authors in [4]
proposed a rank-difference and density based score as a measure of outlierness.

It is a well-known fact that the presence of outliers adversely affects the
performance of a pattern classification algorithm like kNN. We choose the kNN
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algorithm for our work as it still remains a popular choice due to its simplicity,
ease of implementation and the fact that its classification accuracy is bounded by
twice Bayes’ error rate [9]. The main contribution of this paper is the formulation
of a generalized outlier informative distance function based on the score in [4]. We
state and prove various properties of the above distance function. Our proposed
measure is extremely useful as it can improve the classification accuracy of the
kNN algorithm and is generalized as it can be used with any potential distance
function. With experiments carried out on fifteen numeric datasets in the UCI
machine learning repository, we demonstrate the effectiveness of our approach
for three different distance functions.

The rest of the paper is organized in the following manner: in Sect. 2, we
briefly discuss the outlier score. In Sect. 3, we introduce the outlier informa-
tive distance measure and discuss its properties. In Sects. 4 and 5, we present
the time-complexity analysis and experimental results respectively with detailed
comparisons. The paper is concluded in Sect. 6 with an outline for directions of
future research.

2 A Score for Outlierness

We briefly discuss here the Rank-difference and Density-based Outlier Score
(RDOS) for ranking of the outliers following [4]. Let D denote the dataset for
classification, k denotes the number of nearest neighbors Nk(p) around some
query point p ∈ D and d(p, q) denote the distance (e.g., Euclidean distance)
between any two points p, q ∈ D. Further, let, R represent the reverse ranking
of the point p with respect to the point q ∈ Nk(p). If q is the kth neighbor of
the point p at distance dk(p, q), then the forward density up to kth neighbor is
given by:

Ωk(p) = k/dk(p, q) (1)

The positive value of the rank difference (R-k) signifies the higher concentration
of the neighbors surrounding the training point q than that of the query point
p. The negative and zero value respectively signify a lower or same concentra-
tion of the training points around q than that of p. The outlierness of the test
point depends on the higher population of the neighborhood space of q with
respect to the test point p, i.e., on the rank difference (R-k). The outlierness
also varies inversely with its own forward density Ωk(p). So, the Rank-difference
and Density-based Outlier Score (RDOS) can be written as [4]:

RDOSp = median

(
R − k

Ωk(p)

)
(2)

The median value has been used to have a more robust estimation of (RDOS).

3 Outlier Informative Distance Measure

In this section, we propose a novel distance measure based on RDOS score [4]
and discuss its various properties. As the first step, we assign an RDOS to all
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the points in a given dataset using the Eq. (2). Note that RDOS for any point
is determined based on the rank difference and density analysis within a local
neighborhood. During classification using kNN, we capture the difference in the
RDOS values of the test point and a point in the training set. Let RDOSTrain

and RDOSTest respectively denote the outlierness score for a training point and
the test/query point. Let us define |ΔS(Train, Test)| as the absolute difference
of the outlierness scores. So, we write:

|ΔS(Train, Test)| = |RDOSTrain − RDOSTest| (3)

The higher the value of |ΔS|, the higher will be the difference in their local
densities. The physical distance between these two points in such a case can-
not completely represent the extent of dissimilarity. In contrast, a small value
of |ΔS| indicates that their local densities are somewhat similar. In this case,
the physical distance should more appropriately capture their dissimilarity. We
now introduce a generalized outlier informative distance measure by taking into
consideration both these situations. The term |ΔS| is used as a scaling factor to
slowly modulate any standard distance function. Let ds be the outlier informa-
tive distance measure between the test point and the training point. Then, for
any two points x and y, we propose:

ds(x, y) = d(x,y)(1 + ln(1 + |ΔS(x, y)|)) (4)

In the above equation, d(x, y) represents any potential distance function between
the points x and y. The use of logarithm function ensures a slow variation. It
is clearly evident that if the factor |ΔS| becomes zero, then ds in the Eq. (4)
degenerates to d. In the present work, we have used three distance functions
for d, namely, Euclidean, Cityblock and recently proposed affinity based local
distance [3].

We now discuss various properties of the proposed distance measure. All
the properties of a metric i.e., positive definiteness, symmetry and triangular
inequality hold for both Euclidean and Cityblock distances. However, the dis-
tance used in [3] satisfies only the property of positive definiteness. Now, we
denote the scaling factor as

αxy = (1 + ln(1 + |ΔS(x, y)|)) (5)

Theorem 1: If d(x, y) is positive definite, then ds(x, y) is also positive definite.

Proof: The term |ΔS(x, y)| is always ≥ 0. So, ln(1 + |ΔS(x, y)|) is always
positive. Hence, αxy is always ≥ 1. Thus, ds(x, y) ≥ d(x, y). Hence the proof.

Theorem 2: If d(x, y) is symmetric, then ds(x, y) is also symmetric.

Proof: The term |ΔS(x, y)| is symmetric. As a consequence ln(1 + |ΔS(x, y)|),
αxy, d(x, y), ds(x, y) are all symmetric.

Theorem 3: If d(x, y) satisfies distance triangle inequality, then under certain
conditions ds(x, y) satisfies the triangle inequality.
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Proof: Due to the introduction of nonlinear scaling factor α, the distances of
different training points from the test point are scaled in different ratios. Based
on Eqs. (4) and (5), we can write:

ds(x,y) = αxyd(x,y) where, αxy ≥ 1
ds(y,z) = αyzd(y,z) where, αyz ≥ 1 (6)
ds(x,z) = αxzd(x,z) where, αxz ≥ 1

In the above equation, αxy equals αyx and so on. Now, using the property 3
of d(x,y) and Eq. (6), we have: d s(x,y) = αxyd(x,y) ≤ αxy(d(x,z) + d(z,y)) =
(αxy/αxz)d s(x,z)+(αxy/αzy)d s(z,y).

As affinity based local distance [3] is a directed distance, so triangle inequality
is not applicable for this. On the other hand, for the inputs of Euclidean and
Cityblock distance triangle inequality will always hold for the newly proposed
scaled distance iff (αxy ≤ αxz) and (αxy ≤ αyz) which gives rise to the following
mutually exclusive possibilities in view of (3) and (5):

1. RDOSy ≤ RDOSx ≤ Min [(RDOSy + RDOSz) /2, RDOSz]
2. Max [RDOSz, (RDOSy + RDOSz) /2] ≤ RDOSx ≤ RDOSy

3. RDOSx ≤ RDOSy ≤ Min [(RDOSx + RDOSz) /2, RDOSz]
4. Max [RDOSz, (RDOSx + RDOSz) /2] ≤ RDOSy ≤ RDOSx

In other cases the triangle inequality may not be satisfied for the newly proposed
scaled distance even for the inputs of the Euclidean and Cityblock distance.

4 Time-Complexity

Out of n samples, let N and (n − N) be the number of training and test
samples respectively. Now, k and NC represents respectively the number of
nearest neighborhood points and classes assigned for classification of patterns.
Now, we present the detailed (worst-case) time-complexity analysis. As men-
tioned in [4] the total time complexity for assigning the RDOS score to
all n number of points is O(n2 ln n). The total complexity for calculation of
ds, sorting, similarity and classification score calculation of each test sam-
ple: O(N) + O(N ln N) + O(k) + O(kNC) which turns to be approximately
O(nN ln N) for (n−N) number of test points as k,NC, (n−N) << n,N . Now,
the overall time complexity for the RDOS score calculation and classification
using the modified kNN algorithm is: O(n2 ln n) + O(nN ln N)) ≈ O(n2 ln n) as
N < n.

5 Experimental Results

We compare the performances (Mean ± Standard deviation of the classification
accuracy) of the kNN algorithm having outlier score weighted Euclidean, City-
block, and the distance used in [3] (from Eq. (4)) with their baseline counterparts
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(i.e., the unweighted forms) in Table 1. In the first column, we provide the total
count of instances (n), attributes (M) and classes (NC) within the braces. The
classification accuracies of the kNN algorithm with Euclidean, Cityblock, and
the distance used in [3] are (82.58 ± 5.77), (83.83 ± 5.71) and (84.91 ± 5.57)
respectively. The corresponding classification accuracies of the kNN algorithm
with the proposed outlier informative distance measure, are respectively given
by (84.32 ± 5.68), (84.97 ± 5.57) and (85.22 ± 5.67). So, the quantitative values
clearly indicate the supremacy of the proposed measure. We have also achieved
wins in 10, 10 and 9 out of a total of 15 datasets with the new outlier score
weighted distance measure over their unweighted counterparts for the Euclidean
distance, the Cityblock distance, and the distance used in [3] respectively.

Table 1. Performance comparison of the new weighted distances with the original
distances used in kNN

Datasets Classification accuracy of the kNN algorithm without (Normal Distances) and
with (Scaled Distances) the knowledge of outlier

Euclidean Scaled
Euclidean

Cityblock Scaled
Cityblock

Affinity
distance
in [3]

Scaled
Affinity
distance
in [3]

Mean S.D. Mean S.D. Mean S.D. Mean S.D. Mean S.D. Mean S.D.

Iris-Corrected(150, 4, 3) 96.17 5.11 96.10 5.10 94.63 5.71 94.70 5.75 95.43 5.26 95.03 5.48

Wine(178, 13, 3) 96.67 4.13 97.81 3.58 97.70 3.52 97.36 3.55 96.45 4.18 97.47 3.58

Glass(214, 9, 6) 67.96 8.25 68.76 9.19 71.90 8.20 73.51 8.14 73.35 8.48 73.64 8.89

Pima-Diabetes(768, 8, 2) 75.15 4.58 75.55 4.64 75.57 4.02 75.30 4.11 75.73 4.52 75.65 4.64

Breast(683, 10, 2) 96.87 2.01 96.15 2.30 96.34 2.15 95.89 2.33 96.89 1.97 96.90 1.94

Sonar(208, 60, 2) 74.46 7.92 79.80 8.09 79.88 7.45 82.30 7.76 80.04 7.84 80.51 7.83

Ionosphere(351, 33, 2)a 82.43 5.01 94.14 4.20 84.43 5.67 93.46 4.15 92.06 4.14 94.37 4.26

Vehicle(846, 18, 4) 69.21 4.04 69.11 4.27 70.14 3.84 70.19 3.91 70.20 3.69 70.15 3.75

Wdbc(569, 31, 2) 95.78 2.65 96.03 2.44 95.36 2.74 95.66 2.80 95.80 2.75 95.53 2.98

Spectf(267, 44, 2) 77.05 6.23 79.03 5.54 77.42 5.75 77.21 6.02 78.64 5.87 78.48 6.12

Musk1(476, 166, 2) 81.08 6.23 85.48 4.92 83.16 5.80 85.65 5.01 86.96 5.09 88.32 4.75

Breast-Tissue(106, 9, 6)a 65.30 11.51 66.25 11.52 66.73 11.59 68.53 11.35 68.78 11.32 69.4 11.50

Parkinson(195, 22, 2)a 89.18 6.49 89.80 6.94 91.04 6.79 91.6 6.41 91.08 6.40 91.13 6.69

Segmentation(210, 18, 7) 85.24 6.92 84.90 7.03 86.90 6.82 87.76 6.67 86.90 6.60 85.81 7.38

Ecoli(336, 7, 8)a 86.11 5.45 85.81 5.40 86.23 5.61 85.39 5.68 85.39 5.44 85.90 5.20

Average 82.58 5.77 84.32 5.68 83.83 5.71 84.97 5.57 84.91 5.57 85.22 5.67

aThe 1st column of the dataset contain serial numbers which has not been considered as an attribute in present
work.

We now show the goodness-of-fit of the new distances by the shepard plot
for an example dataset (Iris) in Fig. 1. The narrow scattering shows the con-
trolled deviation of the training instances at small distances with respect to the
test point. For the large distances the scattering is also high. In Fig. 2 we have
shown the boxplot comparison of the results of scaled distance with respect to
their original form. Improvement in performances using metric distances like,
Euclidean or Cityblock are significantly high or prominent than that of the non-
metric distance used in [3]. This is because the distance in [3] is based on local
affinity and has already shown to perform better than many distance functions
like Euclidean and Cityblock. The bottom line of the boxplot shows the baseline
performance and the upper line indicates the level of improved accuracy due to
the use of scaled distances in kNN.
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Fig. 1. Shepard plot (RDOS weighted vs. unweighted distance) using Iris dataset.

Fig. 2. Boxplot Comparison of improvements in classification performances on appli-
cation of RDOS in Euclidean, Cityblock and Affinity based distance [3].

6 Conclusion

In this work, we proposed a generalized outlier informative distance function
based on a measure of outlierness, introduced in [4]. Experimental results on
fifteen datasets from the UCI machine learning repository with three different
distance functions clearly reveal the effectiveness of our formulation. For future
work, we plan to explore metric learning to have a more informative outlier
based distance measure which in turn can further improve the performance of
kNN classifiers and alike.
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Abstract. Most of the real-life applications involving images, videos etc.
deals with matrix data (second order tensor space). Tensor based cluster-
ing models can be utilized for identifying patterns in matrix data as they
take advantage of structural information in multi-dimensional framework
and reduce computational overheads as well. Despite such numerous
advantages, tensor clustering has still remained relatively unexplored
research area. In this paper, we propose a novel clustering technique,
termed as Treebased Structural Least Squares Twin Support Tensor
Clustering (Tree-SLSTWSTC), that builds a cluster model as a binary
tree, where each node comprises of proposed Structural Least Squares
Twin Support Tensor Machine (S-LSTWSTM) classifier that considers
the structural risk minimization of data alongside a symmetrical L2-norm
loss function. The proposed approach results in time-efficient learning.
Initialization framework based on tensor k−means has been proposed
and implemented in order to overcome the instability disseminated by
random initialization. To validate the efficacy of the proposed framework,
computational experiments have been performed with relevant tensor
based models on face recognition and optical digit recognition datasets.

Keywords: Twin Support Tensor Machine · Unsupervised learning ·
Tree-based clustering · Tensor space

1 Introduction

In machine learning applications, particularly image processing, computer vision
and bioinformatics, data is often represented in matrix form (second order tensor
space). For example- a gray scale image is a order-2 tensor and a video is a
order-3 tensor. Here, one of the critical task is to identify the hidden patterns
in training data [1]. Most commonly, such data are converted in vector form so
as to facilitate the use of vector based clustering or classification models. This
arrangements, however, suffers from the limitations of under-representation and
high dimensionality (sometimes over-fitting) problem leading to high training
time complexity [2,3].
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Clustering is a powerful technique that aims to group together similar ele-
ments in same cluster while maximizing the segregation between dissimilar ele-
ments. Recently, in view of limitations of point-based clustering methods in
dealing the data which is not distributed around several cluster points, plane
based clustering methods such as Maximum Margin clustering (MMC) and Twin
support vector Clustering (TWSVC) [4] have attracted considerable research
interest. Taking motivation from TWSVC, we propose Treebased clustering
framework for clustering second order tensor data. The main contributions of
paper includes the following: First, we propose a modified tensor based LS-
TWSTM named as Structural LSTWSTM (S-LSTWSTM) [5] classifier that for-
mulates convex optimization problems as system of linear equations that takes
care of structural risk associated with the data. Then, S-LSTWSTM has been
extended to binary decision structure based clustering framework, termed as
Tree-SLSTWSTC, which leads to fast and efficient cluster assignment in ten-
sor framework. Finally, to make our Tree-SLSTWSTC more robust and stable,
initialization technique based on Tensor k -means is proposed.

Experiments have been carried out on popular image datasets that establish
the out-performance of our proposed algorithm over other vector and tensor
based clustering techniques significantly.

The rest of the paper is organized as follows. Section 2 gives the background
for our proposed approach. Section 3 discusses our proposed work. Experimental
results have been shown in Sect. 4. Finally, Sect. 5 concludes our work and state
possible future direction of work.

2 Related Work

Let X = {X1,X2, ...,Xm} be a training set of m data samples in second order
tensor space i.e. Xi ∈ R

n1 ×R
n2 . Let I1 represent the set of indices with yi = 1,

and I2 represent the set of indices with label yi = −1.

2.1 Least Squares Twin Support Tensor Machine

Working on the tensor generalization of Twin Support Vector Machine [7],
Zhao et al. [5] proposed Least Squares Twin Support Tensor Machine (LS-
TWSTM) which aims to find a pair of non-parallel hyperplanes given by
f1(X) = uT

1 Xv1 + b1 and f2(x) = uT
2 Xv2 + b2 where u1, u2 ∈ R

n1 , v1, v2 ∈ R
n2

and b1, b2 ∈ R. Following two QPPs are solved to find the corresponding non-
parallel hyperplanes:

(LS-TWSTM 1) min
u1,v1,b1,ξ2

1
2

∑

i∈I1

(u1Xiv1 + b1)2 + c1
∑

j∈I2

ξ22j

subject to − (uT
1 Xjv1 + b1) + ξ2j = 1, j ∈ I2.



30 R. Rastogi and S. Sharma

(LS-TWSTM 2) min
u2,v2,b2,ξ1

1
2

∑

j∈I2

(u2Xjv2 + b2)2 + c2
∑

i∈I1

ξ1i

subject to (uT
2 Xiv2 + b2) + ξ1i = 1, i ∈ I1.

Since the hyperplane parameters are interdependent, the problems are solved
using alternate projection method [6]. A test point is assigned a label depending
upon its proximity from two hyperplanes. Please refer to [5] for details.

3 Proposed Work

In this work, we first propose a novel tensor classifier termed as Structural Least
Squares Twin Support Tensor Machine (S-LSTWSTM), which we further use in
an unsupervised framework to propose a binary treebased clustering approach
termed as Tree-SLSTWSTC.

3.1 Structural Least Squares Twin Support Tensor Machine

In the spirit of Least Squares Twin Support Tensor Machine (LS-TWSTM) [5],
the proposed S-LSTWSTM seeks two non-parallel hyperplanes by considering
the following optimization problems:

(S-LSTWSTM 1) min
u1,v1,b1,ξ2

1

2

∑

i∈I1

(u1Xiv1 + e1b1)
2 + c1

∑

j∈I2

ξ22j + c2(u
T
1 u1 + vT

1 v1 + b21)

subject to (uT
1 Xjv1 + b1e2) = e2 − ξ2j , j ∈ I2, (1)

(S-LSTWSTM 2) min
u2,v2,b2,ξ1

1

2

∑

j∈I2

(u2Xjv2 + e2b2)
2 + c1

∑

i∈I1

ξ21i + c2(u
T
2 u2 + vT

2 v2 + b22)

subject to (uT
2 Xiv2 + b2e1) = e1 − ξ1i, i ∈ I1, (2)

where ξ1 and ξ2 are error variables; and e1 and e2 are appropriate dimensional
matrices of ones. The first term of Eqs. (1) and (2) calculates the empirical
risk of the data. Thus, minimizing this term tends to keep the hyperplane close
to the data matrices and the constraints require the hyperplane to be at unit
distance from the other class. Further, S-LSTWSTM takes care of structural
risk minimization (SRM) by introducing the term (uT

i ui + vT
i vi + b2i , i = 1, 2) in

the objective function and thus improves the generalization ability. It also takes
care of the possible ill-conditioning that might arise during matrix inversion.

Working on the lines on LS-TWSTM [5] for Eq. (1) and setting the gradient
of objective function with respect to (u1, v1, b1) to zero, indicates that u1, v1 and
b1 are inter-dependent and hence can not be solved independently. Therefore,
we use alternating projection method [6].
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For any given non-zero vector uk ∈ R
n1 , let xT

i = uk
T Xi and xT

j = uk
T Xj ,

we then solve for the following modified optimization problem (obtained after
substituting the value of ξ2j in the objective function):

min
vk,bk

1
2

∑
i∈I1

(xivk + bk)2 + c1
∑

j∈I2
||e2 − (xjvk + bke2)||2 + c2(v

T
k vk + b2k). (3)

Differentiating Lagrangian corresponding to (3) with respect to vk and bk,
leads to the following system of linear equations:

[
vk

bk

]
= −

[
1
c1

HT
1 H1 + GT

1 G1 + c2I

]−1

GT
1 e2, (4)

where H1 and G1 are matrices of points xi and xj augmented with a column of
ones; and I is an identity matrix of appropriate dimensions.

Once a non-zero vector vk ∈ R
n2 is obtained, let x̂T

i = Xivk and x̂T
j = Xjvk,

we solve for the following modified optimization problem:

min
uk,bk

1
2

∑
(x̂iuk + bk)2 + c1||(x̂juk + bke2) − e2|| + c2(uT

k uk + b2k). (5)

Working on the lines as above, we obtain (uk, bk) as follows
[

uk

bk

]
= −

[
1
c1

HT
2 H2 + GT

2 G2 + c2I

]−1

GT
2 e2, (6)

where H2 and G2 are matrices of points x̂i and x̂j augmented with a column of
ones. The Eqs. (4) and (6) are solved alternatively until uk, vk and bk converges.

On the similar lines as above, the solution of (2) is obtained. A new test point
is assigned a class label similar to LS-TWSTM [5] based on proximity criteria.

3.2 Tree-based Structural Least Squares Twin Support Vector
Clustering

Tree-SLSTWSTC algorithm creates a binary tree of clusters which partitions the
data at multiple levels of the tree until desired number of clusters are obtained.
Unlike TWSVC [4], Tree SLSTWSTC uses symmetric squared loss function at
each internal node that handles the issue of premature convergence of cluster
framework. The proposed algorithm Tree-SLSTWSVC starts with initial labels
(+1, −1). By using the initial labels, the data X with m data matrices is divided
into two clusters, A and B, of size (n1×n2×m1) and (n1×n2×m2) respectively
(where m = m1 + m2). Each group is then individually partitioned further by
considering inter-cluster relationship and is able to generate more stable results
in lesser time. Tree-SLSTWSTC is summarized in Algorithm 1.

3.3 Initialization

In conventional plane-based clustering scenarios, the initial cluster labels for
data are obtained by randomization which is highly unstable and inefficient
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Algorithm 1. Tree-LSTWSTC
Input: X: Unlabeled data in order-2 tensor space i.e. Rn1×n2 ; K: number of cluster;
ε: tolerance level; imax: maximum number of iterations.
Output: Label Yi corresponding to each datapoint in Xi, i = 1, ..., m.

1. Determine the initial labels Yk, for each tensor data using approach discussed in
Sect. 3.3 for K clusters.

2. Repeat
(a) Create two clusters using tensor based k -means as Anew and Bnew.
(b) Select initial [uj

1, v
j
1, b

j
1] and [uj

2, v
j
2, b

j
2], where j = 0.

(c) Update the hyperplane parameters to find [uj+1
1 , vj+1

1 , bj+1
1 ] and

[uj+1
2 , vj+1

2 , bj+1
2 ].

(d) Stop if ||[uj+1
i ; vj+1

i ; bj+1
i ] − [uj

i ; v
j
i ; b

j
i ]|| < ε, and then ufinal

i = uj+1
i , vfinal

i =
vj+1

i and bj+1
final = bj+1

i . Otherwise, go to step (c).
3. Use Yk to determine if Anew and Bnew can be further partitioned i.e. if there are

labels from more than one clusters. If required, recursively partition Anew and
Bnew and goto Step 1.

4. End.

technique. Here, we propose a novel tensor-based initialization algorithms which
uses frobenius norm to find the distance between two order-2 tensors (matri-
ces). For example, the distance between two data points xα = x(n1, n2, 1) and
xβ = x(n1, n2, 2) is calculated as

d(x
α, xβ) =

√√√√
n1∑

i=1

n2∑

j=1

(xα
ij − xβ

ij)2. (7)

We have implemented Tensor k -means (Tk -means), which uses tensor data
as input and return corresponding cluster labels in the spirit similar to vector
based k -means algorithm. Similar to traditional k -means, iterative relocation
algorithm is followed which minimize the mean squared error locally. Hence-
forth, the centroid of cluster is updated and the process is repeated until labels
converges i.e. no more change in label is detected.

4 Experimental Results

To evaluate the performance of the proposed method, experiments were carried
out on image dataset of face recognition and optical digit recognition systems.
In order to prove competence of our proposed work, we used the Metric accuracy
[4] and Learning time as the performance criteria.

For comparison of our proposed approach against other algorithms, we imple-
mented conventional k-means and k−Nearest neighbour graph algorithm in ten-
sor framework. Further, to minimize the effect of randomization (in k-means)
and value of k (in NNG), the experiments were performed multiple times, and
the best results are reported.
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Table 1. Clustering results on face recognition and optical digit recognition application

Dataset Size Tensor k-means Tensor NNG Tree- SLSTWSTC+ Other methods∗

(n1 × n2 × m) Metric accuracy (Learning time (in sec)) Accuracy

ORLa (92 × 112 × 400) 91.09 (20.04) 87.93 (38.22) 92.09 (14.01) 78.81 [9]

Yaleb (32 × 32 × 165) 88.23 (5.46) 85.02 (0.36) 90.58 (2.52) 67.35 [9]

Optical digitsc (32 × 32 × 946) 95.19 (33.34) 92.62 (34.86) 96.19 (26.35) 69.12 [8]

MNISTd (28 × 28 × 500) 88.69 (9.46) 68.07 (6.25) 89.99 (5.32) 82.04 [9]
∗State-of-art vector based clustering results.
ahttp://www.cl.cam.ac.uk/research/dtg/attarchive/facedatabase.html
bhttp://archive.ics.uci.edu/ml
chttp://www.cad.zju.edu.cn/home/dengcai/Data/FaceData.html
dhttp://www.cs.nyu.edu/∼roweis/data.html

Table 1 summarizes the results of experiments on the above-mentioned
datasets. It is clearly evident here that k-means initialization based Tree-
SLSTWSTC outperforms other methods in terms of clustering performance as
well as learning time. We have also discussed clustering results obtained from
other approaches in Table 1. It can be observed that the prediction accuracy of
Tree-SLSTWSTC is significantly better than these methods. Also, it should be
noticed that these methods use vector-based representation for clustering.

5 Conclusions

Based on the recently proposed LS-TWSTM, in this paper, we have proposed
a novel treebased tensor based clustering algorithm namely Treebased Struc-
tural Least Squares Twin Support Tensor Clustering (Tree-SLSTWSTC) which
has the capability to directly deal with the real world matrix data (second order
tensor space) resulting into improved generalization and reduced Computational
complexity. Moreover, it also handles the premature convergence problem as it
considers structural risk associated with data. For initializing cluster labels, we
have proposed Tensor k-means algorithm which helps to overcome the insta-
bility incurred by random initialization. Experimental comparisons of proposed
approach against other related approaches on face recognition and handwritten
image dataset, establish the suitability of the proposed algorithms to deal with
the tensor based data directly (as direct image input).

In future, the application of proposed approach in more challenging real-
world applications with higher order tensor space like image segmentation and
computer vision can be explored.
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Abstract. The unsupervised techniques for dimension reduction, such
as principal component analysis (PCA), kernel PCA and kernel entropy
component analysis, do not take the information about class labels into
consideration. The reduced dimension representation obtained using the
unsupervised techniques may not capture the discrimination informa-
tion. The supervised techniques, such as multiple discriminant analysis
and generalized discriminant analysis, can capture discriminatory infor-
mation. However the reduced dimension is limited by number of classes.
We propose a supervised technique, kernel entropy discriminant analy-
sis (kernel EDA), that uses Euclidean divergence as criterion function.
Parzen window method for density estimation is used to find an estimate
of Euclidean divergence. Euclidean divergence estimate is expressed in
terms of eigenvectors and eigenvalues of the kernel gram matrix. The
eigenvalues and eigenvectors that contribute significantly to the Euclid-
ean divergence estimate are used for determining the directions for pro-
jection. Effectiveness of the kernel EDA method is demonstrated through
the improved classification accuracy for benchmark datasets.

Keywords: Euclidean divergence · Parzen windowing

1 Introduction

The goal of data transformation techniques is to transform a set of large number
of features into a compact set of informative features. The data transformation
techniques are unsupervised or supervised. In the unsupervised techniques, the
aim is to preserve some significant characteristics of the data in the transformed
space. The most commonly used unsupervised technique is the principal com-
ponent analysis (PCA) [4]. It projects a given d -dimensional feature vector onto
the eigenvectors of data covariance matrix corresponding to l most significant
eigenvalues of the matrix. Kernel PCA [11] performs PCA in the kernel feature
space of a Mercer kernel. The unsupervised techniques do not make use of class
labels because of which the transformed representation may not be discrimina-
tive. In supervised data transformation techniques, the class label information
is also used. The commonly used supervised techniques are Fisher discriminant
analysis (FDA) [3], multiple discriminant analysis (MDA) [2] and their many
c© Springer International Publishing AG 2017
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variants. The FDA finds a direction for projection along which the separabil-
ity of projections of data belonging to two classes is maximum. The MDA is a
multi-class extension of FDA. Kernel FDA [7] performs the FDA in the kernel
feature space. Generalized discriminant analysis (GDA) [1] is extension of kernel
FDA for multiple classes. A major limitation of these supervised techniques is
that the dimension of transformed data is limited by the number of classes.

In the kernel entropy component analysis (kernel ECA) [5,6] technique, the
eigenvectors of kernel gram matrix used for projection are determined based on
their contribution to the Renyi quadratic entropy of the input data. The kernel
ECA is an unsupervised technique.

In this paper, we develop a new discriminative transformation method that
can be considered as an extension of kernel ECA modified for supervised dimen-
sion reduction. It chooses the directions for projection that maximally preserves
the Euclidean divergence [10] between the probability density function of two
classes. An estimator of Euclidean divergence is expressed in terms of eigenvec-
tors and eigenvalues of kernel gram matrix of Gaussian kernel used in Parzen
window [9] method for density estimation. The directions for projection are
obtained using eigenvalues and eigenvectors that contribute significantly to the
divergence estimate.

The paper is organized as follows. In Sect. 2, we present the kernel ECA
method. We discuss the proposed kernel EDA method in Sect. 3. Experimental
studies and results are presented in Sect. 4.

2 Kernel Entropy Component Analysis

Kernel entropy component analysis (Kernel ECA) focuses on entropy compo-
nents instead of principal components that represent variance in kernel PCA.
The Renyi’s quadratic entropy of a distribution p(x)is given by

H(p(x)) = −log

∫
p2(x) dx (1)

The information potential of a distribution p(x) is defined as V (p(x))=∫
p2(x) dx. The information potential can also be expressed as V (p)=Ep(p),

where Ep(.) denotes expectation w.r.t. p(x). Consider the data set D =
{x1,x2, ...xN}. Let kσ(xm, ·) be the Gaussian kernel with σ as width of kernel
used in the Parzen window method for estimation of density at xm. It may be
noted that the Gaussian kernel is a Mercer kernel and, therefore, it is a positive
semi-definite kernel. Then the estimate of density is given by

p̂(xm) =
1
N

∑
xn∈D

kσ(xm,xn) (2)

Then the estimate of V (p(x)) denoted by V̂ (p) is given by

V̂ (p) =
1
N

∑
xm∈D

p̂(xm) =
1
N

∑
xm∈D

1
N

∑
xn∈D

kσ(xm,xn) =
1

N2
1̄TK1̄ (3)
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where 1̄ is an (N ×1) vector consisting of all 1’s and K is the kernel gram matrix
of the kernel kσ(·, ·) on the dataset D. Using the eigen decomposition of kernel
gram matrix K, Eq. (3) can be rewritten as

V̂ (p) =
1

N2

N∑
i=1

(
√

λieT
i 1̄)2 (4)

where λi and ei are the eigenvalues and eigenvectors of K respectively. The
eigenvectors of K used for projection are identified based on their extent of
contribution to the information potential estimate. It is noted that the kernel
ECA method does not make use of the information about the class labels of
examples in D.

3 Kernel Entropy Discriminant Analysis

Let D be the data set that consists of data of two classes, D1={x11,x12, ..,x1N1}
and D2 ={x21,x22, ..,x2N2} which we assume are generated from probability
density functions (pdf) p1(x) and p2(x) of classes respectively. The Euclidean
divergence between the pdfs of these two classes is given as

ED(p1, p2) =
∫

p21(x)dx − 2
∫

p1(x)p2(x)dx +
∫

p22(x)dx (5)

Using the Parzen window technique for pdf estimation the estimate of ED(p1, p2)
denoted by ÊD(p1, p2) is given by

ÊD(p1, p2) =
1

N2
1

∑
xm,xn∈D1

kσ(xm,xn) − 2
N1N2

∑
xm∈D1,
xn∈D2

kσ(xm,xn) +
1

N2
2

∑
xm,xn∈D2

kσ(xm,xn)

(6)
Let z1 = [z11, z12, ., z1N ]T and z2 = [z21, z22, ., z2N ]T be vectors with zij = 1

if xj ∈ Di and zij = 0 otherwise. Thus Eq. (6) can be written as

ÊD(p1, p2) =
1

N2
1

zT
1 Kz1 − 2

N1N2
zT
1 Kz2 +

1
N2

2

zT
2 Kz2 (7)

where K is the kernel gram matrix of the dataset D. Using the eigen decompo-
sition of K, Eq. (7) can be rewritten as

ÊD(p1, p2) =
1

N2
1

N∑

i=1

(
√

λie
T
i z1)

2 − 2

N1N2

N∑

i=1

(eT
i z1)λi(e

T
i z2) +

1

N2
2

N∑

i=1

(
√

λie
T
i z2)

2

(8)
where λi are the eigenvalues and ei are the eigenvectors of K. We can write
Eq. (8) as

ÊD(p1, p2) =
N∑

i=1

λi

(
eT

i z1
N1

− eT
i z2
N2

)2

(9)
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Let ψi = λi

(
eT
i z1
N1

− eT
i z2
N2

)2

. Then ÊD(p1, p2) =
N∑

i=1

ψi

The term ψi is a measure of extent of contribution of λi and ei to the Euclid-
ean divergence. Certain eigenvalues and eigenvectors for which ψi is large con-
tribute more to the Euclidean divergence than the others. By considering only
those eigenvalue and eigenvector pairs that contribute significantly to the diver-
gence, we identify the directions for projection that can capture discriminatory
features for the data of two given classes.

As the Gaussian kernel is also a Mercer kernel, it is an inner product kernel.
Therefore, kσ(xm,xn) = 〈φ(xm),φ(xn)〉, where φ(x) is the kernel space repre-
sentation of a data point x. The mean vectors for two classes in φ(x)-space are
given by mφ

1 = 1
N1

∑
xm∈D1

φ(xm) and mφ
2 = 1

N2

∑
xm∈D2

φ(xm). Then each term in

Eq. (6) can be expressed as follows:

1
N2

1

∑
xm,xn∈D1

kσ(xm,xn) =
1

N2
1

∑
xm,xn∈D1

〈φ(xm),φ(xn)〉 = 〈mφ
1 ,mφ

1 〉 (10)

1
N2

2

∑
xm,xn∈D2

kσ(xm,xn) =
1

N2
2

∑
xm,xn∈D2

〈φ(xm),φ(xn)〉 = 〈mφ
2 ,mφ

2 〉 (11)

1
N1N2

∑
xm∈D1,
xn∈D2

kσ(xm,xn) =
1

N1N2

∑
xm∈D1,
xn∈D2

〈φ(xm),φ(xn)〉 = 〈mφ
1 ,mφ

2 〉 (12)

Therefore, the estimate of Euclidean divergence ÊD(p1, p2) can be expressed as

ÊD(p1, p2) = 〈mφ
1 ,mφ

1 〉 − 2〈mφ
1 ,mφ

2 〉 + 〈mφ
2 ,mφ

2 〉 = ||mφ
1 − mφ

2 ||2 (13)

Thus the Euclidean divergence in x space corresponds to squared Euclidean
distance between the means of the data of two classes in the kernel feature
space. Let νi be the direction for projections in the φ(x)-space. As in kernel
PCA, the vector νi is expressed as follows:

νi =
1√
λi

N∑
n=1

einφ(xn) (14)

where ein is the nth element of ei. The projection of a given data point φ(x) in
the kernel feature space is given by

ai = νT
i φ(x) =

1√
λi

N∑
n=1

einφ(xn)T φ(x) =
1√
λi

N∑
n=1

eink(xn,x), (15)

For a given data point x, the l-dimensional transformed representation using
the kernel EDA method is obtained by computing ai, i = 1, 2, .., l where l is the
number of directions for projection chosen.
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4 Experiments

First, we analyze our proposed algorithm on a synthetic dataset. Then we eval-
uate the performance on two-class IDA benchmark datasets and multi-class
datasets. We compare the performance of the proposed kernel EDA method
with PCA, kernel PCA, kernel ECA, kernel FDA and GDA. We have used the
Gaussian kernel for the data transformation techniques. The kernel width σ is
chosen empirically for each dataset and in order to make a fair comparison, the
same kernel width is used for all the techniques. Linear support vector machine is
used for obtaining the classification accuracy on the transformed representation
of data. The choice of using a linear classifier helps us identifying how effective
is the transformed representation in performing the classification task. The data
is split into 75%, 10% and 15% for training, validation and testing respectively.

4.1 Studies on Synthetic Dataset

The synthetic dataset contains 3424 data points randomly distributed on two
spirals, shown in Fig. 1(a). The classification accuracies on the transformed data
using linear SVM are plotted in Fig. 1(b). The accuracies are shown for kernel
PCA, kernel ECA and kernel EDA methods and for different values of l. It is
seen that kernel EDA performs better than the other two methods.

(a) Synthetic spiral dataset (b) Classification accuracy

Fig. 1. (a) Synthetic spiral dataset (b) Classification accuracies (in %) for different
methods for data transformation and for different values of transformed dimensions.

Table 1. Details of the 2-class IDA benchmark datasets used.

Name No. of Examples Dimension

Breast Cancer 263 9

Diabetes 768 8

German 1000 20

Image 2086 18

Splice 2991 60

Waveform 5000 21
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4.2 Studies on 2-Class Real World Datasets

Details of two-class IDA benchmark datasets [6] used in our study are listed
in Table 1. The classification accuracies on transformed representation obtained
using different methods are given in Table 2. The results show an improvement in
performance for the proposed technique over the existing techniques on almost
all of the datasets.

Table 2. Classification accuracies (in %) obtained on the 2-class IDA benchmark
datasets for different methods of dimensionality reduction and for different values of
reduced dimension.

Dataset Reduced
dimension (l)

PCA Kernel PCA Kernel ECA Kernel
FDA

Kernel
EDA

Breast Cancer 1 69.7 68.2 68.2 68.1 68.2

3 68.2 69.7 68.2 - 68.2

5 69.7 69.7 69.7 - 72.7

7 69.7 69.7 69.7 - 72.7

Diabetes 1 69.8 65.1 59.8 61.4 59.4

3 67.2 66.1 66.1 - 67.2

5 68.2 67.7 67.7 - 71.4

7 72.9 75.5 75.5 - 77.1

German 1 69.2 69.2 69.2 69.2 69.2

3 69.2 69.2 69.2 - 69.2

5 71.6 73.2 74.0 - 74.4

10 76.0 75.2 76.0 - 76.0

15 75.2 74 74.4 - 75.6

Image 1 57.8 58.3 58.3 58.3 69.9

3 71.0 70.8 69.7 - 75.8

5 69.3 71.0 67.2 - 80.2

10 72.2 82.7 82.7 - 85.8

15 83.4 83.8 82.9 - 87.7

Splice 1 69.8 69.7 60.0 86.3 75.0

3 67.2 80.6 69.1 - 77.5

5 68.2 82.1 80.3 - 80.3

10 66.1 81.3 81.1 - 83.7

15 65.6 82.1 81.7 - 84.8

Waveform 1 57.8 74.3 66.9 88.9 73.3

3 71.0 79.0 86.7 - 86.4

5 69.3 85.6 89.2 - 89.2

10 72.2 88.5 89.4 - 89.6

15 83.5 89.0 89.7 - 89.4
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4.3 Studies on Multi-class Datasets

The kernel EDA can be used in multiclass classification problem by converting
the multiclass problem to multiple binary classification problems by using “One
vs Rest” or “One vs One” scheme. The datasets of Vogel [12] and MIT [8] scene
multi-class datasets used in our studies are given in Table 3. Local block features
are used. Each image is divided into fixed size blocks. From each block, the color,
edge direction histogram, and texture features are extracted. Thus, each block of
image is represented by a 23-dimensional feature vector. The feature vectors from
all the blocks in an image are concatenated to get the representation for an image.

The classification accuracies obtained on the transformed representation for
the Vogel and MIT datasets using the linear SVM as classifier is given in Table 4.
The kernel EDA technique gives a much higher accuracy as compared to the
other techniques on MIT dataset. On Vogel dataset, all the techniques give a
similar performance.

Table 3. Details of multi-class benchmark datasets used.

Name No. of Examples Dimension No. of Classes

Vogel-6 700 2300 6

MIT-8 2688 828 8

Table 4. Classification Accuracies (in %) obtained on Vogel and MIT datasets for
different methods for dimension reduction and for different values of reduced dimension.
Performance is also compared for the one-versus-one (1-vs-1) and the one-vs-rest (1-
vs-R) approach to multi class classification.

Dataset Classification

Approach

Reduced

dimension (l)

PCA Kernel

PCA

Kernel

ECA

Kernel

FDA

GDA Kernel

EDA

MIT 1 vs 1 1 28.1 20.9 25.7 32.2 25.7 38.9

5 42.9 37.2 41.3 - 46.3 49.5

10 46.6 40.3 45.1 - - 50.9

20 47.8 45.6 47.2 - - 52.5

40 47.4 46.6 49.5 - - 53.4

1 vs R 1 19.4 9.6 22.2 16.5 16.5 21.8

5 33.1 25.0 31.0 - 43.9 40.7

10 39.3 35.7 39.9 - - 43.6

20 41.7 39.8 44.1 - - 46.3

40 46.5 42.1 45.6 - - 50.3

Vogel 1 vs 1 1 30.3 29.6 32.9 25.0 24.3 34.9

5 40.1 32.2 39.5 - 38.1 42.8

10 40.1 39.5 38.8 - - 40.1

20 40.1 39.5 43.2 - - 40.8

40 40.1 42.8 42.8 - - 40.8

1 vs R 1 6.6 11.8 15.8 16.4 16.5 10.5

5 30.9 29.6 37.5 - 40.1 35.5

10 40.1 38.2 38.8 - - 45.4

20 47.4 39.5 40.1 - - 42.1

40 49.3 39.5 42.1 - - 45.4
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5 Conclusion

In this paper, we have proposed kernel entropy discriminant analysis as a data
transformation method. It uses Euclidean divergence between the estimates of
probability density functions of the two classes as the criterion function to decide
the directions for projection. Though the kernel EDA is a supervised technique,
it is not limited by the number of classes. Studies on various datasets show that
proposed kernel EDA performs better or on-par as compared to PCA, kernel
PCA, kernel ECA, kernel FDA and GDA.
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Abstract. In general, the ‘small sample (n)-large feature (p)’ problem
of bioinformatics, image analysis, high throughput molecular screening,
astronomy, and other high dimensional applications makes the features
highly collinear. In this context, the paper presents a new feature extrac-
tion algorithm to address this ‘large p small n’ issue associated with
multimodal data sets. The proposed algorithm judiciously integrates the
concept of both regularization and shrinkage with canonical correlation
analysis to extract important features. To deal with the singularity prob-
lem, the proposed method increases the diagonal elements of covariance
matrices by using regularization parameters, while the off-diagonal ele-
ments are decreased by shrinkage coefficients. The concept of hyper-
cuboid equivalence partition matrix of rough hypercuboid approach is
used to compute both significance and relevance measures of a feature.
The importance of the proposed algorithm over other existing methods
is established extensively on real life multimodal omics data set.

1 Introduction

Unimodal based pattern recognition and analysis systems usually provide low
level of performance due to the noisy nature and drastic variation of the acquired
signals, which lead to inaccurate and insufficient pattern representation of the
perception of interest. On the other hand, multimodal data contains more infor-
mation, which is expected to provide potentially more discriminatory and com-
plete description of the intrinsic characteristics of the pattern, which leads to
improve system performance than single modality only [5].

Canonical correlation analysis (CCA) [4] finds the best linear transformation
to achieve the maximum correlation between two multidimensional data sets.
The modern technology has enabled more directions on data streams, which
ensues in very high dimensional feature spaces (p), while the number of train-
ing samples (n) is usually limited. When the number of samples (n) is very
less than the number of features (p), the features in both data sets tend to be
highly collinear, which leads to ill-conditioned of the covariance matrices of the
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data sets. In effect, their inverses are no longer reliable, resulting in an invalid
computation of CCA. There are two ways to overcome this problem. The first
possible approach is regularized CCA (RCCA) [11], where the diagonal elements
of covariance matrices are increased using a grid search optimization. However,
the off-diagonal elements of these matrices remain constant. The another method
of regularization algorithm is based on the optimal estimate of the correlation
matrices and is known as fast RCCA (FRCCA) [1]. In FRCCA, shrinkage coef-
ficients [10] are estimated to invert the covariance matrices. These shrinkage
coefficients reduce the values of off-diagonal elements of covariance matrices,
while the values of diagonal elements remain same. However, CCA, RCCA and
FRCCA all are unsupervised in nature and fail to take complete advantage of
available class label information [1,2]. To incorporate the class information, some
supervised versions of RCCA have been proposed, termed as supervised RCCA
(SRCCA) [2]. It includes available class label information to select maximally
correlated features using grid search optimization.

One of the main problems in omics data analysis is uncertainty. Rough set
theory [9] is an effective paradigm to deal with uncertainty, vagueness, and
incompleteness. It provides a mathematical framework to capture uncertain-
ties associated with the data [9]. In this context, a feature extraction algorithm,
termed as CuRSaR [7], has been introduced. It judiciously integrates the merits
of SRCCA and rough sets, to extract maximally correlated features from two
multidimensional data sets. In [8], another method, named as FaRoC, has been
proposed to generate canonical variables sequentially using rough hypercuboid
based maximum relevance-maximum significance criterion. However, all these
existing methods fail to produce the optimal set of features.

In general, RCCA increases the diagonal elements, whereas FRCCA decreases
the off-diagonal elements to deal with the singularity issue of covariance matrices.
So, it is expected to give better results if both can be done concurrently. In this
regard, the paper presents a new feature extraction algorithm, which integrates
the advantages of both RCCA and FRCCA to handle the ill-conditioned of the
covariance matrices. The effectiveness of the proposed method, along with a
comparison with other methods, is demonstrated on several real life data sets.

2 Basics of Canonical Correlation Analysis

Canonical correlation analysis (CCA) [4] obtains a linear relationship between
two multidimensional variables. The objective of CCA is to extract latent fea-
tures from two data sets X ∈ R

p×n and Y ∈ R
q×n. Here p and q are the number

of features of X and Y , respectively, whereas n is the number of samples. CCA
obtains two directional basis vectors wx ∈ R

p and wy ∈ R
q such that, the cor-

relation between XTwx and Y Twy is maximum. The correlation coefficient ρ is
given as

ρ = max
wx ,wy

wx
T Cxywy√

wx
T Cxx wx wy

T Cyywy

(1)
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where Cxx ∈ R
p×p and Cyy ∈ R

q×q . are covariance matrices of X and Y ,
respectively, while Cxy ∈ R

p×q is the cross-covariance matrix of X and Y . The
basis vectors wx and wy are the eigenvectors of matrices H and H̃ , respectively,
with eigenvalue ρ, where

H = C−1
xx CxyC−1

yy Cyx ; and H̃ = C−1
yy Cyx C−1

xx Cxy . (2)

If the number of features p and q of X and Y , respectively, is larger than n, the
covariance matrices Cxx and Cyy are ill-conditioned, which make the computation
of CCA invalid. That means, the inverses of Cxx and Cyy do not make any sense
[3]. To overcome this problem, RCCA [11] increases the diagonal elements of
Cxx and Cyy by adding small positive quantities, rx and ry , which are known as
regularization parameters. The optimal parameter set of rx and ry is selected for
which the Pearson’s correlation is maximum. On the other hand, FRCCA [1]
decreases the off-diagonal elements of Cxx and Cyy by subtracting the shrinkage
parameters sx and sy . To find the minimum mean squared error estimator of
cross-covariance matrix Cxy , the shrinkage parameter sxy is used.

3 Proposed Method

This section presents a new feature extraction algorithm, integrating judiciously
the advantages of both RCCA and FRCCA to take care of the singularity prob-
lem of covariance matrices. The proposed method also incorporates the avail-
able class label information to make it supervised. It extracts new features from
two multidimensional data sets by maximizing their relevance with respect to
class label and significance with respect to already-extracted features. Prior to
describing the proposed method for multimodal data analysis, some important
analytical formulations are reported next.

To deal with this singularity problem, the proposed method integrates the
advantages of both RCCA and FRCCA. Here, regularization parameters rx and
ry are varied within a range [rmin , rmax ], with common differences, dx and dy for rx
and ry , respectively. To address this singularity issue, the covariance and cross-
covariance matrices can be formulated as

[C̃xx ]ij =

{
(1 − sx )[Cxx ]ij ; where i �=j

[Cxx ]ij + (rx + ldx ); where i=j

and [C̃xy ]ij = (1 − sxy)[Cxy ]ij ; ∀ i , j (3)

where ∀k ∈ {1, 2, · · · , tx }. Similarly, [C̃yy ]ij can be computed ∀l ∈ {1, 2, · · · ,

ty}. The parameters tx and ty denote the number of possible values of rx and ry ,
respectively. The best estimator of the shrinkage parameters sx , sy and sxy , which
minimize the risk function of the mean squared error, can be calculated as [1]
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sx =

∑
i �=j

V̂([Cxx ]ij )

∑
i �=j

[C2
xx ]ij

; sy =

∑
i �=j

V̂([Cyy ]ij )

∑
i �=j

[C2
yy ]ij

; and sxy =

∑
i

∑
j

V̂([Cxy ]ij )
∑
i

∑
j

[C2
xy ]ij

; (4)

where V̂([Cxx ]ij ), V̂([Cyy ]ij ) and V̂([Cxy ]ij ) are the unbiased empirical variance of
[Cxx ]ij , [Cyy ]ij and [Cxy ]ij , respectively. Let us assume that Λx and Λy be the diagonal

matrices, where diagonal elements are the eigenvalues of C̃xx and C̃yy , respectively
and the corresponding orthonormal eigenvectors are in the columns of Ψx and Ψy ,
respectively. If rx and ry are varied within a range with arithmetic progression,
then following two relations can be established, based on the theoretical analysis,
reported in [8],

Hkl = Ψx (Λx + (k − 1)dx I )−1ΨT
x C̃xyΨy(Λy + (l − 1)dyI )−1ΨT

y C̃yx ;

H̃kl = Ψy(Λy + (l − 1)dyI )−1ΨT
y C̃yxΨx (Λx + (k − 1)dx I )−1ΨT

x C̃xy . (5)

As non-zero eigenvalues of Hkl are same as non-zero eigenvalues of H̃kl , one
of the matrices is enough to compute the eigenvector of Hkl or H̃kl [7], which are
the basis vectors wxtkl and wytkl

, respectively.
To compute both the relevance and significance of an extracted feature, the

hypercuboid equivalence partition matrix of rough hypercuboid approach [6] is
used. The regularization parameters are optimized through computing the rele-
vance and significance measures [7]. Hence, the problem of extracting a relevant
and significant feature set S from all possible combinations of regularization para-
meters rx and ry is equivalent to maximize the average relevance of all extracted
features as well as to maximize the average significance among them. To solve
this problem, the following greedy algorithm is used.

1. Compute two covariance matrices Cxx and Cyy , of X and Y , respectively.
2. Compute the cross-covariance matrix Cxy , of X and Y .
3. Determine the values of sx , sy and sxy using (4).
4. Compute C̃xx , C̃yyand C̃xy using (3).
5. Calculate eigenvalues Λx ∈ R

p and Λy ∈ R
q of C̃xx and C̃yy , respectively, along

with corresponding eigenvectors Ψx and Ψy .
6. Repeat the following six steps for all (k , l )-th regularization parameters of rx

and ry , where ∀k ∈ {1, 2, · · · , tx } and ∀l ∈ {1, 2, · · · , ty}.
(i) Initialize Ckl ← ∅.
(ii) Compute Hkl or H̃kl using (5).
(iii) Calculate all D basis vectors wxkl and wykl , which are the eigenvectors of

Hkl and H̃kl , respectively, where D = min(p, q)

Hkl wxkl = ρwxkl ; and H̃kl wykl = ρwykl . (6)

(iv) Calculate the D canonical variables Ukl and Vkl ,

Ukl = wT
xkl X ; and Vkl = wT

ykl Y . (7)
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(v) The extracted feature Akl can be calculated using Akl = Ukl + Vkl .
vi) Ckl = Ckl

⋃
Akl .

7. Initialize S ← ∅.
8. Repeat the following three steps until t ≤ D, where D = min(p, q).

(i) If t = 1, calculate the relevance γAtkl
(D), otherwise calculate the sig-

nificance σ{Atkl ,At̃}(D,Atkl ) where At̃ ∈ S, of all t -th extracted feature
Atkl ∈ Ckl , ∀k ∈ {1, 2, · · · , tx } and ∀l ∈ {1, 2, · · · , ty}. D denotes the
decision attribute set. Discard that Atkl , if it has zero significance with at
least one of the selected features of S.

(ii) If t = 1, select a feature Atkl as t -th feature for which γAtkl
(D) is maxi-

mum. Otherwise, the feature Atkl has to be selected as optimal for which
γAtkl

(D) + 1
t−1

∑
At̃∈S

σ{Atkl ,At̃}(D,Atkl ) is maximum.

(iii) S = S
⋃
Atkl and t = t + 1.

9. Stop.

4 Experimental Results and Discussion

In the current research work, the multimodal data set, named Ovarian Serous
Cystadenocarcinoma (OV), is used with three different modalities, namely, gene
expression, protein expression, and DNA methylation. The data set is down-
loaded from TCGA. It has 379 samples with two categories: 51 samples of grade
2 and 328 samples of grade 3. This data set contains expressions of 17,814 genes
and 222 proteins, and β values of 27,578 methylated DNAs. Total 2000 top-
ranked features, based on their variances, are taken from both gene and methy-
lation data in the current study. To evaluate the performance of different algo-
rithms, both support vector machine (SVM) and nearest neighbor algorithm
(NNA) are used. To compute the classification accuracy and F1 score of differ-
ent approaches, 10-fold cross-validation is performed. A set of correlated features
is first generated for each training set. Then, both SVM and NNA are trained
with this feature set. The correlated features which are selected for the training
set are used to generate test set. Finally, the class label of the test sample is
predicted using the SVM and NNA. Twenty five top-ranked correlated features
are selected for the analysis.

In the proposed method, both relevance and significance of an extracted fea-
ture are computed using rough hypercuboid (RH) approach [6]. However, mutual
information (MI) as well as rough sets (RS) with fuzzy discretization can also
be used to compute these two measures. In order to establish the importance
of rough hypercuboid (RH) approach over rough sets (RS) and mutual infor-
mation (MI), extensive experimental results are reported in Table 1 for three
pairs of modalities. All the results reported in Table 1 establish the fact that
the rough hypercuboid equivalence partition matrix based approach performs
better than other approaches, irrespective of the pair of modalities and classifier
used. In 12 cases, out of total 24 cases, rough hypercuboid equivalence partition
matrix based approach performs significantly better and in remaining 12 cases
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Table 1. Classification accuracy and F1 score of the proposed algorithm

Measures Classifier

used

Different

indices

Gene-Protein Protein-DNA Methy. Gene-DNA Methy.

Mean StDv p-value Mean StDv p-value Mean StDv p-value

Accuracy SVM MI 0.859 0.028 1.76E-02 0.864 0.030 1.85E-01 0.851 0.047 8.88E-02

RS 0.854 0.036 3.31E-02 0.831 0.028 1.12E-02 0.844 0.025 7.65E-02

RH 0.908 0.071 0.879 0.058 0.879 0.060

NNA MI 0.838 0.068 4.50E-02 0.828 0.078 8.10E-02 0.756 0.084 5.55E-04

RS 0.849 0.072 5.77E-02 0.838 0.077 1.61E-01 0.846 0.077 3.84E-02

RH 0.882 0.069 0.856 0.054 0.879 0.066

F1 Score SVM MI 0.923 0.014 1.79E-02 0.925 0.016 1.79E-01 0.917 0.027 8.94E-02

RS 0.919 0.020 2.75E-02 0.907 0.017 1.11E-02 0.914 0.014 1.01E-01

RH 0.949 0.038 0.934 0.031 0.932 0.034

NNA MI 0.905 0.040 3.63E-02 0.897 0.047 5.48E-02 0.851 0.051 5.08E-04

RS 0.913 0.041 5.24E-02 0.906 0.045 1.39E-01 0.910 0.046 3.59E-02

RH 0.933 0.038 0.918 0.031 0.931 0.037

Fig. 1. Box and whisker plots for accuracy and F1 score (left: SVM; right: NNA)

it is better but not significant. This analysis establishes the importance of rough
hypercuboid approach over other methods in proposed method.

The performance of the proposed feature extraction algorithm is compared
in this section with that of some existing CCA based algorithms, namely, prin-
cipal component analysis (PCA), CCA, RCCA, FRCCA, several variants of
SRCCA using t-test (SRCCATT) [2], Wilcoxon rank sum test (SRCCAWR) [2],
and Wilks’s lambda test (SRCCAWL) [2], CuRSaR [7] and FaRoC [8]. The reg-
ularization parameters rx and ry are varied within [0.0, 1.0] with 0.1 as common
difference.
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The box and whisker plots, tables of means, standard deviations, and p-
value computed through paired-t (one-tailed) test are used to study the perfor-
mance of different algorithms and the proposed algorithm. Fig. 1 shows the box
and whisker plots for classification accuracy and F1 score. On the other hand,
the means, standard deviations and p-values of accuracy and F1 score for all
the methods are reported in Tables 2 and 3. The best mean values are marked
in bold in these tables. The experimental results are presented on three pairs
of modalities, namely, gene-protein, gene-DNA methylation, and protein-DNA
methylation. All the results, presented in Fig. 1 and Tables 2 and 3, establish
the fact that the proposed method attains the best mean classification accuracy
and F1 score in all the cases, irrespective of the pairs of modalities, and classi-
fiers used. The results, reported in Fig. 1 and Tables 2 and 3, demonstrate that
the proposed algorithm performs significantly better than other algorithms in
83 cases out of total 108 cases, considering 0.05 as the level of significance. In
remaining 25 cases, it is better but not significant.

Table 2. Classification accuracy of the proposed and other methods

Classifier

used

Different

algorithms

Gene-Protein Protein-DNA Methy. Gene-DNA Methy.

Mean StDv p-value Mean StDv p-value Mean StDv p-value

SVM PCA 0.677 0.149 7.85E-04 0.595 0.080 7.32E-09 0.654 0.171 9.04E-04

CCA 0.715 0.050 2.06E-05 0.695 0.055 2.50E-05 0.515 0.046 6.72E-09

RCCA 0.787 0.068 6.00E-03 0.774 0.052 3.37E-04 0.667 0.164 6.39E-04

FRCCA 0.792 0.059 2.32E-03 0.828 0.032 4.23E-03 0.823 0.044 2.31E-02

SRCCATT 0.821 0.034 7.93E-04 0.813 0.042 3.73E-04 0.792 0.126 3.13E-02

SRCCAWL 0.823 0.046 4.36E-03 0.828 0.051 1.48E-02 0.787 0.146 4.56E-02

SRCCAWR 0.813 0.042 9.70E-04 0.828 0.062 1.37E-02 0.797 0.092 4.50E-02

CuRSaR 0.851 0.026 2.10E-02 0.859 0.054 2.09E-01 0.851 0.026 1.35E-01

FaRoC 0.897 0.066 2.31E-01 0.867 0.075 3.37E-01 0.859 0.028 1.76E-01

Proposed 0.908 0.071 0.879 0.058 0.879 0.060

NNA PCA 0.677 0.149 9.99E-04 0.692 0.075 2.18E-05 0.759 0.090 5.62E-04

CCA 0.726 0.050 5.48E-05 0.772 0.053 1.84E-04 0.726 0.072 5.21E-06

RCCA 0.808 0.068 2.59E-02 0.782 0.083 2.72E-02 0.782 0.083 9.77E-03

FRCCA 0.797 0.070 8.66E-05 0.805 0.061 1.08E-03 0.808 0.092 3.42E-04

SRCCATT 0.841 0.050 3.16E-03 0.759 0.216 1.16E-01 0.797 0.082 2.18E-02

SRCCAWL 0.810 0.065 7.98E-04 0.813 0.051 9.60E-03 0.790 0.091 2.31E-04

SRCCAWR 0.797 0.060 4.36E-03 0.818 0.052 7.48E-03 0.762 0.057 2.06E-04

CuRSaR 0.854 0.050 1.46E-01 0.821 0.065 6.88E-02 0.838 0.055 3.06E-02

FaRoC 0.877 0.093 4.41E-01 0.849 0.113 4.12E-01 0.864 0.113 3.68E-01

Proposed 0.882 0.069 0.856 0.054 0.879 0.066
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Table 3. F1 score of the proposed and other methods

Classifier

used

Different

algorithms

Gene-Protein Protein-DNA Methy. Gene-DNA Methy.

Mean StDv p-value Mean StDv p-value Mean StDv p-value

SVM PCA 0.793 0.110 1.11E-03 0.731 0.057 1.64E-08 0.765 0.139 1.67E-03

CCA 0.823 0.035 9.40E-06 0.814 0.034 1.02E-05 0.679 0.039 5.41E-09

RCCA 0.878 0.045 6.01E-03 0.871 0.034 3.07E-04 0.776 0.130 1.24E-03

FRCCA 0.882 0.038 2.19E-03 0.904 0.021 2.96E-03 0.901 0.026 2.58E-02

SRCCATT 0.898 0.019 5.24E-04 0.895 0.027 2.08E-04 0.876 0.100 5.47E-02

SRCCAWL 0.899 0.025 2.62E-03 0.902 0.029 9.43E-03 0.860 0.131 6.21E-02

SRCCAWR 0.895 0.025 8.16E-04 0.901 0.037 8.63E-03 0.881 0.069 5.90E-02

CuRSaR 0.918 0.014 2.01E-02 0.923 0.030 2.10E-01 0.918 0.016 1.71E-01

FaRoC 0.944 0.035 2.39E-01 0.925 0.043 2.96E-01 0.922 0.015 2.01E-01

Proposed 0.949 0.038 0.934 0.031 0.932 0.034

NNA PCA 0.793 0.110 9.35E-04 0.806 0.052 2.28E-05 0.853 0.057 5.00E-04

CCA 0.838 0.035 5.23E-05 0.867 0.035 1.82E-04 0.837 0.046 7.90E-06

RCCA 0.891 0.044 3.31E-02 0.870 0.056 2.71E-02 0.867 0.069 1.68E-02

FRCCA 0.879 0.040 3.95E-05 0.885 0.035 1.35E-03 0.884 0.057 4.16E-04

SRCCATT 0.908 0.027 1.43E-03 0.814 0.269 1.38E-01 0.878 0.070 3.66E-02

SRCCAWL 0.887 0.037 4.73E-04 0.889 0.028 5.67E-03 0.874 0.056 1.57E-04

SRCCAWR 0.881 0.036 3.54E-03 0.893 0.030 7.09E-03 0.856 0.037 2.08E-04

CuRSaR 0.913 0.029 9.62E-02 0.892 0.040 5.58E-02 0.908 0.031 3.98E-02

FaRoC 0.930 0.052 4.40E-01 0.904 0.077 2.79E-01 0.918 0.072 3.22E-01

Proposed 0.933 0.038 0.918 0.031 0.931 0.037

5 Conclusion

In present days, the ‘large p small n’ problem becomes a common issue in genet-
ics research, medical studies, risk management, and other fields. If n is very
small compared to p, the features become highly collinear, which leads to ill-
conditioned of the covariance matrix. The current research work deals with this
‘small n large p’ problem to overcome the singularity issue of the covariance
matrices. The effectiveness of the proposed algorithm, along with a comparison
with other algorithms, has been demonstrated considering three different modal-
ities, namely, gene expression, protein expression, and DNA methylation. The
concept of hypercuboid equivalence partition matrix is found to be successful in
extracting relevant and significant features from high dimensional multimodal
real-life data sets.
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Abstract. Many real world machine learning tasks suffer from the prob-
lem of scarce labeled data. In multi-label learning, each instance is asso-
ciated with more than one label as in semantic scene understanding, text
categorization and bio-informatics. Semi-supervised multi-label learning
has attracted recent interest as gathering labeled data is both expensive
and requires manual effort. Further, many of the labels have seman-
tic correlation which manifests as co-occurrence and this information
can be used to build effective classifiers in the multi-label scenario. In
this paper, we propose two different graph based transductive meth-
ods, namely, the label correlation propagation and the k -nearest neigh-
bors based label correlation propagation. Extensive experimentation on
real-world datasets demonstrates the efficacy of the proposed methods
and the importance of using the label correlation information in semi-
supervised multi-label learning.

Keywords: Semi-supervised learning · Multi-label learning · Graph
based learning

1 Introduction

In supervised learning based approaches to multi-class pattern classification, a
training example represented by a corresponding feature vector is related to
a distinct class (label) describing its semantics. However, for many real-world
objects, the single label assumption may not be appropriate. In the task of
image annotation, an image can have multiple labels, referred to as a relevant
label set. Likewise, in the text categorization task, a news article can be asso-
ciated with a number of topics like “military”, “business” and “international”.
Multi-label learning has been used for a number of applications like automatic
multimedia content annotation [1,2] and bioinformatics [3,4]. The multi-label
learning task involves building models which can predict the relevant label set
for a test example.

The existing techniques for multi-label learning are predominantly supervised
learning based approaches. These techniques require huge amount of labeled data
for building a classifier. As labeling the data is both time-consuming and costly,
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it is undesirable to use only labeled data. However, unlabeled data is easily
available and cheap, and the information from it can be used to build better
classifiers. In the recent times, semi-supervised learning techniques have been
found to be effective in building classifiers.

There have been a number of techniques for semi-supervised multi-label
learning (SSMLL) [5–7]. Most of these methods are transductive in nature and
they aim at predicting the label set for the existing unlabeled data. It is impor-
tant to exploit the inherent label correlation present among the labels to boost
the performance of the multi-label classifier. For example, it is common to have
the natural scene images that contain both “hill” and “tree”.

In [5], a graph-based learning framework that accounts for label consistency
in the graph and the correlation among labels is presented. After optimising an
objective function, a closed form solution for prediction of labels for the unlabeled
data is obtained. In [6], the TRAnsductive Multi-label classification (TRAM) is
formulated as an optimization problem of estimating label compositions and
a closed-form solution is obtained. This method is extended for estimation of
the cardinality of the predicted label set for the unlabeled examples based on
the estimated label compositions. In [8], the non-negative matrix factorization
algorithm is used to solve the problem where the basic hypothesis is that “two
examples which have high similarity in the input space should have similar label
memberships”. All the above methods build a graph with nodes representing
the labeled and unlabeled examples, and a similarity measure used as weight of
an edge between two nodes. Graph based methods form the majority of semi-
supervised learning [9] because of their effectiveness and efficacy.

The rest of the paper is organized as follows. We present the graph based
methods for semi-supervised learning from multi-label data in Sect. 2. In Sect. 3,
we propose two methods to propagate the label correlation in multi-label learn-
ing. Studies on benchmark datasets that demonstrate the effectiveness of the
proposed methods are presented in Sect. 4.

2 Graph Based Methods for Semi-supervised Learning
with Multi-label Data

In semi-supervised multi-label learning, the training set D = {(x1, Y1), . . . ,
(xi, Yi), . . . , (xL, YL),xL+1, . . . ,xL+j . . . ,xL+U} consists of L labeled examples
Dl = {(x1, Y1), . . . , (xi, Yi) . . . , (xL, YL)}, and U unlabeled examples Du =
{xL+1, . . . ,xL+j . . . ,xL+U}. The total number of examples is N = L + U . The
task involves learning a family of K functions, fk : X ×Y −→ R. Here, fk(xi, yk)
is measure of the confidence of the kth label yk ∈ Y being a label of xi. The
label vector yi = (yi1, . . . , yiK)T is represented as a K-dimensional vector with
yij ∈ {0, 1}, 0 indicating that the jth label is not associated with the example
xi and 1 indicating that the label yj belongs to the label set of the example xi.
Let W denote the N ×N weight matrix where wij represents similarity between
xi and xj . The matrix Δ = D − W is called the combinatorial graph Lapla-
cian matrix where D is a N × N diagonal matrix with entries dii =

∑N
j=1 wij .
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The normalized combinatorial Laplacian is L = D−1/2ΔD−1/2. We define Λ,
a N × N diagonal matrix with λii = ∞ for i ≤ L, and λii = 0 otherwise. The
vector f = [f1 f2 · · · fN ]T has the confidence scores for each of the N examples.
This setting is for a binary setting that can be extended to multi-label setting.

In [9], the objective function in the Gaussian Random Field (GRF) method
for graph based semi-supervised learning in the single label setting is formulated
as follows:

E(f) = El(f) + αEs(f) where (1)

El(f) = ∞
∑

i∈L
(fi − yi)2 = (f − y)TΛ(f − y) (2)

Es(f) =
1
2

∑

i,j∈L∪U
wij(fi − fj)2 = fTΔf (3)

Here, El(f) is the term that corresponds to deviation from the already assigned
labels (labeled data) and Es(f) is the penalty term that corresponds to smooth-
ness of labels over the graph. In the second term, if the two examples xi and xj

are similar, the predictions fi and fj should be close as well.
In [10], the authors propose the Local and Global Consistency (LGC) method

where the two terms are modified given below.

El(f) =
∑

i∈L∪U
(fi − yi)2 = (f − y)T (f − y) (4)

Es(f) =
1
2

∑

i,j∈L∪U
wij(

fi√
dii

− fj√
djj

)2 = fTLf (5)

In the multi-label setting, the matrix Y is an N × K matrix such that yik is
equal to 1 if a labeled example xi has label k associated with it, and 0 otherwise.
This corresponds to the given ground truth. Similarly, the predicted matrix F
is an N × K matrix where fik indicates the confidence of the example xi in the
label yk.

The approach in [5] introduces a term Ec(F) corresponding to regularizer
for the label correlation. In the K × K label correlation matrix C, the entry ckl
represents the correlation between label yk and label yl that can be estimated
using the label based co-occurrence. The term Ec(F) is defined as follows:

Ec(F) =
N∑

i=1

K∑

k,l=1

ckl(fik − fil)2 = −tr(FC
′
FT) (6)

where C
′

= C − Dc and Dc is a diagonal matrix with diagonal entries dc′
ii

=
∑K

j=1 cij . Here, tr(M) is the trace of the matrix M. The term Ec(F) quantifies
the smoothness in the label space rather than in the input space. If the correlation
between two labels yk and yl is high, the predictions fik and fil should be similar.
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In the multi-label case, the terms El(F), Es(F), and Ec(F) are computed as
follows:

El(F) = tr((F − Y)TΛ(F − Y)) (7)
Es(F) = tr(FTΔF) (8)

Ec(F) = −tr(FC
′
FT) (9)

E(F) = tr((F − Y)TΛ(F − Y)) + α.tr(FTΔF) − β.tr(FC
′
FT) (10)

where α and β are the trade-off parameters. The formulation in (10) is referred
to as Multi-Label Correlation Gaussian Random Field (MLC-GRF) and the
solution turns out to be the Sylvester Equation [11].

Similarly, the objective function in the Multi-Label Correlation Local and
Global Consistency (MLC-LGC) method is formulated in Eq. (11) where μ, ν
are hyper-parameters. The solution to the optimization problem in (11) is given
by Eq. (12)

E(F) = tr((F − Y)T(F − Y)) + μ.tr(FTLF) − ν.tr(FC
′
FT) (11)

(μL + I)F − νFC
′
= Y (12)

This equation also turns out to be a Sylvester equation similar to the solution
of the MLC-GRF method.

3 Proposed Methods for Semi-supervised Multi-label
Learning

3.1 Label Correlation Propagation-GRF (CP-GRF)

As discussed in previous sections, incorporating label correlation information can
help improve the performance of the classifier. Our fundamental hypothesis here
is that the predictions for a given example should be label correlation consistent
i.e., if two labels are correlated and the prediction score for one of the labels is
high, the score for the other label should also be high. Thus, the labels of one
example are propagated to the correlated labels of that example as follows:

f
(t+1)
ik = f initial

ik + α
K∑

l=1

f t
ilclk i = 1, 2...N k = 1, 2...K (13)

Here, f t represents the prediction for a given example at iteration t. The
prediction score of a label for a given example is obtained both from the initial
prediction (f initial) and the other labels based on the correlation between the
labels. The parameter α balances the two terms and is chosen by cross-validation.
This iterative update is repeated till convergence. The Eq. (13) in the matrix
form is given below.

F(t+1) = Finital + αFtC (14)



56 A. Ghosh and C.C. Sekhar

The CP-GRF method is similar to the page rank approach [12] where the page
rank of a webpage is proportional to the page rank of its incoming neighbours.
The CP-GRF method takes the higher order label correlations into consider-
ation by iteratively propagating the second order correlations. This method
involves the propagation on label correlation graph for each example. The CP-
GRF method is expected to perform well when the number of labels is large and
the labels have significant correlations. The initial predictions can in principle be
obtained from any typical multi-label classifier. In order to validate our method,
Finitial is obtained from the GRF method.

3.2 Weighted Label Correlation Propagation-GRF (WCP-GRF)

The WCP-GRF method is an extension of the CP-GRF method. In this method,
the correlation is propagated not only from the other correlated labels but also
based on the examples close to the particular example. The hypothesis here is
that the label correlation is a local effect i.e., the predictions for a given label will
be influenced by the predictions for correlated labels of neighbors. Let kNN(xi)
represent the k -nearest neighbours of xi. The update equations in the proposed
WCP-GRF method are given by:

f t+1
ik = f initial

ik + α
∑

xj∈kNN(xi)

wijf
t
jlclk (15)

F(t+1) = Finital + αWFtC (16)

As seen in (15), in each iteration there is a contribution from the initial
prediction (any multi-label classifier) as well as from the correlated labels of the
k nearest neighbors in the feature space. Since the contribution is only from the
nearest neighbors, the WCP-GRF method uses the k -NN based weight matrix
W i.e., the weight entries are 0 if the two nodes are not in the k -nearest neighbors
of each other. The matrix update in WCP-GRF method is given by Eq. (16).
Here, the initial predictions Finitial are obtained from the GRF method and
therefore this is called WCP-GRF method. We use the iterative method and
terminate at convergence or after a sufficient number of iterations.

The rest of the proposed methods are the same as the previously discussed
methods but use the normalized graph Laplacian instead of the usual graph
Laplacian. The other two proposed methods use the LGC method for the initial
predictions. The Label Correlation Propagation-LGC (CP-LGC) is the same as
Section in 3.1 except for the fact the initial predictions come from the LGC
method. Similarly, the Weighted Label Correlation Propagation (WCP-LGC) is
the same as in Sect. 3.2 except for the fact that the initial predictions are taken
from the LGC method.

4 Experiments and Results

Details of benchmark datasets used for comparison of the various methods are
given in Table 1. The evaluation metrics used to compare the various methods
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are: One error, Coverage, Average precision, Hamming loss and Ranking loss [13].
The label correlation matrix C is calculated using the cosine similarity on the
labeled data. For most of the datasets, the label correlation for several pairs of
labels is low. However, there are a few pairs of labels with high correlation.

Table 1. Details of the datasets used for experimentation

Dataset Domain Examples Attributes Labels Cardinality

Yeast Biology 2417 103 14 4.237

Image Image 2000 135 5 1.24

Scene Image 2407 294 6 1.074

MSRC-v2 Image 591 630 21 2.394

Corel-5k Image 5000 499 374 3.522

The dataset has been divided into 10% labeled data, 70% unlabeled data
and the rest as test data. All hyper-parameters were selected by choosing the
maximum average-precision on the validation data over 5 runs. All the results
correspond to average of 5 runs and the standard deviation of each metric has also
been recorded. The weight matrix used is k -nearest neighbours with a Gaussian
function where the width parameter is chosen based on performance on the val-
idation data. The number of nearest neighbours (k) is fixed to 15 as it does not
affect the results much. For Hamming loss, the number of labels for a given exam-
ple is chosen based on the average cardinality of the dataset. All the techniques
have been implemented in MATLAB and run on 32 GB RAM 8-core machine.
The parameters β, μ and ν were chosen based on cross-validation. The perfor-
mance of different methods for multi-label classification on different datasets is
presented in Table 2. In Fig. 1, the average precision for different sizes of the
labeled dataset and for various datasets is plotted. The test ratio is fixed at 20%
and the labeled data size is varied. In all the datasets, it is seen that the average
precision increases with increase in size of labeled dataset.

(a) Corel5K Dataset (b) Scene Dataset (c) MSRCV-2 Dataset

Fig. 1. Variation of average precision with size of the labeled data for different datasets
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Table 2. Performance of the transductive methods for multi-label classification on
different datasets

Dataset Method HLoss ↓ RLoss ↓ OneEr ↓ Cover ↓ AvePrec ↑
Corel-5k GRF 0.0182 0.1705 0.8760 0.3571 0.1431

MLC-GRF 0.0175 0.1699 0.8534 0.3592 0.1675

CP-GRF 0.0179 0.1695 0.8423 0.3609 0.1715

WCP-GRF 0.0162 0.1782 0.7762 0.3606 0.2077

LGC 0.0161 0.1599 0.765 0.3498 0.2187

MLC-LGC 0.0165 0.1594 0.7687 0.3521 0.2147

CP-LGC 0.0162 0.1592 0.7697 0.3430 0.2168

WCP-LGC 0.0163 0.1554 0.7593 0.3455 0.2193

Yeast GRF 0.2217 0.1910 0.2526 0.4633 0.7304

MLC-GRF 0.2148 0.1842 0.2601 0.4571 0.7389

CP-GRF 0.2149 0.1819 0.2410 0.4605 0.7426

WCP-GRF 0.2082 0.1792 0.2373 0.4547 0.7467

LGC 0.2208 0.1933 0.2588 0.4639 0.7262

MLC-LGC 0.2247 0.1949 0.3052 0.4662 0.7290

CP-LGC 0.2096 0.1804 0.2422 0.4590 0.7421

WCP-LGC 0.2133 0.1846 0.2398 0.4615 0.7431

Scene GRF 0.1173 0.1066 0.3168 0.1017 0.8132

MLC-GRF 0.1104 0.1002 0.2906 0.0988 0.8267

CP-GRF 0.1078 0.0974 0.2865 0.0952 0.8310

WCP-GRF 0.1038 0.0958 0.2761 0.0932 0.8351

LGC 0.1107 0.1004 0.2919 0.0985 0.8274

MLC-LGC 0.1066 0.0952 0.2869 0.092 0.8306

CP-LGC 0.1058 0.0964 0.2798 0.0945 0.8326

WCP-LGC 0.1040 0.0916 0.2728 0.0910 0.8378

Image GRF 0.3336 0.2937 0.5275 0.2854 0.6628

MLC-GRF 0.3355 0.2836 0.4920 0.2795 0.6783

CP-GRF 0.3245 0.2664 0.4935 0.2656 0.6844

WCP-GRF 0.3215 0.2695 0.4795 0.2634 0.6898

LGC 0.3232 0.2699 0.4769 0.2678 0.6898

MLC-LGC 0.3224 0.2687 0.4775 0.2662 0.6901

CP-LGC 0.3188 0.2627 0.4761 0.2634 0.6945

WCP-LGC 0.3235 0.2626 0.4655 0.2622 0.6974

MSRCv-2 DATASET GRF 0.1085 0.1883 0.401 0.3227 0.6157

MLC-GRF 0.1111 0.1917 0.4227 0.3178 0.6225

CP-GRF 0.1090 0.1750 0.3672 0.3055 0.6468

WCP-GRF 0.1074 0.1585 0.3589 0.2810 0.6492

LGC 0.1316 0.1845 0.3728 0.3029 0.6464

MLC-LGC 0.1246 0.1543 0.3985 0.2679 0.6525

CP-LGC 0.1232 0.1609 0.3680 0.2786 0.6625

WCP-LGC 0.1239 0.1484 0.3611 0.2641 0.6732
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(a) Yeast Dataset (b) Image Dataset

Fig. 2. Variation of average precision with the size of the unlabeled dataset for different
datasets

In Fig. 2, the variation of average precision with size of unlabeled dataset
for two of the datasets is plotted. We keep the labeled ratio fixed at 5% and
test ratio at 20%. We vary the unlabeled dataset size and observe the effect on
average precision. Again, we observe that the average precision increases with
increase in the unlabeled data thus showing the importance of unlabeled data.

We observe the following for the transductive methods:

– In most of the cases, the weighted label correlation based method perform
better than the other methods.

– In general, the LGC based methods perform better than the GRF based
methods. This is expected as the normalized combinatorial Laplacian is a
better representative than the conventional combinatorial graph Laplacian.

– Increase in labeled and unlabeled (to a certain extent) data results in an
increase in performance

5 Summary and Conclusion

In this paper, we introduced the problem of semi-supervised multi-label learn-
ing and discussed some of the recent graph-based semi-supervised methods. We
proposed the label correlation based propagation methods to improve the pre-
dictions. The proposed methods outperform the state-of-art methods. Extensive
experiments validate our hypothesis of the importance of accounting for label
correlation and also show the importance of using labeled data and unlabeled
data. In our future work, we would like to incorporate higher order correlation
directly.
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Abstract. Multiple kernel learning (MKL) is an approach to find the
optimal kernel for kernel methods. We formulated MKL as a regression
problem for analyzing the regression data and hence the data modeling
problem involves the computation of two functions, namely, the optimal
kernel function which is related with MKL and the optimal regression
function which generates the data. As such a formulation demands more
space requirements supervised pre-clustering technique has been used
for selecting the vital data points. We used two stage optimization for
finding the models, in which, the optimal kernel function is found in
the first stage and the optimal regression function in the second stage.
Using kernel ridge regression the proposed method had been applied
on real world problems and the experimental results were found to be
promising.

Keywords: Multiple kernel learning · Regression · Kernel ridge
regression

1 Introduction

Kernel algorithms have been successfully applied to various machine learning
applications. Compared to other machine learning approaches, kernel algorithms
have a strong theoretical foundation and become a popular tool because of
their guaranteed convergence and good generalization capacity. Support Vector
Machine [3], Kernal Principal Component Analysis [16], Kernel Ridge Regres-
sion [14] etc. are examples of kernel algorithms.

Kernel methods represent the solution f of the learning problem in the form

f(x) =
N∑

i=1

αik(x, xi) (1)

where xi ∈ R
n, i = 1, . . . N, are the given inputs, k is the reproducing kernel

corresponding to the reproducing kernel Hilbert space in which f lies and αi ∈
R, i = 1, 2, . . . N .

The performance of a kernel algorithm depends on the selection of repro-
ducing kernel. The selection of suitable kernel can be automated using multiple
c© Springer International Publishing AG 2017
B.U. Shankar et al. (Eds.): PReMI 2017, LNCS 10597, pp. 61–68, 2017.
https://doi.org/10.1007/978-3-319-69900-4_8
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kernel learning (MKL) algorithms, that is, these algorithms select the most suit-
able reproducing kernel from a pool of kernels by itself. Many formulations of
MKL are proposed for learning the kernels which are extensively surveyed in [12].

Generally, in multiple kernel learning algorithms, the reproducing kernel is
defined as a linear combination of a set of kernels. Using this concept, (1) can
be written as

f(x) =
N∑

i=1

αi

P∑

l=1

dlkl(xi, x), dl ≥ 0 (2)

where kl are the reproducing kernels under consideration. The parameters in (2)
can be optimized either by using two-step optimization [15] or one-step opti-
mization [11]. In one-step method, all the parameters are updated in each iter-
ation of optimization algorithm. In two step method, the learning parameters
(αi) are optimized in first step by fixing kernel weights and kernel weights (dl)
are updated in next step (fixing learning parameters) and this process contin-
ues until convergence. One step method mostly uses an alignment measure [5]
which is defined between the kernels. [7,9,19] are extensions of one step opti-
mization technique in which the objective is to minimize the alignment between
ideal kernel and combination of kernels by applying techniques like semi-definite
programming, advanced gradient based methods etc. The works, [6,18] use two
stage optimization technique for solving the MKL. The faster optimization of
parameters for adapting to large scale data set is detailed in [2,17]. The non
linear combination of kernels have been used in [4].

[10] used binary classification approach for finding the optimal kernel asso-
ciated with binary classification problems. That is in this approach the optimal
kernel is a function f∗ : X ∗ ⊂ RP → R such that

f∗(z) = dT z (3)

where X ∗ = Range(k1(., .)) × Range(k2(., .)) × ... × Range(kP (., .)) and d =
{d1, d2, . . . dP }T ∈ R

P is as given in (2). From (3) it is clear that f∗ is a hyper-
plane defined on X ∗. Using this approach (2) is represented as

f(x) =
N∑

i=1

αif
∗(K̃(x, xi)) (4)

where K̃(x, xi) = [k1(x, xi) k2(x, xi) ... kp(x, xi)]T .

f∗ is found out using the N2 data points {(K̃(xi, xj), yiyj), i, j = 1,
2, . . . N}. The output for f∗ is generated using the ideal kernel, that is,
f∗(K̃(xi, xj)) = k(xi, xj) = yi ∗ yj where xi and xj are input data points and
yi and yj are corresponding labels.

The main contribution of this paper is the formulation of MKL as a regression
problem for solving regression data sets. For that the methodology used by [10] is
adopted. We proved that the ideal kernel for this formulation is same that of [10].
The main challenge in that approach is that, for training f∗, N2 training points
has to be stored in memory. [10] used a fast optimization algorithm using all N2
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points for training f∗. On the other hand we used data compression approach,
namely, supervised pre-clustering approach for finding the vital points. Kernel
Ridge regression was used for finding the models.

The rest of the paper can be summarized as follows. The details of the model
we proposed is given in Sect. 2: we proved that ideal kernel concept used in classifi-
cation MKL algorithms is valid for MKL Regression formulation also. Its descrip-
tion is given in Sect. 2.1; the concept of supervised pre-clustering is explained in
Sect. 2.2, while the details of optimization we followed is discussed in Sect. 2.3. In
Sect. 3 the experimental results and their analysis are given.

2 Regression FrameWork forMKL

We adopted the techniques used in [10] for developing the regression framework for
MKL. This section explains the different components of the model we developed.

For developing f∗ using regression, input and output data is needed. As the
objective of MKL algorithms is to find the best possible kernel, it could be assumed
that the output of f∗ is the same as the output of the best available kernel (ideal
kernel). We have proved that the ideal kernel for regression is k(xi, xj) = yi.yj

using kernel ridge regression framework. The description is given below.

2.1 Ideal Kernel Over Regression Data

The cost function corresponding to kernel ridge regression can be stated as

min
α∈Rn

1
2
‖Kα − y‖2 +

λ

2
αT Kα

where K is the kernel matrix, y is the training output vector, λ > 0 is the reg-
ularization parameter and α is the solution vector. The representation for optimal
α is

α = (K + λI)−1y (5)

Let v be the actual output value for a data point x then its predicted output
label vpred can be written as

k̃T α = vpred (6)

where k̃ = [k(x1, x) k(x2, x) . . . k(xN , x)]T ,
If the ijth element of the kernel matrix is k(xi, xj) = yi ∗ yj then (5) can be

written as below
α = (yyT + λI)−1y (7)

where y = [y1, y2, . . . yN ]T

Now k̃ = yv and hence (6) becomes

vpred = vyT α

Using Eq. (7)
vpred = vyT (yyT + λI)−1y (8)
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Using Sherman-Morrison Theorem inverse associated with (8) can be found.
If A is an invertible square matrix and u, v are column vectors, then Sherman-
Morrison formula states that

(A + uvT )−1 = A−1 − A−1uvT A−1

1 + vT A−1u
(9)

If we consider A = λI and u = v = y then

(λI + yyT )−1 =(λI)−1 − (λI)−1yyT (λI)−1

1 + yT (λI)−1y
=

I

λ
−

yyT

λ2

1 + yT y
λ

(10)

Now

yT (yyT + λI)−1y =yT

(
I

λ
−

yyT

λ2

1 + yT y
λ

)
y =

yT y

λ
−

yT yyT y
λ2

1 + yT y
λ

=
yT y

λ

1 + yT y
λ

(11)

Therefore
yT (yyT + λI)−1y → 1,when λ → 0 (12)

Substituting Eq. (12) in Eq. (8) we get

vpred = vyT (yyT + λI)−1y ∼ v × 1 ∼ v (13)

This means that k(xi, xj) = yiyj is an ideal kernel for regression problems.

2.2 Data Compression

As discussed earlier the data points corresponding to f∗ scales as O(N2). We used
supervised pre-clustering approach for compressing the data in an efficient man-
ner.

[13] developed a supervised pre-clustering approach for scaling kernel based
regression by making use of the concepts of uniform continuity and compactness.
In the pre-clustering approach developed by [13], the function f to be learned is
uniformly continuous, by assuming that it lies in a continuous RKHS F , having
the domain of its members a compact set X . i.e., for the function f , corresponding
to similarity measure ε, there exists a radius, δ, independent of x ∈ X , such that

d̂(f(x), f(x′)) < ε ∀ x′ ∈ B(x, δ) (14)

The basic idea of pre-clustering is that any data points which satisfy (14) can
be considered to be “similar” and therefore form pre-clusters. The centers of the
clusters are then used as a sparse data set for the function estimation.

If M << N are the data points after compression then f∗ can be found using
the M2 << N2 data points

{(
K̃(xi, xj), yiyj

)
, i, j = 1, 2, . . . M

}
.
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2.3 Two Stage Approach

We used two stage optimization for finding f and f∗, that is f∗ is first solved and
then f is found out using the new f∗. Kernel ridge regression approach is used to
find f and f∗.

M2 data points find out using pre-clustering approach is used to train f∗,
that is the input data is

{(
K̃(xi, xj), yiyj

)
, i, j = 1, 2, . . . M

}
. The correspond-

ing outputs are generated using the ideal kernel. As f∗ is in the form of a hyper-
plane it is assumed that it lies in a RKHS whose reproducing kernel is the linear
kernel.

Let K̃ be the kernel matrix associated with f . Then its ijth element k̃ij =
f∗(K̂(xi, xj)). The optimal α associated with f is found out by minimizing

1
2
‖K̃α − y‖2 +

λ

2
αT α

On solving this equation, we get α as

α = (K̃ + λI)−1y (15)
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Fig. 1. Compression rate

3 Experiments

The algorithm we developed is named as Two stage Multiple kernel learning app-
roach for regression (TSMKLR). The experimental results are given below.

3.1 Setup

We implemented the proposed algorithms in matlab. The performance of
TSMKLR was compared with that of SimpleMKL [15] and SPG-MKL [8] (a mod-
ified version of GMKL [18]). The codes for SimpleMKL [15] and SPG-MKL [8] are
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Table 1. TSMKL results table

Dataset KRR SimpleMKL SPG-
GMKL

TSMKL

Airfoil self noise 4.22529 ±
0.17282 (4)

3.83287 ±
0.20978 (3)

3.40593 ±
0.32411 (2)

3.13291 ±
0.29307 (1)

Commun. and crime 5.82782 ±
0.33076 (2)

5.79657 ±
0.29028 (2)

5.86840 ±
0.29237 (2)

5.00437 ±
0.31056 (1)

Concrete slump test 7.53245 ±
0.51391 (4)

6.48337 ±
0.45852 (3)

6.09983 ±
0.52536 (2)

5.46865 ±
0.38802 (1)

Energy eff. cool 1.85125 ±
0.12772 (3)

1.33792 ±
0.10755 (2)

1.23957 ±
0.10164 (2)

1.15763 ±
0.10176 (1)

Energy eff. heat 2.68947 ±
0.18045 (4)

2.40471 ±
0.21294 (3)

1.40673 ±
0.03337 (2)

1.04312 ±
0.14548 (1)

Average 3.4 2.6 2 1

taken from the author web pages. All the experiments were conducted on the same
machine throughout under similar conditions.

Using different hyper parameters in reproducing kernel functions such as
Laplacian Kernel, Gaussian Kernel and Polnomial Kernel, 42 base kernels were
generated. The σ of both Laplace and Gaussian kernel are assigned with values
from [2−9, 2−8, ..., 29]. The polynomial kernel of degree 1,2,3 and 4 were used.
The performance for the proposed model were assessed using root mean square
(RMSE). Datasets are collected from UCI repository [1].

3.2 Results and Analysis

Using pre-clustering approach data was compressed. The ratio of compression for
the datasets are shown in Fig. 1. The compressed data are used to compute the
training points for f∗. Using f∗, f was computed. The experimental results are
shown in Table 1. It shows that TSMKLR produced superior results in comparison
with other models. The difference between the results of TSMKLR and that of
other models were statistically significant.

The t-test was performed over the 30 times hold out results for verifying the
statistical significance of the results (significance level α = 0.1). Based on the
statistical significance measure, the models were ranked for their performance on
each data. For example: let M1 and M2 are two models; let P1 and P2 are the values
of a performance measure P for a given data set D. Then we say that M1 is better
than M2 on the basis of P on D if P1 > P2 and their difference is statistically
significant.

4 Conclusion

We have extended the two stage MKL algorithm binary classification framework
to regression domain. For that we proved that the ideal kernel for regression is
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k(xi, xj) = yiyj . The supervised pre-clustering approach was used to select the
vital points. The experiment results clearly proved that the proposed framework
is a suitable approach in finding the optimal kernel as far regression data is con-
cerned.
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Abstract. Multi-label classification (MLC) deals with the task of
assigning an instance to all its relevant classes. This task becomes chal-
lenging in the presence of the label dependencies. The MLC methods that
assume label independence do not use the dependencies among labels. We
present a two-stage framework which improves the performance of MLC
by using label dependencies. In the first stage, a standard MLC method
is used to get the confidence scores for different labels. A conditional
random field (CRF) is used in the second stage that improves the per-
formance of the first-stage MLC by using the label dependencies among
labels. An optimization-based framework is used to learn the structure
and parameters of the CRF. Experiments show that the proposed model
performs better than the state-of-the-art methods for MLC.

Keywords: Label dependence · Conditional Random Field · Multi-label
Classification

1 Introduction

In the single-label classification (SLC) problem, each data instance is assigned
to one class out of two or more classes. However, in real world tasks, an object
can have multiple labels. For example, a news article may have multiple topics,
an image may have multiple labels and a medical diagnosis may lead to multiple
diseases. Multi-label classification (MLC) [1] deals with the task of assigning
such instances to all its relevant classes.

Traditional methods for MLC either transform the MLC problem into several
SLC problems (problem transformation methods) or adapt an SLC method for
multi-label datasets (algorithm adaptation methods). These methods assume the
label independence and may give inconsistent output. For example, an instance
may be assigned to two mutually exclusive labels. A method that can correct
these errors due to inconsistencies by exploiting the label dependencies is likely
to give an improved performance.

We present a framework based on the conditional random field (CRF) that
tries to correct the erroneous output from a multi-label classifier by using the
dependencies among labels. Results of our studies show that capturing depen-
dencies among the class labels significantly improves the performance of MLC.
c© Springer International Publishing AG 2017
B.U. Shankar et al. (Eds.): PReMI 2017, LNCS 10597, pp. 69–76, 2017.
https://doi.org/10.1007/978-3-319-69900-4_9
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The rest of the paper is organised as follows. In Sect. 2, we present a brief
review of methods for using the label dependencies in MLC. Section 3 presents
the proposed framework that uses the CRF to capture the label dependencies
and then use the dependencies to correct the errors in the output of an MLC
model. In Sect. 4, we present our experimental studies and results.

2 Approaches to Capture Label Correlations

Capturing label correlations and using them for multi-label learning is important
for MLC. We review some of the methods for capturing the correlations among
labels.

Classifier chain [2] is based on the chain rule decomposition of the joint
probability distribution where each factor in the chain decomposition is realized
using a binary classifier. The input to a classifier in the chain is augmented
with the output from the previous binary classifiers in the chain. The limitation
of this method is that the performance depends on the chain order. Ensemble
of classifier chains [2] mitigate the problem of performance dependence on the
chain order by taking the average over predictions obtained using different chain
orders. A Bayesian network is used in [3] to learn the relationship among the
labels. Then, it uses the classifier chain method where the topological ordering
of labels in the Bayesian network is considered as the chain order and the feature
vector is augmented with the output from the parent class classifier. In [4], a
cyclic directed graphical model is used to capture the relationships among labels.
The model is built by learning a binary classifier for a label given all other labels
and input features. Then the Gibbs sampling is used for inference. In [5], a two
stage binary relevance method is used. In this method, the input to the second
stage of binary classifiers is augmented with the output from the binary classifiers
in the first stage.

Methods for MLC using the undirected graphical model have been proposed
in [6–9]. In [6], a pairwise Markov random field is used for joint prediction of
labels. Similarly, in [7,8], a pairwise CRF is used where a tree-structured graph
is constructed to identify the set of informative label pairs in [7]. In [8], a fully
connected graph with the pairwise clique potentials is used.

3 Enhancing Multi-label Classification Using Label
Dependencies

We propose a two-stage framework for multi-label classification. In the first stage,
one of the MLC classifiers such as Binary Relevance (BR) [1], ML-kNN [10] or
an ensemble of classifiers chains (ECC) is used. In the second stage, the output
of MLC in the first stage is refined by using the dependencies among labels
captured by a CRF model.

Let D = {(xn,yn) , 1 ≤ n ≤ N} be the multi-label data where xn ∈ �d is
the d-dimensional input instance and y = {y1, y2, ..., ym} is the m-dimensional
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desired output vector. Here, m is the number of class labels and yj ∈ {0, 1}.
MLC deals with learning the mapping h : �d → {0, 1}m.

In the BR method for MLC, the multi-label dataset is transformed into m
binary classification datasets. In the jth dataset, the instances are considered
as the positive instances if they belong to the jth class, otherwise they are con-
sidered as the negative instances. Any SLC method can be used to build each
of the m classifiers. Prediction for a test instance is obtained from the outputs
of the m classifiers. The ML-kNN method is an algorithm adaptation method
based on the k -nearest neighbour (kNN) classification for SLC. For a given test
instance, the ML-kNN first identifies its k -nearest neighbours. Then the pre-
diction is obtained using the Bayes rule based on the statistical information
obtained from the neighbours.

Let s = {s1, s2, ..., sm} be the set of confidence scores obtained from the first
stage where sj ∈ [0, 1] is the output of the classifier corresponding to the jth

class for a given instance x.

3.1 Conditional Random Field

Conditional Random Field (CRF) [11] is a discriminative undirected probabilis-
tic graphical model that directly models the conditional probability distribution
p(y|s), where y is the set of output variables and s is the set of observed input
variables as shown in Fig. 1. In the proposed method, the set of confidence scores
s obtained from the first stage are used as the input to the CRF. The graph asso-
ciated with the CRF encodes the dependencies among the output variables. An
edge between two nodes in the graph indicates that the corresponding variables
are dependent on each other. The conditional probability distribution p(y|s) is
given by the normalized product of clique potentials.

Fig. 1. A factor graph representation of the proposed CRF based model. The unshaded
circles represent the class variables y. The shaded circles represent the input variables
s. The edges amongst nodes represent the dependencies among class variables. The
solid blocks represent the factors associated with those variables.

We use a CRF with the pairwise potentials to model the dependencies among
the labels y using the output s from the first stage. Let G = (V,E) be the graph
associated with the CRF. The nodes V of the graph represents the class variables
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and the edges E represents the dependence relationships among class variables.
The conditional distribution p(y|s) is given by

p(y|s) =
1

Z (s)

∏

i∈V

Φi (yi, s)
∏

(i,j)∈E

ψij (yi, yj , s) (1)

where Φi is the node potential associated with ith node and ψij is the edge
potential associated with the (i, j) edge. The normalization constant Z (s), also
known as the partition function is given by

Z (s) =
∑

y

⎡

⎣
∏

i∈V

Φi (yi, s)
∏

(i,j)∈E

ψij (yi, yj , s)

⎤

⎦ (2)

For the binary variable yi ∈ {0, 1}, the node potential Φi for different assign-
ments of yi is given by

Φi (yi, s) =
(
efi(s)v

0
i , efi(s)v

1
i

)
(3)

where v0
i and v1

i are the node parameters corresponding to the state yi = 0 and
yi = 1 respectively, and fi (s) = si is the node feature.

Similarly, the edge potential ψij for different assignments of edge (i, j) =
{00, 01, 10, 11} is defined by

ψij (yi, yj , s) =

(
efij(s)w

0,0
ij efij(s)w

0,1
ij

efij(s)w
1,0
ij efij(s)w

1,1
ij

)
(4)

where fij (s) = [si, sj ]
T are the edge features and (w0,0

ij ,w0,1
ij ,w1,0

ij ,w1,1
ij ) are

the edge parameters.
Let θ = [v,w] be the combined parametric vector and the respective feature

functions be combined as F (s,y). The Eq. (1) can now be written succinctly as

p (y|s) =
1

Z (θ, s)
exp

(
θTF (s,y)

)
(5)

3.2 Objective Function

The objective function for learning the CRF parameters, the negative log likeli-
hood (nll) is given as

nll (θ) = −
N∑

n=1

log p (yn|sn) = −
N∑

n=1

[
θTF (sn,yn) − log Z (θ, sn)

]
(6)

The gradient for the negative log likelihood [12] is given by

∇nll (θ) = −
N∑

n=1

[F (sn,yn) − Ey′ [F (s,y′)]] (7)
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where Ey′ [F (s,y′)] =
∑

y′ p (y′|s) F (s,y′) are the expectations for the fea-
ture functions. To find these expectations, we have to run an inference algorithm
to compute model distribution p (y′|s) for all values of y′. This makes computing
gradient very expensive. Two main solutions to address this issue are: (a) use
an approximate inference algorithm such as loopy belief propagation and (b) use
a surrogate objective function such as pseudo-likelihood. We consider the sec-
ond method that uses the pseudo-likelihood. The negative log pseudo-likelihood
(nlpl) for a CRF is given by

nlpl (θ) = −
N∑

n=1

log PL (yn|sn) = −
N∑

n=1

∑

i∈V

log p (yi,n|yNi,n, sn;θ) (8)

where yNi,n is the set of neighbours Ni for the ith node and the nth instance.
The negative log pseudo-likelihood is a convex function in parameters θ and
known to be a consistent estimator, i.e., it returns the same set of parameters
as the maximum likelihood estimate for θ when the number of instances goes to
infinity [15].

Using the concise notation,

p (yi|yNi
, s;θ) =

1
Zi (θi, s)

exp
(
θT
i Fi (s,y)

)
(9)

where θi =
(
vi, {wij}j∈Ni

)
are the parameters corresponding to ith node and

its neighbours, Zi is the local partition function, and Fi is the local feature
vector. The local partition function Zi can be computed by summing only over
the values of yi.

3.3 CRF Structure and Parameter Learning

The structure of a CRF can be learnt by minimizing the regularized negative
log pseudo-likelihood function with L1 regularization [13]. The L1 norm based
regularization is known to give a sparse solution. We impose L1 regularization
for each set of parameters associated with the edges in the graph [14]. This
causes sparsity in the edge weight parameters where all parameters associated
with a specific edge go to zero simultaneously. Using L2 regularizer for the node
parameters, the regularization term R(θ) can be written as

R(θ) = λ1 ‖v‖22 + λ2

∑

b∈E

‖wb‖2 (10)

where wb = (w0,0
ij ,w0,1

ij ,w1,0
ij ,w1,1

ij ) is the set of weight parameters for differ-
ent configuration of the edge b = (i, j). Parameters of the CRF are found by
minimizing the regularized loss function as given below

θ∗ = argminθ(nlpl (θ) + R(θ)) (11)
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We use the projected quasi-Newton [16] method to solve the above optimiza-
tion problem. The structure of the CRF then corresponds to all edges in the
graph that has non-zero weight parameters. After fixing the structure of the
CRF, the L2 norm regularization is used over the edge parameters. The limited-
memory BFGS [17] method is used to further fine-tune the model’s parameters
for the given structure. After training the model, the loopy belief propagation
method is used to obtain the final predictions.

4 Experiments

We performed the experiments on the following multi-label datasets; Emotion,
Enron, Medical, Scene and Yeast from Mulan [18].

The evaluation metrics used to compare the various methods are: Accuracy,
Subset-accuracy (exact match) and Hamming loss [1].

Table 1. Accuracy comparison of different single-stage MLC methods(BR, ML-kNN
and ECC) with the proposed two-stage method using CRF.

Dataset Method

BR CRFBR ML-kNN CRFML−kNN ECC CRFECC

Emotions 0.5360 0.5701 0.3366 0.4745 0.5850 0.6163

Enron 0.4059 0.4704 0.3321 0.3853 0.4620 0.4701

Medical 0.6450 0.6877 0.4428 0.5674 0.7410 0.7615

Scene 0.5836 0.7099 0.6353 0.7333 0.7030 0.7274

Yeast 0.5270 0.5416 0.5202 0.5435 0.5660 0.5692

We compared the performance of the proposed method with different existing
methods for MLC. The BR, ML-kNN and ECC based MLC are used in the first
stage. Logistic regression with L2 regularization is used as the base classifier for
BR method. SVMs were used as base classifiers for ECC. For ML-kNN, we used
the code released on the internet by the author. We used the UGM-toolbox [19]
for CRF implementation. Other MLC methods were implemented using MEKA1.
All hyper-parameters are tuned using the cross-validation method.

The performance of proposed two-stage method using different MLCs in the
first stage is presented in Table 1. For all the three MLC methods, the CRF
based two-stage method is able to enhance the performance. The improvement
is more significant in datasets that have a high correlation among class labels.
Table 2 presents the comparison of the proposed method against the other exist-
ing methods. The proposed method performs better than all other methods.
This shows the effectiveness of capturing label dependencies for MLC.

1 http://meka.sourceforge.net/.

http://meka.sourceforge.net/
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Table 2. Performance comparison of our proposed method (CRFECC) with other
state-of-the-art-methods: Collective Multi-Label classification (CML) [8], Meta Binary
Relevance (MBR) [5] and Conditional Dependency Network (CDN) [4]

Dataset Method Accuracy Exact-match Hamming loss

Emotions CML 0.5664 0.3465 0.2244

MBR 0.5850 0.3470 0.1910

CDN 0.5840 0.3230 0.1820

CRFECC 0.6163 0.3861 0.1914

Enron CML 0.4319 0.1399 0.0575

MBR 0.4370 0.1490 0.0490

CDN 0.4670 0.1360 0.0540

CRFECC 0.4701 0.1606 0.0508

Medical CML 0.7209 0.6450 0.0113

MBR 0.6990 0.6140 0.0120

CDN 0.6460 0.5190 0.0150

CRFECC 0.7615 0.6698 0.0109

Scene CML 0.6198 0.5493 0.1282

MBR 0.6090 0.5730 0.0860

CDN 0.6580 0.5680 0.1020

CRFECC 0.7274 0.6706 0.0842

Yeast CML 0.4662 0.1897 0.2565

MBR 0.5300 0.2070 0.1900

CDN 0.5170 0.1620 0.2170

CRFECC 0.5692 0.2225 0.1967

5 Conclusion

In this paper, we proposed a two-stage framework for multi-label classification
using the conditional random field. It captures the dependencies among labels
to improve the MLC performance. An optimization-based framework is used for
learning the structure of the CRF. Experimental results shows the effectiveness
of the proposed method for benchmark multi-label datasets.
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Abstract. Recommender systems that make use of collaborative filter-
ing tend to suffer from data sparsity as the number of items rated by
the users are very small as compared to the very large item space. In
order to alleviate it, recently transfer learning (TL) methods have seen
a growing interest wherein data is considered from multiple domains so
that ratings from the first (source) domain can be used to improve the
prediction accuracy in the second (target) domain. In this paper, we pro-
pose a model for transfer learning in collaborative filtering wherein the
latent factor model for the source domain is obtained through Matrix
Factorization (MF). User and Item matrices are combined in a novel
way to generate cluster level rating pattern and a Code Book Trans-
fer (CBT) is used for transfer of information from source to the target
domain. Results from experiments using benchmark datasets show that
our model approximates the target matrix well.

1 Introduction

Recommender systems provide recommendations on products or services so that
users get to know about items that match their interests. In order to learn user
profiles, predict users’ intensions and recommend items of interest, recommender
systems usually employ techniques like Collaborative Filtering (CF) where rec-
ommendation for a user (target user) is done by utilizing the observed preferences
of other users with similar tastes as that of the target user. Popular methods
include MMMF [1,2] and PMF [3]. However, these methods can only utilize the
data from a single domain and cannot take into account user-item interaction
from other domains. Moreover, most CF-based recommender systems perform
poorly when there are very few ratings. To address this data sparsity, transfer
learning methods have emerged.

The idea behind transfer learning [4] is to extract and transfer common
knowledge across the source and the target domain so as to built a predictive
model across different domains. In the case of recommender systems, for success-
ful knowledge transfer, TL has to address two critical problems (1) Knowledge
transfer when two domains have aligned users or items and (2) Knowledge trans-
fer when the domains have no aligned users or items. The second problem is very
difficult and in this paper we use a representative method to solve this issue using
c© Springer International Publishing AG 2017
B.U. Shankar et al. (Eds.): PReMI 2017, LNCS 10597, pp. 77–83, 2017.
https://doi.org/10.1007/978-3-319-69900-4_10
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CBT (CodeBook Transfer) [5]. We propose a model for transfer learning in col-
laborative filtering in which the latent factor model for the source domain is
obtained through matrix factorization techniques like MMMF (Maximum Mar-
gin Matrix Factorization) and PMF (Probabilistic Matrix factorization) and the
cluster level patterns are generated via clustering techniques like Spectral Clus-
tering and k-means Clustering. Thereafter, we use a tri-factorization method
with the help of CBT that exploits matrix tri-factorization for transfer of infor-
mation from the source to the target domain.

One work that comes close to ours is that of [6] where matrix approximation
is combined with cluster-level factor vectors. However, their approach is limited
to a single domain only. In [7] a coordinate system transfer method is proposed
in which the latent features of users and items of source domain are learnt
and adapted to a target domain. However, they require either common users or
items between the two domains. In [5], co-clustering is applied on a separate
auxiliary rating matrix to directly get cluster level rating pattern(B), which is
then used in matrix tri-factorization. Our approach differs from theirs as we
do not use a separate dense auxiliary rating matrix. The rest of the paper is
organized as follows: Sect. 2 gives a brief description about Matrix Factorization.
The proposed approach is given in Sect. 3. Finally experimental results are shown
in Sect. 4, and we conclude our work in Sect. 5.

2 Matrix Factorization

Matrix factorization (MF) [2,8,9] techniques are a family of algorithms in col-
laborative filtering which try to approximate a low dimensional representation
of the data. The users and items are projected to a lower dimensional embed-
ding which are modelled as latent variables or hidden factors. The idea is that
inference on these hidden factors lead to accurate predicton for ratings.

Formally, given a user-item rating matrix Y ∈ R
m×n where m is the number

of users and n is the number of items. Assuming that k is the number of latent
factors, we need to find two matrices, U ∈ R

m×k and V ∈ R
n×k such that their

product is approximately equal to Y , i.e., U × V T = Ŷ ≈ Y . Since we need to
use only the observed ratings O, the objective then reduces to find Ŷ = UV T

by minimizing
J =

∑

(i,j)εO
(yij − uivj)2 (1)

Of the different matrix factorization techniques proposed we have chosen MMMF
and PMF to be used in this paper.
Maximum Margin MF (MMMF)- When predicting discrete values such as
ratings in recommender systems, a loss function other than the sum-squared
error is more appropriate. In MMMF [1,10] sum-squared error is replaced with
hinge loss. MMMF constrains the norms of U and V (trace norm) instead of
their dimensionality and the predicted matrix contains only discrete values in
{1, 2, ...r}. In order to output only the discrete values in MMMF we have to
learn r − 1 thresholds θia (1 ≤ a ≤ r − 1) for every user i in addition to the



A Matrix Factorization & Clustering Based Approach for Transfer Learning 79

latent feature matrices U and V . For that, we need to minimize the following
objective function:

J (U, V, θ) =
∑

(i,j)∈O

r−1∑

a=1

h(T a
ij (θia − uiv

T
j )) + λ(||U ||2F + ||V ||2F ) (2)

where T a
ij =

{
+1 if a ≥ yij

−1 if a < yij

h(.) is a smoothed hinge loss function defined as

h(z) = (1 − z), if z < 1 and = 0, otherwise, λ > 0 is regularization parameter.

Probabilstic MF- Probabilstic MF (PMF) is a generative model which pre-
supposes a Gaussian distribution for the data. In this, ratings (Y ) are modeled
as draws from a Gaussian distribution with mean for Yij as UiV

T
j . Zero-mean

spherical gaussian priors are placed on U and V . i.e., Each row of U and V are
drawn from a multi variate gaussian distribution with mean as 0 and precision
is multiple of identity matrix I, as shown in equations below (3) and (4).

P (U |σ2
U ) =

m∏

i=1

N (Ui|0, σ2
UI) (3)

P (V |σ2
V ) =

n∏

j=1

N (Vj |0, σ2
V I) (4)

Given the user feature vectors and movie feature vectors, the distribution for
the corresponding rating is given by Eq. (5),

P (Y |U, V, σ2) =
m∏

i=1

n∏

j=1

[N (Yij |UiV
T
j , σ2)]Iij (5)

Goal of PMF is to maximize the log-posterior of (5) over U and V . Maxi-
mizing the log posterior of (5) is equivalent to minimizing (6).

J =
1
2
(

m∑

i=1

n∑

j=1

Iij(Yij − UiV
T
j )2 + λU

m∑

i

||U ||2F + λV

n∑

j

||V ||2F ) (6)

where, Iij is the indicator matrix which equals 1 if item j is rated by user i

otherwise 0, λU = σ2

σ2
U

and λV = σ2

σ2
V

. One can solve the optimization functions
given in Eqs. (2) and (6) using gradient descent.

3 Proposed Approach

For a target matrix (Y ′) of size m′ × n′ denoting users rating of items, our
goal is to recommend the items in target domain using the source domain data.
Initially, we apply MMMF (2) and PMF (6) individually on source domain to get
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latent feature vectors Us, Vs. Then we apply k-means clustering [11] or Spectral
Clustering [12] on row vectors of Us and Vs to get user-cluster latent matrix
and item-cluster latent matrix. Following that we multiply them to get cluster
level rating pattern (C). Once the rating pattern is formed, we try to minimize
the objective function (7) which is a tri-factorization method so as to get the
user and item membership matrices Ut, Vt of the target domain. After which
predicted matrix can be obtained using Eq. (8) as outlined in Algorithm 1.

min
Ut∈{0,1}m′×p,Vt∈{0,1}n′×q

||[Y ′ − UtCV T
t ] ◦ W ||2F s.t., Ut1 = 1, Vt1 = 1. (7)

Ỹ ′ = W ◦ Y ′ + [1 − W ] ◦ [UtCV T
t ], (8)

where W is the indicator matrix of size m′ × n′ in which the value is 1 if the
rating exists in original rating matrix, 0 otherwise. W ensures that the error is
calculated only for the predicted ratings and, ◦ denotes element wise product.
Ut and Vt are binary matrices, in which the value 1 (best cluster indicator)
indicates whether a user or item belongs to a particular cluster and Ut1 = 1,
Vt1 = 1 ensures that each user or item belongs to only one cluster. The solution
to the optimization problem (Eq.-7) relates the source and target tasks and is
NP-hard. Smaller value of Eq. (7) indicates that a better rating pattern between
source and target while larger values indicate weak correspondence, which may
result in negative transfer [13]. To get the minimum local solution, Alternating
Least Squares (ALS) technique is used. ALS monotonically decreases Eq. (7),
by updating Ut and Vt alternatively. This has been demonstrated in algorithm
2 of [5], where updating Ut is given in lines 7-10, and updating Vt is given in
lines 11-14. Once we get Ut, Vt by solving the optimization function (7), we
construct the predicted target matrix using Eq. (8), which is illustrated in Fig.
2. Consider Fig. 1, where source rating matrix (presented at level-1) is factorized
into user latent factor matrix (Us) and item latent factor matrix (Vs) as shown
in level-2. Clustering technique is applied on Us and Vs to get user and item
cluster matrices (P , Q) which are at level-3. Finally, level-4 shows that these
cluster matrices are multiplied to get cluster-level rating pattern (C) which is to
be used in the target domain.

Algorithm 1. MF combined with clustering
1: Input: Source domain ratings
2: Output: Predicted target domain ratings
3: Find Us, Vs by minimizing the optimization function of MMMF (2) or PMF (6).
4: Apply k-means clustering or spectral clustering on Us, Vs to get user-cluster latent

matrix(P ) and item-cluster latent matrix(Q).
5: Calculate C = P * Q′ as cluster level rating pattern, which is assumed to be shared

between two domains.
6: Use C, and find Ut, Vt of target domain by minimizing Eq. (7).
7: Using these Ut and Vt, find the predicted matrix using (8).
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Fig. 1. Construction of cluster-level rating pattern using source rating data

Fig. 2. Approximation of target rating matrix using cluster-level rating pattern.

4 Experimental Setup

The two datasets used in our experiments are MovieLens (https://grouplens.
org//datasets/movielens/) as source dataset (6040 users and 3952 movies) and
Books (https://grouplens.org/datasets/book-crossing/) as target dataset (2095
users and 4544 books). In movielens each user has ratings range of 1-5, whereas
in books the range is 1-10, and we have scaled it to 1-5. In all experiments 80% of
the total rating data is taken for training, and the rest 20% is used for testing.
We evaluated our algorithm using Root Mean Squared Error (RMSE) Eq. (9)
and Mean Absolute Error (MAE) Eq. (10), where smaller the values of these,
better the performance. If we observe Table 1, we can see that MMMF or PMF,
when combined with spectral clustering is giving better result (i.e., lesser RMSE
and MAE) when compared with MMMF or PMF combined with k-means, which
says that spectral clustering is more general and powerful compared to k-means

https://grouplens.org//datasets/movielens/
https://grouplens.org//datasets/movielens/
https://grouplens.org/datasets/book-crossing/
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clustering technique. In some cases, even if the number of clusters is known,
k-means clustering may fail to effectively cluster, because k-means is ideal to
discover globular clusters, in which the members are in compact form but not
connected.

RMSE =

√√√√
∑

(i,j)εO

(yij − ŷij)
2

|O| (9)

MAE =
∑

(i,j)εO

|(yij − ŷij)|
|O| (10)

where yij is the original rating and ŷij is the predicted rating.

Table 1. RMSE and MAE comparison of MMMF, PMF combined with k-means clus-
tering and spectral clustering

Number of clusters RMSE MAE

K-means Spectral K-means Spectral

MMMF 40 0.9702 0.9372 0.6963 0.6029

PMF 40 0.8205 0.8001 0.6674 0.6476

MMMF 140 0.9690 0.9171 0.6986 0.5864

PMF 140 0.8282 0.799 0.799 0.6867

MMMF 200 1.0603 0.9277 0.777 0.6044

PMF 200 0.8535 0.8362 0.6778 0.6473

MMMF 300 1.0180 0.9089 0.7187 0.5925

PMF 300 0.8337 0.8138 0.6578 0.6208

MMMF 500 1.0927 0.9247 0.7813 0.6105

PMF 500 0.8452 0.8123 0.6508 0.6222

5 Conclusion and Future Work

We have proposed a novel model for cross-domain recommendation when mul-
tiple domains do not share a latent common rating pattern. We made use of
Matrix Factorization techniques to get the initial latent hidden factor models
and apply clustering techniques to find cluster-level rating pattern which is then
used in a tri-factorization approximation. Experimental results using benchmark
datasets shows that our model approximates the target matrix well. In the future
we would like to vary the number of items in different domains which requires a
special treatment and aslo investigate different techniques of tensor-based knowl-
edge transfer learning.
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Abstract. In this paper, we create EEG data derived signatures for dif-
ferentiating epileptic patients from normal individuals. Epilepsy is a neu-
rological condition of human beings, mostly treated based on a patient’s
seizure symptoms. Clinicians face immense difficulty in detecting epilep-
tic patients. Here we define brain region-connection based signatures
from EEG data with help of various machine learning techniques. These
signatures will help the clinicians in detecting epileptic patients in gen-
eral. Moreover, we define separate signatures by taking into account a
few demographic features like gender and age. Such signatures may aid
the clinicians along with the generalized epileptic signature in case of
complex decisions.

Keywords: Epileptic signature · Brain connectivity network · Fuzzy
rule mining · EEGLAB · MATLAB

1 Introduction

Epilepsy is one of the most serious and frequently occurring neuropathological
condition affecting around fifty million people globally1. Epileptic seizures can be
lethal [1]. Epileptogenesis is a long term dynamic progressing process of hyperex-
citability and abnormal synchronization of brain neurons until the manifestation
of seizure. Available drugs treat epileptogenesis indirectly by suppressing icto-
genesis (the expression of seizures) [2]. Treatment of epileptic patients is mostly
symptomatic based on clinical features.

The “epileptic network”, can be defined as a distributed network of distinct
and distant brain regions causing hyperexcitability and hypersynchrony in a case
of epilepsy [3]. Here we discuss the EEG data based computationally derived
epileptic networks. Analysis of the epileptic networks may help in localization
of a brain-region based signature in epileptic patients [4]. Till date, we have a
1 http://www.who.int/mediacentre/factsheets/fs999/en/ visited on 21st March 2017
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limited idea of epileptogenesis. Epilepsy does not have a cure yet. Moreover, there
does not exist any signature pattern of brain region based connections that can
successfully categorize epileptic patients from normal human beings. The case
becomes more complex when we try to incorporate demographic features like
gender or age to EEG data of epileptic patients.

In this article, we differentiate epileptic patients from normal individuals
based on brain-region connection based signatures derived from EEG data. More-
over, we try to answer a few questions like how different is male epilepsy from
female epilepsy? Do they over-represent different connections among various
brain regions? How child epilepsy differs from teenage and adult epilepsy? Do
we find different patterns of over/under-representation of connections among
various brain regions for different demographic categories? Can they be used as
signature patterns clinically? In addition, we have aided our results with find-
ings by a fuzzy rule mining based approach. Each discovered rule is a different
combination of presence/absence of brain region based connections.

2 Data

The dataset consists of electroencephalography (EEG) data collected from 60
healthy individuals and 80 patients suffering from epilepsy. The data has also
been grouped and studied according to gender and age. We have data of 31
normal males and 29 normal females in our dataset. Likewise, we have data of
43 epileptic males and 37 epileptic females in our dataset. Patients with less
than 13 years of age have been defined as children. We have data of 23 normal
and 41 epileptic children in our dataset. Teenagers have an age range of 13–19.
We have found 14 such normal and 22 epileptic cases in our data. Patients with
more than 19 years of age have been defined as adult epileptic patients. We have
23 normal and 17 epilepsy adult patients.

3 Data Acquisition and Filtering

Data collection has been done with a computerized EEG machine (16 channels
Recorders & Medicare Systems Pvt. Ltd. (RMS)). It has been used to record the
EEG for an interval of 20–30 min. The data of each epileptic patient has been
split into epochs of 10 seconds interval. The internationally accepted Modified
Combinatorial Nomenclature (MCN) system accepted scheme for the location of
electrodes has been followed. According to this scheme, each location is denoted
by a combination of letter(s) and number. The letter(s) are used to identify the
position of the electrodes on the brain lobes, whereas the numbers denote the
hemispherical regions on the brain. The frontal polar, frontal, temporal, pari-
etal and occipital lobes are represented by the letters ‘FP’, ‘F’, ‘T’, ‘P’, and
‘O’ respectively, whereas odd and even numbers stand for electrode position on
the left and right hemisphere respectively. The letter ‘C’ is used for identifica-
tion only. During the collection of data, it has been asked to all participants to
stay awake and motionless with wide open eyes. Subsequently, they have been
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requested to attain a no-thinking state as far as possible. Each data has been
recorded using a series of activation procedures, i.e., eye blinking, photic stim-
ulation, and hyperventilation among others.

After the recording of EEG data, firstly, the noise has been removed manually
by experienced neurotechnologists. Then we have used EEGLAB toolbox version
13 [5], implemented in MATLAB R2015a for further data filtering purpose. The
EEGLAB plugin, called CleanLine, has been used to remove sinusoidal noise
from raw EEG data. The resultant data have been filtered again using Finite
Impulse Response (FIR) filter, within the range of 4–60 Hz to remove sleep waves
and noise due to electrical circuits. Here, we have used Independent Component
Analysis (ICA) by applying the Runica algorithm [6]. Thus, a multivariate signal
is decomposed into its additive independent non-Gaussian components. We have
separated the maximum likely components from a number of noisy components
using neural networks. Lastly, a final manual check has been done to assure that
artifacts from the data have been removed.

4 Methodology

We have divided the methodology into four different steps. The steps have
helped in selecting significant features and in finding important rules for epilep-
tic patients in general and for different demographic categories. Figure 1 depicts
the flowchart of our methodology pipeline.

7

Fig. 1. Flow chart of the methodology.
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1. Brain connectivity network generation: We have calculated the cor-
relation between two certain electrode positions using Pearson’s correlation
coefficient [7]. We have considered the 16 electrode positions as vertices. If two
vertices are found to be correlated (positively or negatively), we have created
an edge between them. Thus, we have developed the brain connectivity net-
work of normal individuals and epileptic patients. The detailed explanation
of this step can be found in one of our previous research work [8].

2. Determination of maximum features: We have developed a 16×16 adja-
cency matrix for each brain connectivity network representing either a healthy
volunteer or an epileptic patient. This adjacency matrix is symmetric with
‘0’s in its diagonal elements. Thus, maximum (16×15

2 ) = 120 unique undi-
rected connections are possible from such a matrix. These 120 connections
have been considered as features.

3. Feature selection and classification: We have identified the key features
discriminating normal individuals from epileptic patients (a two class prob-
lem), male epileptic patients from female epileptic patients (another two class
problem) and child epileptic patients from teenage as well as adult epileptic
patients (a three class problem). We have used ten well-established feature
selection algorithms, i.e., mRMR [9], Fisher scoring [10], t-test, Gini index,
reliefF, Support Vector Machine (SVM) [11], gain Ratio, Chisquare, fuzzy
entropy measures with similarity classifier [12], and symmetrical uncertainty
based approaches [13–15] among others to identify top twenty most signif-
icant features and last twenty least significant features for the above men-
tioned classification problems. We have selected those most/least significant
features whose frequency of occurrence over the ten algorithms is more than
60%. We have used eight well-known classification algorithms, i.e., radial
basis function neural network [16], random forest [17], SVM [11], multilayer
perceptron, logistic regression, Bayesian logistic regression, rotation forest
[18], and regression method among others to classify the combination of the
minimum number of most and least significant features. It has been done to
maximize the average classification accuracy of the most significant features
and minimize the same for the least significant features. Thus, a combination
of minimum features has been selected for each of the classification problems
mentioned earlier.

4. Fuzzy rule mining: We have used Fuzzy Unordered Rule Induction Algo-
rithm (FURIA) [19] to identify a few rules for differentiation of the aforemen-
tioned classes. Here, we have considered all 120 features as input to FURIA.
Besides, we have calculated the Certainty Factor (CF) for each rule. CF lies
in a range of [-1, 1]. If the antecedent and consequent are related, the value of
CF becomes positive. A higher value of CF represents more significant rule.

5 Results and Discussion

We have found certain brain-region based connections (features) over represented
and a few under represented while comparing epileptic patients with normal vol-
unteers. C3-F3, F7-O1, F7-O2, T7-F7, F8-FP1, P8-P4 and P8-P7 features have
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been found to be over represented in epilepsy. On the other hand, P7-P4 and T8-
F3 features have been found to be under represented. The combination of these
nine significant features (Table 1) has shown 82.59% average classification accu-
racy with 20 fold cross validation to separate normal individuals from epileptic
patients in general. The representation pattern of these features constitutes a
generalized epileptic signature.

In a similar way, we have found a few over represented and under represented
features while comparing male and female epileptic patients. P4-F4 and P8-C4
features have been found to be over represented along with under representation
of O2-C3, O2-P3, P7-O2 and F8-F7 features in case of female epileptic patients.
Here, we have found 70.94% average classification accuracy with 20 fold cross
validation for a combination of these six significant features (Table 1) for identi-
fying male and female epileptic patients separately. Over or under representation
pattern of these features constitute the gender-specific epileptic signatures.

On the other hand, the combination of eight promising good features
(Table 1) has shown 62.14% average classification accuracy to discriminate child
epileptic patients from teenage along with adult epileptic patients. The F8-F3
feature has been found to be over represented along with two under represented
P8-FP1 and P8-T8 features in case of child epilepsy. In the cases of teenage
epilepsy we have found an over represented O2-F3 feature and under repre-
sented F7-P4 feature. P8-T8 and O2-F4 features have been found to be over
represented in the case of adult epilepsy. The representation pattern of these
features constitutes the age-specific epileptic signatures. The rest of the features
seem inconclusive at this point according to their frequency of occurrence. How-
ever, the average classification accuracy value may increase with a larger sample
size.

In support of the aforementioned results, a fuzzy rule based association min-
ing study has been done with the all possible 120 features (connections among
different nodes) as given in Table 2 to find unique rules. We have performed this
study to generate support for our earlier findings. Moreover, this study has pro-
vided additional associated features. The additional features helped in defining a
proper rule for the general, age-wise and gender-wise epileptic signatures. Some
features, i.e., T7-F7 and P8-P7 has been found to be associated with epilepsy as
described earlier in Table 1. The presence of the feature T7-F7 has been found
coupled with the presence of two additional features P7-F3 and P3-FP1. The
rule indicates epilepsy with a certainty factor of 0.95. The presence of P8-P7 fea-
ture has been found with the presence of a new feature C4-FP1 with a certainty
factor of 0.93.

Moreover, multiple rules have been found for the P7-P4 feature. The absence
of the feature along with the absence of two additional features P8-F7 and O2-
C4 have been found to be associated with epilepsy with a certainty factor of
0.97. On contrary, the presence of the P7-P4 feature along with the absence of
three additional P4-FP2, T7-F7, and F8-P3 features has been found in normal
individuals with a certainty factor of 0.96. Also, the presence of the same factor
along with the absence of three additional O2-FP2, T7-F7, and P3-C3 features
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Table 1. List of significant features differentiating epilepsy from normal individuals;
male from female epilepsy; and child from teenage and adult epilepsy. Odd numbers
succeeding node names indicate left hemisphere of the brain and similarly, even num-
bers indicate right hemisphere of the brain. The frequency of occurrence is given in
percentage.

Normal Individuals vs Epileptic Patients

Connection between lobes (Features) Nodes Epileptic Normal In epilepsy

Left identification point & frontal lobe C3-F3 40 16.66 More

Left frontal lobe & occipital lobe F7-O1 57.50 23.33 More

Left frontal lobe & right occipital lobe F7-O2 52.50 0.10 More

Left temporal lobe & frontal lobe T7-F7 35 0.12 More

Left parietal lobe & right parietal lobe P7-P4 45 88.33 Less

Right frontal lobe & left frontal polar lobe F8-FP1 42.50 0.13 More

Right temporal lobe & left frontal lobe T8-F3 0.15 38.33 Less

Right parietal lobe & parietal lobe P8-P4 33.75 0.10 More

Right parietal lobe & left parietal lobe P8-P7 35 0.07 More

Male vs Female Epileptic Patients

Connection between lobes (Features) Nodes Male Female In female

Right parietal lobe & frontal lobe P4-F4 0.06 35.13 More

Right occipital lobe & left identification point O2-C3 44.18 27.02 Less

Right parietal lobe & identification point P8-C4 60.46 83.78 More

Right occipital lobe & left parietal lobe O2-P3 32.55 18.91 Less

Left parietal lobe & right occipital lobe P7-O2 48.83 29.72 Less

Right frontal lobe & left frontal lobe F8-F7 48.83 29.72 Less

Child vs Teenage & Adult Epileptic Patients

Connection between lobes (Features) Nodes Child Teenage Adult

Right frontal lobe & left frontal lobe F8-F3 49 13.63 11.76

Right parietal lobe & left frontal polar lobe P8-FP1 0.07 40.90 35.29

Right parietal lobe & temporal lobe P8-T8 29.26 40.90 64.70

Right occipital lobe & frontal lobe O2-F4 12 9.09 35.29

Right occipital lobe & left occipital lobe O2-O1 68 86.36 47.05

Left occipital lobe & frontal polar lobe O1-FP1 34.14 18.18 11.76

Right occipital lobe & left frontal lobe O2-F3 48.78 54.54 23.52

Left frontal lobe & right parietal lobe F7-P4 19.51 9.09 17.64

has been found in normal individuals with a certainty factor of 0.96. In both
the cases, the feature T7-F7 and its absence is a common factor. Such findings
reflect the variable states of brain regions even for a very specific disease state.
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Table 2. Fuzzy rules with its certainty factor (CF) for differentiating epilepsy from nor-
mal individuals; male from female epilepsy; and child from teenage and adult epilepsy.
Range of CF is [-1,1].

Normal Individuals vs Epileptic Patients

IF condition Then CF

(P7-P4) absent & (P8-F7) absent & (O2-C4) absent Epilepsy 0.97

(P4-FP2) present & (O2-FP2) present & (C3-FP1) absent Epilepsy 0.96

(F7-O2) present & (O2-FP2) absent & (O2-F4) absent Epilepsy 0.96

(T7-F7) present & (P7-F3) present & (P3-FP1) absent Epilepsy 0.95

(P8-P7) present & (C4-FP1) present Epilepsy 0.93

(P3-C3) present & (F8-FP2) absent & (O2-FP1) absent Epilepsy 0.92

(P7-P4) present & (P4-FP2) absent & (T7-F7) absent &
(F8-P3) absent

Normal 0.96

(F7-O2) absent & (T7-P3) absent & (P7-F7) absent Normal 0.92

(P7-C3) absent & (P4-FP2) absent & (F7-C4) present &
(P3-F3) absent

Normal 0.94

(P8-O1) present & (F8-O1) present & (O1-C3) absent Normal 0.84

(P7-P4) present & (O2-FP2) absent & (T7-F7) absent &
(P3-C3) absent

Normal 0.96

Male vs Female Epileptic Patients

IF condition Then CF

(F8-T7) present & (O1-FP1) present Male epilepsy 0.92

(O2-P3) present & (O1-FP1) absent Male epilepsy 0.91

(P7-O2) present & (F7-F3) absent & (T8-F8) absent Male epilepsy 0.93

(P4-F4) present & (P8-P3) present Female epilepsy 0.89

(C3-FP1) present & (T7-C4) absent & (F8-T7) absent Female epilepsy 0.91

(P8-F7) present & (F8-F7) absent & (P3-C3) present Female epilepsy 0.88

(F8-O1) present & (F4-P3) absent & (C3-FP1) absent Female epilepsy 0.86

Child vs Teenage & Adult Epileptic Patients

IF condition Then CF

(F8-F3) present & (T7-FP2) absent Child epilepsy 0.94

(O1-C3) present & (C4-C3) present Child epilepsy 0.89

(F8-P4) present & (P8-FP1) absent & (C4-F3) present Child epilepsy 0.92

(P8-F4) present & (T7-C4) absent & (FP2-O1) absent Child epilepsy 0.89

(P7-P4) absent & (P8-FP1) present & (F7-P4) absent Teenage epilepsy 0.86

(P7-P3) present & (C3-FP1) absent & (O1-C3) absent Teenage epilepsy 0.82

(P8-T8) present & (F8-P4) absent & (T8-FP1) absent Adult epilepsy 0.8

(F4-C3) absent & (T7-F7) present & (F7-O1) present Adult epilepsy 0.74

(T8-FP2) present & (P8-P4) present & (F3-FP1) absent Adult epilepsy 0.74
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The feature F7-O2 has been found to be associated with both epileptic
patients and normal individuals. The presence of the feature along with the
absence of two additional O2-FP2 and O2-F4 features has been associated with
epilepsy with a certainty factor of 0.96. On contrary, the absence of the feature
along with the absence of two additional T7-P3 and P7-F7 features has been
seen in normal individuals with a certainty factor of 0.92. These rules altogether
contribute to the generalized epileptic signature.

In the case of male versus female epileptic patients, the presence of O2-P3
feature along with the absence of an additional feature O1-FP1 has been found
to be associated with male epilepsy with a certainty factor of 0.91. Similarly,
the presence of the feature F8-T7 along with the presence of another additional
feature O1-FP1 has been found to be associated with male epilepsy with a cer-
tainty factor of 0.92. In contrast, the presence of P4-F4 feature along with the
presence of an additional feature P8-P3 has been found to be associated with
female epilepsy with a certainty factor of 0.89. The absence of the feature F8-F7
along with the presence of two additional features P8-F7 and P3-C3 have been
found to be associated with female epilepsy. Such results support our earlier
finding of features in male and female epilepsy as given in Table 1. These rules
contribute to the gender-specific epileptic signatures.

We have also done an age-specific fuzzy rule mining study as given in Table 2.
Here the presence of F8-F3 and the absence of P8-FP1 features have been found
in two separate rules. They have been found to be associated with child epilepsy
with certainty factors 0.94 and 0.92 respectively. The absence of P8-FP1 fea-
ture along with the presence of two additional features P7-P4 and F7-P4 with a
certainty factor of 0.86 has been found to be associated with teenage epilepsy.
In the case of adult epilepsy, the presence of the feature P8-T8 along with the
absence of two additional features F8-P4 and T8-FP1 has been found to be asso-
ciated with a certainty factor of 0.8. These results provide support to our earlier
findings as given in Table 1 as well as contribute to the age-specific epileptic
signatures.

Moreover, the fuzzy rule mining study has discovered some new rules which
we have not spotted in our earlier findings. We have found 2 new rules each
for epileptic patients and normal individuals. One male and two female epilepsy
related new rules have also been found by this study as given in Table 2. In
addition, two child, one teenage and two adult epilepsy associated new rules have
been found. These new rules along with our earlier findings (Table 1) helped in
creating well-defined signatures for future machine learning based detection of
epilepsy in general and complicated cases.

6 Conclusions

In this paper, we have found a generalized epileptic signature from EEG data of
patients along with gender and age specific signatures. It is not always easy for
medical practitioners to rightly identify an epileptic patient, the reason being
similar kind of EEG spikes found in other neurobiological disorders. The cre-
ated epileptic signatures may help them in overcoming these hurdles in epilepsy
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patient detection. Moreover, these kinds of predictions can come in handy with
minimal human intervention in peripheral areas where the proper medical facility
is not available yet. They can quickly be employed to detect probable epilepsy.
Then the patient can be referred for proper medical care. In this paper, we were
also able to distinguish between patients from different age groups and gender
but it has not yet been clinically tested. According to clinicians, identifying the
gender-specific epileptic signatures is an interesting concept and may be helpful
in the future.
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Abstract. Selection of relevant electrodes is of prime importance for
developing efficient motor imagery Brain Computer Interface devices.
In this paper, we propose a novel spectral clustering based on tempo-
ral similarity of electrodes to select a reduced set of relevant electrodes
for classification of motor imagery tasks. Further, Stationary common
spatial pattern method in conjunction with Composite kernel Support
Vector Machine is utilized to develop a decision model. Experimental
results demonstrate improvement in classification accuracy in compari-
son to variants of the common spatial pattern method on publicly avail-
able datasets. Friedman statistical test shows that the proposed method
significantly outperformed the variants of the common spatial pattern
method.

Keywords: Motor imagery · Brain computer interface · Common spa-
tial pattern · Spectral clustering

1 Introduction

Brain computer interfaces (BCI) enable people with neurological disorders to
establish communication and repair lost motor functions by transforming the
brain signals into device commands. Non-invasive nature, low measurement cost
and high resolution of EEG based BCI has favored its wide use for analysis of
brain signals as compared to other modalities. EEG based BCI systems associ-
ated with motor imagery has received particular attention that involve visual-
izing movement of a specific motor part of the body [2]. Motor imagery BCIs
use brain dynamics originating in primary sensorimotor area called sensorimotor
rhythms (mu and beta rhythms), induced by execution or imagination of hand or
leg movement, to translate EEG signals into device commands [2]. During motor
imagination or execution, the amplitude of sensorimotor rhythms reduces, which
is known as Event-Related Desynchronization (ERD). Increment in the ampli-
tude of sensory-motor rhythms just after the motor imagination or execution is
called as Event-Related Synchronization (ERS) [8].
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Common spatial pattern (CSP) [2] is a well known spatial filtering method
that finds subject specific data dependent spatial filters which maximizes vari-
ance of one class and minimizes variance of the other class simultaneously [2].
Extraction of information using the CSP is challenging as this method suffers
from the small sample size (SSS) problem [4], i.e. the quantity of electrodes is
high and the number of task specific EEG samples is less. In such circumstances,
Eigen decomposition of the covariance matrix, whose dimension is number of
electrodes x number of electrodes, is highly computational and may lead to
imprecision.

To reduce the number of electrodes, the research work [3] has utilized neuro-
logical information to segregate the electrodes placed on the brain on the basis
of various anatomical areas of brain cortex and select all electrodes of relevant
brain areas. However, this method utilizes topographical information based sta-
tionary division of electrodes. Further, this approach either uses all electrodes
of a chosen cluster or removes all electrodes of a minimum significant cluster.
There is a possibility that few of the chosen electrodes may not be pertinent or
might be repetitive and few of the removed electrodes of the not chosen brain
region might be applicable for recognizing two motor imagery tasks. Hence, in
this work, the electrodes are partitioned into many clusters such that each clus-
ter contains a set of similar electrodes to reduce the number of electrodes. For
this we use the spectral graph clustering method [7], where the optimal number
of clusters is decided using the Davies Bouldin (DB) index criterion [5]. Features
are extracted from each cluster using stationary CSP (SCSP) method [6]and
composite kernel based support vector machine (CKSVM) is utilised to build a
decision model.

The major contributions of this paper include: (i) To select a subject specific
reduced subset of relevant electrodes; (ii) To evaluate and compare the perfor-
mance of the proposed method and variants of CSP on the publicly available
datasets; (iii) Friedman test is used to demonstrate that the proposed method
significantly outperforms variants of the CSP method. Rest of the article is orga-
nized as follows. Section 2 discusses the proposed work. Experimental results are
discussed in Sect. 3 and finally, Sect. 4 concludes the article and provides future
directions.

2 Proposed Method: Temporal Similarity Based
Clustering in Conjunction with CKCSP (TSC-CKCSP)

The flow diagram of the proposed model is shown in Fig. 1. A brief description
of each step is described as follows:

2.1 Spectral Graph Clustering Based Division of Electrodes

Spectral clustering is a graph theoretic approach to obtain clusters using spec-
tral decomposition of a similarity matrix S. To measure similarity between two
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Fig. 1. Flow diagram of proposed model

samples, xi and xj , we have used Gaussian kernel which is defined as:

S(i, j) = exp

(
−‖ xi − xj ‖2

2σ2

)
(1)

where σ is a tuning parameter. Let d denotes the vector d = [d1, d2, · · · , .dN ]
where di =

∑N
j=1 S(i, j) measures similarity of ith sample with all other samples.

The larger value of di signifies more similarity of sample xi with rest of the
samples. Thus, the degree matrix D is given by:

D(i, j) =

{
di ifi = j

0 otherwise
(2)

The Laplacian matrix L and normalized Laplacian matrix L̃ are defined as:

L = D − S and L̃ = D− 1
2 LD− 1

2 (3)

Eigenvalues and eigenvectors of the normalized Laplacian matrix L̃ is solved as:

L̃γ = δγ (4)

Let the Eigenvector γ2 correspond to the second smallest Eigenvalue δ2. Binary
partitioning of electrodes using Eigenvector γ2 is done as follows:

Electrodei =

{
Cluster 1 if γi,l < 0
Cluster 2 otherwise

(5)

A given cluster is further recursively partitioned using spectral clustering
method. To obtain an optimal number of clusters, a well-known Davies Bouldin
(DB) criterion is used, which minimizes the ratio of within-cluster dispersion
to between-cluster separation. The within-cluster dispersion for ith cluster, Swi

and between-cluster separation for cluster i and cluster j, dbi,j are computed as:

Swi =
1

| C |
∑
xεCi

{‖x − zi‖} and dbi,j = ‖zi − zj‖ (6)
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where zi is the centroid of the ith cluster. The similarity measure between cluster
i and cluster j and the corresponding DB index are given as:

Mi,j =
Swi + Swj

dbi,j
and DB =

1
k

Σk
i=1Mi (7)

where Mi = maxij Mi,j and k is the number of clusters. The number of clusters
that provides minimal DB index value is considered optimal. The division of
electrodes on both datasets is shown in Fig. 2.

Fig. 2. Temporal Similarity based division of electrodes for Dataset 1 and Dataset 2

2.2 Stationary Common Spatial Patterns (SCSP)

Relevant features from each cluster of electrodes are computed using SCSP,
which is evolved by introducing variations in the Rayleigh criterion function
of the traditional CSP technique. Let Σ1 and Σ2 be the average covariance
matrices of motor imagery left and right hand movement (class 1 and class 2),
respectively and W is a spatial filter matrix for a given cluster. The Rayleigh
criterion maximization function using SCSP is given as:

R(w) =
wTΣ1w

wT(Σ1 + Σ2)w + βP(w)
(8)

where P(W) is the introduced penalty term and β is a constant obtained after
cross validation method. Further, the features computed from each cluster are
transformed to a high dimensional Hilbert kernel space using a Gaussian kernel
function to capture the non-linear relations of the extracted features as:

kl(fi,l, fj,l) = exp
(

−‖ fi,l − fi,l ‖
2σ2

)
(9)

where fi,l represents features from cluster l for trial i, obtained using SCSP
method.

2.3 Feature Selection and Classification

In the proposed method, we have used CKSVM method for classification of
motor imagery tasks. CKSVM considers the relevancy of an electrode cluster for
recognition of motor imagery tasks.{

max
α

− 1
2Σi,jαiαjγiγjΣ

L
l=1kl(fi,l, fj,l) + Σiαi

s.t Σiαiγi = 0, 0 � αi � C, 1 � l � R, 1 � i � N
(10)
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where αi is the classifier parameter, C is a classifier regularization parameter,
N is the number of samples and R is the number of clusters. Recursive Feature
Elimination (RFE) is used to order the electrode cluster of a specific brain region
by calculating the quadratic norm of each cluster of electrodes. Higher is the
estimation of the quadratic norm, more important is that cluster to a motor
imagery task. The cluster with lowest value of quadratic normal form is removed
in each iteration till maximum classification accuracy is achieved.

3 Experimental Setup and Results

The experimental evaluation of the proposed work is performed on publicly
available BCI Competition III dataset 4a (Dataset 1) and BCI competition IV
dataset Ia (Dataset 2) [3]. Dataset 1 and Dataset 2 consist of motor imagery data
acquired from five and seven healthy subjects respectively. The data captured
for each trial belongs to the time window of 0.5–2.5 s after the onset of stimulus.
Thus, from each electrode, 200 time units are utilized. Whole data is filtered
using a [7–30 Hz] bandpass filter. SCSP penalty parameter β = 0.1 was used for
all the experiments on both datasets, which is determined using cross-validation.
Number of spatial patterns was fixed to r = 1. The average classification accuracy
of the proposed method is reported in terms of 10 fold cross-validation run 10
times and is compared to CSP, SCSP and CKSCSP methods as shown in Tables 1
and 2 for subjects of Dataset 1 and Dataset 2, respectively.

Table 1. Comparison of TSC-CKCSP with existing methods in terms of average clas-
sification accuracy for Dataset 1.

Subject CSP SCSP CKSCSP TSC-CKCSP

aa 75.37 80.45 81.14 82.8052

al 97.73 94.38 98.34 96.91304

av 69.14 69.82 77.56 78.1667

aw 82.27 82.43 86.64 88.5667

ay 82.17 89.33 88.17 90.13

MEAN 81.34 83.28 86.37 87.3163

We can observe the following from Table 1: (i) The proposed method TSC-
CKCSP achieves highest average classification accuracy for Dataset 1; (ii) An
overall increment of 7.35%, 4.85%, and 1.1% in classification accuracy as com-
pared to CSP, SCSP and CKSCSP is achieved with our proposed method TSC-
CKCSP for Dataset 1. Similarly, the following can be observed from Table 2:
(i) The proposed method TSC-CKCSP achieves highest average classification
accuracy for Dataset 2 (ii) An overall increment of 12.08%, 3.54%, and 3.17%
in classification accuracy as compared to CSP, SCSP and CKSCSP is achieved
with our proposed method TSC-CKCSP. The spectral graph clustering is a data
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Table 2. Comparison of TSC-CKCSP with existing methods in terms of average clas-
sification accuracy for Dataset 2.

Subject CSP SCSP CKSCSP TSC-CKCSP

ds1a 73.1 81.75 67.05 82.65

ds1b 65.4 59.95 71.45 71.89

ds1c 70.5 75.1 75.35 77.55

ds1d 76.8 89.2 90.3 90.55

ds1e 83.3 90.35 89.55 90.15

ds1f 82.8 86.9 88.3 87.35

ds1g 79 91.45 94.75 94.89

MEAN 75.84 82.1 82.39 85.0043

centric approach, hence provide relevant and subject specific clusters. Thus, the
proposed method performs better than existing methods.

Table 3. The Friedman ranking obtained for each method.

Algorithm Ranking

TSC-CKCSP 1.333

CKSCSP 2.166

SCSP 2.833

CSP 3.66

A non-parametric Friedman statistical test [1], is carried out to find the
statistical difference between the proposed method and existing methods at sig-
nificance value of α = 0.5. Table 3 shows the Friedman ranking obtained for each
method. P-value computed by Friedman Test is 1.5642 E-6, which signifies that
the all methods under comparison are statistical significantly different from each
other. Smaller value of Friedman ranking suggests proposed method outperforms
variants of CSP.

4 Conclusion

An immense interest has been garnered by Motor imagery BCI due its wide
applicability for communication. CSP is a widely used feature extraction tech-
nique for motor imagery BCI. However, it suffers from SSS problem due to
numerous electrodes and smaller quantity of samples. The proposed method
determines a reduced set of relevant electrodes using spectral clustering and
CKSVM.
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However, the proposed method uses only temporal information of data for
division of electrodes and does not consider frequency information for clustering
of electrodes. Thus, in future, we will incorporate both spatial, temporal and
frequency information for obtaining a reduced and relevant subset of electrodes.
Further, RFE in conjunction with SVM utilized in this work is computationally
intensive, which requires improvement for real time-applications.
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Abstract. Clinical radiotherapy procedures target to achieve high accu-
racy which is inhibited by various error sources. As a result, a safety
margin is needed to ensure that the planned dosage is delivered to the
target. In this work, 3D image coordinates of Pubic Symphysis (pb) and
Coccyx are evaluated from Cone Beam CT images of colo-rectal cancer
patients. Using those coordinates, we propose an automated method to
obtain systematic and random error components. The standard devia-
tions of systematic and random errors are used to evaluate the 3D PTV
margin. We have also measured rotational variations in the positioning
of patients using those locations. We have validated and found that the
automated measurements show a very good match with those measured
by oncologists manually.

Keywords: Coccyx · Pb · PTV · Rotational shifts · Random ·
Systematic errors

1 Introduction

The procedures of clinical radiotherapy target to achieve high accuracy [1]. As
treatment preparation involves various errors, a safety margin is required to
ensure that the planned dose is actually delivered to the target. The margin cal-
culations require reference bony structures because bones are good surrogates to
detect internal motion of organs like rectum [1]. In [2], the authors evaluate the
c© Springer International Publishing AG 2017
B.U. Shankar et al. (Eds.): PReMI 2017, LNCS 10597, pp. 103–109, 2017.
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3D locations of Pubic Symphysis (pb) and Coccyx. These are then used as ref-
erence structures in the pelvic region from Cone Beam Computed Tomography
(CBCT) image volumes of colo-rectal cancer patients. On a day to day basis,
there are considerable variations in the locations of pb and coccyx. The CBCT
image volumes are, therefore, registered using Mean Shift assisted Mutual Infor-
mation based 3D Registration (MSMIR) technique to reduce these uncertainties.
In the report given by International Commission on Radiation Units and Mea-
surements (ICRU) [3], it is mentioned that the volume that should receive the
prescribed dose, is Clinical Target Volume (CTV), comprising of demonstrable
tumor and/or areas of suspected subclinical disease. To account for the geomet-
rical uncertainties, CTV must be expanded with a 3D margin thereby yielding
Planning Target Volume (PTV).

In our study, the acquisition of CBCT images of a rectal cancer patients is
carried out for a series of 27 days to obtain 27 CBCT image volumes. Only on
the first day of the diagnosis, along with CBCT, a planning CT scan is also
carried out with reference to which the shifts in the positions of pb and coccyx
are evaluated. Usually, radiation treatment (RT) is given in multiple fractions
of radiation to the evaluated PTV. When the total dose of radiation is divided
into several, smaller doses over a period of several days, there are fewer toxic
effects on healthy cells.

During a treatment regime, any deviation from planned irradiation geometry
may be systematic or random. Systematic errors occur if the mean irradiation
geometry in the fractionated treatment differs from the geometry in the treat-
ment plan. The mean deviations of coordinates are then called systematic errors.
Day-to-day differences around the mean deviation are called random errors [4].
Van Herk [1] proposed a model for deriving the PTV margin which is given as
Margin = 2.5 Σ + 0.7 σ. The criterion for this was that on an average, more than
99% of the CTV should get at least 95% of the dose. Mainly, our contributions
in this work are as follows:

1. Automated computation of translational and rotational shifts, 3D PTV mar-
gins for colo-rectal cancer patients,

2. Higher accuracy in the computation of error margins, and
3. Use of conventional imaging procedure only, requiring no additional imaging

or investigation procedure on the patients.

Conformal radiotherapy treatment on patients suffering from prostate cancer is
done using infrared (IR) marker based positioning system over 553 treatment
fractions [5]. Standard deviation of anteroposterior (AP) and lateral set up errors
was considerably reduced to 4.8 mm compared to conventional technique. The
main drawback is that IR system could not correctly locate markers which lead
to execution failure in 21% of 553 fractions.

Using kilovoltage CBCT in combination with a diet and mild laxatives, work
in [6] evaluated clinical results of adaptive radiotherapy protocol for prostate
cancer. Compared to historical data which was without diet and laxatives, sys-
tematic and random errors for organ motion were reduced by a factor of 2.
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The laxatives, that were used, improved image quality, and thereby helped in
detecting prostate reducing high dose region by 29%.

The work in [7] gives the effect of random and systematic deviations on target
dose in the form of an analytical description. Higher random variations imply
underdosage to CTV for a large number of patients, while the equal system-
atic error implies much larger underdosage for some of the patients. During the
preparation stage of radiotherapy for prostate cancer, it reduces the uncertainty
in the position of prostate and the shape of rectum. The motion of prostate rel-
ative to pelvic bone is quantified by matching CT scan with planning CT. The
systematic error was 5.1◦, and the random error was 3.6◦.

2 Computation of Translational and Rotational Error
Margins

In this work, we consider the first day 3D image coordinates of pb and coccyx
as reference, to find out the shift in their positions for next 26 consecutive days.
These shifts are considered to evaluate the systematic and random errors. The
shifts in the positions are represented by a vector EBij

for the ith patient on the
jth day, where B ∈ [pb, coccyx]. In this work, a vector is represented by a bold
and italicized alphabet like E.

EBij
= [(Xij − Xi1), (Yij − Yi1), (Zij − Zi1)],∀i ∈ [1, P ] and ∀j ∈ [1, N ]

where P is the number of patients under study, and N is the number of days of
diagnosis. In our study, the values of P and N are 25 and 27, respectively. The
vector E is averaged for pb and coccyx to find shift in entire patient volume
which is represented as Eaij

, where subscript a denotes the averaging operation.
The 3D mean of the shifts for N days is represented by Mai

for a particular
(the ith) patient.

Mai
= (

∑N
j=1(Xij − Xi1)

N
,

∑N
j=1(Yij − Yi1)

N
,

∑N
j=1(Zij − Zi1)

N
),∀i ∈ [1, P ]

The 3D standard deviations of the shifts for daily measurements are repre-
sented by Sai

for a particular (the ith) patient. We represent unit vectors in the
directions of X, Y and Z by x̂, ŷ and ẑ respectively. Dot product of any vector
with x̂, ŷ and ẑ gives out only the x, y and z components, respectively.

Sai
= (

√
√
√
√

∑N
j=1(Eaij

.x̂ − Mai
.x̂)2

N
,

√
√
√
√

∑N
j=1(Eaij

.ŷ − Mai
.ŷ)2

N
,

√
√
√
√

∑N
j=1(Eaij

.ẑ − Mai
.ẑ)2

N
), ∀i ∈ [1, P ]

Then the Group Systematic Error (GSE), which is the mean evaluated over
the entire group of patients is represented by a vector Ga.

Ga = (
∑P

i=1 Mai
.x̂

P
,

∑P
i=1 Mai

.ŷ

P
,

∑P
i=1 Mai

.ẑ

P
)
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The standard deviations of the systematic errors is represented by a vector
Σa.

Σa = (

√∑P
i=1(Mai .x̂− Gai .x̂)

2

P
,

√∑P
i=1(Mai .ŷ − Gai .ŷ)

2

P
,

√∑P
i=1(Mai .ẑ − Gai .ẑ)

2

P
)

And the standard deviations of the random errors are the root mean square
of all the standard deviations of all the patients represented by a vector σa.

σa = (

√
∑P

i=1(Sai
.x̂)2

P
,

√
∑P

i=1(Sai
.ŷ)2

P
,

√
∑P

i=1(Sai
.ẑ)2

P
)

Fig. 1. Demonstration of the calculations of Pitch and Yaw.

On a day-to-day basis, along with translational variations, there occur rota-
tional variations in the position of patients. Before RT, to prepare treatment
planning, the positioning of the patient has to be corrected in terms of rotations
made in all the three axes. In this work, we have considered the first day 3D axis
joining pb and coccyx as the reference to find rotational variations for the next
26 consecutive days. The sequence of steps to do this are:

1. We translate 3D coccyx coordinates of second day to that of the first day.
2. Then we project the 3D axes (defined by pb and coccyx ) of two days onto the

XY plane.
3. The angles made by the 3D axes with their projected 2D axes are denoted

by θ1 and θ2, respectively, whose difference is referred to Pitch (θ) in Fig. 1.
4. The angle between the projected 2D axes is referred to Yaw (φ) in Fig. 1.

3 Results

The box plots showing variation of different measurements are shown in Fig. 2.
The Euclidean norm of vectors M and S provide average shifts in locations of
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pb and coccyx. We observe that the means (horizontal line) in first two boxes
(automated and manual-translational) of a patient are close to each other vali-
dating the computational process. The two ends or whiskers of those two boxes
show that their distributions are also similar. The third box of each patient
gives the Euclidean norm of rotational variations which are relatively constant
for all the patients. We observe that smaller rotational values indicate the better
adherence to the fractionated RT for a patient [8]. The observations done till
now in prior works were all about tracking the motion of a particular organ.
But, in this work, we provided a more generalised way of detecting shifts in
the position of patients. As rectum stays relatively more stable with respect to
pelvic bony structures (i.e. pb and coccyx in this case), the most suitable way
of detecting the motion of rectum is to detect the motion of bones. Lesser the
difference between Σ and σ, lesser the underdosage to the target [7], as shown
in Table 1. We observe that the difference between Σ and σ is small. As a result,
it is expected that the underdosage to the PTV would be less probable during
RT.

Fig. 2. Variations in translational and rotational shifts for all the patients.

It can be observed that the vector G in Table 1 deviating a little from zero
which is expected because of imprecision in the equipment. It is found that the
vectors G and Σ in z-direction are slightly higher which indicates a slight higher
internal organ motion in that direction [8]. We also observe that the vectors G,
Σ, σ and 3D PTV margin calculated automatically are highly matching with
those values evaluated manually. It shows that this automated system can be
a very good replacement for manual efforts which aids oncologists in treatment
planning before RT.

4 Conclusion

In this work, the 3D image coordinates of pb and coccyx are used to calculate the
translational and rotational shifts. The average of shifts in the positions of pb
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Table 1. PTV margins evaluated considering the standard deviations of random and
systematic errors.

Evaluations considering the shifts given by Oncologists

G Σ σ 3D PTV

x y z x y z x y z x y z

0.53 −0.36 0.30 3.71 3.77 4.15 5.46 3.17 4.55 13.11 12.66 13.56

Automatic evaluations averaging the shifts of pb and coccyx

G Σ σ 3D PTV

x y z x y z x y z x y z

0.62 −0.54 −0.42 3.80 3.48 5.38 5.33 3.49 4.64 13.24 11.16 16.68

and coccyx are considered to find variations in the position of the whole patient
volume on day-to-day basis. These variations are used to obtain the 3D PTV
margin using Van Herk [1] recipe for focusing prescribed radiation dose to the
target. The first day 3D axis joining pb and coccyx is taken as reference to align
3D axes of remaining days with it. The 3D locations of pb and coccyx found in
this work are more accurate than those found in [9]. We have validated our results
with the measurements provided by an oncologist for the same set of patients as
shown in Table 1. From Fig. 2, we observe that the rotational variations are quite
small compared to those evaluated in [8]. This automated process of estimating
the systematic, random errors, 3D PTV margin and rotations requires only the
CBCT image volumes of the patients and does not need any other supportive
data or expensive imaging technology. The proposed technique is fast, it involves
no manual intervention, and reduces the occurrence of human errors.
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Abstract. This paper presents a comparatively simple approach towards shadow
contour detection in image. The methods of shadow detection during the last
decade is based on chromacity, physical, geometry and texture of the image but
most of the reported techniques are time consuming and computationally expen‐
sive. The presented method is based on color space and color channel selection
on terms of co-occurrence matrix (GLCM) feature. The original images are
converted to HSV color space from its native RGB color space for examining the
separation of shadow and non-shadow regions in different color channels. The
study reveals that value (V) and saturation (S) component is visibly influenced
by the shadow and the same is reflected in their GLCM feature values. Thus
further segmentation and morphological operations on those channels can result
into a comparatively easier detection of shadow for simple and well as complex
cases. The pictorial presentations of the results show the considerable potential
of the presented technique.

Keywords: Shadow detection · Shadow contour detection · Color space · GLCM
features

1 Introduction

When the illumination or the light is blocked by an object a natural phenomenon called
shadow is occurred. In computer vision and computer graphics applications, shadow
detection and manipulation have an important role to study the object shape [1, 2], size,
movement [3], number of light sources and illumination condition [4]. But when
shadows are merged with the background image it causes degradation of image quality.
Shadow free images can help to improve the performance of the task such as object
recognition, object tracking and information enhancement.

According to earlier work on shadow detection, the algorithm mainly depends on
spectral, spatial and temporal feature of image. Intensity, chromacity, physical, geomet‐
rical and textural features of pixel play important role to find out the shadow in image.
However, all those feature based techniques [5] have strict assumptions as they are not
compatible for different environment as well as some features are robust and take longer
time to implement. A successive thresholding technique (STS) [6] is applied to detect
shadow more accurately. Moreover shadow can be detected by dividing the cast shadow
region into sub region- umbra, shallow umbra and penumbra shadow region [7]. Multiple
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convolution neural networks are used to understand the feature of shadow pixels and
Bayesian formulation is modeled to extract the shadow region [8]. For high spatial
resolution detection of shadow is very critical and difficult to find the contour of the
shadow region in degraded image. To get high quality shadow free image the first
problem is to detect the area boundary of the shadow region and for the image with
complex shadow it is really a difficult and challenging task.

In this paper, we present a comparatively simpler shadow contour detection
approach which is based on the color space and the gray level co-occurrence matrix
(GLCM) [9, 10] feature of the individual color channel. For this purpose we choose
at first the HSV color space since HSV color space contains better information than
RGB color space and it is not a device dependent color space representing a closer
approximation of human perception to color. Generally hue component are almost
same in shadow and non-shadow region in HSV whereas saturation and value
component have different characteristics between the two regions.

2 Presented Method

2.1 Color Space Conversion

The purpose of color space is to specify each color by a single point of a coordinate and
a subspace within a system. Most commonly used color model or color space is RGB
for color monitors and video cameras. As human being is strongly perceptive to the red,
green, blue primaries this color space is suitable for hardware implementations. But for
describing a color of an object we rather use the terms hue, saturation and its intensity
values where hue is a color attribute which describes a pure color like pure red or blue.
Saturation is defined as the colorfulness of an area with respect to its brightness. The
intensity values describe the color sensation and it can be easily measured by the gray
level of the image pixel [11]. So this model carries better information than RGB and
frequently used for image processing algorithms like image segmentation, image
smoothing and sharpening.

In HSV model hue can be described in terms of an angle in the circular coordinate.
Although a circle contains 360 degrees of rotation, the hue value is normalized to a range
from 0 to 255, with 0 being red. Saturation value ranges from 0 to 255. The lower the
saturation value, the more gray is present in the color, causing it to appear faded. Value
represents the brightness of the color. It ranges from 0 to 255, with 0 being completely
dark and 255 being fully bright. The hue and saturation level do not make a difference
when value is at max or min intensity level. RGB to HSV space conversion can be done
using standard equations.

The example of an image in RGB and HSV including the individual channel infor‐
mation is presented in Fig. 1. The interesting observation in Fig. 1 is that the shadow
information and background information is not almost same in all channels like RGB
channels. Particularly in the S and V channel the shadow and non-shadow difference is
well visible. But it is not always that a particular channel or combination of channels
will be good for contour extraction for all the cases. This can be addressed by GLCM
feature based channel(s) selection mechanism as described in following section.
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Fig. 1. Example of original image and its different channels. The top row: original RGB image;
middle row from left to right R, G and B channel; bottom row from left to right H, S and V channel.

2.2 Channel Selection for Contour Extraction

In HSV color space hue component is almost same for shadow and non-shadow region
but the saturation and value component shows the different characteristic for this two
regions. GLCM may be a possible choice for channel selection towards shadow contour
detection.

GLCM is a method of extracting the second order statistical texture feature. From
the GLCM matrices [9] many features can be extracted [10]. Among those features
inertia and inverse difference moment (IDM) of the image pixels in each channel have
been used in this work. Inertia is mainly used as a measure of intensity contrast between
a pixel and its neighbor pixel over the entire image. Inertia can be expressed as Eq. (1)
where i, j are row and column index, respectively, G is the dimension of GLCM matrices
and P(i, j) denotes the probability matrix calculated from the co-occurrence matrices.

Inertia =

G−1∑

i=0

G−1∑

j=0
{i − j}

2
× P(i, j) (1)

Inverse difference moment (IDM) is also known as homogeneity and can be
expressed as Eq. (2). It measures image homogeneity as it assumes larger values for
smaller gray tone differences in pair elements. It is more sensitive to the presence of
near diagonal elements in the GLCM. It has maximum value when all elements in the
image are same. GLCM contrast and homogeneity are strongly, but inversely, correlated
in terms of equivalent distribution in the pixel pairs population. It means homogeneity
decreases if contrast increases while energy is kept constant.
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IDM =

G−1∑

i=0

G−1∑

j=0

1
1 + {i − j}

2 × P(i, j) (2)

Further from GLCM features the standard deviation in each channel were also
calculated. The feature set of each channel was constructed using inertia, IDM and
standard deviation.

From the statistical data analysis of the feature sets it was observed that a channel
with lower inertia and IDM values with a higher standard deviation is more suitable for
shadow contour detection. But some of images do not follow this criterion particularly
for complex images where the background and shadow are mixed in a higher degree
that means the contrast between the background and shadow is comparatively low. For
those images singular value decomposition (SVD) was calculated. The channel having
lower value of SVD is considered suitable for shadow detection. It was also found that
for complex images a single channel is not sufficient for shadow contour detection,
therefore a logical operation between two channels with lower most SVD values was
performed. The final contour was extracted by adaptive thresholding of Otsu’s method
[12] followed by suitable morphological operations. In this case erosion and dilation
morphological operation with standard structuring elements was performed.

3 Results and Discussions

The results found with the database [13] are presented here. The databases also contain
shadows under a variety of illumination conditions such as sunny, cloudy and dark
environments. Most of the images shadow contour is detected in value channel but in
some image shadow can also be detected in saturation channel which we named as
complex image. The contour extractions for simple and complex images are shown in
Figs. 2 and 3, respectively.

Fig. 2. Example of extracted shadow contour with single color channel (V channel).

Exploring the Scope of HSV Color Channels 113



Fig. 3. Example of extracted shadow contour with two channel logical operation (S and V
channel).

Figures 2 and 3 both show that in all the presented test cases the shadow contour is
well detected. Figure 2 comprises two test images that are comparatively simple since
the background and the shadow is not well mixed. These cases can be handled by the V
channel alone which is showing the lower inertia and IDM values and higher standard
deviation values as shown in Table 1. But, in case of images in Fig. 3 which are compa‐
ratively complex cases two channels information are used based on the SVD values as
shown in Table 1 right side.

Table 1. Feature values for test image in Figs. 2 and 3

Test image
(Fig. 2)

Color
channel

Inertia IDM Standard
deviation

Test image
(Fig. 3)

SVD

Test
image 1

H 0.4749 1.4749 2.8336 Test
image 1

3.7517
S 0.9908 1.9908 2.6703 3.2084
V 0.2219 1.2219 3.2152 3.2467

Test
image 2

H 0.7339 1.7339 2.1366 Test
image 2

5.0721
S 0.0555 1.0555 2.6648 3.0118
V 0.0378 1.0378 2.6757 2.7381

4 Conclusion

A simple approach of shadow contour detection based on the HSV color space and the
GLCM texture feature of the image pixels is presented in this paper. The method took
both simple and complex test cases under consideration. The simple images can be
processed by single color channel information while for the complex images two chan‐
nels information were used for logical operation prior the thresholding and morpholog‐
ical operations to obtain the shadow contour. The results show the possible potential of
the technique. The process is less time consuming as well. A major limitation of the
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process may be appearance of some unwanted bubble which may be outside the contour
of interest or within. This can be handled using appropriate post-processing operations.
The study can be further extended to the different perception based color spaces, appli‐
cation of adaptive structuring element for morphological operations, channel interaction
of different color spaces, etc. This study is focused to the contour detection only while
the reconstruction of the image without shadow is probably the most important follow
up work in future.

References

1. Matsushita, Y., Nishino, K., Ikeuchi, K., Sakauchi, M.: Illumination normalization with time-
dependent intrinsic images for video surveillance. IEEE Trans. Pattern Anal. Mach. Intell.
26(10), 1336–1347 (2004)

2. Okabe, T., Sato, I., Sato, Y.: Attached shadow coding: estimating surface normals from
shadows under unknown reflectance and lighting conditions. In: IEEE 12th International
Conference on Computer Vision (2009)

3. Kersten, D., Knill, D., Mamassian, P., Bülthoff, I.: Illusory motion from shadows. Nature
379(6560), 31 (1996)

4. Sato, I., Sato, Y., Ikeuchi, K.: Illumination from shadows. IEEE Trans. Pattern Anal. Mach.
Intell. 25(3), 290–300 (2003)

5. Sanin, A., Sanderson, C.D., Lovell, B.C.: Shadow detection: a survey and comparative
evaluation of recent methods, journal homepage. www.elsevier.com

6. Chung, K.L., Lin, Y.R., Huang, Y.H.: Efficient shadow detection of color Aerial images based
on successive thresholding scheme. IEEE Trans. Geosci. Remote Sensing 47(2), 671–682
(2009)

7. Wang, Y., Tang, M., Zhu, G.: An improved cast shadow detection method with edge
refinement. In: Proceedings of the Sixth International Conference on Intelligent Systems
Design and Applications, (ISDA 2006) (2006)

8. Khan, S.H., Bennamoun, M., Sohel, F., Togneri, R.: Automatic shadow detection and removal
from a single image. IEEE Trans. Pattern Anal. Mach. Intell. 38(3), 431–446 (2016)

9. Albregsten, F.: Statistical Texture Measures Computed from Gray Level Coocurrence
Matrices (2008)

10. Pathak, B., Barooah, D.: Texture analysis based on the gray-level co-occurrence matrix
considering possible orientations. Int. J. Adv. Res. Electr. Electron. Instrumentation Eng.
2(9), 4206–4212 (2013)

11. Gonzalez, R.C., Woods, R.E.: Digital Image Processing. Pearson Education India, New Delhi
(2009)

12. Sezgin, M., Sankur, B.: Survey over image thresholding techniques and quantitative
performance evaluation. J. Electron. Imaging 13(1), 146–165 (2004). doi:10.1117/1.1631315

13. Stony Brook University Shadow Dataset (SBU-Shadow5k). http://ww3.cs.stonybrook.edu/
~cvl/dataset.html

Exploring the Scope of HSV Color Channels 115

http://www.elsevier.com
http://dx.doi.org/10.1117/1.1631315
http://ww3.cs.stonybrook.edu/~cvl/dataset.html
http://ww3.cs.stonybrook.edu/~cvl/dataset.html


Linear Curve Fitting-Based Headline Estimation
in Handwritten Words for Indian Scripts

Rahul Pramanik(B) and Soumen Bag

Department of Computer Science and Engineering, Indian Institute of Technology
(ISM) Dhanbad, Dhanbad, India

rahul.wbsu@gmail.com, bagsoumen@gmail.com

Abstract. Most segmentation algorithms for Indian scripts require
some prior knowledge about the structure of a handwritten word to
efficiently fragment the word into constituent characters. Zone detec-
tion is a considerably used strategy for this purpose. Headline estima-
tion is a salient part of zone detection. In the present work, we propose a
method that uses simple linear regression for estimating headlines present
in handwritten words. This method efficiently detects headline in three
Indian scripts, namely Bangla, Devanagari, and Gurmukhi. The proposed
method is able to detect headlines in skewed word images and provides
accurate result even when the headline is discontinuous or mostly absent.
We have compared our method with a recent work to show the efficacy
of our proposed methodology.

Keywords: Handwritten words · Headline estimation · Indian scripts ·
Linear regression

1 Introduction

Segmentation is one of the most consequential phase in optical character recogni-
tion. Presence of cursiveness in Indian scripts makes the segmentation task much
more harder [1]. Most segmentation algorithms for Indian scripts require some
prior knowledge about the structure of a handwritten word to efficiently frag-
ment the word into constituent characters. Zone detection is a considerably-used
strategy for this purpose. Zone detection separates a word into three segments,
namely upper, middle, and lower zone. The upper zone is detected by exploiting
the headline, a special feature present in most Indian scripts. Sarkar et al. [2]
have computed the headline in Bangla words by extracting horizontalness and
verticalness features from the words. Roy et al. [3] have estimated headline in
Bangla words using the height of the word, horizontal projection analysis and
certain heuristics. Bag and Krishna [4] have used horizontal density row and
local maximum row for detecting headlines in handwritten Hindi words. But,
these methods suffer when the words are skewed or when the headline is discon-
tinuous or mostly absent. Furthermore, there is an inadequacy of methodologies
that are capable of handling multi-script in a document.
c© Springer International Publishing AG 2017
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mātrā shirorekhā headline

Fig. 1. Horizontal line called mātrā in Bangla, shirorekhā in Devanagari script, and
headline in Gurmukhi script.

In the present work, we propose a method that uses simple linear regres-
sion for estimating headlines present in handwritten words. This method effi-
ciently detects headline in three Indian scripts, namely Bangla, Devanagari, and
Gurmukhi. It can be effectively used in word images extracted from a document
comprising of multi headline-based script without any prior knowledge about the
scripts. The proposed method is able to detect headlines in skewed word images
and provides accurate result even when the headline is discontinuous or mostly
absent.

The rest of the paper is organized as follows. The proposed methodology
is delineated in Sect. 2. In Sect. 3, the experimental results and analysis are
discussed, followed by conclusion in Sect. 4.

2 Proposed Method

Most Indian scripts have a distinctive feature called headline (also known as
mātrā in Bangla and shirorekhā in Devanagari script) (Fig. 1) present in words.
All the characters are connected by the headline at the upper portion of a word.
This headline is sometimes discontinuous depending on the individuality of a
person’s handwriting. We propose a strategy that utilises this distinctive feature
to estimate headline present in word images. The method employed is very simple
and effective.

2.1 Preprocessing

Initially we binarize all gray level word image (τk) (Fig. 2a). We denote the bina-
rized image as ν(τk). We use Rosenfeld and Kak component labelling algorithm
to label all the connected components and calculate the size (w.r.t. total number
of pixels) of each connected component in ν(τk). Next, we remove each connected
component that appears on the top three-fourth of ν(τk) and constitutes pixels
below a certain threshold, ρ(=30) as a noise normalization procedure. We have
used 150 word images for the validation of the optimal value of ρ.

2.2 Headline Estimation

We take ν(τk) with dimension m × n as input (Fig. 2b) and select q of the
n columns in ν(τk) based on a predefined distance. These q selected columns
are denoted as Q =< c1, c2, · · · , cq >. The columns are selected at a distance
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(a)

(b) (c)

(d) (e)

Fig. 2. Stepwise illustration of headline estimation. (a) Input grayscale image; (b) After
binarization and noise normalization; (c) First encountered foreground pixels on equi-
distant columns marked with magenta colour; (d) After removal of ineligible pixels;
(e) Estimated headline marked with cyan colour.

of 12% of the width of ν(τk). We used a subset of 350 images to validate this
optimal percentage. We detect and store the first encountered foreground pixel
on each column in Q while traversing ν(τk) from top to bottom. The stored
foreground pixels are denoted as P =< p1, p2, · · · , pq > (Fig. 2c). Each stored
pixel pi is associated with a row and a column number denoted as pi(r) and pi(c)
respectively. We use three sets namely, E , E ′, and I to represent the pixels in P
as eligible, ineligible, and intermediate respectively. E represents pixels that are
eligible for further headline estimation. E ′ represents pixels that will be deleted
from P and will not be considered for further computation. I represents pairs
of pixels that are temporarily put here before checking their belongingness in
E or E ′. For every three consecutive pixels pi, pi+1, and pi+2 in P, we evaluate
the angle ∠pipi+1pi+2 (denoted as θq). If θq<=165◦, we conclude that any one
of the three pixels is not a headline pixel. To determine which pixel among the
three is not a headline pixel, we compute |pi(r)−pi+1(r)| and |pi+1(r)−pi+2(r)|.
The difference of column values of the pixels in P will mostly be zero, as the
columns are equi-distant from each other. So, we only take row values of pixels
in P into consideration for distance computation. We have used a subset of
150 word images to validate 165 as the optimal angle. If |pi(r) − pi+1(r)| >
|pi+1(r) − pi+2(r)|, then we conclude that either pi or pi+1 is not a headline
pixel and as a result we consider {pi, pi+1} as intermediate pixel pair and store
the pair in I. Otherwise, we conclude that either pi+1 or pi+2 is not a headline
pixel and consider {pi+1, pi+2} as intermediate pixel pair and store the pair
in I instead. If a pixel pi in P is considered twice as intermediate in a single
iteration, then we conclude that pi is not a headline pixel and transfer pi from
the set I to E ′, while the pixel paired with pi in I is removed from I. Once all
the intermediate pixels are marked in a single iteration, we compute the eligible
pixels in E as E = P – (I ∪ E ′).

For every pixel pair {pi, pi+1} in I, we compute the row-wise difference, dfpi

and dfpi+1 of pi and pi+1 with every pixel in E . We compute the maximum of
the two differences dfpi

and dfpi+1 as maxdf . A non-headline pixel will always
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p1

p2
p3

p1(r) = (46), p1(c) = (10)

θq = 126.87

I = {{p1, p2}}

p4 p5 p6
p7

p2(r) = (20), p2(c) = (42)
p3(r) = (36), p3(c) = (106)

(a)

I = {{p1, p2}, {p2, p3}}

θq = 158.84

considered twice

p3
p1

p2
p4 p5 p6

p7

p2(r) = (20), p2(c) = (42)
p3(r) = (36), p3(c) = (106)
p4(r) = (32), p4(c) = (138)

(b)

I = {}
E ′ = {p2}
E = {}

(c)

p2 removed

I = {}, E ′ = {}, E = {}
P =P - E ′

p1
p3

p4 p5 p6
p7

(d)

Fig. 3. Stepwise illustration of ineligible pixel removal. (a) Angle ∠p1p2p3 <= 165◦ and
|p1(r)−p2(r)| > |p2(r)−p3(r)|, so, {p1, p2} is stored in I; (b) For the next three pixels,
angle ∠p2p3p4 <= 165◦ and |p2(r)−p3(r)| > |p3(r)−p4(r)|, so, {p2, p3} is stored in I,
but two consecutive pixel pairs contain the same pixel, i.e., p2; (c) As p2 consecutively
appears twice in I, so p2 is transferred to E ′, while the two pixels associated with it,
i.e., p1 and p3, are removed; (d) Pixels in E ′ are removed from P.

have a greater row difference with headline pixels than the difference between
a headline pixel with other headline pixels. So, the pixel in the pixel pair {pi,
pi+1} that is associated with most number of maxdf is transferred from I to E ′

while the other is transferred to E . Once all the pixel pairs in I are checked,
the pixels belonging to E ′ are removed from P (Fig. 2d). E , I, and E ′ are all
emptied. This procedure is carried out until no three consecutive pixel in P
creates an angle less than or equal to 165◦. We remove ineligible pixels from P
to ensure that the headline estimation does not get affected due to the presence
of upper modifiers and certain consonants that appear above the headline in a
word. are some examples of upper modifier and consonant that
appear above the headline in Bangla script. Example of headline estimation of
words with such modifiers appearing in Indian scripts are shown in the next
section.

We use the word as a working example to demonstrate the proposed
methodology. Due to the presence of the consonant , the second pixel p2 in
P is marked much higher compared to the position of headline (Fig. 3a). As a
result, for the first three pixels in P, angle ∠p1p2p3 is <= 165◦ and |p1(r) -
p2(r)| > |p2(r) - p3(r)|. We conclude that either p1 or p2 is a non-headline
pixel and store {p1, p2} in I as a pixel pair (Fig. 3a). Again, when we shift one
pixel right and consider the next three pixels, angle ∠p2p3p4 becomes <= 165◦

and |p2(r) - p3(r)| > |p3(r) - p4(r)|. So, we conclude that either p2 or p3 is a
non-headline pixel and we store {p2, p3} in I (Fig. 3b). As, p2 repeats in two
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consecutive pixel pairs in I, we infer that p2 is a non-headline pixel. As a result,
we transfer p2 from I to E ′ and remove the pixels associated with p2, i.e., p1 and
p3, from I (Fig. 3c). We check all the remaining consecutive pixels in P. Once
checking completes, we remove the ineligible pixels in E ′ from P (Fig. 3d).

Now, we predict the row values ˆP(r) based on the row and column values of
pixels in P using the following equation:

ˆP(r) = b0 + b1 × P(c) (1)

where,

b1 =
|P|∑

i=1

(pi(c) − p(c))(pi(r) − p(r))
(pi(c) − p(c))2

,

b0 = p(r) − b1 × p(c),

p(c) =
∑|P|

i=1 pi(c)
|P| and p(r) =

∑|P|
i=1 pi(r)
|P| .

We use the polyfit function in Matlab to employ these equations. Based on the
ˆP(r) and P(c) values, we draw a regression line which gives the final estimated

headline of each word (Fig. 2e).

3 Experimental Results and Analysis

3.1 Dataset

For experimentation, we have used four datasets for three different scripts,
namely Bangla, Devanagari, and Gurmukhi. For Bangla script, we have used
Cmaterdb dataset version 1.1.1 [5] and ICDAR 2013 Segmentation Dataset [6].
For Devanagari and Gurmukhi script, we have used Cmaterdb dataset version
1.5.1 [7] and PHDIndic 11 [8] dataset respectively. A total of 4050 words are
used for our current experimentation. We have used Matlab for the entire imple-
mentation part.

3.2 Test Results and Comparative Analysis

We have delineated the experimental results and analysis of our proposed work
in this section. Few outputs of our proposed technique are shown in Fig. 4. Last
two rows of each script in Fig. 4 delineates the removal of ineligible pixels due
to the presence of upper modifiers as discussed in previous section. A detailed
analysis of the headline estimation performance achieved in each script is pro-
vided in Table 1. As per the tabulated results, Devanagari and Gurmukhi script
provides the most and least precise result with an accuracy of 96.15% and 89.41%
respectively. We achieved an overall accuracy of 92.59% when accuracy of all the
3 scripts are considered.

The efficiency of our proposed method is compared with Sarkar et al. [2].
This method utilises sum of length of horizontal runs, maximum horizontalness,
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Bangla

Devanagari

Gurmukhi

Fig. 4. Test results on different Indian scripts. First column: Word images; Sec-
ond column: First encountered foreground pixels on equi-distant columns marked
with cyan colour; Third column: Eligible pixels are kept while ineligible pixels are
discarded; Fourth column: Estimated headline marked with magenta colour.

Table 1. Headline estimation accuracy achieved in different Indian scripts.

Script Total # words # Words with correct
headline estimation

Accuracy (%)

Bangla 1350 1245 92.22

Devanagari 1350 1298 96.15

Gurmukhi 1350 1207 89.41

Overall 4050 3750 92.59

Table 2. Comparison of our proposed method with Sarkar et al. [2].

Method Script Total # words # Words with correct
headline estimation

Accuracy (%)

Sarkar et al. [2] Bangla 500 397 79.40

Proposed method 467 93.40

horizontalness, and verticalness feature to identify the headline in handwrit-
ten Bangla words before segmentation is performed. This method is limited to
handle non-skew words and also provides inaccurate result when the headline
is mostly absent. Our proposed method is able to provide accurate result even
when the headline is mostly absent and can handle skewed word images as well.
A comparison of our proposed method with [2] has been provided in Table 2. We
have also provided a visual comparison of few word images with [2] in Table 3
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Table 3. Headline estimation comparison of few word images of our proposed method
with Sarkar et al. [2]. Input for the last row is a synthetically oriented word image at
30◦.

Original Image
Headline Estimated Headline Estimated

by [2] by our proposed method

demonstrating that our proposed method provides more accurate headline esti-
mation than [2].

4 Conclusion

Most segmentation algorithms require some prior knowledge about the loca-
tion of the headline to swiftly and efficiently fragment a handwritten word into
constituent characters in majority of Indian scripts. In the present work, we
have proposed a method that uses simple linear regression for estimating head-
line present in handwritten words. This method efficiently detects headline in
three Indian scripts, namely Bangla, Devanagari, and Gurmukhi. The proposed
method is able to detect headlines in skewed word images and provides accurate
result even when the headline is discontinuous or mostly absent.
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Abstract. Active contour models are one of the most popular and effec-
tive models for object segmentation. These models are usually dependant
on the intensity gradient of the image. However, using such a model it is
not possible to segment texture objects due to local convergence prob-
lem. So, we have used texture gradient instead of the intensity gradient
in our proposed active contour model for texture segmentation, which is
found out using non-decimated complex wavelet transform. Experimen-
tal results show that the proposed active contour model can effectively
segment texture objects from their complex backgrounds in case of syn-
thetic as well as natural texture images.

1 Introduction

Segmenting a textured object from its complex background is one of the most
important and challenging task in the field of computer vision and image process-
ing as most of the natural textures do not follow any specific pattern [1]. Nev-
ertheless, many algorithms have been proposed for segmenting texture images.
Among them deformable models like Active Contours (AC) are one of the most
popular choices because of their flexibility, capability of achieving sub-pixel accu-
racy and providing smooth and close contour as segmentation result [2].

In Active Contour Model (ACM), an initial close contour is made to move
in the image domain minimizing an energy functional containing two types of
energy terms, internal energy and external energy [3]. In most of the traditional
ACMs [4,5], the external energy which is used to drive the active contour towards
the object boundary, is based on the intensity gradient of the image and usually
the contour converges when this intensity gradient maximizes. However, in case
of texture images, intensity gradient will give many such local maxima and the
contour may converge inaccurately. To overcome this problem, many different
external energies have been proposed for AC which incorporate texture features
of the image [6,7]. The main idea of this paper is to use texture gradient instead
of intensity gradient which highlights step changes instead intensity changes in
the image and we find out the texture gradient of the image using non-decimated
complex wavelet transform that is subsequently used to determine the external
energy of the proposed ACM. We compare the results of our proposed approach
with two other ACMs designed for texture object segmentation which are based
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on the Gabor transform [8] and statistical moments [9] of the image. The main
advantages of our method over other state of the art parametric ACM for texture
segmentation are as follows.

– The proposed method only requires initial contour selection, but no object
point selection like other state of the art approaches.

– It is faster than others as it does not require any transform calculation for
the active contour convergence.

The remaining of this article is organized as follows. Next section introduces
the preliminaries involved in our method, Sect. 3 gives details of our proposed
approach, experimental results are provided in Sect. 4 and concluding remarks
are drawn in Sect. 5.

2 Preliminaries

2.1 Mathematical Model of Active Contour Model

A parametric active contour is a parametrized curve represented by a set of
control points X(s) = [x(s), y(s)]T . It moves in the image domain to minimize
the energy functional given by

E =
∫ 1

0

1
2
[α|x′(s)|2 + β|x”(s)|2]︸ ︷︷ ︸

Internal energy

+ Eext(x(s))︸ ︷︷ ︸
External energy

ds (1)

The internal energy of the ACM controls the stretching and bending of the
contour and external energy which is generally derived from the image properties
is given by the following expressions in traditional ACM.

Eext(x, y) = −| � I(x, y)|2 (2)

Or
Eext(x, y) = −| � (Gσ(x, y) ∗ I(x, y))|2 (3)

Here Gσ is a two-dimensional Gaussian kernel with σ being the standard
deviation and � is the gradient operator. The energy functional in Eq. (1) will
be minimized when the following force balance equation will get satisfied.

αx”(s) − βx””(s) − �Eext = 0 (4)

2.2 Non-decimated Complex Wavelet Transform (NDCWT)

Complex Wavelet Transforms (CWT) are the complex valued extensions of the
standard DWT, which provide both amplitude and phase information and were
first given by Magarey et al. [10]. These original CWT were based on two complex
valued FIR filters that approximate two Gabor filters. These are
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h0(n) ≈ a0e
(n+0.5)2/2σ2

0e
jw0(n+0.5) (5)

h1(n) ≈ a1e
(n+0.5)2/2σ2

1e
jw1(n+0.5) (6)

for n = −D......D
These low pass (h0) and high pass (h1) filters are used in standard DWT

structure to give the CWT. With D = 2, w0 = π/6, w1 = 0.76π, σ0 = 0.97, σ1 =
1.07, a0 = 0.47, a1 = 0.43j, Eqs. (5) and (6) will produce two even length com-
plex filters (length=4). The non-decimated form of the CWT can be found out
by using the same DWT structure excluding the sub-sampling part. This will
produce sub-bands which have the same size as that of the original image. The
non-decimated form achieves the advantages of complete shift invariance and
one-one mapping with the original image pixel. However, the even length com-
plex filters obtained using Eqs. (5) and (6), will place the subband coefficients
half way between the original signal samples [11]. As a consequence, there will be
no direct one-one mapping between the sub-band and original image pixel. This
problem can be overcome by using odd length filters which can be obtained by
dropping 0.5 from Eqs. (5) and (6). So the filters obtained by using the parameter
values D = 2, w0 = π/6, w1 = 0.82π, σ0 = 0.97, σ1 = 1.07, a0 = 0.47, a1 = 0.43j
are

h0 =
1 − 4j, 19 − 11j, 36, 19 + 11j, 1 + 4j

76
(7)

h1 =
−4 + 1j, 9 − 14j, 26j,−9 − 14j, 4 + 1j

60
(8)

The NDCWT using these complex valued filters are used in our proposed
approach to find the texture gradient.

3 Proposed Method

3.1 Texture Gradient Using NDCWT

a b

Fig. 1. (a) A synthetic texture image (b) its corresponding texture gradient
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The subbands of the NDCWT of an image highlight the texture contents at
different scales and orientations. Let I be such a texture image and being decom-
posed using NDCWT into n subbands and let these subbands be represented as
Si where i = 1 to n.

The texture gradient of the image can be obtained by finding the gradient of
each of the subbands and then adding them. However, the gradient of each sub-
band will give double edge at the intensity boundaries in non-textured regions.
So in order to detect steps rather than edges, octave scale separable median fil-
tering is performed on the subband images followed by gradient extraction. Let
the median filtered subbands be MSi and obtained like as follows.

MSi(x, y) = MedianFilter(Si(x, y)) for 1 ≤ i ≤ n (9)

Following this, the gaussian derivative gradient of each median filtered sub-
band image is performed and let us denote them as ∇MSi. Now, the texture
gradient of the image can be obtained as follows and an example is also given in
Fig. 1

TG(x, y) =
n∑

i=1

∇MSi(x, y) (10)

3.2 Texture Gradient Based ACM

a b

Fig. 2. Segmentation result using (a)texture gradient based external energy (b) inten-
sity gradient based external energy

We can find from Fig. 1 that, the texture gradient obtained in the previous
section highlights the boundary of two different texture regions. However, along
with the major texture boundaries (with high magnitude), it will also give some
spurious boundaries (with low magnitude) for smaller texture variations as can
be seen inside the square box in the figure. Additionally, we can see the edges of
the gradient image are spread as an effect of multilevel wavelet decomposition.
Thus, before utilizing this texture gradient in our proposed ACM, we have eroded
it using a suitable structuring element which will thin the edges along with
removing some of the spurious edges. Let the texture gradient after erosion
using a structuring element B be TGe and is obtained like as follows.
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TGe = TG � B (11)

The shape and size of the structuring element is decided based upon the
structure of the texture patterns present in the image. Now, in order to segment
the texture object from the background perfectly, we have used the magnitude
of eroded texture gradient above as the external energy of our proposed ACM
i.e.

Eext = k.|TGe(x, y)| (12)

Here, k is the weighting factor and TGe is the eroded texture gradient as
obtained in Eq. (11). By putting this defined external energy in the force balance
equation of ACM in Eq. (4), the force balance equation for texture gradient based
ACM is obtained as follows.

αx”(s) − βx””(s) − k|TGe(x(s))| = 0 (13)

So, when TGe(x(s)) maximizes i.e. at the boundary of the texture object,
then Eq. (13) minimizes and gets stabilized providing the desired solution as the
converged contour. A comparison of segmentation results of a texture object
using intensity gradient based ACM (GVF) and texture gradient based ACM
is shown in Fig. 2 and we can find that in case GVF the contour converges
locally based on the magnitude of the intensity gradient resulting in inaccurate
segmentation of the object of interest which is not the case in our proposed
approach.

4 Experimental Results and Performance Evaluation

To analyse the validity of our method, experiments are conducted on a num-
ber of synthetic and natural texture images. In this section, the results obtained
in our proposed texture gradient based ACM is presented along with the results
of parametric ACM for texture segmentation using moment based method [9]
and Gabor balloon energy based method [8] for the purpose of comparison. All
the experiments are conducted on Intel Core 2 platform with 3 GHz processor,
4 GB RAM and CentOS operating system. Figure 3 shows four texture images
with the first row showing the contour initialization, corresponding texture gra-
dient images are shown in second row and the object segmentation results using
the proposed ACM is shown in third row of the figure. The value of parameters
set for all our experiments are α = 0.2, β = 0 and k = 0.02 which are decided
by trial and error. In the same context, Fig. 4 shows the results of using ACM
based on statistical moment and Gabor balloon energy in the first and second
row respectively with the same initial contour. However, these methods require
some initial object point selection along with contour, which is not a require-
ment in our case making our method more automatic. Now, we can find from the
above mentioned figures, for the synthetic texture image, all the three methods
achieve same good results. However, for all the three natural texture images, our
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Fig. 3. Segmentation results using proposed ACM. The first row:initialization. Second
row: Eroded texture gradients. Third row: segmentation results.

Fig. 4. Segmentation results using other approaches. The first row: Results of moment
based approach [9]. Second row: results of Gabor Balloon energy based method [8].

proposed method segments the object of interest more accurately as compared
to the other two methods.

To evaluate the performance of a method it is very important to quantify
how good or bad it is, through some quantitative parameters. We have used
two such quantitative parameters namely Maximum Distance of Active contour
from Desired contour (MDAD) [12] and execution time in second. Table 1 shows
MDAD value for the above images in all the three approaches. It is clear from
the table that consistently low value of MDAD is obtained in our proposed app-
roach which means active contour is close to the actual object contour implying
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Table 1. Comparison of MDAD (in pixels) among our method and its variants for
various test images

Images Moment based Gabor based Proposed

Texture1 8.0000 7.0000 4.0000

Tiger 17.4642 14.5602 9.2195

Leopard 39.6242 32.0384 13.9283

Zebra 11.1803 8.0622 7.6023

Table 2. Comparison of Time (in sec.) among our method and its variants for various
test images

Images Moment based Gabor based Proposed

Texture1 26.3730 14.2260 8.1038

Tiger 27.4642 24.5602 10.8040

Leopard 55.3898 47.6811 15.0041

Zebra 34.2351 26.3486 11.0849

better segmentation. Next is the time for execution which is significantly less as
compared to the other two approaches as can be seen in Table 2.

5 Conclusion

This paper presents a novel and fast active contour model driven by a new exter-
nal energy based on the texture gradient of the image. This texture gradient is
derived from the non-decimated complex wavelet transform of the image and has
a high magnitude at the boundary of two different texture regions. Experimental
results evident that the proposed method succeed to segment a texture object
against its complex background in a comparatively lesser amount of time with
better segmentation accuracy as compared to its other variants.
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Abstract. This paper presents a novel variance based image binariza-
tion scheme for automatic segmentation of text from low resolution
images. First, the variance based binarization scheme is separately car-
ried out on the three color planes of the image. Then, we merge these
planes to obtain final binarized image. This creates several connected
components (CCs). Now, these CCs are studied in order to segment pos-
sible text CCs. Now, a number of features that classify between text
and non-text components, are considered. Further, KNN and SVM clas-
sifiers are applied for the present two class classification problem. For the
training of KNN and SVM, ground-truth information of text CCs and
our laboratory made non-text CCs are considered. We conduct extensive
experiments on publicly available ICDAR 2011 Born Digital Data set.
Concerning comparison, we consider a number of previously reported
methods. Our binarization scheme significantly outperforms the existing
methods and segmentation results are also satisfactory.

1 Introduction

Text in scene images includes important information and is exploited in many
content-based video and image applications [1]. Text segmentation is a challeng-
ing problem due to variations of font, color, size and orientation etc. Binarization
is also a great challenge, especially in the process of text based scene images
where binarization result can directly influence the OCR rate. Several methods
exist for binarization in document images but they cannot be directly applied
on low resolution images. Conventional binarization techniques are either global
[2] or local ([3,4]) thresholding. Existing techniques for scene text segmentation
can generally be classified into two sets: sliding window [5] and CC [6] based
schemes. Sliding window based schemes use a sliding window to find for possible
texts in the scene image and then use machine learning methodologies to identify
text. CC based methods separate out character candidates from scene images by
CC analysis. Due to their relatively simple implementation, CC-based methods
are widely used. Here, we take an interest into color images embedding text. In
the following sections, our methods are presented.
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2 Variance Based Image Binarization Scheme

Consider a color image which consists of red (R), green (G) and blue (B) planes.
Now, it is required to retrieve the information from each plane. Further, the
image contains highly varying gray pixel values which make binarization a dif-
ficult task. This can be overcome to a great extent using variance to perform
binarization.

Each plane is separately passed through the binarization process. First, the
variance matrix is calculated from the gray scale image, which marks the change
in pixel intensities in the image. Binarizing the variance matrix, we separate
the image into two regions, one having high variance values and other having
low variance values. Now, using each region, two gray scale images (one from
the white and other from the black region of the binarized image) are formed.
Binarizing these two images separately will produce more even binarization as
they don’t contain any fluctuating pixel intensities. These gray scale images are
binarized by a window based Otsu binarization method, as illustrated in the
algorithm. Finally, binarized image from each plane is merged together to form
the final binarized image. The details have been presented in Algorithm1.

Algorithm 1. Algo. of Binarization
Input: Gray Scale Image G
Output: Binarized Image

Step1: Find the variance matrix M of G by sliding a 5 × 5 window throughout G
and replace the variance of the window at the centre pixel of the window in M.

Step2: Apply Otsu’s method on variance matrix to obtain a binerized images (MBW).
Step3: Obtain two gray scale images from MBW by considering pixel intensities of G.

Let these are GW and GB respectively.
Step4: Apply Canny’s method On GW to obtain an edge image say GWE. Further, apply

Otsu’s method on GW and let it be GWBW. Let complement of GWBW is
∼ GWBW.

Step5: Run two windows (WBW and WBC) of size 21 × 21 over the images GWBW
and ∼ GWBW respectively.

Step6: Now construct two matrices M1 and M2 and are defined as follows:
M1(i,j) = M1(i,j) + WBW (i,j), where 1 ≤ i ≤ m and 1 ≤ j ≤ n
M2(i,j) = M2(i,j) + WBC(i,j) , where 1 ≤ i ≤ m and 1 ≤ j ≤ n

Step7: From M1 and M2 final binerized image of GW is calculated as follows:
GWBWF(i,j) = 1 , where M1(i, j) > M1(i, j) and 1 ≤ i ≤ m and 1 ≤ j ≤ n

Step8: Similiarly final binerized images of GB is calculates, say GBBWF.
Step9: Merge GWBWF and GBBWF to obtain the final resultant Binerized Image.

Consider the RGB image(Fig. 1(a)) as an input. The image has separated
into three different planes(Figs. 1(b), (c) and (d)). Consider the R plane, which
is passed into the proposed binarization algorithm. Figure 2(a) represents the
binarized image of variance matrix, which is calculated by moving a 5×5 window
throughout the image. For white pixels and black pixels, separate gray scale
images are again formed and a window based Otsu algorithm is performed.
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(a) (b) (c) (d)

Fig. 1. (a) Input color image. (b) R plane. (c) G plane. (d) B plane. (Color figure online)

(a) (b) (c)

Fig. 2. Binarization for variance matrices on (a) R plane, (b) G plane and (c) B plane.

(a) (b) (c) (d) (e)

Fig. 3. Binerized image of gray scale corresponding to (a) White pixel in 2(a). (b) Black
pixel in 2(a). (c) White pixel in 2(b). (d) Black pixel in 2(b). (e) Merged image of 3(a)
and 3(b).

Results are presented in Figs. 3(a) and (b). These are merged to obtain binarized
image for R plane(Fig. 3(e)). Similarly, binarized images for G and B planes are
presented in Figs. 4(c) and (d). Binarized images from each planes are merged
to obtain the final binarized image(Fig. 4(e)).

3 Shape Based Feature Extraction

Image binarization creates a number of CCs. In order to segment text, we have
considered a number of features from each CC.

AL: Axial ratio (AL) of a CC is the ratio of the length of the two axes to each
other - the longer axis divided by the shorter.

LO: Number of lobes in a CC [7].
A: Aspect ratio of a CC [7].
E: Elongation ratio of a CC [7].
O: Object to background pixels ratio of a CC [7].
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(a) (b) (c) (d) (e)

Fig. 4. Binerized image of gray scale corresponding to (a) White pixel in 2(c) and (b)
Black pixel in 2(c). Merged images (c) (3(c) and 3(d)), (d) (4(a) and 4(b)) and (e)
(3(e), 4(c), and 4(d)).

AR: Area ratio of a CC. It is the ratio of (area of the CC and area of
input image).

L: Length ratio (L) of a CC. It is the ratio of (max (height of CC, width of
CC), max (height of the I, width of the I)), where I is the input image.

Now, we construct the feature vectorY = {AL,LO,A,E,O,AR,L} for a CC.

4 KNN and SVM Based Text Segmentation

To segment the text components, K-NN and SVM classifiers are applied. The
feature vector Y for text and non-text CCs are calculated. The dataset contains
420 train images and 102 test images. Ground truth information of train images
are used to create the feature file for 21700 text components. Next, the input
images are binarized with our binarization method. Then the components present
in the ground truth images are eliminated. Thus we create 78800 non-text CCs.
These are used to prepare the feature file for non-text components. Based on
these feature files, K-NN and SVM classifiers are trained separately. To segment
the text components from test images, an input image is binarized using our
binarization method and the feature vector Y is obtained. Now, each CC is fed
to both the trained K-NN and SVM classifiers to decide whether the component
is text or non-text. Thus, two output images from K-NN and SVM classifiers
are obtained. Finally, these two images are merged using logical OR operation
to get the final image consisting only text components.

5 Results and Discussion

The experimental results are obtained on ICDAR 2011 Born Digital Dataset [8].
These images are inherently low-resolution. So, automatic segmentation of text
is therefore an important project. Our experiments are divided into two parts
based on our aim of the paper.
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5.1 Results of Binarization Scheme

Let us first pictorially observe some binarization results. A few example results
are presented in Table 2. First column represents the sample input images and
second column presents the corresponding binarized images. Evaluation of our
binarization scheme is done in terms of the precision, recall and F-measure [7].
Also the performance of our binarization scheme has been compared with a
few known methods in terms of recall, precision and FM on ICDAR 2011 Born
Digital data set. It can be seen from the results (Table 1) that our binarization
method has significantly outperformed.

Table 1. Recall, Precision and FM for different binarization technique.

Proposed Otsu Niblack Sauvola Bhatt et al. Kumar et al.

[2] [4] [3] [9] [10]

Recall 91.15 88.98 87 91 91.14 85.56

Precision 71.36 65.36 36 14 47.85 47.09

FM 73.78 65.05 38.17 20.4 53.81 46.81

5.2 Text Identification Results

We present the text segmentation results obtained by our KNN and SVM clas-
sifiers. A few images and their corresponding segmented text using KNN, SVM
and merged KNN and SVM classifier are presented in Table 2. Visually, it is
clear that our approach good towards text segmentation. A robust comparison
analysis has been performed by means of Recall, Precision and FM values of our
different classification methods obtained on the basis of ICDAR 2011 Born Digi-
tal data set images are presented in the Table 3. Final evaluation of our scheme is

Table 2. Input images, binarized images and segmented text (using KNN, SVM and
merged of KNN and SVM) are presented respectively 1st, 2nd, 3rd, 4th and 5th columns.

RGB BW KNN SVM Merged
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Table 3. Recall, Precision and FM for different text segmentation methods.

Merged KNN and SVM SVM KNN TexStar SASA

Recall 77.72 60.80 63.49 65.23 71.28

Precision 45.53 50.89 52.53 63.63 55.54

FM 53.63 51.07 52.85 64.64 62.52

presented by comparing with other known techniques. The ICDAR 2011 Robust
Reading Competition presented evaluation results of a number of methods from
different participants. In Table 3, a few of these techniques are compared with
our scheme. Our scheme has achieved highest recall (77.72).

6 Summary and Future Scope

This paper provides a new variance based image binarization scheme and its
application in text segmentation. A number of shape based features are defined
towards segmentation of text. Then, SVM and KNN classifiers are trained for
classification of text and non-text. Finally, the results obtain from SVM and
KNN are merged to get the final segmented text. The proposed method is very
effective for low resolution images. Future study may aim towards combining
machine learning tools to improve the binarization scheme.
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Abstract. Locality Preserving Projection (LPP) is one of the widely
used approaches for finding intrinsic dimensionality of high dimensional
data by preserving the local structure. Data points which are neighbors
but belong to different classes are thereby projected as neighbors in the
projection space, causing problem of discrimination. Various extensions
of LPP have been proposed to enhance the discrimination power achieve
better between class separation. In case of face recognition using full
face images, if any portion of the face image is distorted, it may reflect
on the recognition performance. Humans have the capability to recog-
nize faces even by looking at some parts of the face. This article is an
attempt to replicate the same on machines by only considering some of
the informative regions of the face. Instead of the entire image, variants
of LPP are applied on parts of face images and recognition is performed
by combining the results of their reduced dimensional representations.
Face and facial expression recognition experiments have been performed
on some of the benchmark face databases.

1 Introduction

Recognizing human faces and expressions comes naturally to humans even under
adverse viewing conditions such as various lighting conditions, viewing angles,
poses, expression and appearance changes, occlusions etc. Though, significant
advances have been achieved in last few decades in the area of face recognition
especially in constrained environment, a face recognition system as good as the
Human Visual System (HSV) is yet to be achieved. Feature based techniques
mark prominent features from faces such as eyes, nose, mouth and compare
the test images based on selected group of features [3,5,6]. On the other hand,
appearance based techniques work on the idea that high dimensional face images
often belong to intrinsically lower dimensional manifold and can be represented
using very few coefficients. Such approaches, generally known as dimensionality
reduction (DR) approaches, Principle Component Analysis (PCA) [13], Linear
Discriminant Analysis (LDA) [1], Locality Preserving Projections (LPP) [4] etc.
transform high dimensional face data into significantly lower dimensions and
perform recognition task have become very popular.
c© Springer International Publishing AG 2017
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The property of preserving local information make LPP one of the most pop-
ular DR techniques to be used for face recognition lately. Various extensions of
LPP to make it more robust and suitable to face recognition have been proposed
[2,10,11,14]. So far, these DR approaches have been applied on full face images.
In such cases, if any portion of face image is distorted, it may reflect on the
recognition performance. Also, it has been observed that even after looking at
some of the informative regions of the face such as eyes, nose and lips, humans
can easily recognize the person. Hence, a more robust face recognition system
can be developed by combining the feature based and appearance based tech-
niques. Instead of whole face images, some of the specific informative regions of
a face can be extracted and DR techniques can be applied only on the extracted
parts from the face.

In one such approach, PCA is performed on the nose and eyes of the face
images [8]. A modular PCA based approach [9] divides the face image in smaller
parts and then PCA is applied on these portions separately. As face regions are
considered for recognition, variations in expressions or pose or illumination in
the image will affect only some part of the image, hence a better recognition
rate can be expected. Modular Locality Preserving Projection (MLPP) is pro-
posed in this article, which takes the local regions such as eye, nose and lips of
a face as input of the DR approach separately and produces final result by fus-
ing the outcome of these regions. In particular, utilization of Extended Locality
Preserving projection (ELPP) [10] and Locality Preserving Discriminant Pro-
jection (LPDP) [11] for the proposed modular face and expression recognition is
explored in this article. Suitability of the proposal is tested on databases having
expression variation.

Organization of the paper is as follows: Sect. 2 discusses variants of LPP.
Modular Locality Preserving Projection (MLPP) that works on some prominent
regions of face images is explained in Sect. 3 along with face and expression
recognition experiments.

2 Variants of Locality Preserving Projection

As discussed in Sect. 1, in this article, variants of LPP i.e. Extended Locality Pre-
serving Projection (ELPP) [10] and Locality Preserving Discriminant Projection
(LPDP) [11] have been used for modular face recognition.

Extended Locality Preserving Projection
Extended LPP [10] is an extension of LPP [4] towards making it more robust
and enhance the DR capability. LPP [4] emphasizes on the local structure of
the data to preserve the neighborhood information. Due to the property of LPP
to depend only on a few nearest neighbors, ambiguity may arise as a result
of adjacency of data points from different classes. ELPP not only extends the
neighborhood to a moderate distance from the point of interest, it also tries to
explore natural grouping of the data with the use of k-means clustering.

The goal of ELPP is, data points that are neighbors in the high dimensional
space should continue to remain neighbors in the lower dimensional space as
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well. Transformation matrix w to represent data in the lower dimensional space is
obtained by solving the generalized eigenvalue problem: XLXTw = λXMXTw;
here, X is the data matrix, L is the Laplacian matrix i.e. L = M−S. S is similar-
ity matrix that takes care of neighborhood information and Mii =

∑
i Sij . Data

points clustered in one class using k means clustering are considered neighbors
and assigned weight in S. Weighing is performed using a monotonically decreas-
ing function that weighs the neighboring data points depending on the distance
between them [10]. This choice of weight makes sure that neighboring data points
remain neighbors in the newly obtained ELPP subspace as well.

Locality Preserving Discriminant Projection
Though ELPP tries to resolve the ambiguity arising due to closeness of data
points belonging to different classes, no emphasis is given by LPP and ELPP
to enhance the between class discriminating power. LPDP [11], in addition to
inheriting the properties of ELPP of preserving the similarity information, tries
to discriminate data points from different classes by taking into consideration
the dissimilarity information as well. The aim is to achieve better class sep-
aration by using weighing functions for both similarity and dissimilarity of
the data points. The generalized eigen value problem thus turns out to be:
(XLSXT − XLDXT)w = λXXTw; as in case of ELPP, here, X is the data
matrix, LS is the Laplacian matrix obtained from the similarity matrix i.e.
LS = MS − S. Similarity matrix S is computed in the same manner as that
of ELPP and MSii =

∑
i Sij . Data points that belong to different classes are

considered dissimilar and weights in D are assigned to ensure maximum class
discrimination [11] in a monotonically increasing fashion. LD = MD − D and
MDii =

∑
i Dij . Thus, in addition to preserving the local information, LPDP

also takes into account the dissimilarity between data points to achieve enhanced
class discrimination.

In this article, ELPP and LDPD have been used to reduce the dimensionality
of data. The main contribution of this article is use of DR technique only on
some of the informative regions of the face image instead of full face as discussed
in next section.

3 Modular Locality Preserving Projection

Dimensionality reduction methods, when applied for full face images, may not
work as expected, if any portion of the face image is distorted. Any obstacles,
changes in the facial expressions or pose may also degrade the performance.
Lower dimensional representations of the regions which are not affected by
changes will match with that of the same individual’s face regions in normal
conditions. Hence, it is expected that the recognition results can be improved
by applying the DR techniques on local face regions separately. It seems that
eyes, nose and lips are more informative for identifying a person. By having a
look only at one of these face parts the person can be identified. Suitability of
ELPP and LPDP for identifying faces and facial expressions is tested by apply-
ing it locally on the faces. In particular, dimensionality reduction is applied on
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significant regions such as eyes, nose and lips. Here, these parts have been cut
manually from the face regions. The process of extracting the regions from face
can be also automated by first detecting the eyes [5] and then using the golden
ratio to cut other informative regions.

Intrinsic dissimilarity between pair of eyes of two different persons is hard to
be identified by machine as there will be a lot of overlap between eye regions of
different persons. ELPP is expected to find out this dissimilarity in a little better
way than LPP as it performs much better in the overlapping regions. However,
as LPDP takes into consideration both similarity and dissimilarity information
while obtaining the basis, it should be able enhance the discrimination ability
and result in improved recognition performances. As we are moving towards more
local areas of the face and then applying LPP, ELPP and LPDP on these local
regions, this method is called Modular Locality Preserving Projection (MLPP).
Two different modular approaches are analyzed here.

Modular Approach #1
In the first approach, eyes, nose and lip regions are considered separately; LPP,
ELPP and LPDP are applied on these regions and classification using different
parts is carried out. Clustering experiments are performed on Video database
[12] containing face images of 11 persons having four different expressions and
the Japanese Female Facial Expression JAFFE database [7] are used. All the
face images are cut as shown in Fig. 1. Only the eyes, nose and lip regions are
extracted from the whole image. The results of clustering the projected data
using LPP, ELPP and LPDP using different number of dimensions are shown in
Table 1.

Fig. 1. Examples of the selected face regions used from Video database for modular
approach #1 (Left) modular approach #2 (right)

From the results, it can be concluded that eyes are the most informative
and discriminative portions of the human face. All three approaches are able
to discriminate between different person’s eyes. On the Video database, with
LPP, almost all the dimensions are required for discrimination, whereas the
other two approaches are doing it using much less dimensions, thus enhancing
the reducibility capacity. For JAFEE database also, more than 96% accuracy is
achieved using the all three approaches. For only nose portion, the accuracies
are higher than 80% for both the databases. In Video database, results on lip
regions are not that encouraging because of a lot of lip variation in the database
with LPP and ELPP but LPDP is performing very well, achieving almost 100%
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Table 1. Results (%) of clustering eyes, nose and lip regions separately from the Video
and JAFFE database using nearest neighbor approach.

DA-IICT # Dimensions

2 10 50 500 MAX

LPP ELPP LPDP LPP ELPP LPDP LPP ELPP LPDP LPP ELPP LPDP LPP ELPP LPDP

Eyes 11.3 74.8 99.52 20.5 99.45 100 18 100 100 21.46 100 100 97.82 100 100

Nose 16.91 84.55 99.16 18.55 91.64 100 14.91 91.64 100 15 91.82 100 88.55 92 100

Lips 20.19 18.55 98.40 20 17.10 100 19.82 19.20 100 19.20 21.82 100 19.82 22.55 100

JAFFE # Dimensions

2 10 50 150 MAX

LPP ELPP LPDP LPP ELPP LPDP LPP ELPP LPDP LPP ELPP LPDP LPP ELPP LPDP

Eyes 13.16 41.53 73.68 23.16 89.48 91.58 25.27 94.22 93.68 59.43 95.79 96.84 96.32 96.32 96.84

Nose 6.85 43.11 63.68 13.79 81.58 75.26 13.16 87.37 83.16 47.37 85.79 85.26 86.32 87.8 85.26

Lips 14.22 27.9 60.50 14.22 69.43 84.00 10 82.11 85.00 47.9 84.74 85.00 82.11 85.27 85.50

accuracy. In case of JAFFE database, where there is a lot of expression variation,
much better results are obtained for all the three DR approaches using only lip
region.

The experimental results show that in this manner, the faces could even be
recognized easily from eyes only. However, joining the decisions of face recogni-
tion separately from these regions is yet to be explored. In cases such as video
database where there is a lot of lip variation because of expressions, if full face
images are considered, variation in expressions can cause problems for recogni-
tion tasks. On the other hand, as suggested here, if the regions are considered
separately, faces could easily be recognized using only the eyes and nose regions.
Hence, by combining the decisions of these face regions; a robust face recognition
system can be designed.

Modular Approach #2
During the task of expression analysis, we observed that apart from eyes, nose
and lips/mouth, forehead also plays very important role as far as expressions
are concerned. Hence, in the second approach, these four portions from the face
image are used for recognition purpose. The regions cut from the face image are
shown in Fig. 1.

Unlike the first approach discussed earlier, here, all portions are combined
together in vector format to form a data point. The data points generated this
way undergo dimensionality reduction and are classified using nearest neighbor
approach. This approach is tested on the video database for both face and expres-
sion recognition. It is also to be noted that for expression recognition, expression
labels of the data points are considered to be known, hence the neighbors are
decided based on the class labels. These can be considered as the supervised
variants of LPP and ELPP. Face recognition results with varying dimensions
using LPP, ELPP and LPDP are reported in Table 2. It can be observed that
LPP, ELPP and LPDP perform extremely well achieving almost 100% recog-
nition accuracy using only 10 dimensions. With 2 most significant dimensions,
LPDP surpasses both LPP and ELPP.

The Video database mainly contains four facial expressions for each sub-
ject namely normal, happy (laughing), angry and shock. Expression recognition
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Table 2. Face recognition accuracy (in %) on Video database using LPP, ELPP and
LPDP

# Dimensions 2 10 20 30 40 50

LPP 87.65 100 100 100 100 100

ELPP 93.85 99.85 100 100 100 100

LPDP 97.15 100 100 100 100 100

experiments have been performed in two different ways: (1) Randomly selecting
training and testing samples from the same set of persons, (2) Randomly select-
ing training and testing samples from different persons i.e. testing set contains
face images of the persons that have not been included for training. This liberty
can be taken as we are recognizing the expressions and training set contains
similar expressions for other persons. This exercise makes expression recognition
more challenging.

When the training and testing samples are randomly selected from the same
set of persons for LPP, ELPP and LPDP, more than 98% expression recognition
accuracy is attained using ELPP and LPDP with only 40 strongest dimensions
as opposed to 12000 dimensions of the raw data points in the original space as
shown in Table 3.

Table 3. Expression recognition accuracy (in %) on Video database using LPP, ELPP
and LPDP

# Dimensions Same persons for training, testing Different persons for training, testing

2 10 20 30 40 50 2 10 20 30 40 50

LPP 79.25 94.9 96.3 97.25 97.65 97.8 66 76.50 82.25 80.50 77.75 79.00

ELPP 79.40 97.45 98.05 98.60 98.65 98.65 71.25 81.00 83.00 83.25 85.25 88.00

LPDP 93.10 95.85 96.75 97.45 98.2 98.45 85.00 93.75 94.00 94.00 94.00 94.25

In practical scenarios, it is not possible to have training data for all the test
samples whose expressions are being recognized. A similar experiment, where
the person whose expressions are to be recognized has not been included in
the training set, is performed. Though the recognition rate has reduced, 88%
accuracy has been achieved using ELPP with only 50 dimensions. On the other
hand, LPDP is able to produce 94% recognition rate with only 20 most signifi-
cant dimensions. Though ELPP performs better than LPP with less number of
dimensions, in most of the scenarios, LPDP surpasses both LPP and ELPP in
terms of both recognition accuracy and reducibility capacity.

The initial set of experiments reported in this article suggest that the modular
approaches using only some prominent portions of face images can be useful for
face and expression recognition. The idea needs to be further explored for other
databases having distortions and occlusions in the face image.
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4 Conclusion

Capability of ELPP and LPDP to recognize a person using partial information
from the whole face image is explored in this work. Dimensionality reduction
is applied on most informative regions of the face i.e. eyes, nose and lips. It is
observed that only eyes are significant enough to distinguish faces of different
persons in most of the cases, however, by fusing the results of different face
parts, a more robust face recognition system can be deployed. In addition to
face recognition, expression recognition results also support the argument of
using only informative regions from face images for recognition tasks. Thus, the
modular approach suggested in this article can further be applied for face and
expression recognition task to attain more robust results specially for challenging
databases having distorted or occluded face images.
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Abstract. In the last decade there has been a steep rise in the amount
of digital media. This has made entertainment comfortable for the con-
sumer but insecure for the producer. With affordable broadband and
innumerable methods, protecting proprierty digital media assets is dif-
ficult. Digital watermarking is one way to protect these assets. In this
paper, we propose an efficient watermarking method for a colour video
sequence. This method improves the execution time than existing tech-
niques due to choosing lesser number of frames to embed the watermark,
while still maintaing the robustness against various attacks. The robust-
ness is measured using PSNR values and the correlation coefficient.

Keywords: Frame difference video watermarking · Singular value
decomposition · Discrete wavelet transform

1 Introduction

In digital watermarking, there is a host signal (cover signal) and a watermark
signal. The vulnerability of easily available multimedia assets is due to many
factors, like high speed internet, piracy etc. Copyright protection, authentication,
traitor tracing are some of major issues in the industry [1]. Digital watermarking
is considered to be a tool for verifying the owner and the unauthorized user of a
document [2,3]. Watermarking of an image is usually performed in two domains,
viz. Spatial domain and Transform domain. In the spatial domain, the pixels
of the host image are directly modified [4]. In the transform domain, the host
image is first transformed using transforms like DCT, DWT, DFT, etc., and
the watermark is then embedded into the host image [5]. We propose a hybrid
method that combines the benefits of transforms like DWT and SVD along with
making use of frame differences, a term familiar in video encoding. Instead of
adding a watermark into all the frames of an input, a random frame is selected
to add the watermark [2,6], the frame differences are then added to this frame to
generate a sequence of watermarked frames. In Sect. 2, the proposed algorithm is
explained. In Sect. 3 the experimental setup and results are provided, explaining
the improvement of the proposed technique over existing ones. In the end, we
conclude that this is a robust as well as efficient algorithm.

c© Springer International Publishing AG 2017
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2 Proposed Method

Like every other watermarking algorithm, the proposed method too consists
of an embedding and an extraction/detection algorithm. In this method, the
stability of the singular values of an image is combined with the adaptive nature
of DWT. To increase the efficiency of the algorithm, a basis frame is identified to
be watermarked. As will be shown later, the novelty in this algorithm is reducing
the watermark embedding time and improving the robustness of the embedded
watermark too.

2.1 Embedding Algorithm

A frame is chosen randomly from the video sequence. In order to obtain the
motion parts, this frame is subtracted from all frames over all channels. DWT
is applied to the basis frame, the LL band is chosen and transformed further
using DWT. Then the HH subband in this double transformed image is chosen
and further processed using SVD. Simultaneously, the watermark image is also
transformed using DWT, unlike the basis frame, DWT is applied only once on
the watermark image. SVD is applied on the HH sub band. The frame’s mod-
ified singular values are obtained by adding the watermark’s singular values.
Using this newly obtained singular values, the high frequency sub-band is recon-
structed. The low frequency sub-band is reconstructed using IDWT. Using this
low frequency sub-band, the watermarked frame is constructed. All the respec-
tive frame differences are added to this watermarked frame to obtain all the
video frames. The video frames are then used for obtaining the watermarked
video (Fig. 1).

Fig. 1. Diagrammatic representation of the embedding process

2.2 Extracting Algorithm

The watermarked/attacked video frames are divided into RGB channels. DWT
is applied to these frames to get the four sub-bands as in the step 3 of the
embedding algorithm. DWT is applied to the low frequency sub-bands obtained
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in the above step as in the step 4 of the embedding algorithm. SVD is applied
to second level high-frequency sub-bands (HH). The singular values obtained
are then subtracted from the original singular values. These resultant singular
values are then used for extracting the watermark from the watermarked or the
attacked video.

3 Experimental Results

In our study, we consider two colour videos, one is a standard video called Akiyo
video and the other one is a video made locally called Sangsay sports video.
These videos consist of 233 and 173 frames respectively and are of dimension
1024× 1024. Figure 2 shows a frame each, of the Akiyo video and the Sangsay
sports video. In the Akiyo video, there is no change of background whereas in the
Sangsay video, there is scene change with lot of motion. It is observed that the
algorithm works well for both the cases. The watermark is a gray scale image,
logo of our department in college as shown in Fig. 2 and is of size 512× 512.

Akiyo video frame Sangsay video frame Watermark

Fig. 2. Sample frames of the videos and the watermark

PSNR measures the visual quality of the modified image and is expressed in
decibel (dB) scale. There exists a direct proportionality between the quality of
the image and the PSNR value of the image. The imperceptibility factor which
plays a crucial role in watermarking is measured by PSNR [5,7]. The PSNR
of 40 dB is regarded to have high frame quality. Here in this paper, we have
obtained the PSNR values to be above 65 dB.

We compare the PSNR of the proposed technique with the existing methods,
Pejman Rasti et al. [1], Lai and Tsai [8] and Agoyi et al. [9] in Figs. 3 and 4.
The proposed method shows better results. Correlation coefficient is another
metric used frequently in measuring the robustness of the watermark. It finds
the similarity of the watermark that is extracted and the original embedded
watermark.

In order to measure the proposed technique’s robustness, the watermarked
video was tested against attacks like frame averaging, cropping, compression,
rotation and many more as mentioned in [10].

Figure 5 shows some of the various attacks that have been performed on
the watermarked Sangsay sports video. Figure 6 shows the watermark images
extracted after various attacks. Table 1 shows the correlation coefficient values
of the watermarked Akiyo video frame and its comparison with the existing
methods [1,8,9]. Table 2 shows the correlation coefficient values of the water-
marked Sangsay sports video frame against the same methods.
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Fig. 3. PSNR values of watermarked Sangsay video frames with DMACS logo as a
watermark

Fig. 4. PSNR values of watermarked Akiyo video frames with DMACS logo as a water-
mark

Frame Averaging Cropping Rotation  Flipped

Fig. 5. Manipulated/attacked frames

Fig. 6. Extracted watermark images

3.1 Robustness and Efficiency Improvement

To show the robustness of the scheme, we performed multiple attacks on the same
frame. It is observed that the correlation coefficient values are very good. Some
of the combinations are (i) Gaussian, Poisson and Salt & pepper noise attacks,
(ii) Blurring, Rotation and Gaussian noise attacks, (iii) Gaussian noise, Gamma
correction and rotation, (iv) Poisson noise, sharpening and flipping, (v) Frame
averaging, salt & pepper noise and flipping attacks. Figure 7 shows the frames
that have been introduced to multiple attacks and their respective extracted
watermarks. Table 3 shows the correlation coefficient results of the frames that
have been exposed to multiple attacks. This shows that the proposed technique
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Table 1. Correlation coefficient values of watermarked Akiyo video.

Attacks Proposed method Pejman Rasti et al. Lai and Tsai Agoyi et al.

Contrast enhancement 0.9997 0.9671 0.9149 0.1394

Gaussian noise 0.97 0.9454 0.7777 0.5199

Poisson noise 0.9963 0.9945 0.8245 0.5263

Salt & pepper noise 0.9987 0.9979 0.9103 0.5300

Blurring 0.9999 0.9336 0.1880 0.7051

Frame averaging 0.9998 0.9231 0.2543 0.3352

Frame rotation 1 0.9562 0.8652 0.5682

Flipping 1 1 0.9641 0.0422

Compression 1 0.9396 0.9194 0.0612

Gamma correction 1 0.9854 0.9476 0.0998

Cropping 1 0.9854 0.8552 0.2961

Sharpening 0.9982 0.9979 0.7570 0.8561

Table 2. Correlation coefficient values of watermarked Sangsay video.

Attacks Proposed method Pejman Rasti et al. Lai and Tsai Agoyi et al.

Contrast enhancement 0.9899 0.9671 0.9149 0.1394

Gaussian noise 0.9961 0.9454 0.7777 0.5199

Poisson noise 0.9997 0.9945 0.8245 0.5263

Salt & pepper noise 0.9869 0.9979 0.9103 0.5300

Blurring 0.9861 0.9336 0.1880 0.7051

Frame averaging 0.9851 0.9231 0.2543 0.3352

Frame rotation 0.9999 0.9562 0.8652 0.5682

Flipping 1 1 0.9641 0.0422

Compression 0.9999 0.9396 0.9194 0.0612

Gamma correction 0.9864 0.9854 0.9476 0.0998

Cropping 0.9988 0.9854 0.8552 0.2961

Sharpening 0.9481 0.9979 0.7570 0.8561

even survives the multiple attacks as it can extract the watermarks with high
visual quality.

This technique includes the watermark being embedded only in the basis
frame, much in contrary to other techniques where all the frames are water-
marked by repeating the same embedding steps for each frame. Because of this,
the execution time of the proposed embedding algorithm is very less in compar-
ison to the other techniques. The proposed algorithm takes 3.975 s to embed
a watermark in a video whereas the other technique takes 95.020 s. The time
taken for embedding the watermark decreases by 24x.
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(i) (ii) (iii) (iv) (v)

Fig. 7. Video frames introduced to multiple attacks and its respective extracted water-
marks

Table 3. Correlation coefficient values of exposed to multiple attacks

Attacks Correlation coefficient

Gaussian + Poisson + Salt & pepper 0.9164

Blurred + rotate + Gaussian 0.985

Gaussian noise+Gamma correction +rotation 0.9912

Poisson noise+Sharpening+Flipping 0.9597

Frame averaging+Salt & pepper noise+flipping 0.9415

4 Conclusion

The proposed technique of adding a watermark to all the frames by actually
adding it to only a single frame, which is selected randomly, is the novelty of
this algorithm. Since this scheme embeds watermark in all the color channels of
all the frames, it survives temporal attacks like FDAS (frame dropping, averag-
ing and swapping). The watermark is found even if multiple frames are dropped.
If on a lower bandwidth, the watermarked video can be transferred as a pair of,
watermarked frame and the frame differences. The recipient can reconstruct the
watermarked video using this single frame and the differences. The watermark
can be extracted from any of the frames to prove the authenticity of the media
being transmitted. This method is robust against various attacks and even com-
binations of them. It outperforms the existing video watermarking schemes on
the correlation coefficient and PSNR values.
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Abstract. Aggregated Channel Features (ACF) proposed by Dollar [3]
provide strong framework for pedestrian detection. In this paper we
show that, fine tuning the parameters of the baseline ACF detector can
achieve competitive performance without additional channels and filter-
ing actions. We experimentally determined the optimized values of four
parameters of ACF detector: (1) size of training dataset, (2) sliding win-
dow stride, (3) sliding window size and (4) number of bootstrapping
stages. Accordingly, our optimized detector using pre learned eigen fil-
ters achieved state of the art performance compared with other variants
of ACF detector on Caltech pedestrian dataset.

Keywords: Pedestrian detection · ACF detector · Boosting algorithm

1 Introduction

Detection of pedestrians from images has got special interest due to its wide
spread applications in vision based systems. Aggregated Channel Features (ACF)
proposed by Dollar [3], have a simple framework, used HOG [2] based channel
features and produced the best result on Caltech-pedestrian dataset till that
date. Vision researchers keep on increasing the performance of ACF detector
either by adding more and more channels [6,8] or by applying some filters on
the existing channels on ACF [5,9], such that they have achieved a miss rate
almost less than 15% than that of original ACF detector. At this point, adding
more channels or some more filtering actions on channels itself is not able to
improve the performance further and so, researchers are now coupling the best
performing ACF variant with deep networks [9].

In order to increase the performance of a detector, fine tuning of parameters
like sliding window size, sliding window stride, training dataset size, number of
bootstrapping stages etc. is also important. In this paper we study the effect of
these parameters on the performance of the detector in terms of miss rate and
propose an optimized set of parameters. In fact our ACF detector with the opti-
mized parameter set outperformed many variants of ACF detector which either
uses extra channels or additional filters on the existing channels. We further used
decorrelated channel features (by convolution of the channels with decorrelated
filters) along with our optimized parameter set and obtained the second best
result on Caltech pedestrian dataset.
c© Springer International Publishing AG 2017
B.U. Shankar et al. (Eds.): PReMI 2017, LNCS 10597, pp. 155–161, 2017.
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2 Related Work

In this section we briefly describe the variants of ACF detector. Detectors based
on ACF can be basically classified into two; methods which add more channels
to basic ACF detector and methods which apply appropriate filters on the exist-
ing channels of ACF detector. Paisitkriangkrai et al. [6] used spatially pooled
covariance descriptors and local binary patterns as additional channels (total 259
channels), where as [8] Yang et al. [6] proposed Convolutional Channel Features
(CCF) by adding channels extracted from images using a pre trained convolu-
tional neural network (CNN). Squares Channel Features introduced by Benenson
et al. [1] applied square sized averaging filters on the channels. Locally Decor-
related Channel Features (LDCF) proposed by Nam et al. [5] used decorrelated
channel features for the training of the classifier. CheckerBoards [9] also uses a
set of filters which consists of averaging filters, horizontal and vertical gradient
filters and all possible checker board pattern filters in the given model window.
CheckerBorads and its more faster version RotatedFilters [9] currently have the
state of the art miss rate in Caltech pedestrian dataset. Even though detectors
based on deep networks also provided state of the art result on Caltech pedestrian
dataset [7], it comes at the cost of expensive hardware supports like GPUs and
complex computations. Nevertheless, variants of ACF detector achieved compa-
rable results with respect to methods based on deep networks in spite of lesser
computations and hardware support.

Table 1. Parameters under study and their values for ACF baseline detector

Parameter Sliding Training Sliding Number of

window size dataset size stride bootstrapping stages

Values 64× 32 4250 4 4

3 Optimized ACF Detector

In this section we learn the best parameter values for ACF detector. In the
baseline ACF detector we used, a given input image is represented as 10 lower
resolution channels (LUV channels + gradient magnitude + six HOG channels).
Table 1 shows the parameters used for fine tuning of ACF detector and their val-
ues used in the baseline detector. All the experiments are done on Caltech pedes-
trian dataset. Also, we used the new annotations provided by Benenson et al. [9]
for training and testing. Figure 4 shows the number of pedestrian instances for
two different heights (between 50–80 pixels and greater than 80 pixels) which
are missed by the baseline detector and detected by the four variants of ACF
detector (obtained by changing the above mentioned parameters).
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3.1 Sliding Window Size

Sliding window size determines the number of features available for learning.
Higher the number of features, better will be the performance of the detector and
can be achieved by increasing the window size. But our experiments showed that
changing the window size to 120× 60 increases the miss rate to 73.14% (Fig. 1).
This result is reasonable since the number of pedestrian instances in Caltech test
set with height less than 120 pixels is very large. In order to get a reduced miss
rate for bigger window size, sliding window scanning has to be done at upsampled
scales along with down sampled scales for the input image. When we attempted
this for the window size 120× 60, miss rate reduced by ∼ 5%. Figure 1 shows
the miss rate value for three different model sizes, with and without upsampling
of the image. When upsampling is done for window size 64× 32, the miss rate is
increased by 5%, due to over fitting. From Fig. 4, when the window size is changed
to 120× 60 with upsampling, large number of small pedestrian instances (∼60)
are detected, which means pedestrian of very small resolutions correctly fit into
the new window size, when the images are upsampled. Figure 2 shows the learned
classifier representation for the two window sizes 120× 60 and 64× 32. It can be
observed that, bigger window size classifier representation have more similarity
to human silhouette when compared with that of smaller window size. Hence
window size of 120× 60 (with upsampling) is taken as the most effective sliding
window size of the ACF detector for Caltech dataset.

Fig. 1. Miss rate for baseline ACF detector
with different window size

Fig. 2. Learned classifier representation:
64× 32 Window size (left), 120× 60 Win-
dow size (right)

3.2 Training Dataset Size

Six set of videos are available for training in the Caltech pedestrian dataset.
Number of images available for training can be varied by changing the number
of frames taken from the videos. From Fig. 3 it can be observed that miss rate
decreases with increase in training dataset size upto a certain extent and then
it is either increases or remains almost constant. The training dataset obtained
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by taking every third frame provided the best result and after that the classifier
was getting over fitted, hence increase in miss rate. This indicates that further
change in dataset size beyond that of 42782 images is needless and hence it is
taken as the best dataset size. From Fig. 4 it is evident that the baseline detector
is able to detect more instances of both low resolution and high resolution using
the dataset obtained by taking every third frame from training video set.

3.3 Sliding Window Stride

Sliding window stride value defines the number of pixels skipped in between
adjacent sliding window scans. Increasing the stride value will reduce computa-
tions, but detector will also miss out small instances of pedestrians. Decreasing
the stride value has two advantages, while training it will enrich the detector
with more false positives and while testing, the detector will not miss out small
instances of pedestrians. Table 2 shows the miss rate for changing the stride
value for four different cases. Decreasing the stride value for the both training
and testing decreases the miss rate, but when we changed the stride value for
training only miss rate increases, which indicates that baseline detector is over
fitted when more false positives are added in training stage. For the third case
(stride value change for testing stage only) miss rate attained the least value
since there is no over fitting of classifier and detector is able to detect more
small pedestrian instances in comparison with that of baseline detector and this

Fig. 3. Miss rate for baseline ACF detector
with varying training dataset size

Table 2. Miss rate for different stride
value

Stride Miss rate

Training Testing

4 4 27.72

2 2 23.37

2 4 30.69

4 2 21.36

Table 3. Miss rate for different num-
ber of bootstrapping stages and train-
ing dataset size

No. of Training Miss

Bootstrapping dataset rate

stages size

4 4250 27.72

5 4250 25.71

5 42782 19.59
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Fig. 4. Number of pedestrian instances
detected correctly while each parameter value
is changed.

Table 4. Step by step reduction in
the miss rate of baseline ACF detec-
tor by changing each parameter

Specifications Miss rate

Baseline ACF
detector

27.72%

+ Sliding window
size

22.96%

+ Training dataset
size

17.45%

+ No. of
bootstrapping stages

16.14%

+ Sliding window
stride

15.73%

+ Filtering using [5] 12.72%

is also depicted in Fig. 4. The optimum value of sliding window stride is taken
as two.

3.4 Number of Bootstrapping Stages

Bootstrapping stages feed the detector with hard examples and hence increase
the discriminative power of the detector. In our experiments, we modified the
number of bootstrapping stages from four to five. Table 3 shows the miss rate of
the baseline detector with respect to change in number of bootstrapping stages.
The table shows that miss rate is reduced with increased number of bootstrap-
ping rounds. Also, increasing the number of bootstrapping stages should always
supplemented with larger training dataset. Hence we performed training with
the optimum training dataset size as obtained in Sect. 3.2 and the result is pro-
vided in Table 3. We can see that miss rate is reduced by 8% from the baseline
detector.

3.5 Final Detector

Combining all these best performing parameters together, we achieved state of
the art performance for the ACF detector. Table 4 shows the step by step reduc-
tion in miss rate achieved by ACF detector by adding each optimized parame-
ters we obtained from the above experiments. We have also further enhanced
our optimized ACF detector by filtering the channels with top four pre learned
eigenvectors which produces locally decorrelated channels [5]. This optimized
ACF detector + eigen filters has provided the best result for Caltech database
among the other variants of ACF detector. Table 5 shows the miss rate of our
enhanced ACF detector and enhanced ACF detector + eigen filters along with
other state of the art detectors for Caltech dataset. Rows in grey shade represents
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Table 5. Miss rate of state if the
art methods on Caltech pedestrian
dataset

Detector
Miss
rate

ACF [3] 27.72
LDCF [5] 23.72

AlexNet [4] 21.59
SpatialPooling [6] 21.56

TACNN [7] 18.75
Rotated Filters [9] 16.69
CheckerBoards[9] 15.81
Optimized ACF

Detector
15.73

Optimized ACF
Detector + eigen filters

12.72

Rotated Filters +
VGG [9]

10.00

Table 6. Comparison of parameter values of
our proposed detector and CheckerBoards

Parameter CheckerBoards Our method

Channels 10 10

Filters 61 4 (LDCF)

Training
dataset size

42782 42782

Stride 6 2

Window size 120× 60 120× 60

Bootstrapping
stages

5 5

Detection
speed for an
image of size
480× 640

50.23 s 2.3 s

detectors using deep networks and all other methods are variants of ACF detec-
tor including our two proposed methods. The table depicts that our proposed
method Optimized ACF + eigen filters detector has reduced miss rate than that
of CheckerBoards [9] (the best method among the variants of ACF detector).
Table 6 shows the comparison between different parameters of CheckerBoards
and our proposed optimized ACF detector. From table we can see that Checker-
Boards has a stride value of 6, which means reduced computations, but they
have 61 filters, while we use only 4 filters, so the detection speed of our method
is much faster (nearly 25x) than CheckerBoards (Table 6). Hence our method is
completely efficient in comparison to CheckerBoards.

4 Conclusion

In this work, we fine tuned the four different parameters of ACF detector and
found the optimized parameter set. Our ACF detector with improved parameter
set achieved superior performance compared to other variants of ACF detector on
Caltech pedestrian dataset. Also when we used decorrelated channels obtained
by filtering with top four eigen filters on our optimized ACF detector we have
achieved state of the art result on Caltech dataset. Our future work includes the
use of the optimized parameters for deep network based detection.

Acknowledgements. We gratefully acknowledge for the research fellowship
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Abstract. Object tracking involves target localization in dynamic
scenes using either generative models, discriminative classifiers or their
combination. We propose a combined approach consisting of generative
models (learned in sparse representation framework) and discriminative
classifiers (SVM). Sparse codes are initially computed from two different
dictionaries constructed from foreground and background patches using
K-SVD. SVM learned on these sparse codes provides classifier scores for
patches. These scores for sparse codes of patches drawn from a region are
used to form a weighted histogram. This weighted histogram of sparse
codes form the object and candidate models. The learned dictionaries
provide distinct representations for object and background patches. This
discrimination is further enhanced by classifier scores. The object is local-
ized by maximizing Bhattacharyya coefficient between target and candi-
date models in a particle filter framework. Performance of the proposed
tracker is benchmarked on videos from VOT2014 dataset against existing
generative and discriminative approaches. Our proposal was able to han-
dle different challenging situations involving background clutter, in-plane
rotations, scale and illumination changes.

Keywords: Dictionary learning · Histogram of sparse codes · Gener-
ative model · Support vector machine · Particle filter · Bhattacharyya
coefficient

1 Introduction

Object tracking algorithms can be broadly categorized into generative, discrimi-
native and hybrid approaches. A generative approach models the target appear-
ance and localizes it by optimizing a (dis)similarity measure between target
and candidate(s) [1–4]. A discriminative approach learns classifiers from tar-
get and background appearance features in a supervised framework [5–7]. A
hybrid methodology combines both by modeling target appearance in a genera-
tive framework while discriminating the same against background [8].

In generative approach, the first notable work which makes uses of a sparse
representation based target model was proposed by Mei et al. [4]. Tracking was
formulated as a L1 minimization problem where the candidate model is repre-
sented as a sparse linear combination of object and trivial templates. Thereafter,
c© Springer International Publishing AG 2017
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a number of variants of this basic formulation has been successfully applied in
object tracking [9–13]. Successful use of classifier in tracking has been demon-
strated in [6,7].

We propose a hybrid approach that employs sparse representation based tar-
get modeling and uses classifiers for better discrimination of target model from
that of background. We propose to extract patches from both background and
foreground and learn dictionaries on these patches using K-SVD [14] and spher-
ical clustering. We learn a SVM classifier to discriminate the sparse codes of
object from that of background. Sparse codes extracted from (multiple overlap-
ping) patches of non-overlapping cells are weighed by their classification scores to
compute cell histogram. These cell histograms together form the object model.
The average of cell histogram similarities between target and candidate models
are maximized in a particle filter framework [15]. The main contributions of this
work are as follows.

– Proposal of a target model in a hybrid generative-discriminative approach.
– Object representation by histogram of sparse codes (HSC) obtained from

foreground-background dictionaries (generative model).
– Enhancing discrimination of object models by weighing HSC with patch clas-

sification (by SVM) scores (discriminative approach).

The rest of the paper is organized as follows. The proposed approach is elab-
orated in Sect. 2. Experimental results are presented in Sect. 3. Finally, Sect. 4
summarizes the present work and sketches the future extensions.

2 Proposed Work

The object rectangle is divided into non-overlapping regions called cells. Pro-
posed target model is learned in two stages. The first stage involves generative
modeling. Here, object and background patches are used to learn two different
dictionaries using K-SVD [16]. It learns the dictionary by solving the following
sparse constrained optimization problem

min
Γ ,D

‖X − DΓ ‖2F subject to ∀i ‖γi‖0 ≤ T (1)

where, γ is the sparse code vector, D is the dictionary, X is the set of sig-
nals, Γ has the sparse codes of all the signals and T is the sparsity threshold.
The two learned dictionaries are then used to from a combined foreground-
background dictionary. In the second stage, sparse codes of background and
foreground patches are used to train a SVM classifier in a discriminative frame-
work. Patch classification obtained from this SVM provides further discrimina-
tion in the object model. Sparse codes and the classification scores of patches
are used to compute the weighted sparse code histogram of the cells, which form
the object model. The candidate models are constructed from object state (posi-
tion, rotation and scaling) proposals obtained through particle filtering. Next,
we discuss dictionary learning in detail.
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2.1 Learning Foreground-Background Dictionaries

A single dictionary learned from only object patches might provide good recon-
struction but poor recognition against background clutter. Rectangular patches
are extracted from minimum bounding box of the object (bbobj) and a back-
ground region (bbbg) around bbobj . The extracted patches are first vectorized
and magnitude normalized (using l2-norm). Next, they are arranged to construct
the input data matrices Xobj ∈ Rn×np and Xbg ∈ Rn×nn of respective object
(positive) and background (negative) classes. Here, np and nn are the total
number of object and background patches respectively and n is the dimension of
patch vector. Magnitude normalization helps to make the object model robust to
the illumination changes. Spherical k-means clustering is performed on the object
patch vectors Xobj and background patch vectors Xbg separately. The dominant
clusters are selected and K-SVD algorithm is performed on each of them to
obtain m representative atoms from each cluster. These are stacked together to
form the foreground-background dictionary. Common patches of foreground and
background may to lead drift in tracking. In order to reduce the effect of such
patches, we introduce discriminability through a binary classifier. The dictionary
learning procedure is shown in Fig. 1.

Fig. 1. Patches extracted from foreground and background regions are vectorized and
magnitude normalized. These are further grouped using spherical clustering. K-SVD
performed on cluster members provides us with different atom sets. These atom sets
obtained from background and object clusters are combined to form a single dictionary.

2.2 Classifier Learning

A binary classifier is learned on the sparse codes generated using K-SVD algo-
rithm with foreground-background dictionary for the object and background
patches. The learned classifier provides confidence scores for object patches.
These scores are used in constructing the proposed object model. Let, Γ obj and
Γ bg be the respective sparse codes corresponding to patch vectors coming from
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positive set Xobj and negative set Xbg. A SVM classifier is learned on the sparse
code representations of patch vectors. The sparse vector corresponding to an
ambiguous patch will lie closer to the classification boundary and will have a
lower classification score compared to the object patches. This will improve the
discriminative power of the object model against background and ambiguous
patches. The proposed object model is explained next.

2.3 Object Model

The object bounding box is first divided into non-overlapping cells C = {ci :
ci ∈ Rcw×ch}, where cw and ch are the width and height of the cell respectively.
The sparse codes corresponding to the rectangular patches from a cell computed
using OMP is used to compute the histogram of sparse codes. The set of all
cell histograms define the object model i.e. H = {hi} and hi, i = 1, . . . |C|. The
sparse codes required for computing the object model are computed as

min
Γ

‖Xobj − DΓ ‖2F s.t. ‖Γ ‖0 ≤ γs (2)

where Γ is the sparse code matrix, D is the foreground-background dictionary
and γs ≤ m is the sparsity constraint. The sparse code histogram of the cell is
created from the sparse codes Γ of its component patches as

hc(j) = L
nc∑

i=1

|γij | ωi, xi ∈ Xobj (3)

where xi is the ith object patch belonging to cell c, ωi is the normalized classi-
fication score of the ith patch as given by the classifier, nc is the total number
of patches in the cell and L is the normalization constant for the histogram.
The cell-wise histograms are stacked together to form the object model H
which is a collection of classifier weighted histogram of sparse codes given by
H = [ hc1 hc2 . . . hcP ], where P is the total number of cells. The entire object
model creation is depicted in Fig. 2. The particle filter framework for target
tracking is explained next.

2.4 Particle Filter

Particle Filter otherwise also known as sequential Monte Carlo sampling is
used for object localization in tracking. It predicts the posterior distribution
of the state of a dynamic system. The particle with the maximum a posteri-
ori is selected as the best particle and is taken as the state of the object in
the current frame. Here, we define the object state as s ∈ R5 and is given by
s = [xc yc w h θ]T where (xc, yc) are the image plane co-ordinates of the object
bounding box centroid, w, h, θ are the respective width, height and orientation
of the object. The motion model defines the temporal evolution of state. We con-
sider simple random walk as our motion model. The current state is assumed to
be sampled from a Gaussian distribution centered at the previous state as, st ∼
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Fig. 2. Object model as set of weighed sparse code histogram computed from non-
overlapping cells of the object bounding box bbobj . Sparse codes for the patches are
computed using OMP (Orthogonal Matching Pursuit) with the learned dictionary.
Sparse code vectors of the object patches and background patches are used for training
the classifier. Classification score weighted sparse codes are then used to compute the
histogram of each cell.

N (st−1,Σ) where Σ is a diagonal covariance matrix of state variables given by
diag(σ2

x, σ2
y, σ2

w, σ2
h, σ2

θ). The observation probability is defined as the similarity
measure between the target model and the candidate model of the particle. The
average of Bhattacharyya Coefficients (ρ) of cell histograms is used as the obser-
vation probability given by p(y|s) = 1

|C|
∑|C|

i=1 ρci = 1
|C|

∑k
j=1

√
hci

q (j) × hci
p (j).

The cth
i cell histograms of the target and candidate respectively given by hci

q and
hci

p and, k is the dimension of the sparse code vector. The state with highest
average Bhattacharyya coefficient is selected as the state of the object in tth

frame. Experimental verification of our proposal and its performance analysis
are presented next.

3 Experimental Results

The performance of the algorithm is evaluated on dataset VOT20141[17] and
the tracker performance is compared with other trackers in the literature like
Mean-Shift tracker (MST) [1], Track Learn and Detect (TLD) [6] and CMT [3]
tracker. The trackers were executed with their default parameter settings. The
experimental results show that our proposal fares sufficiently well compared to
the state of art trackers (Table 1). The results of the proposed tracker on different
challenging sequences from VOT2014 are shown in Fig. 3.

3.1 Quantitative Evaluation

The performance of the proposed tracker is evaluated using one pass evalua-
tion (OPE) [18] scheme where the tracker is initialized with ground truth value
1 http://www.votchallenge.net/vot2014/dataset.html.

http://www.votchallenge.net/vot2014/dataset.html
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in first frame and allowed to track over entire sequence. The results obtained on
different sequences are reported in Table 1. The performance measures used are
average overlap (AO) and success rate (SR). The overlap measure of a sequence
is given by φt(ΛG, ΛP ) = ΛG

t ∩ΛP
t

ΛG
t ∪ΛP

t
where, ΛG is the area of the bounding box

described by the ground truth, ΛP is the area of the bounding box predicted
by the tracker. The average overlap is given by Φavg = 1

Ns

∑Ns

t=1 φt where, Ns

is the total number of successfully tracked frames in the sequence. Tracking is
assumed to be successful if φt exceeds the threshold value φth = 0.33. The other
parameters of the proposed algorithm are number of clusters (K = 100), number
of atoms per cluster (m = 3), the sparsity constraint (T = 3) and number of
particles (p = 75). Patches of dimension 5 × 5 (i.e. patch vector size is n = 25)
were extracted from cells of size 10 × 10.

The computational complexity depends on number of particles (p), dictionary
size (n × l), number of OMP iterations (T ), number of candidate region patches
(u) and the computations (td) required for evaluating the orthogonal projection
for OMP. The total computational time per frame can be computed as p × u ×
tOMP , where tOMP is the computational load for OMP algorithm [14] given by
tOMP = tdT + 2nT + 2T (l + n) + T 3.

Table 1. Performance comparison of the proposed tracker with the trackers MST [1],
TLD [6], CMT [3]

Proposed tracker MST TLD CMT

Sequence Challenge AO(%) SR(%) AO(%) SR(%) AO(%) SR(%) AO(%) SR(%)

ball sc, ro 78.43 98.50 66.00 99.50 66.50 69.26 56.00 99.83

car sc, po 67.73 93.65 48.90 55.18 81.80 84.52 72.90 91.51

bicycle sc, po 55.78 86.72 50.30 30.99 64.80 97.41 65.80 94.04

surfing sc 64.79 97.87 59.10 94.68 67.90 100.00 63.70 99.29

polar bear sc 76.43 100.00 63.90 99.73 64.30 22.10 64.70 89.75

sphere il, sc 70.67 87.06 59.40 99.50 80.10 52.23 52.70 92.53

sunshade il 66.28 76.16 59.00 88.95 72.40 96.51 59.70 81.39

jogging po 66.28 97.07 56.80 85.99 73.20 98.0 69.00 85.99

3.2 Qualitative Evaluation

The results of the proposed tracker on different sequences are shown in Fig. 3.
There are continuous changes of appearance and orientation in “ball” and “polar
bear” sequences. The target undergoes partial occlusions (frames: 156 − 177) as
well as scale changes in “car” sequence. The cell histogram based object model
(constructed using patches) and particle filter based localization helps in han-
dling these challenges. Illumination change is significant in “tunnel” sequence as
target moves through differently illuminated regions. Here, patch normalization
and sparse coding helps in achieving illumination invariant tracking.
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(a) (b) (c) (d) (e) (f) (g) (h)

(i) (j) (k) (l) (m) (n) (o) (p)

Fig. 3. Results of single object tracking for proposed Tracker on (a)-(d) “ball” (frames:
7, 217, 440, 586); (e)-(h) “car” (frames: 35, 141, 168, 235); (i)-(l) “tunnel” (frames:
6, 252, 483, 694) and (m)-(p) “polar bear” (frames: 77, 171, 251, 326) sequences
from VOT2014 dataset covering different challenges like illumination change (il), scale
change (sc), in-plane rotation (ro) and partial occlusions (po)

4 Conclusion

We have proposed a novel target model in a hybrid generative-discriminative
framework. The object patches are represented using foreground and background
dictionaries (generative model). These representations are further weighed by
SVM based classification scores (discriminability). The object is localized in a
particle filter framework. The proposed tracker was able to handle different chal-
lenging scenarios like background clutter, partial occlusions, in-plane rotations,
scale and illumination changes. Performance of the proposed tracker is bench-
marked with state of art trackers on sequences from VOT2014 dataset.

The present work did not incorporate continuous dictionary and classifier
update schemes in the object model. This extension will enable the tracker to
trail targets for longer durations, under sever appearance changes and occlusions.
Also, the present approach is somewhat slower due to repeated application of
OMP at the particle filtering stage. We propose to extend the present formulation
through discriminative dictionary learning and fast OMP solvers.
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Abstract. In this paper, we address the problem of recognizing moving objects
in video im-ages using Visual Vocabulary model and Bag of Words. Initially,
the shadow free images are obtained by background modelling followed by
object segmentation from the video frame to extract the blobs of our object of
interest. Subsequently, we train a Visual Vocabulary model with human body
datasets in accordance with our domain of interest for recognition. In training,
we use the principle of Bag of Words to extract necessary features to certain
domains and objects for classification, similarly, matching them with extracted
object blobs that are obtained by subtracting the shadow free background from
the foreground. We track the detected objects via Kalman Filter. We evaluate
our algorithm on benchmark datasets. A comparative analysis of our algorithm
against the existing state-of-the-art methods shows very satisfactory results to go
forward.

Keywords: Background modelling � Bag of words � Object detection � Object
recognition � Visual vocabulary

1 Introduction

Effective recognition of objects for tracking in video stream and processing of data
involve integration of background modelling, shadow removal, analysis of segmented
objects from the video frames and proper detection of objects. Subsequently, recog-
nition of the detected objects is done by extracting the features adopting the machine
learning inspired principle, bag of words.

In our paper, we use the Visual Vocabulary Model using Bag of Words to extract
the necessary features of certain instances of objects through rigorous high-level
training. Subsequently, we apply the extracted feature sets to the test domain to rec-
ognize and locate our objects of interest in the video scenes. Using visual instance
occurrence and their probabilistic presence to imply a certain domain, we obtain
optimum accuracy in domain recognition as well.

The contributions of this paper are:

• Background modelling and extraction of astute shadow free images using color
invariant approach.
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• Extraction of the features of the objects captured in the blobs via the principle of
Bag of Words.

• Classification of the objects in a certain domain of interest using probabilistic word
occurrence for domain recognition.

The organization of the paper constitutes: Sect. 2 briefly explains the related works
in the respective domain, Sect. 3 explains the proposed method for detection and
recognition, specifically, Sect. 3.3 describes the concept of Visual Vocabulary Model
for object recognition. Experimental results on several datasets and the comparative
analysis with some state-of-the-art algorithms are presented in Sect. 4. Section 5
concludes the paper and discusses future possibilities for further improvements.

2 Brief Review of Related Works

Numerous color histograms based object detection algorithms have been proposed in
recent years. He et al. [4] developed a locality sensitive histogram at each pixel for finer
distribution of the visual feature points for object tracking in video scenes. Haar-like
features have been proposed for appearance based tracking of objects [5–7, 9]. Spa-
tiotemporal representation combined with genetic algorithm has also been used for
feature extraction [1]. Recently pixel based segmentations have been applied [2] to
handle tracking.

In recent years, the classifiers that have been extensively used for object tracking
are: ranking SVM [7], semi-boosting [14], support vector machine (SVM) [12],
boosting [13], structured output SVM [8], and online multi-instance boosting [6].
Various detection and tracking codes are available for evaluation with significant effort
of the authors, e.g., MIL, IVT, TLD, FCT, VTD and likes.

3 Proposed Method

Initially, we model the segmented objects from the video frames and subtract the
background model without shadow to obtain the blob of an object. Before recognizing
the object inside the blob, we train a machine learning inspired Visual Vocabulary
Model with a set of objects which can represent our domain of interest for recognition
and tracking. We extract the features of the objects of both the training data and test
data by principle of Bag of Words, in the training and testing phases respectively.

3.1 Background Modeling

In [10], Li et al. proposed an idea for background modelling. In our work, we introduce
some modification over the same work and proceed as follows: At each time step an
image Itm is obtained by subtracting two successive video frames and Ft

m can be
obtained by subtracting the current video frame with the background model. To deal
with sudden illumination variation an AND-OR operation is performed over Itm and Ft

m.
The extracted frame It is compared with its previous frame It −1 in order to obtain Itm by
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predicting the similarity between the two consecutive pixel values of frames It (x, y)
and It-1(x, y). Pixel centers are compared between the succeeding images (It (x, y), It −1

(x, y)). Temporal binary image of the moving object ðImÞ has a radiometric similarity
value, formally expressed as:

Im x; yð Þ = 1; if R x; yð Þ [ Tb
0; otherwise

�
: ð1Þ

Similarly, Ft
m is formulated on a hypothesis based on the difference threshold Tbð Þ,

between background frame and the current frame, formally:

Ft
m =

1; if It x; yð Þ � Bt x; yð Þj j [ Tb
0; otherwise

�
: ð2Þ

The pixels x; yð Þ of moving objects are formulated by operating on Im x; yð Þ and
Ftðx; yÞ :

Mt x; yð Þ = 1; if Im x; yð Þ \Ft x; yð Þð Þ = 1Þ
0; otherwise

�
: ð3Þ

The moving pixels in video frames are identified by Mt x; yð Þ.
In our implementation, a vector history V, with the six last values updated

cumulatively, is considered as:

V ¼ E tð Þ;E t � 1ð Þ;E t � 2ð Þ;E t � 3ð Þ;E t � 4ð Þ;E t � 5ð Þ½ �: ð4Þ

At time t, the mean value of pixel intensities in the frame is E(t). For each frame, we
calculate proper learning rate a, based on this vector:

a = a + b
E tð Þ � E t � 5ð Þj j

max E tð Þ;E t � 5ð Þð Þ ; ð5Þ

Let d be a pixel of the image, the gray histogram of the pixel is h(d), and back-
ground pixels and foreground pixels are denoted by IB and IF respectively. Probability
of a background pixel misidentified as foreground pixel and vice versa are as follows:

PFjB =
X

d2IF pðdjBÞ andPBjF =
X

d2IB pðdjFÞ; ð6Þ

where Pd|B is the probability of background pixel and Pd|F is the probability of fore-
ground pixel.

Our goal is to minimize Pd|B and Pd|F as much as possible.
The Min PF|B is significant, as after morphological operation in the post-process,

PB|F will be smaller.
p Bð Þ is the priori probability of the background as calculated from gray histogram

of the image Itm.
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p Bð Þ =
XT

d¼�T
h dð Þ l ¼ 0: ð7Þ

3.2 Shadow Removal

As mentioned in [11] by Xu et al., by formally normalizing the pixels to r, g, b color
space the shadow-free color invariant image can be constructed:

r0 ¼ rffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r2 þ g2 þ b2

p ; g0 ¼ gffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r2 þ g2 þ b2

p ; b0 ¼ bffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r2 þ g2 þ b2

p : ð8Þ

where r, g, b are input image color channels, r’, b’, g’.
Application of Gaussian smooth filter suppresses the high frequency textures in

both invariant and original images, formally:

Eori ¼ jjedge Iorið Þjj;Einv ið Þ ¼ jjedge Iinv ið Þ
� �jj; ð9Þ

where Eori is the edge of the original image after applying smooth filter and Iori is the
original image. Einv ið Þ is the edge of the color invariant image after applying smooth
filter and Iinv ið Þ is the color invariant image. The hard shadow edge mask is constructed
by choosing the strong edges of original images that are absent in the invariant images.
Thus, we get:

HS x; yð Þ ¼
1; Eori x; yð Þ[ t1;&

miniðEinv ið Þ x; yð Þ\t2Þ;
0; otherwise

8<
: ð10Þ

where t1, t2 are thresholds, set manually, based on the empirical analysis of datasets
and assessed hard shadow edge mask is HS(x,y). In (10), t1 maps the selected shadow
edges to the strong edges of the subsequent hard shadows in images. t2 selects edges
belonging only to shadows, as shown in Fig. 1.

3.3 Visual Vocabulary Model for Object Recognition

Visual Vocabulary Model is a machine learning based image classification model,
specifically, handling images as documents, by labelling specific features as words by
observing presence of such feature key words in an image.

First, we localize the key words by extracting the features of the object of interest
such that they are distinct and invariant under different scale and illumination based
conditions even with the presence of noise. We have used Nonlinear (cubic) Support
Vector Machine (SVM) as the feature classifier. Polynomial kernel for cubic SVM is:

K x; yð Þ ¼ xTy + c
� �3

: ð11Þ
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Here x and y are input vector features, calculated from the training samples. A free
parameter, c � 0, is indicating how far the equation is from homogeneity.

The following equation expresses the contribution of a feature f, at location l, at
position x in the object class on with matching visual keyword index ðCiÞ indicating its
potentiality of belonging to the class on. Thus, we get:

p on; xjf ; lð Þ ¼
X

i
p on; xjCi; lð Þ p Cijfð Þ; ð12Þ

Mean-shift mode estimation with a kernel K, along with scale-adaptive kernel, is
used to obtain the maxima in this space:

p̂ on; xð Þ ¼ 1
Vb xsð Þ

X
k

X
j
p on; xjjfk; lk
� �

K
x� xj
b xsð Þ

� �
: ð13Þ

Kernel bandwidth is denoted by b, and volume is denoted by Vb, which are varied
over the radius of the kernel. In order to fix the hypothesized interest object, size and
scale coordinate xs is updated in parallel. This strategy makes it easier to deal with
partial occlusions and also typically requires fewer training examples.

The pictorial structure model represents any object of interest as collection of parts,
connected in pairs, and defined by a graph G = (V, E), where the nodes V ¼
fv1; . . .; vng defines the parts and the edges vi; vj

� � 2 E describes the corresponding
connections.

L ¼ l1; . . .; lnf g be a certain arrangement of part frame locations. Then the matching
of the model to a video frame is formulated using an energy minimization function:

l�1 ¼ argminl1 m1 l1ð Þþ
Xn

i¼2
min
li

mi lið Þþ li � T1i l1ð Þj jj j2Mij

� �
: ð14Þ

where Mij is the diagonal covariance between transformed locations Tij lið Þ and Tji lj
� �

:

For further improvement of our validation score by approximating the similarity
measures, we discriminatively model a linear time matching function, represented by
the Pyramid Match Kernel (PMK) model to bridge the feature sets to the variable
cardinalities. Let the input of a histogram pyramid be X ε S where
W Xð Þ ¼ ½H0 Xð Þ; . . .;HL�1 Xð Þ�, number of pyramid levels expressed as L. The his-
togram vector of point X is defined by Hi Xð Þ.

Similarity between two input set of features Y and Z is expressed as:

jPMK W Yð Þ;W Zð Þð Þ ¼
XL�1

i¼0
xi I Hi Yð Þ;Hi Zð Þð Þ � I Hi�1 Yð Þ;Hi�1 Zð Þð Þð Þ; ð15Þ

where I Hi Yð Þ;Hi Zð Þð Þ signifies the histogram intersection of two input set of features Y
and Z at ith level of the pyramid.
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Finally, the features of the recognized objects are tracked via the classical Kalman
Filter, which can also efficiently handle the tracking under partial occlusions as shown
in Fig. 2. The performance measure of the proposed algorithm is done with respect to
available benchmark datasets and we obtain very satisfactory and competitive results.

Fig. 3. Sample tracking results of the eight top performed trackers on challenging sequences.
(a) Result samples on BlurBody, Boy and Crossing sequences. Challenging factors: background
clutter and deformation. (b) Result samples on David, David2 and Dog1 sequences. Challenging
factors: scale variation, motion blur, and occlusion. (c) Result samples on Dudek, FaceOcc1 and
Human9 sequences. Challenging factors: deformation and occlusion. (d) Result samples on
Jogging, Mhyang and Walking2 sequences. Challenging factors: fast motion, scale variation, and
occlusion.

Fig. 2. Tracking results on INRIEA.Fig. 1. (a) Video Frame, (b) Segmented
Object Model, (c) Foreground Model.
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4 Experimental Results and Analysis

We test our algorithm on various benchmark datasets [3] with the aforementioned
settings. Using the trained model as a reference to recognize newly arrived objects, we
compare our algorithm with the other state-of-the-art algorithms, in other datasets as
well for the validation our experiment. The tracking result of our algorithm on INRIA
Person dataset and on other datasets in multiple frames handling various challenges, is
shown in Figs. 2 and 3 respectively.

The overlap rate of tracking methods indicates stability of each algorithm by taking
the pose and size of the target object into consideration in Table 1. Our algorithm
achieves competitive, rather satisfactory results compared to the other state-of-the-art
tracking algorithms [3]. Figure 4 represents a comparative analysis of the overlap rate
in video frames against the other state-of-the-art methods showing competitive as well
as satisfactory outcomes.

Table 1. Average overlap rate of tracking methods. The red, yellow and orange colors indicate
the results ranked at the first, second and third places, respectively.

Sequences Ours CSK FCT HT IVT ASLA MIL PT SPT TLD VTD

Blurbody 0.59 0.43 0.31 0.35 0.25 0.35 0.22 0.51 0.46 0.56 0.72

Boy 0.74 0.69 0.77 0.78 0.65 0.51 0.72 0.46 0.34 0.78 0.29

Crossing 0.39 0.58 0.69 0.36 0.68 0.75 0.29 0.49 0.76 0.80 0.79

David 0.74 0.57 0.71 0.31 0.73 0.65 0.38 0.28 0.52 0.47 0.34

David2 0.67 0.41 0.53 0.61 0.75 0.44 0.21 0.71 0.21 0.21 0.67

Dog1 0.70 0.34 0.74 0.25 0.58 0.39 0.67 0.27 0.33 0.80 0.24

Dudek 0.73 0.23 0.56 0.79 0.26 0.37 0.68 0.56 0.41 0.57 0.72

FaceOcc1 0.57 0.58 0.73 0.24 0.22 0.75 0.73 0.54 0.61 0.73 0.71

Gym 0.50 0.48 0.45 0.22 0.33 0.20 0.52 0.66 0.47 0.39 0.77

Jogging2 0.70 0.23 0.44 0.77 0.34 0.24 0.74 0.55 0.61 0.75 0.40

Mhyang 0.51 0.65 0.38 0.25 0.73 0.43 0.54 0.32 0.37 0.35 0.37

Walking2 0.76 0.80 0.51 0.37 0.23 0.45 0.75 0.31 0.40 0.58 0.33

BlurFace 0.72 0.43 0.31 0.26 0.40 0.63 0.37 0.21 0.61 0.22 0.33

Deer 0.55 0.63 0.51 0.36 0.65 0.40 0.80 0.28 0.60 0.73 0.78

Dog 0.74 0.45 0.56 0.44 0.34 0.30 0.73 0.52 0.67 0.49 0.38

Football 0.67 0.21 0.24 0.80 0.35 0.54 0.39 0.65 0.66 0.77 0.67

Jump 0.48 0.64 0.63 0.56 0.75 0.55 0.56 0.26 0.75 0.48 0.79

Dancer 0.69 0.30 0.46 0.26 0.32 0.41 0.31 0.33 0.46 0.37 0.66

Couple 0.63 0.76 0.76 0.72 0.80 0.79 0.24 0.43 0.73 0.68 0.32

Trellis 0.50 0.27 0.51 0.41 0.61 0.48 0.30 0.68 0.64 0.35 0.47

Woman 0.62 0.40 0.49 0.61 0.22 0.68 0.34 0.62 0.50 0.69 0.68

Girl2 0.52 0.43 0.31 0.35 0.25 0.35 0.22 0.51 0.46 0.56 0.72

Average 0.62 0.48 0.53 0.46 0.47 0.48 0.49 0.46 0.53 0.56 0.55
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5 Conclusion

This paper presents object detection and recognition of the detected objects based on
Visual Vocabulary Model. We train different objects separately in several images with
multiple aspects and camera viewpoints to find the best key word points for recogni-
tion. Subsequently, we verify the extracted features of the training images after clas-
sification of the feature sets. These key word points are applied to the regions based on
visual feature point analysis. The performance measure of the proposed algorithm is
analyzed with respect to available benchmark data and we obtain very satisfactory and
competitive results. This has great potentials in the field of problem solving integrating
vision and pattern recognition with more robustness and variability, with exciting
opportunities to explore in near future.
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Does Rotation Influence the Estimated Contour
Length of a Digital Object?
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Abstract. In this work, we study the variation of estimated contour
length of a digital object when it is rotated with respect to its centroid.
This analysis also helps to ascertain the unknown angle of rotation of
an object relative to a reference position. Additionally, we propose a
new technique for estimating the length of a digital contour based on
stitched digital cover. The proposed study on rotational variation of
contour length finds applications to various image-registration problems
such as the detection of positioning-errors that are often encountered
during X-ray imaging of patients. Experimental results are presented for
some regular curves, natural objects, and X-ray images.

Keywords: Length estimator · Chain code · X-ray image analysis ·
Digital object · Rotation · Perimeter estimation

1 Introduction

Accurate estimation of the length of a digital contour of an object is needed for
various image-processing applications. The length estimated from a digital con-
tour is often found to differ significantly from the actual geometric length of the
contour corresponding to the real object. Additionally, the rotation of a digital
object with respect to coordinate-axes impacts the length of its contour. In other
words, because of the discreteness of the underlying pixel-grid, the estimated
length varies with the orientation on the object. To the best of our knowledge,
the variation of contour-length with respect to rotation has not yet been studied
in the literature. In this paper, we propose a new length-estimator based on the
concept of stitched digital cover for digital curves and digital objects. We also
study the change in contour-length caused by rotation of the object and ana-
lyze their correlation for the purpose of identifying the angle of its rotation with
respect to a reference position.

Digitization of the continuous contour of a real object leads to a sequence of
discrete points that are sampled from the contour based on the chosen pixel-grid
c© Springer International Publishing AG 2017
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geometry. For the purpose of length estimation [5] for a digital contour, previous
researchers used different measures such as chain code [8] digital straight line
segment (DSS) [10], or minimum-length polygonal approximation (MLP) [13].
The DSS-method is based on the partition of a digital curve into digital straight
segments, whereas the MLP-method relies on the construction of the minimum-
length polygon in an open boundary of a digital region [10]. Klette et al. reported
a comparative study on the performance and accuracy of such length-estimators
[10]. Further studies on length-estimators for binary images were reported by
Kulpa [12]. Proffit and Rosen [15] derived various properties of a digital contour.
Kenmochi et al. [9] had proposed had proposed a boundary-extraction method
using combinatorial topology.

The effect of rotation on digital contours has been studied by several research
groups. Bennett et al. [2] defined quantization noise and analyzed the curvature
of a digital object in a quantized environment. Contour length and area esti-
mation through volume measurement was reported by Verbeek et al. [16]. The
change in object-contour and shape due to rotation is observed to satisfy cer-
tain characteristics for rotation and scaling-invariant systems [6,14]. Wang et al.
designed a rotation and scaling-invariant shape descriptor by introducing a hier-
archical string-cut method to partition a shape into multi-level curve segments
[17]. Farooque et al. proposed a scale-invariant feature-transformation system
for object recognition [7]. In this work, we propose a new method for length-
estimation and study the effect of rotation on the contour-length of a digital
object We show that this technique can be effectively used to detect positioning
error (rotation) [4] in an X-ray imaging system.

2 Definitions

Digital plane - The digital plane, Z2, is the set of all points having integer
coordinates in the real plane R

2. A point in the digital plane is called a digital
point, or a pixel in the case of a digital image.

k-connectedness - The set of k adjacent points of a point p(x, y) ∈ Z
2 is rep-

resented as Nk(p) := {(x′, y′) : (x′, y′) ∈ Z
2 ∧ max(|x − x′|, |y − y′|) = 1}. Each

point in Nk(p) is said to be a k-neighbor (k = 4 or 8) of p. Two points p and
q are k-connected in a digital set S ⊂ Z

2 if and only if there exists a sequence
hp := p0; p1; . . . ; pn := qi ⊆ S such that pi ⊂ Nk(pi − 1) for 1 ≤ i ≤ n. For
any point p ∈ S, the set of points that are k-connected to p ∈ S is called a k-
connected component of S. In this work, we have used 8-connectedness to define
the inner and outer digital cover of an object.

Digital object - A digital object is a finite subset of Z2, which consists of one
or more k-connected components.

Digital grid - A digital grid G := (H;V ) consists of a set H of horizontal
(digital) grid lines and a set V of vertical (digital) grid lines. The intersection of
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vertical and horizontal grid line at the point (i; j) ∈ Z
2, is called a grid point.

Object Cover - The contour points of a real life object may not exactly fall on
the pixel grid points after digitization (as shown in Fig. 1(a) shows the outer cover
of the object). For a given digital object S, the outer Jordan digitization J+(S)
is defined as the union of all such 2-cells (grid squares) that have non-empty
intersections with S, and the inner Jordan digitization J−(S) is the union of all
2-cells that are completely contained within S [11]. Jordan digitization (inner or
outer) gives the union of cells but does not specify the (inner/outer) covers as a
sequence of vertices.

To define the digital contour of a real object, we propose single-pixel thin
inner and outer cover using 8-connectedness. We consider J to be a finite rec-
tangular subset of Z2, which contains the entire object S. Let the height h and
the width w of J be such that the grid size, g, divides both h− 1 and w− 1, and
the boundary unit grid blocks (UGBs) of J do not contain any part of S [3].
Outer digital cover - The outer digital cover of an object is defined as the set
of pixels (Co’s) that belong to the 8-neighbour of any contour point (cpi) of
the object outside the object region. Thus, from any point outside the object
boundary, if we move towards a point on the object contour, the respective outer
digital cover point will be the last pixel point (outside the object region) before
reaching the object contour. Figure 1(b) shows the outer digital cover of the
object with yellow points mark the selected pixel grids for outer cover.
Inner digital cover - The inner digital cover of an object is defined as the set of
pixels (Ci’s) that belong to the 8-neighbour of any contour point (cpi) of the
object inside the object region. Thus, from any point inside the object, if we
move towards a contour point, the respective inner digital cover point will be
the last pixel point before reaching the object boundary. Figure 1(b) shows the
inner digital cover of the object with red points mark the selected pixel grids for
inner cover.
Stitched digital cover - In the proposed length estimator, we have used a novel
stitched digital cover. The stitched digital cover of an object is defined as the
set of points (Cs’s), where each Cs denotes the middle point between every pixel
(Co) on the outer-cover and its nearest pixel (Ci) lying on the inner-cover.

(a) (b)

Fig. 1. (a) Object without pixel grid, (b) Object on pixel grid with outer (yellow) and
inner (red) cover (Color figure online)
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3 Proposed Approach

Accurate computation of the perimeter of a real life object in digital domain
is a challenging task. We have proposed an approach based on stitched digital
cover to compute the perimeter of the object. In this approach, the object (S) is
placed on a digital grid (g) and the inner and outer digital covers are generated
based on the occupancy of the object contour in each grid cell [3]. The stitched
cover is then computed by using the pixels from both inner and outer cover.
The proposed algorithm (getstitchlength(S,g)) is shown in Fig. 2. Here the grid
is considered as unit grid (g = 1) for generation of the tightest cover. For each
pixel pi in the outer cover of S, the nearest inner cover pixel qi is identified from
8-neighbouring pixels of pi (clock-wise direction). The arithmetic mean (mi) of
the coordinate positions of each (pi,qi) pair is computed from the pixel positions
of pi and qi (as shown in Fig. 3).

Procedure getstitchlength(S,g) � S:object, g:grid size
1: lnouter ← getouter(I, g)
2: lninner ← getinner(I, g) � Computes inner and outer cover
3: for each pixel pi in lnouter

4: Find nearest neighbour qi in lninner using 8-connectivity
5: lnmean(i) ← mid-point of pi and qi pixel positions

6: loop i
7: conlength ← Euclidean distance among lnmean pixels
8: return conlength

Fig. 2. Stitched cover generation and length estimation algorithm

Inner cover grid

Outer cover grid

Middle point
Stiched cover

)b()a(

Fig. 3. (a) Proposed stitched cover (in red), (b) Magnified view of region ‘A’ (Color
figure online)
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3.1 Effect of Rotation on Object Contour

On rotation of the object, the position of 8-nearest neighbour grid pixels change
for inner and outer digital contour. This results in the change in digital contour
length under rotation. Chain code representation of object contour [8] shows that
the direction of contour pixel traversal can have three possible values - vertical
(top and bottom), horizontal (left and right), and diagonal (corners positions)
(Fig. 4(a)). Thus the length of each move in contour traversal is unity (for vertical
and horizontal move) and

√
2 (for diagonal move). Figure 4(b) shows the chain

code direction of pixels in a digital curve contour. The contour length of the curve
is computed from the number of diagonal pixels (5 pixels, each contributing√

2) and number of horizontal or vertical pixels (3 pixels, each contributing
unit length). As a result of object rotation, few horizontal or vertical pixels are
re-positioned as diagonal pixels, and few diagonal pixels are re-positioned as
vertical pixels. This results in change in contour length of the object. We have
studied this change in digital contour length with each 10o of object rotation
with respect to its centroid. Figure 4(c) shows the variation in contour length
of a rectangular object with angle of rotation varies from 0o to 90o. It can be
noticed that the contour length is minimum at 0o and it changes with increase
in angle of rotation. The contour length becomes minimum again at 90o.
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Fig. 4. (a) Chain code directions, (b) Digital curve of length (3 + 5
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2), (c) Length
variation of rectangle with angle of rotation

4 Applications to Positioning-Error Detection

Studies on object rotation may find several applications in image registration,
hand-writing analysis, contour-length estimation, and in other areas [2,7,17].
We have studied the application of object rotation in the domain of medical
image processing. A common error in X-ray imaging is positioning error. In
many situations, portable X-ray machines are used to take X-ray of bedridden
patients. In such scenarios, the chest, femur, knee X-ray images appear with
position error due to angular posture of the patient [4]. The study on change in
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image contour length with rotation can be applied to detect the wrong posture
of the patient automatically and help technician to correct the position before
capturing the final image. Figure 5(a) and (b) show the chest X-ray taken at
correct position and the segmented contour of the left chest. Entropy based
segmentation [1] is applied to segment the chest contour from the X-ray image.
If positioning error occurs, the chest appear in rotated posture (shown in Fig. 5(e)
and (f)). We have performed the analysis of normal and rotated chest contour.
These contour images are rotated from 0o to 90o and the histogram of vertical
and horizontal pixels and diagonal pixels at every 10o change in rotation are
generated. Figure 5(d) shows that number of diagonal pixels is minimum at 0o

and it changes with rotation for normal chest contour (Fig. 5(b)). For rotated
chest contour (Fig. 5(f)), the minimum number of diagonal pixel doesn’t appear
at 0o (as shown in Fig. 5(h)). This analysis indicates that the positioning error
(rotation) in X-ray can be detected by analysing the erroneous X-ray image.
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Fig. 5. (a) Chest X-ray (normal position), (b) Segmented left chest contour (normal),
(c) Horizontal and vertical pixel count of (b), (d) Diagonal pixel count of (b), (e) Chest
X-ray (positioning error-rotation), (f) Segmented left chest contour (positioning error),
(g) Horizontal and vertical pixel count of (f), (h) Diagonal pixel count of (f)

5 Experimental Results

To quantify the effect of rotation on object contours, several binary test images
are taken. The expected or actual perimeter length is calculated using chain
code. After that, the objects are placed on digital grid of size 1 × 1 to calculate
the inner and outer digital cover and compute the stitched cover length. For



Does Rotation Influence the Estimated Contour Length of a Digital Object? 185

each pixel on the outer cover, the nearest inner cover pixel is identified and the
stitched cover point is computed as the mid-point of the inner and outer cover
pixels. We calculate the Euclidean distance (ei) between each pair of stitched
cover points (pi, pi+1) and the stitched cover length is computed as

∑
ei. For an

arbitrary curve with concave or convex curvatures, the number of pixels in the
outer-cover (inner-cover) may be larger (smaller) than that on the actual contour.
In such scenarios, multiple outer-cover pixels may map to the same inner-cover
pixel while generating the stitched-cover; the number of pixels on the stitched-
cover points may be less than that on the actual contour of the object. Since
the chain-code is constructed on the basis of the connected contour-pixels of the
object, the length computed based on stitched-cover is observed to be slightly
less than or equal to that computed from the chain code length. For some convex
polygonal shapes such as rectangle and square, the two method yields the same
value of the estimated length. Figure 6(a) shows the variation of estimated length
from chain code length of different images. We have also predicted the length of
an object at any unknown angle from the length at known angles. Figure 6(b)
shows that the length of heel X-ray image at any unknown angle is predicted
from the length of the same object at known angles. Here the contour length of
heel X-ray is computed by proposed approach after each 10o of rotation about
its centroid. The contour length at any unknown angle is predicted by computing
the mean length between two known angles. This prediction performs better for
symmetric objects.

Length (chain code) Length (stitched cover)
Bird shaped object Knee bone Circle Rectangle

Predicted length

Length
(using proposed approach)

)b()a(

Fig. 6. (a) Comparison of contour length estimation of different object, (b) Length
estimation at different angles for heel X-ray image

6 Conclusion

In this paper we study the effect of rotation on the length of a digital contour and
propose a new contour-length estimator. This study can be extended to develop
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an automated system for the detection of X-ray positioning-error. It can also be
applied for efficient image registration.
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Abstract. The world population continues to grow. The size of gatherings at
various venues under different circumstances is tremendously increasing. Any
mass assembly has potential risk of the lethal crowd disaster. The various algo‐
rithms in computer vision techniques are being developed as a part of proactive
system for crowd management. This paper presents novel approach to identify
abnormal crowd behavior. The algorithm employedoptical flow method to esti‐
mate displacement vectors of moving crowd and computation of crowd motion
energy. The crowd motion energy was further modified by crowd motion intensity
(CMI). The peaks in the CMI characteristics were the indicators of abnormal
activity and were detected more accurately by applying threshold. The algorithm
has been tested on standard UMN dataset with an average accuracy of 91.66
percentages. The accuracy has been improved with application of threshold.
Adaptive threshold may aid to further improve the performance of algorithm.

Keywords: Crowd motion analysis · Mixture of Gaussian · Motion estimation ·
Crowd motion intensity · Farneback method

1 Introduction

It has been observed that, the public security has become important and necessary issue
[1]. With increase in population as well as increase in urbanization, human activities are
becoming more and more frequent. Traditional video surveillance systems require
security personnel to monitor the screen for long time and that causes fatigue [2]. Also
monitoring multiple screens at the same time is a tedious job. In order to monitor the
human activity from multiple screens, it is necessary to interpret abnormal events auto‐
matically.

1.1 Previous Work

Crowd behavior analysis from surveillance systems has become popular in the field of
computer vision. The methods for crowd analysis can be either machine learning or
threshold based. When the crowd activities aremodeled perfectly to differentiate
between normal and abnormal activity, machine learning methods are used. But such
modeling is difficult. While threshold based methods are used to extract indicators for
recognition. T. Cao et al. [1] has used histograms of direction of optical flow vectors for
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crowd behavior analysis. G. Wang et al. [2] have used Harris corner as feature and
detected motion state by adjacent flow estimation. Z. Zhang et al. [3] have analyzed
crowd behavior based on motion intensity variation and wavelet analysis. Yang Liu et al.
[4] have detected abnormal behavior in crowd using dynamic threshold on crowd motion
intensity.

1.2 Overview

The crowd behavior is modeled by the crowd motion energy. The proposed method
combines motion estimation and crowd motion energy for abnormality detection. Farne‐
back method is applied on preprocessed video frames to find optical flow vectors of non-
stationary objects i.e. moving crowd. Estimated vectors are used for calculating crowd
motion intensity (CMI) of a frame. The thresholding of estimated CMI values further
improves the performance of the system. The paper discusses the method in sections.
Section 2 discuss the methodology, Sect. 3 proposes the method of abnormal event
detection, Sect. 4analyses experimental results, Sect. 5 concludes the method and
Sect. 6 proposes some future work.

2 Methodology

The Fig. 1 shows the algorithm of method. The subsections describe each step in detail.

2.1 Preprocessing of Video Frames

The background subtraction is one of the preprocessing steps in vision based application.
The Mixture of Gaussian (MoG) model is used for background subtraction [5]. MoG
requires less computations and memory. It is adaptable to illumination changes in the
scenes. The main equation of MoG is

∑K

i=1
𝜔i,t.𝜂

(
u;ui,t, 𝜎i,t

)
(1)

It is modeled by Gaussian components. Here K are components of weight ‘ω’, inten‐
sity mean ‘u’ and deviation of ‘σ’ for each frame, ‘t’ [5]. These Gaussian components
are used to model background pixels [5]. Gaussian components are updated by
comparing learning factor of new pixel and previous pixel. If both are same then that
pixel is considered as foreground. Figure 2 shows sample frame of the dataset [6] and
its background extracted frame.
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Fig. 2. Sample frame(left), background extracted frame (right)

2.2 Motion Estimation

The preprocessed image is used to find out the motion of the crowd. To estimate motion
from the scene, gradient based optical flow method is popular [7]. Following paragraph
describes advantages and disadvantages of optical flow methods. Lucas and Kanade [7]
method can work even in noise and can detect several actions but is not practical for
overlapping objects. While Censos [7] method can handle large displacement and can
work in real time even in variable illumination. But it cannot work with edges; it does
not consider low contrast information. Black and anandan [7] method provides smooth
optical flow even at boundaries but cannot work in real time. Brox method can work in

Fig. 1. Steps of method
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variable illumination and also with large displacement but cannot consider complex
crowd scenes. Farneback [8] method is fast and linear and does not assume spatio-
temporal consistency but it cannot handle large displacement. For the application like
crowd analysis Farneback method of motion estimation is used as it serves the purpose
of finding displacement. In Farneback method, two successive frame are considered for
finding displacement vector and it considers spatial change [8]. When compared with
various methods in the literature, Farnebackis fast and linear and does not assume spatio-
temporal consistency. While applying Farneback method video frames are approximted
by polynomials and then motion for each pixel is estimated. Only the quadratic poly‐
nomialis considered as it gives local change. Each pixel is approximated as

f (x) ∼ xTAx + bTx + c (2)

Where ‘A’ is symmetric matrix, ‘b’ is a vector and ‘c’ is scalar. The weighted least
square fit to signal values of neighborhood is used to find out the coefficients. Now
consider polynomial for the first frame pixels as Eq. (3) and for next frame with
displacement ‘d’ as Eq. (4)

f1(x) ∼ xTA1x + bT

1 x + c1 (3)

f2(x) = f1(x − d) = (x − d)
TA1(x − d) + bT

1 (x − d) + c1 = xTA2x + bT

2 x + c2 (4)

Equating coefficients of Eqs. (3) and (4),

A2 = A1 (5)

b2 = b1 − 2A1d (6)

c2 = dTA1d − bT

1 d + c1 (7)

If A1is non-singular then Eq. (6) can be solved to find ‘d’ as

d = −
1
2

.A−1
1

(
b2 − b1

)
(8)

This displacementvector, ‘d’ will give motion vector corresponding to displacement.
Figure 3 shows optical flow of consecutive frames and color codes to interpret it. For
each angle the color is different.
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Fig. 3. Optical flow of consecutive frames (left),color code (right)

2.3 Computation of Crowd Motion Energy and CMI

Every moving object has motion energy which is kinetic energy that is proportional to
magnitude of displacement vector [3].

Ei =
∑n

j=1
mjd

2
j (9)

Ei is the kinetic energy of crowd of ith, frame, dj is the magnitude of motion vector
of jthframe, n is the total number of frames and mj is the weight of motion vector. For
similar objects, mj = 1 but for global scene it is modified by multiplying kinetic energy
by ρi, which is foreground to background ratio and this modified equation is known as
CMI given by Eq. (10), further the CMI is normalized to plot.

CMIi = 𝜌i

∑n

j=1
d2

j (10)

3 Detection of Abnormal Behavior

CMI values are quite steady when the crowd is walking with normal speed. CMI values
are changing drastically when the speed of the crowd changes. The variation in CMI
values are indicated by the plot in Fig. 4. The peak values are the maximum values of
CMI. These peak values are detected using first order difference as shown in Fig. 5 by
using Eq. (11).

Diff (i) = CMI(i + 1) − CMI(i) (11)

As CMI values are collected in an array the first order difference is same as difference
of consecutive values. From Fig. 5, it is clear that the abnormal activity has been defi‐
nitely started at frame number indicated by first detected pointand safety measures can
be taken further after detecting such activity to evacuate crowd from dangerous or panic
situations.
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Fig. 4. CMI plots of datasets

Fig. 5. Abnormal crowd behavior detection

4 Experimental Results

The proposed method is tested successfully on standard UMN dataset [6] which is
publicly available. The analysis is done by using OpenCV-Python. The dataset is divided
into set of videos. Each video has sequences of normal walking of people as well as
running people. The event where they start to run is detected. The resolution of the video
dataset is 1280 × 720. Some set of videos in dataset has same type of background while
some has different. Table 1 shows experimental results on dataset. It show peak values
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of CMI from graphs as well as observed change in behavior of crowd. The accuracy of
algorithm can be found out by Eq. (12).

%Accuracy = 100 −
ExperimentalValue − ActualValue(Manuallyobserved)

ActualValue(Manuallyobserved)
∗ 100 (12)

Table 1. Experimental results on datasets

Dataset Total number of
Frames

Applied threshold Observed change
in behavior of
crowd at frame
number (Actual
value)

Observed first
peak at frame
number
(Experimental
value)

Accuracy (in %)

Dataset1 307 0.05 179 183 97.77
Dataset2 330 0.05 179 179 100
Dataset3 325 0.05 220 239 91.36
Dataset4 328 0.05

0.04
253 282

278
88.54
90.12

Dataset5 330 0.05
0.02
0.01

160 186
175
167

83.75
90.62
95.62

Dataset6 271 0.05
0.02
0.01

170 195
177
174

85.30
95.82
97.65

Dataset7 302 0.05
0.02

164 200
165

78.05
99.39

Dataset8 313 0.05
0.01

220 239
231

91.36
95.00

Dataset9 310 0.05
0.02
0.01

174 204
190
179

82.76
90.80
97.13

Dataset10 291 0.05
0.02

180 199
193

89.44
92.78

From Table 1, it is observed that the peaks of CMI are detected accurately by varying
threshold values to CMI. It is observed that if the threshold value is less than 0.05, some
dataset shows false detection, while some shows more accurate detection. For some
datasets it is observed that if threshold is decreased accuracy is increased. The proposed
algorithm is tested successfully on dataset with average accuracy of 91.66%.

5 Conclusion

The proposed system presents novel method of detection of abnormal events in crowd
by finding crowd motion energy and applying variable threshold. The advantages of this
system are:

1. The threshold based crowd energy method does not require any supervision hence
this method is novel in its approach as compared to existing methods.

2. The method is independent of background of the scene.
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3. Since from experimental results, it effectively detects abnormal event at the begin‐
ning it can be used for management of crowd.

4. The system can be used in crowd surveillance applications such as stampede detec‐
tion and prevention in places where people gather together in large number.

The proposed method effectively detects the abnormal events from video scenes with
accuracy of 91.66 percentages. The adaptive threshold technique will further improve
the accuracy.

6 Future Work

The proposed system can be made more robust by including method which will work
even in bad illumination and more crowd characteristics. It will also cover tracking
methods for complex situations. The system accuracy can be further improved by using
algorithm for adaptive threshold which will be adaptable as per the crowd motion inten‐
sity values. Further the algorithm can be enhanced to work in real time using hardware
platform.
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Abstract. Object Tracking has primarily been characterized as the
study of object motion trajectory over constraint subspaces under
attempts to mimic human efficiency. However, the trend of monotonically
increasing applicability and integrated relevance over distributed com-
mercial frontiers necessitates that scalability be addressed. The present
work proposes a system for fast large scale facial tracking over distributed
systems beyond individual human capabilities leveraging the computa-
tional prowess of large scale processing engines such as Apache Spark.
The system is pivoted on an interval based approach for receiving the
input feed streams, which is followed by a deep encoder-decoder network
for generation of robust environment invariant feature encoding. The sys-
tem performance is analyzed while functionally varying various pipeline
components, to highlight the robustness of the vector representations
and near real-time processing performance.

Keywords: Distributed facial tracking · Auto-encoders · Spark
streaming

1 Introduction

Recently, visual representation and tracking has been subject to motivated
research owing to increased relevance and interoperability with innumerable
application domains such as criminal tracking, object tagging [3] etc. Effi-
cient tracking requires learning of good feature representations that exhibit dis-
criminative ability as well as robustness to data variance. Consequently, volu-
minous literatures have been produced and feature extraction methodologies
have evolved significantly. These have largely been holistic or patch based [8].
Advancements in localized vectorization for generation of feature maps forms
the basis of recent progress.

Auto-encoders [1] produce a non-linear representation which, unlike that
of PCA or ICA, can be stacked to yield deeper levels of representation. More

c© Springer International Publishing AG 2017
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abstract features [5] can be perceived at deeper levels, enhancing the discrimina-
tive power of the feature descriptor. Facial features are subject to variance due
to pose problems, background clutter, illumination variations. Using an implicit
algorithm for capturing geometric information encoded into the descriptors, the
issue of pose problem and misalignment can be tackled [2]. Simple elastic and
partial metric proposed by Gang can also handle pose change and clutter back-
grounds [4].

Object tracking has largely been characterised and defined as the problem
of estimating the trajectory of a moving object [9] over constrained subspace.
Several near real-time systems such as A Real-time face tracker [11], Pfinder
[10], patch flow based [9] have been researched and reported with attempts to
achieve human like accuracy in effortlessly tracking objects of interest. Eigen-
faces, obtained by performing PCA on a set of faces are commonly used [11]
to identify faces. However, increasing demands of real life applications such as
vehicle navigation, traffic monitoring and surveillance, search and rescue opera-
tions to name a few imply that flexibility be exercised to include tracking that
may require optimally fast and efficient search over large geographical subspaces
that is beyond individual human capabilities involving the use of large scale
distributed datasets.

2 Problem Formulation

In the present work, we propose a near real-time system employing an interval
based programming approach for nodal tracking over distributed live streams
or databases using a non-parametric supervised classification technique. The
present work simulates the proposed approach with facial tracking over uncon-
strained geo-spatial subspaces owing to enhanced relative generality and relia-
bility, while stating that similar work shall be extended to other vision based
applications with relative ease. The system we propose seeks to leverage the par-
ticular computational prowess of large scale processing engines in applications
involving reuse of working set across parallel operations [12] while assuring fault
tolerance, consistency and seamless integration with batch processing, all which
are critical considerables for scalable and reliable execution.

3 Proposed System

The proposed system is used to achieve near real-time, efficient tracking of
individuals over large geographical subspaces. The system constituents can be
largely characterised as A Master Node, Worker Nodes, Camera Nodes and
Request Tracking Node. A high level overview of the system architecture has
been depicted in Fig. 1. The stages in the pipeline are

– Feature Generation
– Facial Identification
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We utilize spark streaming, from the Apache Spark stack, as a core component
for streaming computation tasks. The system defines multiple input streams
obtained by receiving records feed directly from client or by interval defined
loading from external data storage file systems, where it may be placed by a
log collection system [13]. The feature generation stage is represented in Fig. 2.
Facial Extraction and Component Definition is done using a region based Single
Shot Detector [6]. The fast processing speed, 30–35 fps, and efficiency at various
aspect scales enabled segregation of the components. The feature vectors are
generated by passing the concatenated component vectors through the CAE.
The feature vectors generated as a result of the computation associated with the
previous phase are stored in the spark database distributed optimally over the
worker nodes by the master. The database is characterised by 2 major tables
T1 and T2. T1 contains tuples of unique human faces identified or obtained from
organizational records with attributes: human id, feature vector. T2 charac-
terises the occurrences of the human faces at different nodes as unique tuples,
having attributes as: auto id, human id, node id, timestamp. This facilitates
querying over the table using a nearest neighbor approach to identify the indi-
vidual.

Fig. 1. Overall System Architecture - The jth camera node with unique IP on the local
network, of ith block transmits the live feed to the block worker via network switch
for the block. Apache Worker kept at control room of ith block receives live feeds from
all cameras are fed to Apache Spark Worker. For every face detected in the frame, the
computation flow takes place as discussed in Fig. 2.

4 Experiments and Results

In the following section, the proposed system performance is analyzed as a func-
tion of various deterministic parameters, by simulating under approximate set-
tings. For the simulation, we hand-picked images from standard facial bench-
marks - Labeled Faces in the Wild-a (LFW-a) & IARPA Janus Benchmark A
(IJB-A). The images were fed into the client library following an interval based
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Fig. 2. Generation of Feature Vector - A representation of the generation of feature
vectors for the jth extracted face f(t, i, j) from the ith time variant input frame I(t, i)
at the time t. The output of normalization procedure N(f(t, i, j)) is operated upon to
extract components for generation of robust descriptors using CAE.

approach to facilitate micro-batch generation for processing on the cluster work-
ers. We used a multi-node Apache Spark cluster, with nodal configuration 2.6
GHz Intel i7 second generation processors and 8 GB RAM. Near real-time track-
ing was achieved employing k-Nearest Neighbours (k-NN) algorithm over the
distributed database generated over the multi-node by integrating with MLlib
[7]: the machine learning library supported by Apache Spark in simulated video
feed environments while varying the parameters to obtain appropriate results as
explained next.

Fig. 3. The reconstruction loss is plotted against the number of training epochs for
varying lengths of feature vectors for the auto-encoder trained with (a) adadelta (b)
adam optimizer.

4.1 Reconstruction Loss Analyzed on the Variation of Feature
Length

From Fig. 3(a) and (b) we see that applying Adam optimizer produces better
results in the present problem setting. Adam, if compared to Adadelta, is seen to
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perform better because, in addition to saving a functional average of past squared
gradients, it also stores the functional average of past gradients. Decreasing
reconstruction loss depicts the increasing descriptive efficiency and invariance of
the feature descriptors by a contractive auto-encoder.

4.2 Query Processing Time Analyzed as a Measure of the Facial
Components

As evident from Fig. 4, an increase in number of facial components extracted
is associated with a marked increase in the processing time for 300 queries in
case of a single worker node scenario. Graphical representation for 2 and 3 node
scenario exhibit a slightly leaner growth rate of the processing time as a func-
tional measure of the number of components, but these may have significant
considerations in practical settings.

Fig. 4. Processing time for 300 queries, measured in ms, is plotted against differing
number of components for 1, 2 and 3 worker nodes.

4.3 Query Processing Time with Varying Worker Nodes

Increasing range to greater geographical subspaces implies the need for enhanced
computational processing power, which can be achieved by more worker nodes.
The master ensures locality of computation on worker nodes, however in specific
scenarios it may shift records between the worker nodes to ensure more equitable
load balancing. Keeping the total record penetration of the database constant,
a decrease in query processing time is observed on increasing the number of
slave worker nodes in Fig. 5. Further this rate of growth is witnessed to depict
flattening tendencies as number of worker nodes are further added to the cluster.

4.4 Performance of Proposed System

The number of facial components impacts the dimensional complexity of the fea-
ture descriptors and correspondingly their descriptive power. The performance
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Fig. 5. The processing time for 300 queries on the database generated by the system
is plotted against the number of workers for varying number of records. The system
exhibits near real-time performance taking time less than 20 ms for 300 queries.

of the system in terms of True Acceptance Rate at False Acceptance Rate =
0.01 and Recognition Rate at Rank-10 is presented in Table 1. Query processing
is analyzed for different number of facial components (hence, varying feature
length) under consideration.

Table 1. Performance of the proposed system. TAR is reported at FAR = 0.01 for
verification, Recognition Rate at Rank-10 is reported for identification.

Feature length TAR Rank-10

256 bits (4 components) 0.587 0.608

384 bits (6 components) 0.651 0.694

512 bits (8 components) 0.718 0.732

5 Conclusions

Recent attempts in tracking have sought to implement paradigm like human
vision for analysing motion trajectory. No work to our knowledge has performed
tracking at similar scale in real-time, rather major works have focussed on sub-
spaces small as frames of single camera feed. The present work tries to provide
a solution into the particularly untapped and critical task involving large sub-
spaces that is beyond individual human capabilities. The work aimed to provide
a baseline to propel further penetration in the domain. The proposed system is
a multilevel hierarchical model based on Spark streaming to feed input streams
that uses a deep contractive encoder-decoder model to generate robust vector
encoding and a penultimate classifier for searching over the distributed database
prior to final path determination. The processing and path retrieval depicted
near real-time performance that provides encouragement for applicability into
varied commercial settings.
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Abstract. In this paper we have developed a novel face detection
method using the Stockwell and the log dyadic wavelet transform fea-
tures, following the cascaded face detectors framework. Stockwell trans-
form (ST) time frequency distribution of an image region is known for
its excellent feature representational capabilities (due to the high res-
olution of the distribution). Log dyadic wavelet transform (LDWT) is
capable of representing image patches with high accuracy. We have used
the Stockwell transform and the log dyadic wavelet transform for rep-
resenting the facial features effectively. Our face detection method con-
sists of two stages. The first stage consists of a cascade of 4 face detec-
tors constructed using discriminative facial ST features selected by the
ADABOOST feature selection method. The second stage consists of a
cascade of 4 more face detectors, each of them is a SVM classifier trained
with face/nonfacial LDWT features. We have conducted our face detec-
tion experiments on the well known CMU-MIT and FDDB face detection
datasets to verify the efficacy of our method.

1 Introduction

Face detection system involves location of human face regions and their size in
a given digital image. A face recognition system relies heavily on a good face
detection system. A face recognition system can recognize faces in an image
only after a face detection system has identified regions of face in it. Recently
Jun et al. [5] also developed a face detection system based on cascaded face
detector framework. They used the ADABOOST algorithm [3] to select the best
LBP features and their location on the face images. For each detector of the
cascade, multiple LBP features were selected and incorporated in the detector
until nearly 100% detection rate and around 50% false alarm rate was achieved
on the test face/nonface images. They then repeated their work by replacing
the LBP features by the LGP features which showed an improvement over their
LBP based face detector. Further they repeated the same experiment using a
hybrid of LBP, LGP and BHOG descriptors. In each stage of the ADABOOST
feature selection based face detector system, they selected highly discriminative
mixture of LBP, LGP and BHOG features on the face images. While LBP was
global illumination invariant, LGP was local illumination invariant and BHOG
c© Springer International Publishing AG 2017
B.U. Shankar et al. (Eds.): PReMI 2017, LNCS 10597, pp. 203–211, 2017.
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captured bigger facial parts like nose, eyes, etc. Because of all these features they
could develop a more better face detection system than their previous one.

2 The Stockwell Transform and the Log Dyadic Wavelet
Transform

Stockwell transform [1] based time frequency distribution (TFD) of a signal is
found to be more accurate (Fig. 1 shows the results of our experiments conducted
to demonstrate this fact) than the time frequency distribution obtained through
other traditional transforms like the short time Fourier transform (STFT) and
the Gabor transform. The log dyadic wavelet transform based representation of
image signals [4] is more accurate than the representations obtained through the
traditional discrete wavelet transform (Fig. 2 shows the results of our experiments
conducted to demonstrate this fact). Hence we have used the ST and the LDWT
in our face detection system for representation of image features.

Fig. 1. (right) The last row is a synthetic signal obtained as a sum of the other 5 sinu-
soids above. (left) The Stockwell transform based time frequency distribution charac-
terizing the synthetic signal accurately both in time and frequency axes.

Fig. 2. (plot at the top) 1D Signal with sharp edges. (plot at the bottom) Edges
detected accurately by convolving the signal with the 1D LDWT kernel.
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3 Proposed Method

Our face detection system consists of two stages. The first stage is made up of
a cascade of 4 face detectors each being constructed using highly discriminative
Stockwell transform based feature classifiers and the second stage is made up of a
cascade of 4 more face detectors each being a SVM classifier trained using LDWT
coefficients of face/non face training images. Each face detector is constructed in
such a way that they have 99.5% face detection rate and 50% false alarm rate.
Given a sample image at the input of the face detection system, each detector
rejects non face regions in it and forwards the probable face image regions to
the next face detector in the cascade. At the output, our system is supposed to
localize the face regions in the input image.

3.1 Construction of Stage 1 Face Detectors

Highly discriminative Stockwell transform based features (Stockwell transform of
3× 3 and 5× 5 size regions on face/non face training image samples) are selected
as classifiers using the ADABOOST feature selection method, in constructing the
face detectors of stage 1. We have set the parameters of the Stockwell transform
in such a way that for a 3× 3 size image signal, we obtain a 3 × 9 size TFD plot
and for a 5× 5 size image signal we obtain a 7 × 25 size TFD plot. Following are
our Stockwell transform based features from which highly discriminative ones
are selected as feature classifiers of the face detector.

1. Stockwell transform TFD of a 3× 3 size image region, ST3Fi(x, y), around
every pixel (x,y) of a face image sample is computed (at x = 2,3,4,......21,
y = 2,3,4......23) for all face image samples i = 1,2,3.....16000. Figure 3 shows
some of the 3 × 3 size image regions (at locations (2,2), (2,7), (2,21), (23,2)
and (23,21) of an imaginary face image Fi), whose Stockwell transform TFDs
ST3Fi(2, 2), ST3Fi(2, 7), ST3Fi(2, 21), ST3Fi(23, 2) and ST3Fi(23, 21) are
computed.

2. Similarly Stockwell transform of a 5× 5 size image region, ST5Fi(x, y),
around every pixel (x,y) of a face image sample is computed (at x = 3,4,......20,
y = 3,4......22) for all face image samples i = 1,2,3.....16000.

3. Stockwell transform of a 3× 3 size image region, ST3NFi(x, y), around every
pixel (x,y) of a non face image sample is computed at x = 2,3,4,......21,
y = 2,3,4......23, for non face image samples i = 1,2,3.....16000.

4. Stockwell transform of a 5× 5 size image region, ST5NFi(x, y), around
every pixel (x,y) of a non face image sample is computed at x = 3,4,......20,
y = 3,4......22, for non face image samples i = 1,2,3.....16000. Note that
ST3Fi(x, y), ST5Fi(x, y), ST3NFi(x, y) and ST5NFi(x, y) are all vectors of
either size 3 × 3 or 5× 5.

Apart from these our method uses the following features during the face
detector construction.
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Fig. 3. The 3× 3 size image regions used in computing ST based features.

1. Mean Stockwell transform feature mean3F (x, y), of 3× 3 size image regions
of face image samples at location (x,y) is computed as

∑
ST3Fi(x, y)/16000,

where the summation is over i = 1,2,3.....16000. This mean is computed
at all locations x = 2,3,4,......21, y= 2,3,4......23, using face image samples.
Figure 3 shows some of the mean features computed at locations (2,2),
(2,7), (2,21), (23,2), (23,21) i.e. mean3F (2, 2), mean3F (2, 7), mean3F (2, 21),
mean3F (23, 21) and mean3F (23, 2)

2. Mean Stockwell transform feature mean3NF (x,y), of 3× 3 size image
regions of non face image samples is computed at location (x,y) as∑

ST3Nfi(x, y)/16000 where i = 1,2,3.....16000. This mean is computed at
all locations x= 2,3,4,......21, y = 2,3,4......23, using non face image samples.

3. Similarly mean5F (x,y) and mean5NF (x,y) are computed using ST5Fi(x,y)
and ST5NFi(x,y) features respectively (at x = 3,4,......20, y= 3,4......22). Note
that mean3F (x, y), mean5F (x, y), mean3NF (x, y) and mean5NF (x, y) are all
vectors.

4. Dist3Fi(x, y) = chi square distance of ST3Fi(x,y) from mean3F (x,y)
chi square distance of ST3Fi(x,y) from mean3NF (x,y) is the chi

square distance between the Stockwell transform feature of face image Fi,
ST3Fi(x,y) and mean facial Stockwell transform feature mean3F (x,y) over
the mean non facial Stockwell transform feature mean3NF (x,y).

5. Dist3NFi(x, y) = chi square distance of ST3NFi(x,y) from mean3F (x,y)
chi square distance of ST3NFi(x,y) from mean3NF (x,y) is the chi

square distance between the Stockwell transform feature of non face image
NFi, ST3NFi(x,y) and mean facial Stockwell transform feature mean3F (x,y)
over the mean non facial Stockwell transform feature mean3NF (x,y). Also
Dist5Fi(x,y) and Dist5NFi(x,y) correspond to 5× 5 features. Note that
Dist3Fi(x,y), Dist3NFi(x,y), Dist5Fi(x,y) and Dist5NFi(x,y) are all scalars.

A low value of Dist3Fi(x, y) indicates that this Stockwell transform feature
at (x,y) is a dominant feature of face images and also a recessive feature of
non face images. A large value of Dist3NFi(x, y) indicates that this Stockwell
transform feature at (x,y) is a dominant feature of non face images and also a
recessive feature of face images. Locations (x,y) which have a small Dist3Fi(x, y)
and a large Dist3NFi(x, y) (over all i = 1,2,3...16000) are the best candidates to
be a feature classifier (and hence are capable of distinguishing face image regions
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from non face image regions). This is what our ADABOOST feature selection
method does during face detector construction

Construction of First Face Detector of Stage 1: The cascade of face
detectors framework based on ADABOOST feature selection method (followed
by Viola and Jones [2]) is used in our method. Each of the face detectors in the
cascade is capable of performing face detection with around 99.5% detection rate
and 50% false alarm rate. Here we explain the procedure followed in constructing
the first face detector (out of the cascade of face detectors) of our face detection
system. Algorithm 1 along with Algorithms 2 and 3 is used in constructing the
face detector. Algorithm 1 goes through several iterations (calling Algorithms 2
and 3 in each iteration) selecting the next most discriminative Stockwell trans-
form feature classifier in each iteration and constructs the face detector using
these classifiers. The number of feature classifiers thus selected must be capa-
ble of performing face detection with a 99.5% face detection rate and 50% false
alarm rate. Using the Stockwell transform features explained above, Algorithms
1, 2 and 3 construct face detector as follows.

Algorithm 1

1. Assign weights to face training samples as Wf(i)=1/(2*number of face train-
ing samples) and and non face training samples Wnf(i)=1/(2*number of non
face training samples) for all i = 1,2,3....16000.

2. Using Algorithm 2 select the next most discriminative Stockwell transform
feature classifier

3. Construct a face detector using the feature classifiers selected so far and
evaluate its classification performance (the detection and false alarm rate)
using the classification method given by Algorithm 3.

4. If the classification performance of 99.5% detection rate and 50% false alarm
rate is achieved, the face detector construction is complete. Otherwise go to
step 2 to include the next most discriminative feature classifier into the face
detector under construction, after the following procedure:

– update (reduce) the weights of training samples which were correctly
classified in this round (in Algorithm 2 during step 2) as follows, Wf(i)=
Wf(i)∗Feat(iter).beta where i = index of correctly classified face samples,
Wnf(i)=Wnf(i) ∗ Feat(iter).beta where i = index of correctly classified
non face samples. By doing so the algorithm will not reselect a feature
classifier already selected in the previous rounds.

– Find weight sum, sum of weights of all samples. Normalize the weights
as follows: Wf(i) = Wf(i)

weight sum where i = 1,2,3,...fnum and Wnf(i) =
Wnf(i)

weight sum where i = 1,2,3,....nfnum such that the sum of sample weights
is again 1. Proceed to step 2 to incorporate a new feature classifier.
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Algorithm 2
1. The minimum possible classification error corresponding to location (x,y)
(assuming the Stockwell transform feature at location (x,y) as the classifier) and
scale 3 (i.e. 3 × 3 size features) is computed. For this computation classifica-
tion is done over all training samples (face/non face images). Minimum possible
classification error at location (x,y) and scale 3 is computed as follows:

– Sort the array Dist3Fi(x,y) where i = 1,2,3.....16000, in ascending order and
store it in Dist 3xy. Also sort Dist3NFi(x,y) where i = 1,2,3.....16000 and
concatenate it to Dist 3xy.

– for i =1:16000
set thresh=Dist 3xy(i);
Classify the training samples whose values in Dist 3xy are less than thresh
as faces and the rest as non faces. Comparing the classification result with
the ground truth compute the classification error. The sum of weights of the
misclassified samples is the classification error of iteration i, err3[i].
endfor

– min3(x,y)=minimum(err3) is the minimum possible classification error at
position (x,y) and scale 3.

2. Similarly we can find the min3(x,y) at all positions x= 2,3,4,......21,
y = 2,3,4......23. Similarly, using Dist5Fi(x,y) and Dist5NFi(x,y) we can find
min5(x,y) at all positions x= 3,4,......20, y = 3,4......22. The minimum among all
min3(x,y) (i.e. at positions x = 2,3,4,......21, y= 2,3,4......23) and min5(x,y) (at
all positions x = 3,4,......20, y = 3,4......22) gives us the position (X,Y) and scale
(which is 3 if minimum is from min3(x,y) or else 5 if minimum is from min5(x,y))
of the most discriminative feature classifier of this round.

3. Now the best classifier of the current iteration is at location (X,Y ). Record
classifier as Feat.loc=[X, Y]; Feat.scale=3 if minimum was obtained in err3
and Feat.scale=5 if minimum was obtained in err5; Let β = min err

1−min err and
Feat.beta=β, Feat.thresh=thresh value at (X,Y ) corresponding to the mini-
mum classification error, Feat.confidence=log( 1

β ).
return Feat

Algorithm 3: Tries to build a classifier of 99.5% detection and 50%
false alarm rate

val=0; conf sum=0
for i = 1:no of feature classifiers selected so far.

conf sum=conf sum + Feat(i).confidence
end
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Repeat

for each given test sample

1. for i=1:no of feature classifiers selected so far
– The ratio of sample-to-mean face by sample-to-mean nonface distance at

(x, y) = Feat(i).Loc i.e.

Distsample(x, y) =
chi square dist(ST3sample(x, y),Mean3F (x, y))
chi square dist(ST3sample(x, y),Mean3nF (x, y))

(1)

computed. Use scale 5 features if the classifier belongs to scale 5.
– If this ratio is less than Feat(i).threshold it implies that the ith feature

classifier of current iteration has decided the sample to be a face and the
classifier confidence is accumulated as val=val+ Feat(i).confidence.
end

2. val contains the confidence values of all the feature classifiers that decided
the sample as face. if val > par*conf sum the sample is decided as face else
as non face.

end
Compute the detection and false alarm rate using the decisions in step 2.

Until the best possible detection and false alarm rate is obtained by
varying the “par” value

After the construction of the first face detector, the non face training samples
are classified (Algorithm 3 is used for classification) and unclassified samples
are collected. For the construction of the second face detector of the cascade of
stage 1, we use the full set of face training samples and these misclassified non
face training samples. Like this 4 detectors of first stage are constructed.

3.2 Stage 2

Log dyadic wavelet transform (LDWT) features of the training samples are used
in constructing the 4 face detectors of stage 2. A SVM classifier is trained using
the LDWT features until the classifier shows a performance 99.5% detection
and 50% false alarm rate on the training samples. During the estimation of this
performance, the misclassified training non face samples are collected and along
with the full set of the training face samples the construction of the second face
detector of this stage continues. This method is followed until the 4 face detectors
of the stage is constructed.

4 Experiments and Data Set Preparation

Using face recognition dataset samples of ORL, LFW, FERET, ABERDEEN,
PIE and MIT datasets we have formed our training and testing face samples (the
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cropped face images include variations like scaling, rotation, poor illumination,
poor resolution in them). 16000 each of training and testing face samples were
obtained. 32000 non face samples were collected from the MIT dataset, of which
16000 were reserved for training and the rest for testing. We have conducted
face detection experiments on the CMU-MIT dataset (both rotated and normal
version) and the FDDB dataset, the qualitative and quantitative experimental
results can be seen in Figs. 4 and 5. Given a test face sample, the first four
face detectors of stage 1 removed the easier non face regions from the sample
and forwarded the remaining regions to the next face detector of the cascade.

Fig. 4. The detection performance on the (a). FDDB (top two rows) and (b). CMU-
MIT dataset (middle row). (c). shows the output of each of the 8 face detectors of the
cascade of the face detection system, on a rotated CMU-MIT image. Also it shows the
detected image regions.

Fig. 5. The ROC curves of the performance of the proposed method on CMU-MIT
(left) and FDDB (right) datasets
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The tougher image regions (that contained nearly face-like-looking non-face
regions) were removed from the test sample by the next 4 face detectors of stage
2. Each face detector of the cascade has checked the presence of face regions at
a given location on the test sample at 8 different scales.

5 Conclusion

We have developed a face detection system following the cascade of detectors
model. We have used Stockwell transform and log dyadic wavelet transform
feature representation of images. Using these features we have built the face
detection system to classify face and non face samples. Our experiments on the
FDDB and CMU-MIT face detection datasets have shown comparable perfor-
mance with the state of the art methods.
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Abstract. Digital representation of three-dimensional straight line seg-
ments is considered here. A 3D straight line, given its direction vector,
when projected on any two planes gives two 2D straight lines. The chain
codes of these two 2D straight lines combined together give the chain
code representation of the corresponding 3D straight line. The proper-
ties of 3D digital straight lines are studied and analyzed.

Keywords: Digital straight line segment · Chain code · Digital arc

1 Introduction

The computer representation of lines and curves have been an active subject
of research for nearly half a century and produced some well-established facts
regarding digital straightness. Digitization of a real coordinate value to an integer
value is called quantization. There exist many quantization schemes for 2D and
3D curves— Square Quantization [7,8,10], Convex Quantization [13], 3D Convex
Quantization [13], etc.

One of the applications of digital quantization occurred in digital straight
line. The digital arc, S, is the digitization of a straight line segment which is
stated in [12,17]. The representation of digital straight line and its various prop-
erties are discussed in [3–6,14,16,19]. The 2D and 3D representations of digital
curve are proposed in [9]. The representation of 3D curves using chain codes are
stated in [1]. A quantitative approach to represent, generate, and classify 3D
discrete closed curves are discussed in [2]. In [18], a new chain code to represent
3D discrete curves is discussed which is based on a search for relative changes
in the 3D Euclidean space. A set of 3D curve-skeletons is also studied. The 3D
extension of Bresenham’s algorithm is proposed in [15]. The main contribution
of the paper is the study of the chord property in 3D and the properties of 3D
digital straight lines, which have not yet been done as far as our knowledge goes.
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2 Preliminaries

There are three neighborhoods in Z
3. Those are 6-neighborhood (face neigh-

bors), 18-neighborhood (face-edge neighbors), and 26-neighborhood (face-edge-
vertex neighbors). Let r = (xr, yr, zr) ∈ Z

3 and si = (xsi , ysi , zsi) ∈ Z
3 be all

points satisfying max(|xr − xsi |, |yr − ysi |, |zr − zsi |) � 1.
N6(r) = {si : |xr − xsi | + |yr − ysi | + |zr − zsi | � 1}
N18(r) = {si : |xr − xsi | + |yr − ysi | + |zr − zsi | � 2}
N26(r) = {si : |xr − xsi | + |yr − ysi | + |zr − zsi | � 3}
These are shown in Fig. 1. The voxels at distance ‘1’, ‘2’, and ‘3’ are shown in
red, magenta, and yellow colors respectively.

The 3D digital curve can move in any of the 26 directions. These directions
are denoted by 26 English alphabets (Fig. 2). The sequence of these letters gives
a 3D arc and the sequence is termed as chain codes in 3D. For example, a
denotes movement along X-axis, b denotes movement along XZ plane, i denotes
movement along XY plane, j denotes movement along three directions at a time
(i.e., X-, Y -, and Z-directions), etc. A 3DSS can be represented by chain codes
using these directions in alphabetical notations.

3 Chord Property in 3D

Let p and q be points of the subset of a 3D digital object S, and let pq denote the
(real) line segment between p and q. We can define the chord property as follows.

6-neighborhood 18-neighborhood 26-neighborhood

Fig. 1. The three neighborhoods. (Color figure online)
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Fig. 2. The 26 directions of 3DSS.
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Fig. 3. The chord property of a 3D digital straight line.

pq lies near S if, for any (real) point (x, y, z) of pq, there exists a (lattice) point
(i, j, k) of S such that max(|i−x|, |j−y|, |k−z|) < 1. In Fig. 3(left), pq lies near
S as, for any (real) point (x, y, z) on pq, there exists a (lattice) point (i, j, k) on
S such that max(|i − x|, |j − y|, |k − z|) < 1. So, the chord property is satisfied.
In Fig. 3(right), there are (real) points (x, y, z) on pq, for which there does not
exist a (lattice) point (i, j, k) on S such that the above mentioned inequality
satisfy. Thus, the chord property is violated.

A digital arc in 3D is the digitization of a straight line segment if and only
if it has the chord property. Whenever a 3D straight line is projected on any
plane (XY -, ZX-, or Y Z-plane), then it becomes a 2D digital straight line on
that plane. A 3D digital straight line can be represented using a chain code.

Let us consider the direction vectors be � x, � y, and � z which may be in
Z
+ or Z−. When � x is positive, there are four possible combinations for positive

or negative values of � y and � z. Each combination corresponds to each outer
face of the octant (Fig. 2). Each of � x, � y, and � z may be positive or negative
and can have six possibilities in total. Thus, in total there are 24 (4×6) possible
direction sets where each set has four directions. In other words, in a 2D plane
there are eight possible direction sets considering three planes (XY -, Y Z-, and
ZX-planes). So, there are in total 24 (8 × 3) possible direction sets.

Lemma 1. The digitization of a 3D straight line segment can have at most four
directions in its chain code.

Proof. The possible directions where the straight line can move when � x,� y,
� z > 0 and � x � � y,� z is shown in Fig. 4(a) in blue color. There are four
faces (directions) through which the continuous straight line may pass. At each
step when the straight line proceeds, there are four possible faces (directions)
through which the continuous straight line may pass (Fig. 4(b)). Thus, there are
four directions in the chain code of 3D straight line.

Theorem 1. The combination of any two chain codes of two 2D digital straight
lines in any two 2D planes, gives the chain code of 3D digital straight line seg-
ment.

Proof. The projection of 3D digital straight line on XY -, Y Z-, and ZX-plane are
2D digital straight lines [11]. Let two 2D digital straight line segment in XY -
and ZX-plane be combined (chain codes having two types of values). There
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Fig. 4. (a) One face of 3DSS and four directions are there in one face, (b) Possible
faces for the next step of the 3DSS. (Color figure online)

must be four possibilities while combining the two above mentioned 2D digital
straight line segment as each one contains two types of values (considering all
possible combinations for it). Four possible directions give a 3D digital straight
line (Lemma 1).

Table 1. The conditions for a direction to have runs of multiple lengths for the direction
vectors having � x � � y,� z.

Conditions Directions
having
multiple
lengths

Direction vectors Example

1
2
| � x| > | � y| and 1

2
| � x| > | � z| ‘a’ (10, 3, 1) aia2ja3ia

1
2
| � x| < | � y| and 1

2
| � x| > | � z| ‘i’ (10, 9, 2) i2ji2aiji2

1
2
| � x| > | � y| and 1

2
| � x| < | � z| ‘b’ (10, 2, 9) b2jb2abjb2

1
2
| � x| < | � y| and 1

2
| � x| < | � z| ‘j’ (13, 11, 12) j3bj2ij2bj3

4 Properties of 3D Digital Straight Line Segment

The properties of 3DSS represented by chain codes are explained as follows.

Property 1: A chain code has at most four directions and one of the
runs of a 3DSS may have multiple lengths and others will have length
one.

The first part of the property 1 follows directly from Lemma 1. Here, we are
considering the direction vectors where � x � � y,� z. The conditions for a
direction to have runs of multiple length are stated in Table 1 with examples.

Property 2: The number of directions in 3DSS chain code is one

– when the three direction vectors are equal and non-zero
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– when any two direction vectors are zero
– when any two direction vectors are non-zero and equal but the
other is zero. The number of directions in 3DSS chain code is two

– when any two direction vectors are equal and non-zero but the
other is non-zero

– when any one of the direction vectors is zero but the other two are
not equal and non-zero

Table 2. The direction vectors and the corresponding chain codes.

Conditions Direction vectors Chain codes

� x = � y �= 0 (18, 18, 0) i18

� y = � z = 0 (18, 0, 0) a18

� x = � y = � z (18, 18, 18) j18

� z = 0,� x �= � y (13, 10, 0) i2ai3ai3ai2

� y = 0,� x �= � z (13, 0, 8) babab2ab2abab

� y = � z �= � x (13, 5, 5) ajaja2ja2jaja

Table 3. The middle direction in 3DSS chain code when � x is odd.

� y � z Middle direction Direction vectors Chain code

Even Even ‘a’ (13, 10, 12) j2bj3
︸ ︷︷ ︸

a j3bj2
︸ ︷︷ ︸

Even Odd ‘b’ (13, 10, 3) i2bi3
︸ ︷︷ ︸

b i3bi2
︸ ︷︷ ︸

Odd Even ‘i’ (13, 9, 4) ibi2bi
︸ ︷︷ ︸

i ibi2bi
︸ ︷︷ ︸

Odd Odd ‘j’ (13, 9, 7) jajibi
︸ ︷︷ ︸

j ibijaj
︸ ︷︷ ︸

See examples in Table 2. The 3DSS will move in same direction when three
direction vectors are equal and non-zero (i.e., movement in all three directions
in each step). When the two direction vectors are equal, non-zero and the other
is zero, the 3DSS will move in one direction only. If the two direction vectors are
equal and all three direction vectors are non-zero, then the number of directions
in the chain code is two. When the two direction vectors are equal to zero and
the other is non-zero, the movement will be in one direction only. When the
three direction vectors are not equal and any one of them is zero, the number of
directions in the chain code is two.

Property 3: For the direction vectors � x � � y,� z, if � x is odd, then
the direction in the chain code of 3DSS at position ��x

2 � can be deter-
mined as stated in Table 3. If � x is even, then the directions in the
chain code of 3DSS at positions �x

2 and �x
2 + 1 can be determined

(i.e., direction at the middle positions) as per the conditions stated
in Table 4.
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Table 4. The middle direction in 3DSS chain code when � x is even.

� y � z Middle Direction Direction Vectors Chain Code

Even Odd ‘ji’ if � y > �x
2

(10, 6, 5) jaja
︸︷︷︸

ji bibi
︸︷︷︸

‘ba’ if � y � �x
2

(10, 4, 5) bibi
︸︷︷︸

ba jaja
︸︷︷︸

‘bi’ if �y
2

is even and � y = �x
2

(8, 4, 5) jaj
︸︷︷︸

bi bib
︸︷︷︸

Odd Even ‘ia’ if � z < �x
2

(10, 5, 2) iaja
︸︷︷︸

ia ibia
︸︷︷︸

‘jb’ if � z � �x
2

(10, 5, 8) jbib
︸︷︷︸

jb jajb
︸︷︷︸

‘ib’ if �z
2

is even and � z = �x
2

(16, 5, 8) bibajab
︸ ︷︷ ︸

ib abibaja
︸ ︷︷ ︸

Odd Odd ‘ja’ (16, 9, 5) ibiaibi
︸ ︷︷ ︸

ja ibiaibi
︸ ︷︷ ︸

Here, we are considering only one case where � x � � y,� z. If all the three
direction vectors are even, then direction vectors can be reduced by dividing with
their GCD. When any one of the direction vectors is odd, then some conditions
are applied to determine the directions at middle positions (see Table 4).

Property 4: For the direction vector � x � � y,� z, if � x is odd, the
directions in the chain code of 3DSS are mirror w.r.t. the middle
position (i.e., at the position ��x

2 �) in the chain code and the first and
the last directions are equal to multiple occurring directions (stated
in Table 1).

See the examples in Table 3. No such relation can be derived when � x is even.
For the direction vectors (13, 2, 5) the chain code is abajaa

︸ ︷︷ ︸

b aajaba
︸ ︷︷ ︸

, where

abajaa
︸ ︷︷ ︸

and aajaba
︸ ︷︷ ︸

are mirror to each other. Here, the multiple occurring direc-

tion a appears at first and last positions in the chain code.

5 Conclusion

The chord property in 3D and 3D digital arcs are defined here, from which several
properties of 3DSS in 26-neighborhood are analysed. The 3DSS will be different
for other neighborhoods. This work has a theoretical importance in the field of
combinatorics and digital geometry. In connection to this work, the properties
of 3D digital plane can be determined as related future work.
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Abstract. The present day computers can outperform the human in many
complicated tasks very precisely and efficiently. However, in many scenarios like
pattern recognition and more importantly, character recognition; a school going
child can outperform the sophisticated machines available today. The modern
machines present today find handwritten, calligraphic text difficult to recognize
because such texts hardly contain rationalized straight lines or perfect loops or
circles. Therefore, most of the optical character recognition systems fail to recog‐
nize the characters beyond certain levels of distortions and noise. On the other
hand, the human brain has achieved a remarkable ability to recognize visual
patterns or characters in various distortion conditions with high speed. The present
work tries to understand how human perceive, process and recognize the Deva‐
nagari characters under various distortion levels. In order to achieve this objec‐
tive, eye tracking experiment was performed on 20 graduate participants by
presenting stimuli in decreasing level of distortions (from highly distorted to more
normal one). The eye fixation patterns along with the time course of recognition
gave us the moment-to-moment processing involved in letter identification. Upon
understanding the level of distortion acceptable for correct letter recognition and
the processes involved in the identification of the letters, the OCR can be made
more robust and the gap between human reading and machine reading can be
narrowed down.

Keywords: Eye tracking · Perception · Character recognition · OCR

1 Introduction

Optical character recognition is highly researched domain in the area of image processing
and computer vision. The commercial OCR systems can be divided into four generations,
depending on the robustness and efficiency [1]. The first generation OCR can be charac‐
terized by the constrained letter shapes readable to the OCR, whereas the second genera‐
tion is characterized by the recognition capabilities of the set of regular machine printed
characters. The third generation OCR is focused on the poorly printed characters and hand‐
written characters. OCR dealing with complex documents intermixing with the text,
graphics, table and mathematical symbols, unconstrained handwritten characters, low
quality noisy documents comes under the fourth generation OCR [1]. However, there are
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several instances where, if the characters are a bit distorted the OCR systems fail. In most
of the situations, a school going kid can outperform the highly sophisticated OCR systems.
Therefore, there is a need to understand how a person can recognize the letter irrespective
of different variations.

There are some roots in the domain of psychology, cognitive science and neuro‐
science, which may help us to address the posed question. It has been rightly said that
letter recognition is the foundation of human reading [2]. However, the attempts being
made to understand the letter perception are very rare. In order to understand the nature
of letter representation, two broad theories of visual recognition have been proposed viz.
template matching and feature based approach. In the template matching, letter recog‐
nition is achieved by matching the letter stimulus to an internal template [3] and in feature
based approach, visual features of the letters are extracted in the early stage of processing
and then comparing those features with the list of features stored in memory, a letter is
recognized [4]. It is hard to believe that we have stored all the features and templates of
all the characters to be recognized. Therefore, we are trying to understand how the
processing of the letter takes place under various distortion levels of letters and under‐
stand what features one considers while recognizing the letter.

There is a cognitive link between eye movement and brain. Therefore, eye tracking
seems to be a promising technology to shed more light on visual letter processing. Rayner
stated [5] that eye movement data reflects moment-to-moment cognitive processes in
the various tasks. In the literature, we find various researchers had used eye tracking
technology to understand language expertise [6], number of words read [7], type of
document read [8] etc. However, no one has talked about a letter recognition or letter
processing. Along with this there is hardly any attempt being made to understand the
Devanagari script using eye tracking technology. Therefore, the proposed paper aims to
identify the visual features and understand the visual processing of the Devanagari letters
by human using eye tracking metrics.

This paper has been divided into four sections. Section 1 talks about the introduction;
experimental setup has been discussed in Sect. 2. Section 3 highlights the results and
discussions over the results. Concluding remarks with possible future extensions are
presented in the last section.

2 Experimental Setup and Details

We had performed the eye tracking experiment on 20 healthy, graduate participants (7
females and 13 males) with normal or corrected to normal vision and with age ranging in
between 20–30 years. These participants were frequent readers of the Devanagari script. In
order to capture the eye movement, the Tobii T120 eye tracker was used which was a
camera based, remote eye tracker with a sampling frequency of 120 Hz.

2.1 Stimulus Design

Initially, we grouped the characters based on the common elements as shown in Fig. 1.
After that, we selected some characters showing high variations in their structure and

220 C. Ralekar et al.



the characters which are frequently used, for our experiment. Mangal font with point
size 72 was used for designing the stimuli which were reduced to a single pixel contour
through morphological operations. We were trying to incorporate the handwritten varia‐
tions in the character and trying to understand how readers process the letter. Based on
the variations which were commonly observed in the different parts of the handwritten
letters, we divided the letter in different parts as shown in Fig. 2. Then each letter part
was scaled in the range from 0.2 to 5. The stimuli were thus formed by combing the
scaled letter parts with unchanged/unscaled part of the same letter. Thus, the letter
formed was termed as distorted letter and was presented in black color against a white
background. The prototype of the stimuli is shown in the Table 1.

Fig. 1. Bhagwat’s group based on graphical similarity [9]

Fig. 2. Dividing the letter in different parts

2.2 Experimental Procedure

All the equipment required for the experiment had been set properly in the experimental
room. Before starting the experiment, participants were given all the instructions about
the experiment and explained their exact role in the study. When the participants agreed
to participate, they were asked to sign the consent form and the necessary details such
as name, age, eyesight, first language etc. were recorded. Each participant was seated
in front of the eye tracker keeping the distance of 60–70 cm. The experiment started
with the welcome message on the screen, followed by instructions and trial. The experi‐
ment was conducted in three phases. In each phase, participants were presented 6–7
letters with 25 variations each. The experiment started with the calibration of the eye
tracker, according to the participant’s eyes. In order to maintain good quality of eye
tracking data, calibration was done in all phases separately and participants were allowed
to take a break of 2 min after each phase if they wished to do so.

After successful calibration, actual experiment started. The stimuli were presented
as different variations of the different letters chosen randomly, however the decreasing
order of distortion was maintained i.e. high distortion of letter1, high distortion for
letter2, lesser distortion of letter1 and so on. The participants were asked to press the
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arrow key on the keyboard as well as spell the letter if they recognized the letter. If they
were not able to recognize the letter, they could skip the letter by pressing the space bar
key. This procedure continued till the end of the phase. The total time spent on the letter
for recognition lets us know where the participants had faced difficulty in recognition.
The pressing of a key allowed us to get to know the level of distortion participants were
able to tolerate and recognize the letter.

The eye tracking data was collected throughout all the phases. In order to get fixations
and saccades from the raw eye tracking data as shown in Fig. 3. Velocity based

Table 1. Prototype of the stimuli

Part of 
the letter to 
be distorted

(scaled)

Complete Letter with distorted (scaled) parts

Scale- 5 Scale- 3 Scale- 2 Scale- 1

Fig. 3. Gaze plot generated during reading. The circle shows fixations where readers gaze at
particular location for certain time duration and line joining two fixations is a saccade which
indicates fast and rapid movement of eyes.
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classification algorithm called as Velocity-Threshold Identification (I-VT) fixation clas‐
sification algorithm was used. The algorithm classified the eye movements into fixation
and saccades based on the velocity of the directional shift of the eye [10].

3 Results and Discussions

The analysis of the eye tracking data was carried out based on the fixation duration and
fixation count. The participants were allowed to spend certain time to recognize the letter
and allowed to proceed further by skipping the letter if they were unable to recognize
the letters. The key pressed and letter pronounced loudly corresponding to correct letter
recognition enabled us to know the level of distortion each one was able to tolerate. The
correct recognition response is plotted for each letter as shown in Figs. 4, 5 and 6.
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Fig. 4. Recognition of Devanagari letters in phase I
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Fig. 6. Recognition of Devanagari letters in phase III

From these responses, it could be observed that almost all the participants had
successfully recognized the letters  in less time i.e. with
higher levels of distortion. On the other hand, the letters  were
recognized a bit late by most of the participants. The recognition of the letters sharing
same structural features such as  and  and  and  had occurred almost at the
same time. There was a similarity in the eye tracking patterns of the participants and
particular eye fixation pattern that had been observed among the participants as well.
Maximum eye fixation duration on the character region implies the difficulty in under‐
standing or encoding the information. Participants have to spend much more time to
encode what exactly it represents. As there was a change in distortion level, there was
an interesting change in response as well.

3.1 Delayed Letter Recognition

There had been many incorrect responses reported in the recognition of the letters
sharing similar visual features. Therefore, the correct recognition of these letters got
delayed and had occurred when the letter has lesser distortion level. This can be observed
from Figs. 4, 5 and 6. This was due to the different way of processing the letters. Most
of the participants reported  as  as  as  as  etc. at a higher level of
distortion. As the letter was getting normal, the participants fixated on different locations
and then recognized the letter correctly. We have created the heat map using number of
fixations and fixation duration as shown in Fig. 7. The variation in the fixation duration
and number of fixations has enabled us to understand how the letter was processed and
how the fixation pattern changed which had enabled the participant to recognize the
letter correctly. The particular observations are tabulated in Table 2. The pronouncing
the letter had given us the exact idea about what the participant had recognized and it
had provided us the cross check whether the recognition was correct or not.
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Fig. 7. The heat map based on the fixation count (number of fixations) for (a), (b) and fixation
duration for (c), (d)

Table 2. Understanding the processing of the Devanagari letters through eye fixations

The letters Analysis of eye fixations
Initially more number of fixations were observed on the middle knot or loop of
the letter. The later fixations were on the contact joining either headline or vertical
bar attached to the letter
The number of fixations observed on the curvilinear terminal increased as the
distortion level of the letter got decreased. (Figure 7(a) and (b))
In case of most of the participants, the initial fixations, were found to be on the
curve joining the headline followed by the middle portion of the letter.
(Figure 7(d))
Initial fixations were on the curvilinear part followed by middle portion
The fixation duration was more on the contact joining horizontal line with vertical
bar. Most of the participants found these letters easy to recognize
The fixation duration was more on the loop with the curve of the character which
enable most of the participants recognize the letter
The fixation duration was more on the contact between the horizontal line and the
curved part of the letter. The separation between header line and horizontal bar/
line of the letter enable participants to recognize the letter correctly. (Figure 7(c))

4 Conclusions

The proposed research unfolds insights about how Devanagari letters are processed by
the readers. The eye tracking seems to be the promising technique to understand the
moment-to-moment processing of the letter. In this work, we have incorporated the
maximum variations that are generally seen in the handwritten characters and subse‐
quently recorded readers’ behavior using eye tracking for these characters. The results
demonstrate that the maximum attention of the reader is along the curves, knots, loops
and contacts with the headline. There is also a change in fixation patterns along with
various distortion levels. This peculiar eye movement behavior might have provided
some crucial visual cues to the participant for efficient recognition. In our future work,
all these demonstrated visual cues would be used to build the smart OCR model for
robust character recognition.
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Abstract. Shaky videos are visually unappealing to viewers. Digital
video stabilization is a technique to compensate for unwanted camera
motion and produce a video that looks relatively stable. In this paper,
an approach for video stabilization is proposed which works by estimat-
ing a trajectory built by calculating motion between continuous frames
using the Shi-Tomasi Corner Detection and Optical Flow algorithms for
the entire length of the video. The trajectory is then smoothed using a
moving average to give a stabilized output. A smoothing radius is defined,
which determines the smoothness of the resulting video. Automatically
deciding this parameter’s value is also discussed. The results of stabiliza-
tion of the proposed approach are observed to be comparable with the
state of the art YouTube stabilization.

Keywords: Video stabilisation · Feature trajectories · Smoothing
radius

1 Introduction

With advances in smart-phone technology and the ubiquity of these hand-held
devices, every important moment of our lives is captured on video. But these
videos are of often poor quality: lacking stabilizing equipment such as tripods,
steady-cams, gimbals, etc. They are often shaky and unstable, especially when
the videographer, the subject, or both are in motion. To deal with this, afford-
able techniques that do not require hardware to stabilize such videos are of the
essence. Post-processing techniques that need no additional hardware are effec-
tive in removing the effects of jerky camera motion, and are independent of the
device capturing the video and the subject of the video. The proposed approach
is a five step sequential process that covers the different stages of video stabi-
lization from feature extraction and tracking to camera motion estimation and
compensation. This method is run on a set of videos and is compared to the
state of the art YouTube video stabilizers.

Section 2 discusses the relevant work done in the field of video stabi-
lization. The proposed video stabilization technique is discussed in detail in
Sect. 3. Section 4 describes the experiments performed and results obtained. The
paper concludes with Sect. 5 which gives the inferences made along with future
directions.
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2 Literature Survey

2D video stabilization methods perform three tasks - motion estimation, motion
compensation, and image correction. Feature matching is done using Scale Invari-
ant Feature Transform (SIFT) [1] or Oriented FAST and Rotated BRIEF (ORB)
operators [12]. Robust feature trajectories [5] involve using features matched
along with neighboring features information. It use SIFT or ORB descriptors to
match features between frames to calculate feature trajectories, and then prun-
ing and separating them into local and global motion. The motion inpainting
algorithm, which fills frame’s unpainted regions by observing motion history
[5], serves well for image correction. Another approach modified the optical flow
algorithm [3,8], where pixels were tracked to find which feature trajectories cross
it [7]. The approach worked well with videos possessing large depth change, but
failed in cases with dominant large foreground objects. Videos having large par-
allax or rolling shutter effects are challenging to stabilize. To tackle this, a bundle
of trajectories were calculated for different subareas of the image and these were
all processed together [6]. Applying L1-norm optimization [2] can generate cam-
era paths that consist of only constant, linear and parabolic motions, which
do follow cinematography rules. YouTube has since adopted this algorithm into
their system.

Most of the approaches discussed here witness a significant difference in per-
formance on videos with an object of interest and ones without, with the latter
facing a dip. In this paper, an approach based on [10] is investigated whose
performance does not change for videos with objects of interest or ones without.

3 Methodology

The proposed approach uses two structures - transform parameter and trajectory.
The first holds the frame-to-frame transformation- dx, dy, da. Each represents
changes in the x-coordinate, y-coordinate and rotational change respectively.
The latter structure stores the positions and angle of the feature points, which
together form the trajectory. Algorithm 1 shows the working of the proposed
approach, given a smoothing radius.

Features points are found for each frame by using Shi-Tomasi Corner detec-
tion algorithm [4]. These feature points are used to obtain the corresponding
matching features in the next consecutive frames using optical flow algorithm
[3,8]. Transformation matrix T

(k)
original is estimated from the feature points of

frame k and frame k + 1, that encompasses the change between the two frames
[11]. T

(k)
original provides the transform parameter values as:

[dx(k), dy(k), da(k)] =

[
T

(k)
original[0, 2], T (k)

original[1, 2], tan−1

(
T

(k)
original[1, 0]

T
(k)
original[0, 0]

)]

(1)
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Algorithm 1: Stabilisation using sliding window
Input: Shaky camera footage
Parameter : Smoothing radius, r
Output: Stabilized video

1 Process each frame to obtain frame-to-frame transform Δoriginal

2 Using Δoriginal, compute trajectories Ioriginal

3 while k < Number of frames - r do

4 Sum =
∑i=k+r

i=k−r Ii
original

5 WindowSize = 2 ∗ r

6 Ik
smooth = Sum/WindowSize

7 end
8 Compute Δsmooth to raise each point from its position in Ioriginal to Ismooth

9 Using Δsmooth, obtain and apply transformation matrices Γ on the sequence of
frames

10 Resultant sequence of frames is the stabilized output

These values are stored as a list,

Δoriginal = {tp(k)|tp(k) = (dx(k), dy(k), da(k))} (2)

where, Δoriginal is then used to generate a single image trajectory, Ioriginal.
First, trajectory point is initialized to x=0, y=0, a=0. Each point thereafter
is updated by adding to it a transform parameter. The final list contains the
image trajectory, Ioriginal = {p(k)}. Camera shake is removed in the third step.
For this, a new smooth trajectory, Ismooth is computed using a sliding average
window algorithm. This requires a parameter, namely the constant smoothing
radius r. The value of r is the number of frames on either side of the current
frame used for the sliding window.

Figure 1 depicts that, as smoothing radius increases, stability tends to
increase. But having arbitrarily high values of smoothing radius can be detrimen-
tal. As smoothing radius increases, the absolute values of the transformations
applied to the frames increases leading to more data being lost as shown in Fig. 2.
Data loss can be quantitatively defined as the ratio of black data-void areas in
the stabilized frame to the original frame area. An optimal smoothing radius is
thus desired.

Let SV (r) and DV (r) represent the stability and data loss respectively in the
video obtained by smoothing video V with a smoothing radius of r. Let sV (r)
and dV (r) be the corresponding min-max normalized functions. As a high value
of sV (r) and a low value of dV (r) is desirable, the goodness of a video is:

G(sV (r), dV (r)) =
√

sV (r) ∗ (1 − dV (r)) (3)

and the optimal smoothing radius is then given by

r∗ = argmaxr(G(sV (r), dV (r))) (4)

To reduce the time taken for calculation, following constraints are introduced.
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Fig. 1. Effect of smoothing radii on goodness of a video, stability and data loss

1. 0 < r ≤ Rmax: High radius causes high data loss and can be disregarded. The
exact value of Rmax is chosen empirically to be 40.

2. DV (r) < 0.1: Fixing a range on just r is insufficient as the data loss function
can ascend very quickly even within that range. Thus, to preclude that, a
constraint on data loss is also introduced.

Having obtained the desired smooth trajectory, transform parameter values
are required to transform every frame such that their old trajectory points are
shifted to the ones in line with the smooth trajectory. For a particular frame,
the distance between its I

(k)
original and I

(k)
smooth is calculated and added to the

corresponding Δ
(k)
original, to obtain a new transform parameter δ

(k)
smooth. In effect,

a point from a previous frame is translated to the current point of current frame
and then translated from there to the smooth point of the current frame. These
calculated values are brought together into a sequence by Δsmooth = {δ

(k)
smooth}.

Subsequently, the transformation matrix for the new smoothened trajectory and
transform parameter values are computed using Δsmooth, and applied to produce
a stable video output. Suppose smooth transform for the kth frame is st(k), then
the transformation matrix is given as,

T
(k)
smooth =

[
cos(da(k)) − sin(da(k)) dx(k)

sin(da(k)) cos(da(k)) dy(k)

]
(5)

This affine transformation matrix is calculated for every frame to obtain the
required sequence of transformations by Γ = {T

(k)
smooth}. Each transformation

T
(k)
smooth is then applied on the corresponding frame k. The resultant sequence of

frames is the stabilized video.

4 Results and Comparison

The proposed approach is tested on videos with and without objects of interest.
To assess the performance of the proposed method, two performance criteria
- stability and distortion - suggested by [6] are used to compare the proposed
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Fig. 2. Effect of varying smoothing
radius on data loss

Fig. 3. Frequency domain represen-
tation of the X coordinate signal

method with the YouTube stabilizer [2], and non-stabilized videos. Distortion
between two continuous frames is the sum of pixel-by-pixel difference in intensity.
Overall distortion of a video is the average of the pairwise distortion between
continuous frames over the length of the video. A lower average implies a less
distorted video. Table 1 compares the result of the proposed method with the
original video and YouTube stabilized video. In most cases distortion is relatively
higher than YouTube using the proposed method.

Table 1. Results of Distortion measure and Stability measure

Distortion Stability

Video Non-stabilized Proposed
method

YouTube Non-stabilized Proposed
method

YouTube

1 0.4219 0.4179 0.4182 95.32 95.61 95.93

2 0.4003 0.3988 0.3729 95.57 95.57 95.68

3 0.4322 0.4206 0.3890 91.76 93.74 93.59

Stability approximates how stable the video appears to a viewer. Quanti-
tatively, a higher fraction of energy present in the low frequency region of the
Fourier transform of the estimated motion implies higher stability. Figure 3 shows
the frequency domain representation of the X-coordinate motion. Over a dataset
of 11 videos, it is observed that the proposed method shows an average of 3.92%
improvement in stability over the original video, while the YouTube stabilizer
shows a 4.28% improvement. The proposed method outperforms the YouTube
stabilizer in three out of eleven videos. The results of this metric on three videos
are shown in Table 1. The stability of the proposed method is usually comparable
with that of YouTube, and in a few cases outperforms it. The proposed method
does not handle sudden jerks well. Its performance is however unaffected by the
presence or absence of an object in focus, thus making it applicable to a large
class of videos.
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5 Conclusions and Future Work

In this paper an algorithm for video stabilization has been proposed. This was
accomplished by obtaining a global 2-D motion estimate for the optical flow of
the video in both the X and Y directions. The algorithm is simpler than most
current implementations, and provides comparable accuracy with YouTube’s
stabilizer. It also takes into account the image degradation to maintain optimal
video quality. Taking into consideration multiple paths to estimate the motion
[6] and motion inpainting [9] for image correction can improve the performance
of this implementation. Future work can also include adaptively varying the
smoothing radius over the video.
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Abstract. This paper presents a hand biometric system by fusing infor-
mation of palmprint and finger knuckle to check the loopholes that are
present in transfer of payments through various levels of bureaucratic
financial inclusion projects. Initially, a novel, fixed size ROIs of palm
and finger knuckle has been extracted. The poor contrast ROI images are
enhanced using modified CLAHE algorithm. To minimize the pose and
illumination effects, Line Ordinal Pattern (LOP) based transformation
scheme has been applied. The generation of dense feature representation
by using dual tree complex wavelet transform can increase the discrim-
ination power of independent local features. Then, the original feature
space is mapped into high dimensional sub feature set, where K2DPCA is
performed on each subset to extract high order statistics. Addressing to
the matching problem, a high-performance Random Forest method has
been employed. Finally, the two modalities are combined at weighted sum
score level fusion rule which has shown the increased performance (CRR
(100%), EER (0.68%), and (computation time (2130 ms)) of combined
approach. The proposed method is evaluated using a virtual combination
of publicly available PolyU palm print and PolyU FKP databases.

Keywords: Line Ordinal Pattern · DTCWT · K2DPCA · Random for-
est

1 Introduction

A biometric system based on hand characteristics has been playing a substan-
tial role in instituting human identity in most access control applications [1,9].
The unimodal hand biometric systems such as palm print, and FKP traits are
not completely perfect to be used exclusively in large security applications like
forensic, defense etc. Their performance is often affected by varying environment
situations, sensor accuracy, poor quality images, spoof attacks etc. Grouping of
a palm print, and FKP traits take the advantage to improve the performance of
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single modality based hand recognition systems. Biometric fusion is the key to
multimodal biometrics that consolidate the different information given by more
than one biometric trait. In [3], authors suggested to incorporate an Iterative
Closest Point (ICP) alignment to improve line detection schemes. In addition
to this, Palmcode [2], Compcode [4] are well defined in literature. Authors [6]
presented another significant method called as monogenic code which reflected
the phase and orientation information of knuckle images. Authors [7] used a
weighted sum rule to fuse local and global information for FKP recognition.
Authors [8] applied SIFT over Gabor filter based enhanced FKP images.

Contribution: It is aimed to compute important edge information over gradient
images and then capture non-linear information from them. In this article, the
input hand image is segmented and novel region of interest (ROI) of palm and
knuckle images are obtained. Then novel image transformation scheme named as
Line Ordinal Pattern (LOP) is presented to obtain the illumination invariance
and robust edge information along vertical and horizontal directions. To obtain
better texture information against pose variation, the images are processed in
wavelet domain. To preserve spatial information and to select the most expressive
features by removing redundant data, the K-2DPCA is implemented on wavelet
images. The robust features between two images are compared using Random
Forest Classifier. Finally, the scores of both palm print and FKP are fused using
weighted SUM rule. The publicly available databases i.e. PolyU Palmprint [10],
and PolyU FKP [11] are considered to evaluate the performance of proposed
system.

2 Proposed Biometric System:

The main objective is to enumerate the performance improvement of Hand based
personal recognition system by integrating palm and knuckle features.

Palmprint ROI Extraction: First, re-size the input image to 176 × 176 and
contrast adjust the input image as shown in Fig. 1(a). Smooth the image using
Gaussian low pass filter (size= 15×15 and standard deviation=4). Obtain gradi-
ent image for the gaussian filtered image as shown in Fig. 1(b, c). Then, multiply
gradient image by 2 and add the result to the Gaussian filtered image in order to
brighten the gaussian filtered image at the boundary of the foreground as shown
in Fig. 1(d). Find otsu threshold for the image obtained in last step. Obtain
the Otsu thresholded (bw) image and erode remove small objects and dilate the
Otsu thresholded image to get fingers separated from each other in case of noise
in the image. Fill holes in the image and remove all white connected regions
other than the largest one as shown in Fig. 1(e, f, g). This removes any other
small objects in the back ground and removes background portions that appear
white in image. Obtain cropped palm region. Following this, find 2 points at
the bottom of the ring and middle fingers in the image. For this, obtain cetroid
and boundary of palm region as shown in Fig. 1(h, i). Remove boundary on top
right and bottom portion of image and retain the boundary on the left side of
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the image where fingers are present. Find distance from the left end of image to
the finger boundary. Take only 3 prominent peaks. The peaks will occur at the
bottom point of index, middle and ring finger. Take the first and third points.
Find out the angle between the horizontal line and the line joining the 2 points.
Now, rotate the image to make the line joining the 2 point horizontal as shown
in Fig. 1(j, k). Find out the largest square inside the palm region by removing
35 pixels from all 4 borders of the ROI image obtained in previous step. Finally,
re-size the final ROI obtained in previous step to 176×176 as shown in Fig. 1(l).

Fig. 1. Palmprint ROI extraction

FKP ROI Extraction: Firstly, remove the top border in the background. Next,
remove small imperfections in the image by performing reconstruction based
opening and closing operation as shown in as shown in Fig. 2(b, c). Then, obtain
foreground markers from regional maxima of the image as shown in Fig. 2(d).
the edges of the marker blobs and shrink them by performing closing followed
by erosion as shown in Fig. 2(e). Apply otsu thresholding to find the approxi-
mate finger region as shown in Fig. 2(f). Obtain a rectangular box surrounding
the finger region by dilating the otsu thresholded image. In order to find gradi-
ent image, filter the image in the horizontal and vertical direction as shown in
Fig. 2(f). If Ix is the horizontal filter output and Iy is the vertical filter output,
the total magnitude is obtained as:

A =
√

Ix
2 + Iy

2 (1)

Finally, watershed segmentation is performed on the gradient image using fore-
ground and background markers to obtain the finger segmented image as shown
in Fig. 2(g, h). In the next step, filter the full original finger image in the hor-
izontal direction with a filter that gives high magnitude along the edge of the
knuckle region. The filter used is a basic derivative filter of the first order deriv-
ative type that obtain highest magnitude at thick edges as shown in Fig. 2(i).
Now, obtain the finger knuckle region as the brightest region in the finger that is
close to the brightest region identified in the filtered image. In actual image the
brightest region will be either on the left side or right side of the knuckle joint
in the filtered image. Therefore, we try to identify the edges that separate this
bright region. The filtered image is now thresholded such that only about 5% of
the image is white to obtain the approximate finger knuckle region as shown in
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Fig. 2(j). Obtain the x-axis midpoint of the bounding box of the largest white
region in the black and white image as the knuckle mid-point which is just the
approximate value as shown in Fig. 2(j). Now, obtain the finger knuckle region
as the brightest region in the original image that is close to the brightest region
around mid-point of filtered image. The reflected or accurate center of the seg-
mented image is shown in Fig. 2(l). Finally, the finger knuckle ROI is segmented
at specified distances from the mid-point and normalized to fixed size (220×110)
as shown in Fig. 2(m).

Fig. 2. Finger kiuckle print ROI extraction

Image Enhancement: To enhance the raw ROI samples so that a well distrib-
uted texture image can be obtained, we assume that noise is multiplicative in
nature and its effects can be seen in Fig. 3(a)(a4, b4) as it adds brightness. Now,
the uniform brightened ROI sample is enhanced using Contrast Limited Adap-
tive Histogram Equalization (CLAHE) that improves the contrast as shown in
Fig. 3(a)(a5, b5). Finally, Weiner filtering is performed to smooth the boundaries,
and minimizes the additive noise.

(a) Image Enhancement (b) Image Transformation

Fig. 3. Pre-processing

Image Transformation: To get a robust texture representation under the
effects of varying light conditions, pose, and scale, a Line Ordinal Pattern (LOP)
based encoding scheme is presented which provides a transverse and longitudi-
nal representations as shown in Fig. 3(b). The proposed encoding mechanism
utilized sobel longitudinal and transverse kernels to assign a 8-bit code (lLOP

and tLOP ) for every pixel by taking derivatives of eight neighbors. It has been
noted that the neighborhood is in a straight-line shape with length N pixels.
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Therefore, to obtain practicable LOPcode response, every pixel is encoded as a
8 bit binary sequence whose kth bit is expressed as:

LOPCode(u, v)[k] = (LK > Lk+1) ? 1 : 0 (2)

where, Iu,v defines the spatial location of each pixel, LK ,k=1,2,3....8 describes
the gradients of eight adjoining pixels positioned along Iu,v with the use of
longitudinal and transverse kernels.

Dual Tree Complex Wavelet Transform based Feature Extraction: A
classic DWT suffers from shift variance, scale variance, limited directionality
in 2 dimensions, and aliasing. In order to report such issues, the use of com-
plex form of wavelets (DT-CWT) is crucial which primarily consist of two real
wavelets with a 90-degree phase difference. A 2D dual-tree complex wavelet can
be defined as:

ψ(x, y) = ψ(x)ψ(y) (3)

where, ψ(x) and ψ(y) are two complex wavelets. In 2D-DCWT, a quadtree archi-
tecture decomposes each palm/knuckle LOP image into desired decomposition
levels by performing sum/difference of two separable wavelet filter banks with
4:1 redundancy. Thus, we obtain six directional sub-bands (real and imaginary
with orientation ±15, ±45, ±75 degrees) for each scale (s) at any decomposition
level. Specifically, a set of statistical features such as variance (v), energy (E),
entropy (e), and homogeneity (h) are computed from the wavelet coefficients at
various sub-bands. Therefore, the feature vector (f) correspond to four set of
statistical features extracted from complex wavelet coefficients at six directional
selective sub-bands.

Kernel-2DPCA: Here, a 2-D nonlinear version of the classical 2DPCA app-
roach termed as kernel 2DPCA, has been applied directly over palm/ knuckle
wavelet image matrices. However, classic PCA and 2DPCA could not effectively
represent the non-linear distribution of input data. Thus, we are projecting the
image into M dimensional non-linear space so that multiple classes should be
linearly separable in non-linear space. Since, kernel is a nonlinear function by
which coefficients of wavelet palm/ knuckle (D dimensional space) are trans-
formed into non-linear feature space M, where M � D. In this work, we have
used sigmoid kernel function for non-linear mapping.

3 Classification and Fusion

The score is considered genuine match if both the images belong to same class,
otherwise imposter. Random forests are inherently multi-class and advantage
of such classifier is the ease of training and testing. Random forest combines
individual decision tree classifiers k1x, k2x, ..., knx based on boosting and bagging
mechanisms. Each classifier votes for one of the classes and a sample being
classified is categorized with the winning class. The best used attribute splitting
rules are: Information Gain, Gain Ratio, and Gini index. Among them, Gini
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Index is the most successful splitting rule that consider a binary split for each
attribute.

Gini = 1 −
m∑
i=1

Pi
2 (4)

where Pi is the probability that a training vector belong to class Ci and m is
total number of classes. The choice of suitable fusion rule is very important for
better performance. In this work, a weighted sum rule is employed to integrate
the normalized scores.

4 Experimental Results

The palm print and finger knuckle image databases are obtained from The Hong
Kong Polytechnic University (PolyU) [10,11] respectively for the validity of pro-
posed work. All the experiments are performed using inter session based testing
protocol.

Experiment 1: In the first test, each category of PolyU Palmprint database
(RP-193, LP-193) and PolyU FKP database (LI-165, LM-165, RI-165, RM-165)
are assumed separately and the proposed palmprint (P1, P2) and finger knuckle
(P3, P4, P5, P6) algorithms are tested. The respective ROC and CRR curves are
plotted in Fig. 4. The conclusions from the first test illustrate that: (a) Among
individual performance, the longitudinal (lLOP ) based Random Forest match-
ing signifies the superior results, because palm and knuckle naturally consist of
dark vertical lines. (b) In case of performance of palmprint recognition, the com-
bined (lLOP+tLOP ) accuracy (CRR- 99.58%; EER-1.45%; speed-1454 ms) over
Right Palm dataset are somewhat better than Left Palm dataset. (c) The use of
K2DPCA enhances recognition accuracy as well as improve computation speed
of these methods. (d) Among four categories of Finger knuckles, Right Middle
(P6) achieves higher performance (CRR-99.18%; EER-2.52%; speed-1108 ms).

Experiment 2: In this test, the whole 386 (LP+RP) subjects from PolyU palm
dataset and their corresponding poses (386 × 10 = 3860) are included for per-
formance evaluation of proposed palmprint (P7) recognition. Thus, 14861000
number of impostor and 38600 genuine matchings are computed. Likewise, all

Fig. 4. Unimodal recognition performance: (a) ROC Analysis, (b) CRR Analysis
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the subjects from finger knuckle dataset 660 (LI+LM+RI+RM) and their corre-
sponding poses (660 × 12 = 7920) are included for performance evaluation (P8)
which count 16681600 impostor and 23760 genuine. Further, in the next case
the fusion (P9) of full Palmprint and full FKP datasets is performed. Thus, a
common of 386 subjects from both the datasets are considered to create a multi-
modal virtual dataset. This experiment results into 5349960 number of impostor
and 13896 genuine matchings. The results over complete data sets are described
in Table 1. Also, the ROC and CMC curves are shown in Fig. 5. It is clear that
the optimum results (CRR-100%; EER-0.68%; speed-2130 ms) are achieved with
proposed multimodal scheme (P9) over full palm and knuckle datasets which
is significantly higher than the individual modality based schemes. It largely
depends upon the easiness in allocating score weights to individual methods and
combination of longitudinal and transverse information. Table 1 presents com-
parison of three state-of art methods with our proposed work on the basis of
CRR, and EER parameters.

Fig. 5. Multimodal recognition performance: (a) ROC Analysis, (b) CRR Analysis

Table 1. Comparative performance analysis

Method CRR(%) EER(%)

CompCode [4] - GAR-98.4

MoriCode and MtexCode [12] - 1.048

Log Gabor Filter (multimodal) [13] 99.85 -

P1-Left Palm(lLOP + tLOP ) 98.44 2.38

P2-Right Palm(lLOP + tLOP ) 99.58 1.45

P3-Left Index FKP(lLOP + tLOP ) 98.05 3.45

P4-Left Middle FKP(lLOP + tLOP ) 98.55 3.02

P5-Right Index FKP(lLOP + tLOP ) 98.76 2.66

P6-Right Middle FKP(lLOP + tLOP ) 99.18 2.52

P7-Full Palm(lLOP + tLOP ) 99.34 1.35

P8-Full Finger Knuckle(lLOP + tLOP ) 99.12 2.65

P9-All Fusion(lLOP + tLOP ) 100 0.68
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5 Conclusion and Important Findings

This paper presents a novel multimodal biometric authentication system using
multiple features of finger knuckle and palmprint. The proposed multimodal
algorithm is also compared with some well-known existing systems which reveal
the significance of our multi-feature fusion strategy. Moreover, it has been
observed that longitudinal features of both palm and knuckle are much useful
and robust than transverse features.
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Abstract. In this study, a novel model is presented to forecast the
time series data set based on the fuzzy time series (FTS) concept. To
remove various drawbacks associated with the FTS modeling approach,
this study incorporates significant changes in the existing FTS models.
These changes are: (a) to apply the linear programming (LP) model in
the FTS modeling approach for the selection of appropriate length of
intervals, (b) to fuzzify the historical time series value (TSV) based on
its involvement in the universe of discourse, (c) to use the high-order
fuzzy logical relations (FLRs) in the decision making, and (d) to use the
degree of membership (DM) along with the corresponding mid-value of
the interval in the defuzzification operation. All these implications sig-
nify the effective results in time series forecasting, which are verified and
validated with real-world time series data set.

1 Introduction

In time series data analysis and forecasting, it includes the problems associated
with prediction of daily temperature, short-range as well as long-range rainfall
amount, daily stock index price, economic growth of a country, etc. The fuzzy
logic has the capability to deal with uncertainties involved in time series events.
Using the concept of fuzzy logic, Song and Chissom [1] introduced the first model
in 1991 to deal with the uncertainty and imprecise knowledge contained in time
series data. In their modeling approach, each of the TSVs is represented by the
fuzzy linguistic variables, and modeled and simulated them together to obtain
the predicted value. They referred their model as “fuzzy time series (FTS)”.
Recently, various modifications are suggested by the researchers [2–5] to improve
the predictive skill of one-factor time series data set.

In the FTS modeling approach, there are four significant factors, which pre-
dominantly impact on the performance of the FTS model [5], as: (a) selection of
the effective length of intervals, (b) determination of the DM of each historical
TSV, (c) inclusion of the high-order FLRs, and (d) defuzzification operation.
Hence, the contribution of this work is fourfold, as: (a) First, for the selection of
c© Springer International Publishing AG 2017
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the effective length of intervals, an LP model has been formulated and integrated
with the FTS model. Its main objective is to minimize the proximities between
lower and upper bounds of the corresponding interval; (b) Second, the DM of
each historical TSV is determined based on its involvement in the universe of
discourse; (c) Third, this study employs the high-order FLRs (see Eq. (2)) to
improve the performance of the model, because high-order FLRs consider more
linguistic values in comparison to first-order FLRs [5]; and (d) Fourth, for the
defuzzification operation, this study uses the corresponding DM of each TSV
along with the mid-value of each corresponding interval.

Based on these improvements, this study presents two models. The first model
is exclusively based on the concept of FTS. The second model is based on the
integration of an LP model with the FTS model (i.e., first model). The main
intent of this LP model is to optimize the proximities between intervals. To
validate the proposed models, experiments are conducted with the TAIEX index
data set [6].

Organization of the article is presented as follows. Various theories of the
FTS modeling approach are discussed in Sect. 2. Basics of the LP and model
formulation are also discussed in this section. Two proposed models are pre-
sented in Sect. 3. In Sect. 4, various empirical analyzes are discussed followed by
conclusion in Sect. 5.

2 Preliminaries

In this section, basic concepts of the FTS and LP are briefly discussed.

2.1 FTS: Basic Definitions

Here, a few important definitions of the FTS are presented. In the FTS, each
TSV is represented by the fuzzy linguistic variable.

Definition 1 (Fuzzy time series (FTS)) [1]. Let M(t)(t = . . . , 0, 1, 2, . . .) ⊆ R,
and can be considered as the universe of discourse on which fuzzy sets µi(t)(i =
1, 2, . . .) be defined. Let G(t) be a collection of µi(t)(i = 1, 2, . . .). Then, G(t) is
called a FTS on M(t)(t = . . . , 0, 1, 2, . . .).

Definition 2 (Fuzzy logical relationship (FLR)) [1]. Consider that G(t−1) = Ai

and G(t) = Aj , where G(t) is assumed to be caused by G(t−1). The relationship
between G(t) and G(t − 1) is termed as a FLR between Ai and Aj , which is
defined, as:

Ai → Aj , (1)

where Ai and Aj are termed as left-hand side (LHS) and right-hand side (RHS)
of the FLR “Ai → Aj”, respectively.

Definition 3 (High-order FLR) [5]. In any FLR, if a G(t) is influenced by more
than one events G(t−1), G(t−2), . . . , and G(t−n) (n > 0), then such relationship
is referred as high-order FLR. This can be represented, as:

G(t − n), . . . , G(t − 2), G(t − 1) → G(t) (2)
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2.2 Formulation of LP Model for the Proximity Problem

Let U = [LB , UB ] be the universe of discourse, where LB and UB be its lower
and upper bounds. The U is discretized into n-intervals of equal lengths, as:
I1 = [l1, u1], I2 = [l2, u2], . . ., In = [ln, un]. Let M1,M2, . . . ,Mn be the centroids
or mid-values of the corresponding intervals. A process of intervals optimization
is depicted in Fig. 1. In this study, it is assumed that this process initiates from
the initial lower bound (i.e., l1), then goes to the initial upper bound (i.e., u1),
then moves to the second upper bound, third upper bound, and so on until the
last upper bound is covered (i.e., u2, u3, . . . , un). Based on this assumption, the
objective function (OF) and constraints are defined [7], which is presented next.

Fig. 1. Process of interval optimization.

The LP model formulation. Let xi = effective length of interval which is
required to maintain the proximity (i = 1, 2, . . . , n).

The LP model. The OF is defined, as:

Min (total lengths) Z = l1x1 + u1x2 + u2x3 + u3x4 + · · · + unxn+1 (3)

subject to the constraints

l1x1 + u1x2 ≥ M1

l2x2 + u2x3 ≥ M2

l3x3 + u3x4 ≥ M3

...
lnxn−1 + unxn ≥ Mn (4)

and x1, x2, · · · , xn ≥ 0.
In Eq. (3), the set of bi = {l1, u1, u2, u3, . . . , un} are coefficients represent-

ing the per unit change of the decision variable xi = {x1, x2, x3, . . . , xn},
which is associated with the value of the OF. In Eq. (4), the set of aij =
{(l1, u1), (l2, u2), (l3, u3), . . . , (ln, un)} are referred as the input-output coeffi-
cients. These represent the boundaries of the intervals associated with the
variable xi. These coefficients can be positive, negative or zero. The set of
mi = {M1,M2,M3, . . . ,Mn} are the total availability of the ith resource. Fore-
casting accuracy of the FTS modeling approach mainly depends on the selection
of appropriate interval lengths. Therefore, to resolve this problem, an LP model
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is formulated using Eq. (3) to select the appropriate length of intervals. For this
LP model, constraints are defined in Eq. (4).

To solve this LP model using the simplex method [7], it is required to convert
the problem into its standard form. Therefore, for the minimization type of the
OF (see Eq. (3)), it is required to convert it into maximization type, by using
the relation presented, as follows:

Min (total lengths) Z = −Max Z∗ (5)

where Z∗ = −Z.
Again, all the constraints in Eq. (4) are of type “≥”, so we should add m

surplus variables (Si) and subtract m artificial variables (Ai) in each constraint.
Hence, the resulting constraints becomes:

n∑

i=1

lixi +
n∑

i=2

lixi+1 − Si + Ai = Mn (6)

where xi, Si, Ai ≥ 0, i = 1, 2, . . . ,m.
Each slack variable (Ai) represents an unused resource, therefore, such vari-

ables are added to the OF with zero coefficients. Each surplus variable (Si) is
considered as the amount exceed values w.r.t. a particular resource. These vari-
ables are also termed as negative slack variables. Both surplus and slack variables
carry a zero coefficient in the OF.

Now, the OF (see Eq. (3)) and the constraints (see Eq. (4)) can be converted
into the standard form based on the Eqs. (5) and (6), as:

Min (total lengths) Z = −l1x1 − u1x2 − u2x3 − u3x4 − · · · − unxn (7)

subject to the constraints

l1x1 + u1x2 − S1 + A1 = M1

l2x2 + u2x3 − S2 + A2 = M2

l3x3 + u3x4 − S3 + A3 = M3

...
lnxn−1 + unxn − Sn + An = Mn (8)

and x1, x2, · · · , xn ≥ 0; S1, S2, · · · , Sn ≥ 0; A1, A2, · · · , An ≥ 0.
Detail descriptions to solve this LP model using simplex method can be found

in [7].

3 Proposed Models

This section introduces two different models. In the first phase, the existing
Chen’s model [8] is modified, and try to obtain the predictive values. This initial
model is termed as High-Order FTS Model (HOFTSM). In the second phase,
an LP model is formulated, and integrated with the HOFTSM to obtain the
optimal interval lengths. This model is referred as High-Order FTS-LP Model
(HOFTS-LPM).
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Table 1. TAIEX index data set.

Date (dd/mm/yyyy) Actual TAIEX index

1/12/1992 3646.80

2/12/1992 3635.70

3/12/1992 3614.10

4/12/1992 3651.40

· · · · · ·
22/12/1992 3578.00

23/12/1992 3448.20

24/12/1992 3456.00

28/12/1992 3327.70

29/12/1992 3377.10

Table 2. Intervals along with their corresponding mid-values for the TAIEX index
data set.

Interval Mid-Value Corresponding data

a1 = [3325.70, 3363.69] 3344.70 3327.70

a2 = [3363.69, 3401.68] 3382.69 3377.10

a3 = [3401.68, 3439.68] 3420.68 Nil

. . . . . . . . .

a12 = [3743.61, 3781.60] 3762.60 3755.80, 3761.00, 3776.60, 3746.80

3.1 High-Order FTS Model (HOFTSM)

The HOFTSM is simulated using the historical time series data set of the TAIEX
index [6] (see Table 1). The functionality of each phase of the model is presented
next.

Step 1. Provide the boundary of the historical time series data set by defining the
universe of discourse U , as: U = [Amin −M1, Amax +M2], where Amin

and Amax be the minimum and maximum values of the historical time
series data set. Here, M1 and M2 are two positive numbers. In Table 1,
it is observed that Amin = 3327.70 and Amax = 3776.60. Therefore,
initially, it is considered that M1 = 2 and M2 = 5. Hence, in this study,
the universe of discourse is, as: U = [3325.70, 3781.60].

Step 2. Descretize the universe of discourse U into n-intervals of equal lengths
based on Eq. ( 9), as:

ai = [LB + (i − 1)
UB − LB

j
, LB + i

UB − LB

j
] (9)
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Table 3. Fuzzified TAIEX index data set and their corresponding DMs.

Date (dd/mm/yyyy) Actual TAIEX
index

Fuzzified
TAIEX index

Degree of
membership

Mid-Value

1/12/1992 3646.80 A9 0.70 3648.63

2/12/1992 3635.70 A9 0.68 3648.63

3/12/1992 3614.10 A8 0.63 3610.64

4/12/1992 3651.40 A9 0.71 3648.63

5/12/1992 3727.90 A11 0.88 3724.61

· · · · · · · · · · · · · · ·
22/12/1992 3578.00 A7 0.55 3572.65

23/12/1992 3448.20 A4 0.27 3458.67

24/12/1992 3456.00 A4 0.29 3458.67

28/12/1992 3327.70 A1 0.004 3344.70

29/12/1992 3377.10 A2 0.11 3382.69

Table 4. Fourth-order FLRs for the TAIEX index data set.

Fourth-order FLR

A9, A9, A8, A9 →?〈5/12/1992〉
A9, A8, A9, A11 →?〈7/12/1992〉
A8, A9, A11, A12 →?〈8/12/1992〉
A9, A11, A12, A12 →?〈9/12/1992〉

· · ·

for i = 1, 2, . . . , n, and j represents the number of intervals which are
considered during the simulation. Here, LB = 3325.70, UB = 3781.60,
and j = 12. In this study, simulation is initiated with maximum 12
intervals, because more than 12 intervals can convert the whole sample
into the crisp value, which would be the violation of the FTS modeling
approach. All these intervals, their corresponding data, and mid-values
are listed in Table 2.

Step 3. Define fuzzy linguistic variable Ai, for each of the defined intervals. For
this purpose, 12 fuzzy linguistic variables are defined, as: A1 (very low),
A2 (not very low), . . ., A12 (very very high), on the U , for the historical
time series data set of the TAIEX index, because total 12 intervals are
defined.

Step 4. Obtain the DM for each historical TSV on the U , based on the triangular
membership function. In this step, the DM of each historical TSV is
determined using the triangular membership function. This function
can be defined by the following equation, as [9]:
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f(Xi;LB , UB) =
Xi − LB

UB − LB
, LB ≤ Xi ≤ UB (10)

Here, each input vector Xi is represented by the historical TSV corre-
sponding to each day.

Step 5. Fuzzify each of the historical TSVs. The fuzzified TSVs, their corre-
sponding DMs and mid-values are listed in Table 3.

Step 6. Obtain the high-order FLRs (based on Eq. ( 2)). Based on Eq. (2),
the fourth-order FLRs are established between the fuzzified TSVs. For
example, in Table 3, the fuzzified TSVs for days 1/12/1992, 2/12/1992,
3/12/1992, 4/12/1992, and 5/12/1992 are A9, A9, A8, A9, and A11,
respectively. Here, to establish the fourth-order FLR among these fuzzi-
fied TSVs, it is considered that A11 is caused by the previous four
fuzzified TSVs A9, A9, A8, and A9. Hence, the fourth-order FLR is
represented in the following form:

A9, A9, A8, A9 → A11 (11)

Remaining fourth-order FLRs are obtained in the manner, and depicted
in Table 4. In this table, each symbol “?” represents the desired output
for corresponding day “t” in the symbol “〈〉”, which would be deter-
mined by the proposed model.

Step 7. Defuzzify the historical TSVs, and obtain the forecasted values, as:
– Initially, obtain the nth-order FLR for forecasting the G(t), as:

Atn, At(n−1), . . . , At1 →?〈t〉, (12)

where “t” represents a day, which we want to obtain the forecasted value,
and “n” is the order of FLR (n ≥ 4). Here, Atn, At(n−1), . . . , and At1 are
the previous state’s fuzzified TSVs from days, G(t − n), . . . , G(t − 2) to
G(t − 1).

– Find the intervals that are associated with fuzzy linguistic variables
Atn, At(n−1), . . . , and At1, and let these intervals be an, an−1, . . . , a1,
respectively. Consider that these intervals have the corresponding mid-
points, as: Pn, Pn−1, . . . , P1.

– Replace each of the previous state’s fuzzified TSVs of Eq. (12) with their
corresponding mid-points, as:

Pn, Pn−1, . . . , P1 →?〈t〉, n ≥ 4 (13)

– Get the DM of historical TSV corresponding to each fuzzy linguistic vari-
able involved in Eq. (12), as:

Dn,Dn−1, . . . , D1 →?〈t〉, n ≥ 4 (14)

– Use the following formula to compute the desired output “?” for the
corresponding day “t”, as:

Forecast(t) =

N∑
i=1

PiDi

∑
Di

(15)
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Here, N is the total number of mid-points (Pi) to be used, and each
Di represents the DM of the TSV corresponding to each fuzzy linguistic
variable.

3.2 High-Order FTS-LP Model (HOFTS-LPM)

To make the proposed HOFTSM more efficient, an LP model is formulated, and
integrated with it. The main intent of this LP model is to select the appropriate
interval lengths by minimizing the proximities between lower and upper bounds
of the intervals (Tables 5 and 6).

Step 1. Repeat Steps 1–7 of the HOFTSM (presented in Subsect. 3.1).
Step 2. Define the OF and constraints based on Eqs. ( 3) and (4), respectively.

In the HOFTSM, the universe of discourse, U = [3325.70,3781.60], is
partitioned into 12 equal length of intervals, as: a1 = [3325.70,3363.69],
a2 = [3363.69,3401.68], . . ., a12 = [3743.61, 3781.60]. Here, each ai can
be represented, as: ai = [li, ui], where each li and ui represent the lower
and upper bounds of an interval. Now, based on these lower and upper
bounds, an LP model can be represented, as:
The LP model formulation. Let xi = effective length of interval
which is required to maintain the proximity (i = 1, 2, . . . , n).
The LP model. The OF is defined, as:

Min (total lengths) Z = 3325.70x1+3363.69x2+3401.68x3+ · · ·+3781.60x13

(16)
subject to the constraints

3325.70x1 + 3363.69x2 ≥ 3344.70
3363.69x2 + 3401.68x3 ≥ 3382.69
3401.68x3 + 3439.68x4 ≥ 3420.68

...
3743.61x12 + 3781.60x13 ≥ 3762.60 (17)

and x1, x2, · · · , x13 ≥ 0

Step 3. Obtain the solution of the LP model in terms of xi, as defined in Step
2, based on the simplex method.

Step 4. Compute the proximities for each of the intervals, as:

xi(new) = xi(old) + Rand(−cv, cv) (18)

Here, Rand is a random function that gives the random value in the
range of [−cv, cv], where cv is a user’s defined constant value.
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Step 5. Update the set of intervals, as:

a1(new) = [l1(old) + x1(new), u1(old) + x2(new)]
a2(new) = [l2(old), u2(old) + x3(new)]

...
an(new) = [ln(old), un(old) + xn(new)] (19)

Step 6. Repeat Steps 1–5 until the optimal solution is found.

Table 5. A sample of intervals produced by the HOFTS-LPM for the TAIEX index
data set.

Iteration No Value of
xi(i = 1, 2, . . . , 13)

Value of Z Produced intervals

1 x1 = 0.0, x2 = 2.0,
x3 = −15.0, . . .,
x13 = 0.0

0.0 a1 = [3325.70, 3365.69],
a2 = [3363.69, 3386.68],
a3 = [3401.68, 3423.68], . . . ,
a12 = [3743.61, 3781.60]

2 x1 = 0.0, x2 = −7.0,
x3 = −2.995, . . .,
x13 = 0.0

21435.88 a1 = [3325.70, 3365.69],
a2 = [3363.69, 3398.69],
a3 = [3401.68, 3440.68], . . .,
a12 = [3743.61, 3781.60]

3 x1 = 0.0,
x2 = −34.0,
x3 = −29.99, . . .,
x13 = 0.0

21483.88 a1 = [3325.70, 3329.69],
a2 = [3363.69, 3371.69],
a3 = [3401.68, 3471.68], . . .,
a12 = [3743.61, 3781.60]

4 x1 = 0.0,
x2 = −31.0,
x3 = −13.99, . . .,
x13 = 0.0

21455.88 a1 = [3325.70, 3332.69],
a2 = [3363.69, 3387.70],
a3 = [3401.68, 3434.68], . . .,
a12 = [3743.61, 3781.60]

5 x1 = 0.0,
x2 = −26.0,
x3 = −52.99, . . .,
x13 = 0.0

21409.82 a1 = [3325.70, 3337.69],
a2 = [3363.69, 3348.70],
a3 = [3401.68, 3433.69], . . .,
a12 = [3743.61, 3781.60]

Table 6. Forecasting results of TAIEX index data set for 5 different iterations using
HOFTS-LPM (based on 4th-order FLRs).

Evaluation
parameter

1st iteration 2nd iteration 3rd iteration 4th iteration 5th iteration

RMSE 85.48 84.57 109.16 48.12 47.11
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4 Empirical Analyzes

The performance of the two proposed models is evaluated using two parame-
ters, namely root mean square error (RMSE) and average forecasting error rate
(AFER) [10]. Performance of the two proposed models are compared together
based on the forecasting results, obtained for the TAIEX index data set. During
the simulation process, 12 intervals are used. Experimental results are obtained
with 4th-order to 7th-order of FLRs. Comparison results are presented in Table 7,
in terms of the average of RMSEs. From Table 7, it is obvious that the proposed
HOFTS-LPM outperforms the HOFTSM.

Table 7. Performance analysis of the proposed models (in terms of Average RMSE)
for different orders of FLRs (with number of intervals = 12).

Order (Data set) HOFTSM HOFTS-LPM

4th (TAIEX index) 93.21 47.11

5th (TAIEX index) 105.85 65.12

6th (TAIEX index) 118.40 88.57

7th (TAIEX index) 129.78 94.74

Average RMSE 349.91 73.89

Table 8. Comparison of the proposed HOFTS-LPM with existing FTS models.

Evaluation
parameter

Model [8] Model [11] Model [12] Model [13] Model [6] Proposed
HOFTS-LPM

RMSE 134.4 114.2 107.2 85.7 74.7 47.11

AFER 3.50 2.37 2.47 1.65 1.71 1.04

Forecasting accuracy of the proposed HOFTS-LPM is compared with the
existing FTS models [6,8,11–13]. In this comparison, the forecasted values for
the TAIEX index data set are obtained with 12 intervals. During this simulation
process, the forecasted values for the proposed HOFTS-LPM are obtained using
the 4th-order FLRs. Comparison results are presented in Table 8. The smaller
values of RMSE and AFER for the proposed HOFTS-LPM show that its fore-
casting accuracy is far better than considered competing models.

5 Conclusion

In this study, two models are proposed to improve the predictive skill of one-
factor time series data set. The initial model is termed as the HOFTSM. This
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model is the modification of the Chen’s model [8]. In this model, initially equal-
sized of intervals are used to fuzzify the historical time series data set. Simulation
of this model is performed using the high-order FLRs. However, in the searching
for more optimal results, this study further suggests the integration of the LP
model with the HOFTSM. This model is referred as the HOFTS-LPM. In the
HOFTS-LPM, solutions of the integrated LP model is obtained using the simplex
method. The proposed two models are verified and validated with the historical
time series data set of the TAIEX index. The empirical analyzes show that the
predictive skill of the HOFTS-LPM is more robust than the HOFTSM.
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Abstract. Two important control strategies for Rough Set based reduct
computation are Sequential Forward Selection (SFS), and Sequential
Backward Elimination (SBE). SBE methods have an inherent advantage
of resulting in reduct whereas SFS approaches usually result in superset
of reduct. The fuzzy rough sets is an extension of rough sets used for
reduct computation in Hybrid Decision Systems. The SBE based fuzzy
rough reduct computation has not attempted till date by researchers due
to the fuzzy similarity relation of a set of attributes will not typically
lead to fuzzy similarity relation of the subset of attributes. This paper
proposes a novel SBE approach based on Gaussian Kernel-based fuzzy
rough set reduct computation. The complexity of the proposed approach
is the order of three while existing are fourth order. Empirical experiment
conducted on standard benchmark datasets established the relevance of
the proposed approach.

Keywords: Rough sets · Fuzzy-rough sets · Feature selection · Reduct
computation · Gaussian Kernel · Backward elimination

1 Introduction

Feature selection is an important technique for dimensionality reduction which
is widely used in the field of Data mining and Machine Learning. It is a crucial
preprocessing stage in Knowledge Discovery in Databases (KDD). The feature
selection or feature subset selection is the process of selecting a subset of features
by removing redundant features without resulting in information loss. Pawlak
[13] developed Rough Set Theory (RST), which got established as a popular
soft computing methodology for knowledge discovery amidst uncertainty. Reduct
denotes the subset of the features selected using RST.

Classical RST is used for reduct computation in complete symbolic decision
systems. But it is inappropriate for reduct computation in real-valued or hybrid
decision systems (HDS). Fuzzy rough set model was introduced by Dubois and
Prade [3] in 1990 for dealing with hybrid decision systems. Several extensions to
Dubois and Prade Fuzzy-Rough Set model were introduced in literature such as
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Radzikowska and Kerre’s model [14], Hu model [5] and Gaussian Kernel-based
Fuzzy Rough Set model [6] etc. Parallely reduct computation approaches are
developed in these models which are primarily Sequential Forward Selection
(SFS) based algorithms [4,6,7,9,16–20].

Computing all the possible reducts of a given decision system or computing
minimum length optimal reduct is proved to be an NP-Hard problem [14]. Hence
researchers are developing the heuristic approach for near optimal reduct com-
putation algorithms. Two important aspects of reduct computing algorithm are
the dependency measure (heuristic), used for assessing the quality of the reduct,
and the control strategy used for attribute selection. Two important control
strategies for reduct computation in literature are SFS and SBE approaches. In
SFS, reduct is initialized to empty set and in every iteration the attribute with
the optimal heuristic measure is included into the reduct till the end condition
is reached. In SBE, reduct is initialized to all the attributes, and with every
attribute, a test is conducted to check whether the omission of the attribute
doesn’t lead to information loss. If an attribute is found to be redundant then it
is removed from the reduct. The SBE approaches will always result in a reduct
without redundancy, and the SFS approaches can not guaranty the redundancy
less reduct computation.

The complexity of the reduct computation algorithm is much higher in fuzzy
rough sets compared to classical rough sets. It is observed that while many SFS
and SBE approaches are available for the classical rough sets, in our literature
exploration, we have not come across any SBE approach for fuzzy rough sets.

This paper presents an efficient and effective SBE based reduct computation
algorithm for Gaussian Kernel-based fuzzy rough sets (GK-FRS). The proposed
methodology acquires significance as the theoretical time complexity is of third
order (O(|C||U |2)) which is significantly better in comparison to existing fuzzy
rough set reduct algorithm having fourth order complexity (O(|C|2|U |2)). Car-
dinality of conditional attributes and universe of objects is denoted by |C| and
|U | respectively.

The organization of this paper is given here. Section 2 discusses the basic con-
cepts of rough sets and fuzzy rough sets. Section 3 describes the fundamentals
of GK-FRS. Section 4 details the proposed approach for SBE reduct computa-
tion in GK-FRS. Experiments and results are provided in Sect. 5 followed by
conclusion.

2 Theoretical Background

2.1 Rough Sets and Fuzzy-Rough Sets

The Rough Set Theory is a useful tool to discover data dependency and reduce
the dimensionality of the data using data alone. Fuzzy-rough sets is a hybrid
model of rough sets and fuzzy sets with ability to deal with quantitative data.
Basic rough set theory and fuzzy-rough set theory are described in [4,18]. The
concepts of GK-FRS are described below using the Hybrid Decision Systems
(HDS):
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HDS is represented by (U,C ∪ {d}, V, f) where in U is the set of objects and
C is the collection of heterogeneous attributes such as quantitative, qualitative,
logical, set valued, interval based etc., and ‘d’ is the qualitative decision attribute.

2.2 Gaussian Kernel Function

The Gaussian function is a very popular kernel which is extensively used in
SVM and RBF neural networks. The similarity between two objects ui, uj ∈ U
is computed using Gaussian kernel function k(ui, uj) given in Eq. (1)

k(ui, uj) = exp

(
−||ui − uj ||2

2δ2

)
(1)

The distance of object ui to object uj is given by ||ui − uj || and a user con-
trolled parameter δ influences the resulting quality of approximation. ||ui − uj ||
is computed as [20]:

||ui − uj || =
|a(ui) − a(uj)|

4δa
(2)

where a ∈ C is a quantitative conditional attribute and δa represents the stan-
dard deviation of a.

3 Gaussian Kernel Based Fuzzy Rough Sets

The kernel method and rough set theory are the two imperative aspects of pat-
tern recognition. The kernel function maps the data into a high dimensional
space whereas rough set approximate the space. Qinghua Hu et al. [6] intro-
duced Gaussian kernel function with fuzzy rough sets (GK-FRS) by incorpo-
rating Gaussian Kernel function with fuzzy-rough sets. The Gaussian kernel
based fuzzy lower and upper approximations [6,20] of a decision system is cal-
culated as:

RGdi(x) = infy/∈di

√
1 − R2

G(x, y) (3)

RGdi(x) = supy∈di
RG(x, y) (4)

where di ∈ U/{d} and x ∈ U . For a given B ⊆ C, RB
G denotes Gaussian Kernel-

based fuzzy similarity relation expressed as a matrix of order |U | × |U |. For
any x, y ∈ U , RB

G(x, y) represents the fuzzy similarity between the object x and
object y based on B attributes. Based on Proposition 3 in [20], R

{a}∪{b}
G can be

calculated using R
{a}
G and R

{b}
G by element-wise matrix multiplication as given

in Eq. (5)

R
{a}∪{b}
G (x, y) = R

{a}
G (x, y) × R

{b}
G (x, y) ∀x, y ∈ U (5)
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Indiscernible classes based on decision attribute is U/{d} = {d1, d2, ...dl}, a
partition of U. The fuzzy positive region is computed as:

POSB({d}) =
l⋃

i=1

RB
Gdi. (6)

The measure of dependency of ‘d’ on B ⊆ C is given by

γB({d}) =
|POSB({d})|

|U | =
|⋃l

i=1 RB
Gdi|

|U | (7)

where
⋃l

i=1 RB
Gdi =

∑
i

∑
x∈di

RB
Gdi(x).

In 2010 Qinghua Hu et al. [6], proposed a feature selection algorithm FS-GKA
which is based on computing Dependency with Gaussian kernel approximation
(DGKA). Later Zeng et al. [20] used this DGKA algorithm and proposed FRSA-
NFS-HIS [20] algorithm for feature selection of the HDS. In 2016, Ghosh et al. [4]
proposed an Improved Gaussian kernel approximation (IDGKA) algorithm for
dependency computation and developed the algorithm MFRFS-NFS-HIS using
IDGKA algorithm.

4 Proposed Backward Elimination Approach
for Feature Selection

The nature of SBE based reduct computation requires |C| iterations irrespec-
tively of size of the reduct Red. The SFS based reduct computation benefit from
the fact that the number of iterations is limited by the size of the reduct |Red|.
In addition to this observation, the primary reason for the computational com-
plexity of SBE stems from the fact that the relational representation (indiscerni-
bility for classical RST, fuzzy similarity relation in fuzzy rough sets) of C −{a}
(∀a ∈ C) can not be obtained from the relational representation of C. For exam-
ple in fuzzy rough sets, fuzzy similarity matrix RC−{a} is usually not deriv-
able directly from the RC . This results in the requirement for recomputation of
RC−{a} from similarity matrices of attributes of C − {a}.

The proposed SBE reduct computation algorithm BEA-GK-FRFS using GK-
FRS emerged from the identification of possibility for deriving R

C−{a}
G directly

from RC
G and R

{a}
G as described bellow:

The Eq. (5) originally from literature [20] can be casted as Eq. (8)

RC
G = R

C−{a}
G ∗ R

{a}
G (8)

where operator * represents the element wise matrix multiplication. Hence
from Eq. (8) the required R

C−{a}
G is obtained by

R
C−{a}
G = RC

G/R
{a}
G (9)
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Equation (9) is well defined only when the atomic component R
{a}
G does not

contain zeros. The R
{a}
G is free from zeros due to the Gaussian Kernel adap-

tation. However, the possible occurrence of zeros due to the system limitation
is addressed by thresholding to ε (infinitesimal number). It is found by experi-
mental verification that reduct computation is insensitive for this infinitesimal
modification.

The composite component RC
G, resulting from the multiplication of matrices

is expected to have very very small value (> 0) and more so when |C| is becom-
ing larger. This infinitesimally small value will be represented by exact zero due
to the system limitation in representation of numerical precision. These zeros are
detrimental for carrying out the computation in Eq. (9). A logarithmic transfor-
mation aptly engineered to overcome this ill-conditioning scenario as shown in
Eqs. (10–13).

RC
G = eloge(R

C
G) (10)

where loge(RC
G) =

∑
b∈C loge(R

{b}
G ) (11)

Here operations of log, exp and
∑

are defined as element-wise matrix operations.
The required R

C−{a}
G is computed as:

R
C−{a}
G = eloge(R

C−{a}
G ) (12)

where loge(R
C−{a}
G ) = loge(RC

G) − loge(R
{a}
G ) (13)

The Eq. (13) follows from the Eq. (11).

Algorithm 1. Backward Elimination Approach for Gaussian Kernel based Fuzzy
Rough Feature Selection (BEA-GK-FRFS)
Input: DS = (U, C ∪ {d})
Output: Reduced attribute set Red
1: Red = C
2: Compute R

{a}
G , ∀a ∈ C // Using Eq. (1)

3: Compute RC
G and γC({d}) // Using Eq. (10) and Eq. (7)

4: Order the attributes in assending order with respect to their γ{a}({d}), ∀a ∈ C
5: for each a ∈ C do
6: Compute R

Red−{a}
G // Using Eq. (12)

7: if γRed−{a}({d}) == γC({d}) then
8: Red = Red − {a}
9: RRed

G = R
Red−{a}
G

10: end if
11: end for
12: return Red

The proposed algorithm BEA-GK-FRFS is given in Algorithm1. The order
of checking the redundancy in SBE reduct algorithms has an influence on the
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resulting reduct [8]. BEA-GK-FRFS (line: 4) uses attributes in the ascending
order by gamma measure. The time complexity of sequential forward selection
based reduct computation algorithms is O(|C|2|U |2) [20]. The order of time
complexity of SBE based algorithms also is O(|C|2|U |2) where in an iteration
R

Red−{a}
G requires O(|C|) matrix operations. In BEA-GK-FRFS using Eqs. (12

and 13), R
Red−{a}
G requires only two matrix operations. Hence, the time com-

plexity of algorithm BEA-GK-FRFS is O(|C||U |2).

5 Experiments, Results and Analysis

The configuration of the system used for experiments is: CPU:Intel(R) Core i5,
Clock Speed: 2.66 GHz, RAM:4 GB, OS:Ubuntu 16.04 LTS 64 bit, and Soft-
ware:R Studio Version 1.0.136. Nine benchmark quantitative decision systems
from UCI Machine Learning Repository [10] were used in the experiments. Out of
these datasets, four(6–9 in Table 1) datasets were of large magnitude that mem-
ory for representing the fuzzy similarity matrices exceed the system limit. Hence,
for these datasets, a stratified random sampling based sub-dataset are used in
our experiment. The original size of the dataset is indicated in the bracket.

5.1 Comparative Experiments with MFRSA-NFS-HIS
and FRSA-SBE Algorithms

The proposed BEA-GK-FRFS is implemented in R environment. Its perfor-
mance is compared with the R implementation of MFRSA-NFS-HIS by Ghosh
et al. [4] which was established to be an efficient fuzzy-rough set based reduct
computation algorithm using SFS strategy. To aptly illustrate the relevance of
proposed SBE algorithm FRSA-SBE is implemented in R environment follow-
ing traditional SBE approach. FRSA-SBE is exactly same as BEA-GK-FRFS
except for 6th step in Algorithm 1 wherein R

Red−{a}
G is computed from the

atomic component Rb
G,∀b ∈ (Red − a). These results are summarized in Table 1

reporting reduct length, computation time in seconds. Table 1 also reports com-
putation gain percentage obtain by BEA-GK-FRFS over MFRSA-NFS-HIS and
FRSA-SBE.

Analysis of Results

Based on the results in Table 1, BEA-GK-FRFS in general computationally
efficient in comparison to other algorithms. MFRSA-NFS-HIS has performed
better than FRSA-SBE establishing the reason for the precedence given to
SFS approaches in comparison to SBE approaches till date. It is observed
that on all decision systems especially large scale datasets such as Web,
DNA, batch1cifar, Spambase, BEA-GK-FRFS has obtained significant compu-
tational gained (greater than 34%) over MFRSA-NFS-HIS validating empiri-
cally the betterment observed in theoretical time complexity of BEA-GK-FRFS.
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Table 1. Comparison of BEA-GK-FRFS, MFRSA-NFS-HIS and FRSA-SBE algo-
rithms

Datasets BEA-GK-FRFS MFRSA-NFS-HIS FRSA-SBE Computation Gain

No Name Objects Features Reduct Time(s) Reduct Time(s) Reduct Time(s) MFRSA-NFS-HIS FRSA-SBE

1 German 1000 21 14 4.3639 10 6.5429 14 4.6329 33.30% 5.80%
2 Web 149 2557 34 18.6663 21 77.2455 34 243.9479 75.83% 92.34%
3 Movement libras 360 91 16 3.4101 14 9.8869 16 4.1788 65.50% 18.39%
4 Sonar Mines Rocks 208 61 9 0.6475 7 0.8072 9 0.6541 19.78% 1.01%
5 Image Segmentation 2310 19 14 29.1026 14 61.5604 14 28.1081 52.72% -3.53%
6 Semeion 750(1593) 266 9 35.4708 10 47.2925 9 105.7689 24.99% 66.46%
7 Spambase 2000(4601) 58 40 66.2703 31 151.0811 40 279.2641 56.13% 76.26%
8 batch1cifar 200(10000) 3073 11 46.3598 7 70.7362 11 6236.6101 34.46% 99.25%
9 DNA 1000(2000) 181 22 63.8159 17 178.2636 22 106.8351 64.20% 40.26%

On small scale dataset such as German, Image Segmentation (small scale due
to less |C|) Sona Mines Rocks no significant gain are obtained with respect to
FRSA-SBE. This is due to the observation that when |C| is less, direct matrix
multiplication is performing similar to exponential and logarithmic operation.

5.2 Comparative Experiments with L-FRFS and B-FRFS
Algorithms

R package “Rough Set” [15] is a collaborative effort by several researchers in
bringing together established algorithm of rough sets and fuzzy rough sets into
a unified framework. L-FRFS and B-FRFS are SFS based fuzzy rough reduct
algorithm [9] were made available in Rough Set package. The experiment of
reduct computation is performed with B-FRFS and L-FRFS using package
implementation, in the same system used for proposed algorithm. It is observed
from Table 2 that BEA-GK-FRFS has achieved highly significant computational
gained (greater than 95%) compared to L-FRFS and B-FRFS.

Table 2. Comparison of algorithm L-FRFS and B-FRFS available in R package with
BEA-GK-FRFS algorithm

Datasets BEA-GK-FRFS L-FRFS B-FRFS Computation Gain

No Name Objects Features Reduct Time(s) Reduct Time(s) Reduct Time(s) L-FRFS B-FRFS

1 German 1000 21 14 4.3639 11 232.3581 11 230.9857 98.12% 98.11%
2 Web 149 2557 34 18.6663 20 2039.8099 19 1999.0284 99.08% 99.06%
3 Movement libras 360 91 16 3.4101 8 322.3365 8 323.5018 98.94% 98.95%
4 Sonar Mines Rocks 208 61 9 0.6475 5 24.7539 5 24.5041 97.38% 97.36%
5 Image Segmentation 2310 19 14 29.1026 16 2167.3889 16 2057.0676 98.65% 98.58%
6 Semeion 750(1593) 266 9 35.4708 10 2173.5678 10 2398.7749 98.36% 98.52%
7 Spambase 2000(4601) 58 40 66.2703 38 8730.7236 40 7893.0504 99.24% 99.16%
8 batch1cifar 200(10000) 3073 11 46.3598 2 1630.7886 2 1570.8852 97.15% 97.04%
9 DNA 1000(2000) 181 22 63.8159 1 1495.3266 18 4190.3028 95.73% 98.47%

We have also analysed performance of reduct in construction of classifier
model1, using 10 fold cross validation. No significant differences were observed
in the classifier analysis between BEA-GK-FRFS and MFRSA-NFS-HIS.
1 The details of classification experiment are not reported due to the space constraint.
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6 Conclusion

Researchers of fuzzy rough sets have preferred SFS based reduct computation
over SBE based owing to increased computation requirements in SBE. This work
presented a novel SBE based reduct computation algorithm BEA-GK-FRFS in
GK-FRS. The time complexity of BEA-GK-FRFS is third order (O(|C||U |2))
in comparison to existing fuzzy rough set reduct algorithms having fourth order
time complexity (O(|C|2|U |2)). Experiments conducted on benchmark datasets
have validated the computation efficiency of BEA-GK-FRFS in comparison to
existing fuzzy rough set reduct algorithms.

Acknowledgments. This work was supported by the Universities with Potential for
Excellence (UPE) Phase-II, University of Hyderabad, Hyderabad, India.

References

1. Chouchoulas, A., Shen, Q.: Rough set-aided keyword reduction for text categoriza-
tion. Appl. Artif. Intell. 15(9), 843–873 (2001)
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Abstract. Most of the well-known OCR engines, such as Google Tesser-
act, resort to a supervised classification, causing the system drooping
in speed with increasing diversity in font style. Hence, with an aim to
resolve the tediousness and pitfalls of training an OCR system, but with-
out compromising with its efficiency, we introduce here a novel rough-
set-theoretic model. It is designed to effectuate an unsupervised classi-
fication of optical characters with a suboptimal attribute set, called the
semi-reduct. The semi-reduct attributes are mostly geometric and topo-
logical in nature, each having a small range of discrete values estimated
from different combinatorial characteristics of rough-set approximations.
This eventually leads to quick and easy discernibility of almost all the
characters irrespective of their font style. For a few indiscernible charac-
ters, Tesseract features are used, but very sparingly, in the final stages
of the OCR pipeline so as to ensure an attractive run time of the overall
process. Preliminary experimental results demonstrate its further scope
and promise.

Keywords: OCR · Geometric features · Combinatorial features ·
Approximate reasoning · Rough set · Semi-reduct

1 Introduction

Optical character recognition (OCR) continues to remain a demanding subject
in the field of document digitization [12]. It has a multitude of connections with
many text- and image-related applications, and to name a few, these are editing,
searching, and formatting of text for a better recognition model [7–9].

With growing demand of OCR, designing of an efficient OCR system is grad-
ually becoming more challenging and cumbersome. The challenge, in fact, shoots
up to an inordinate level when the optical characters are scripted using atypical
and complex font styles, thus making the datasets huge in volume and diversity.
Training the OCR system becomes a natural way out to meet this challenge, but
this has several pitfalls. One is the immense time and tenacity required to selec-
tively prepare the training set. Another is the slowdown of the OCR engine owing
to too much dependence on the training-set prototypes for getting a reasonable
solution.

c© Springer International Publishing AG 2017
B.U. Shankar et al. (Eds.): PReMI 2017, LNCS 10597, pp. 263–269, 2017.
https://doi.org/10.1007/978-3-319-69900-4_33
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Fig. 1. Different instances of ‘B’ where (approximate) Euler number remains invariant
as a semi-reduct attribute (red = outer polygon, green = hole polygons). (Color figure
online)

Clearly, with increasing volume and diversity of datasets, it is required that
we perform the recognition of characters in the least computational time possible.
There exist several algorithms implemented and tested for performing this task.
We refer to [5,6] and the bibliographies therein for their comparative study.

The Google Tesseract, an open-sourced OCR [13], is recognized as a powerful
model since a long time. It uses various geometric features for its OCR engine.
However, it requires a tedious training process to improve the efficiency of the
character recognition. The training set, when large in size, also reduces the speed
of the OCR engine quite drastically. Hence, to strike a balance, up to 32 trained
data samples can be provided to the Tesseract after which its performance starts
deteriorating.

In order to circumvent the pitfalls of training and supervised classification in
case of large datasets with rich and diverse scripting styles, we address the OCR
problem with a new perspective of rough set. Each optical character is treated
as a digital object, laid on a cellular grid, and approximated by its tightest cover
called rough-set cover [14]. In order to define the reduct, a small set of attributes
is considered, which are mostly geometric and topological in nature and defined
in a combinatorial way in the discrete domain of rough set. As an introductory
example, we have shown in Fig. 1 how different complex instances of the English
optical character ‘B’ get associated with the same value of (approximate) Euler
number (discussed in Sect. 2) when its rough-set cover is considered. Notice that
this is not feasible by a usual image analysis, wherein lies the importance of
rough set.

We aim to create a rough-set semi-reduct for an alphanumeric character set
so as to design an efficient OCR pipeline. As the dataset we have taken up is
quite complex and challenging, the reduct attributes are sometimes not enough in
discriminating two characters with a high confusion. Hence, as a reinforcement,
we use Tesseract features, although very occasionally and only towards the final
stages of the pipeline. This not only improves the overall performance of the
system but also significantly gains in the average runtime, as shown in Sect. 3.

2 Rough Set Reduct

We use the concepts of rough set mostly from [10,11]. We use them in two
stages—first for construction of upper and lower approximations of a 2D digital
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object and next for defining the approximations of their attributes comprising
the reduct.

Let S be a 2D digital object and G a cellular grid. We denote by PG(S) and
P

G
(S) the respective tight upper approximation and tight lower approximation

of S induced by G. Each of them essentially consists of one or more polygons
with axis-parallel edges induced by G.

Each polygon has two types of vertices, one of
900 and another of 2700 interior angle, which we
denote by ‘+’ and ‘−’, respectively. Depending
on the grid resolution, the accuracy of the rough-
set representation of S is given by αG(S) =
area(P

G
S)

area(PGS) . In the inset figure, there are two such approximations for cell size

6 × 6 and 12 × 12; the upper approximation is shown in red and the lower one
in yellow.

Since each digital object S corresponds to a specific optical character, we first
apply an isotropic scaling on S so that S fits inside a box of predefined height
(128 in our experimental setup), and then set the grid by cell-size 4 × 4. We use
the algorithm in [1] for construction of PG(S). From the vertex sequence of the
polygon(s) in PG(S), we compute the values of the semi-reduct attributes (i.e.,
features), as discussed next.

(a) EN (b) PoH (c) ER (d) VDC (e)Concavity depth

Fig. 2. Some typical examples on the discriminating power of rough-set attributes.

1. Euler number. The upper approximation PG(S) consists of one or more
polygons. The largest among them is the outer polygon, and it tightly circum-
scribes S. Each other polygon tightly inscribes a hole or cavity of S, and is
treated as a hole polygon. To capture this information, we consider approximate
Euler number (EN) as an important attribute, and define it as 2 − n, where n
is the total number of polygons in PG(S). In Fig. 2a, the character images ‘A’
and ‘B’ have n = 2 and n = 3, whereby EN = 0 and 1, respectively, thus dis-
criminating them. Notice that without rough-set interpretation, the instance of
‘B’ would have EN = 1 by conventional image processing, which would produce
erroneous result in subsequent analysis.

2. Hole positions. The relative position (PoH) of each hole polygon is deter-
mined by comparing its center c with the top-left vertex v0 of the outer polygon
in PG(S). In Fig. 2b, we see how the characters ‘b’ and ‘d’ are differentiated by
this attribute: c lies right of v0 for ‘b’, and left in case of ‘d’. We assign ‘−’ and
‘+’ to denote left and right lateral halves, and ‘1’ and ‘2’ for respective upper
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and lower halves; hence, the hole polygon in ‘b’ has PoH = +2 and that in ‘d’
has PoH = −2.

3. Edge ratio. For each polygon in PG(S), we define horizontal perimeter
component (HPC) as the sum of lengths of its horizontal edges and vertical
perimeter component (VPC) as that corresponding to its vertical edges. The
ratio VPC:HPC, discretized to the nearest value in {1

2 , 1, 2}, is called edge ratio
(ER). As clear from Fig. 2c, this attribute really comes handy for discriminating
characters like ‘I’ and ‘T’.

4. U-turns. While traversing along the boundary of the outer polygon, the
number of ‘U-turns’ along the vertical direction is defined as vertical direction
change (VDC). Each U-turn is defined by a vertex sequence where two consecu-
tive vertices are of type 〈+,+〉; and for each such U-turn, we also consider their
relative positions similar to PoH. Figure 2d shows how two characters are dis-
criminated by VDC; here, VDC(‘K’) = 6 and VDC(‘M’) = 8. A similar measure
along the horizontal direction gives horizontal direction change (HDC), which,
however, is not found to be a strong discriminating attribute as VDC. It is hence
omit-able from the reduct, while keeping the classification preserved, as inferred
from our experimentation and hence not included in the semi-reduct.

5. Concavities. As shown in [2], concavity serves as an important character-
istic of any shape. Hence, we use concavity as an attribute and define it as
two consecutive vertices of type 〈−,−〉. We classify a concavity depending on
its orientation: left (L), right (R), upward (U), and downward (D). Further,
as a rough-theoretic measure, we discretize the relative depth of each concav-
ity to the nearest value in {1, 2, 3}. It is represented by a 3-tuple of the form
〈concavity direction, region, depth〉. In Fig. 2e, the characters ‘V’ and ‘Y’ have
similar concavities (i.e., U) but have respective depths 2 and 1, and hence get
discriminated.

In Table 1, we have shown the composition of reduct attributes for a sub-
set of the English alphanumeric set. Notice that the attribute tuples are well-
discernible, which justifies their merit in playing a decisive role in our OCR
system. Figure 3 shows the pipeline in stages where each stage is based on a par-
ticular semi-reduct attribute. Observe that in the initial stages of the pipeline,
the average number of objects per equivalence class is more, and the equivalence
classes gradually get smaller in size down the pipeline until each character gets
uniquely recognized. The characters in red-colored nodes are discernible using
the semi-reduct attributes only, while those in yellow nodes are discriminated
using Tesseract features on top of the semi-reduct towards the final stage of the
pipeline.

3 Experimental Results

For testing, we have checked several datasets and finally have picked up Chars74k
[3,4] to report here the test result. We select this dataset for its challenging
scripting styles to OCR design. It contains images of 26 capital letters, 26 small
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Table 1. Sample information table (shown partial) containing the object properties
against the semi-reduct.

Characters EN PoH VDC Concavity ER

B −1 +1,+2 2 (L,+1,−) 2

E +1 – 2 (L,+1,−), (L,+2,−) 1
2

I +1 – 2 – 2

M +1 – 8 (D, −2,−), (D, +2,−), (U, +1,−) 1

T +1 – 2 – 1

V +1 – 8 (U, +1, 2) 2

Y +1 – 8 (U, +1, 1) 2

b 0 +2 8 – 2

d 0 −2 8 – 2

3 +1 – 8 (R, +1,−), (R, +2,−) 1

Fig. 3. Semi-reduct attributes working down the pipeline leads to decomposition of
equivalence classes. (Color figure online)

letters, and ten numeric digits in English, written with 1016 different font styles.
Each image has a resolution of 128 × 128 pixels.

We get an average CPU time of 0.051 s for the recognition of a character
using our OCR engine. This is computationally attractive w.r.t. Google Tesseract
engine that takes 0.203 s per character. This CPU time is achieved on a 64-
bit Intel R© 2-CoreTM i5 processor, with 4 GB RAM, DELL machine. As shown
in Table 2, we get a result of 88.98% accuracy using our model, while Google
Tesseract, version 3.02.02, gives 64.79% with eng.trainneddata training set.

Since the characters are isolated objects, the classification is context-free;
as a result, some character images are not mutually discernible. Hence, we cat-
egorize them in the same class: (0/o/O), (i/l/I/1), (C/c), (J/j), (K/k), (M/m),
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a) b)

c) d)

Fig. 4. Some typical instances of test cases to adjudge the quality of the pro-
posed rough-set approach. (a) Semi-reduct and Tesseract are independently successful.
(b) Semi-reduct is successful, Tesseract is not. (c) Semi-reduct combined with Tesseract
is successful. (d) None is successful.

Table 2. Comparison by accuracy

Rough set Letters Tesseract

Above 90% CEIJKLMSVXYZf83 75.49–90.84%

80–90% ABDFHNOPQRTUW 4.90–87.00%

70–80% Gbdem247 5.01–80.70%

60–70% anqrt56 0.78–52.85%

50–60% gh9 1.08–60.33%

Average 88.98% – 64.79%

(P/p), (S/s), (U/u), (V/v), (W/w), (X/x), (Y/y), (Z/z). Also, other than these,
there are a few characters which bear very close resemblance with each other
over a varied font style, e.g., (z/2), (s/5), and (g/8/9). When the font style is
complex, such as the ones used in scripting the letters shown in Fig. 4, there
might be erroneous result owing to erratic mapping of the attribute values in
the discretized space defined for the rough set. With larger dataset and more
minute observation of their differences, discernibility of these characters can be
targeted.

4 Conclusions

We have shown how a rough-set model with a small-cardinality semi-reduct
can indeed be useful for quick and efficient discernibility of optical characters
over varying font style. It has a significant operational difference with the exist-
ing techniques and can be designed to an efficient OCR with less runtime. The
semi-reduct attributes used in our model are found to have strong discriminating
power and can extend the concept further for OCR design in scripts other than
English. Additional attributes can be explored and tested in different combina-
tion with these attributes to downsize a suboptimal semi-reduct to an optimal
reduct, especially when a script has a large alphabet size.
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Abstract. Parkinson’s disease (PD) is the second after Alzheimer most popular
neurodegenerative disease (ND). We do not have cure for both NDs. Therefore
the purpose of our study was to predict results of different PD patients’ treat-
ments in order to find an optimal one.
We have used rough sets (RS) and machine learning (ML) rules to describe

and predict disease progression (UPDRS - Unified Parkinson’s Disease Rating
Scale) in three groups of Parkinson’s patients: 23 BMT patients on medication;
24 DBS patients on medication and on DBS therapy (deep brain stimulation)
after surgery performed during our study; and 15 POP patients that have surgery
earlier (before beginning of our study). Every PD patient had three visits
approximately every 6 months. The first visit for DBS patients was before
surgery.
On the basis of the following condition attributes: disease duration, saccadic

eye movement parameters, and neuropsychological tests: PDQ39, and Epworth
tests we have estimated UPDRS changes (as the decision attribute).
By means of ML and RS rules obtained for the first visit of BMT/DBS/POP

patients we have predicted UPDRS values in next year (two visits) with the
global accuracy of 70% for both BMT visits; 56% for DBS, and 67, 79% for
POP second and third visits.
We have used rules obtained in BMT patients to predict UPDRS of DBS

patients; for first session DBSW1: global accuracy was 64%, for second
DBSW2: 85% and the third DBSW3: 74% but only for DBS patients during
stimulation-ON. These rules could not predict UPDRS in DBS patients during
stimulation-OFF visits and in all conditions of POP patients.

Keywords: Neurodegenerative disease � Rough set � Decision rules �
Granularity
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1 Introduction

Only very experience PD neurologists are successful in implementing individually
adjusted therapy. In general doctors have very limited time for each patient and dif-
ferent approaches to patients that may lead to confusions and ineffective therapy. We
propose to improve doctor’s approach by additional more automatic measurements and
intelligence symptom classification [1] that is similar to that found in the visual system
for the complex objects recognition [2].

It is important to estimate the disease stage because it determines different sets of
therapies. The neurological standards are based on Hoehn and Yahr and the UPDRS
(Unified Parkinson’s Disease Rating) scales. The last one is more precise and it will be
used in this study. We would like to estimate disease progression in different groups of
patients that were tested during three visits every half-year. Our method may lead to
introduce more precise follow up and introduction of the possible internet-treatment.

2 Methods

All 62 PD patients were divided into three groups: BMT patients (only medication),
and patients on medication and with implanted electrodes in the STN (subthalamic
nucleus [3]) during our study: DBS group or before our study: POP group.

The Deep Brain Stimulation (DBS) surgery was performed in the Institute of
Neurology and Psychiatry WUM. PD patients were tested in the following sessions:
MedON/MedOFF sessions (sessions with or without medication). The other groups:
DBS and POP patients were also tested in StimON/StimOFF session were DBS
stimulation was switched ON or OFF. All combinations gave four sessions:
(1) MedOFFStimOFF; (2) MedOFFStimON; (3) MedONStimOFF; (4) MedON-
StimON. Details of these procedures were described earlier [2]. The UPDRS tests and
neuropsychological tests were performed by neurologists from Warsaw Medical
University. Fast eye movements (EM) - reflexive saccades (RS) were recorded as
described in details before [1, 3]. The following parameters of RS were measured: the
delay (latency) related to time difference between the beginning of the light spot
movements and the beginning of the eye movement; saccade’s amplitude in compar-
ison to the light spot amplitude; max velocity of the eye movement; duration of saccade
defined as the time from the beginning to the end of the saccade.

2.1 Theoretical Basis

Our data mining analysis follows rough set (RS) theory after Zdzislaw Pawlak [4])
because RS gave the best results in PD symptoms classifications in comparison to other
methodologies [1]. Our data are represented as a decision table where rows represented
different measurements (may be obtained from the same or different patients) and
columns were related to different attributes. An information system [4] is as a pair
S = (U, A), where U, A are finite sets: U is the universe of objects; and A is the set of
attributes. The value a(u) is a unique element of V (where V is a value set) for a 2 A
and u 2 U.
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A decision table for S is the triplet: S ¼ U;C;Dð Þ where: C, D are condition and
decision attributes [5]. Each row of the information table gives a particular rule that
connects condition and decision attributes for a single measurements of a particular
patient. As there are many rows related to different patients and sessions, they gave
many particular rules. Rough set approach allows generalizing these rules into uni-
versal hypotheses that may determine optimal treatment options for an individual PD
patient. Different rules’ granularities (abstraction) are similar to complex objects
recognition [2] and may simulate association processes of the ‘Golden Neurologist’.

In the present study, we are trying to use data from different groups of patients for
training and testing. The purpose was to find what are limits of rules that may predict
symptoms development of patients with different treatments in different disease stages.

We have used the RSES 2.2 (Rough System Exploration Program) [6] with
implementation of RS rules to process our data.

3 Results

All 62 PD patients were divided into three groups: BMT patients (only medication),
and patients on medication and with implanted electrodes in the STN (subthalamic
nucleus [3]) during our study: DBS group or before our study: POP group.

In 23 patients of BMT group the mean age was 57.8+/− 13 (SD) years; disease
duration was 7.1+/− 3.5 years, UPDRS was 36.1+/− 19.2. In 24 patients of DBS group
the mean age of 53.7+/− 9.3 years, disease duration was 10.25+/− 3.9 years (stat. diff.
than BMT-group: p < 0.025), UPDRS was 62.1+/− 16.1 (stat. diff. than BMT-group:
p < 0.0001). In 15 patients of POP group the mean age was 56.2+/− 11.3 (SD) years
and disease duration was 13.5+/− 3.6 years (stat. diff. than DBS-group: p < 0.015),
UPDRS was 59.2+/− 24.5 (stat. diff. than BMT-group: p < 0.0001).

These statistical data are related to the data obtained during the first visit for each
group: so-called BMT W1 (visit one), DBS W1 (visit one) and POP W1 (visit one).

3.1 BMT Patients’ Rules for the Disease Progression

The BMT patients (only on medication) were tested in two sessions (session 1: without,
and session 3: with medication) three times every half-year.

We have used ML and rough set theory [6] in order to obtain rules determining
decision and condition attributed for the first visit BMTW1. On the basis of these rules
we have predicted the UPDRS values obtained during the second (half -year later W2 –

BMTW2) and the third (one year later BMTW3) visits. UPDRS was optimally divided
by RSES into 4 ranges: “(−Inf, 24.0)”, “(24.0, 36.0)”, “(36.0, 45.0)”, “(45.0, Inf)” for
both visits (W2 and W3) the global coverage was 1.0 and the global accuracy was 0.7.
Example of rules from BMTW1:

Ses ¼ 3ð Þ& PDQ39 ¼ '' �Inf ; 50:5ð Þ''ð Þ ¼> UPDRS ¼ '' �Inf ; 33:5ð Þ'' 12½ �ð Þ 12 ð1Þ
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dur ¼ '' �Inf ; 5:65ð Þ''ð Þ& Ses ¼ 3ð Þ& Epworth ¼ '' �Inf ; 14:0ð Þ''ð Þ
¼> UPDRS ¼ '' �Inf ; 33:5ð Þ'' 7½ �ð Þ 7 ð2Þ

dur ¼ '' 5:65; Inf ''ð Þð Þ& Ses ¼ 3ð Þ& Epworth ¼ '' 14:0; Infð Þ''ð Þ
¼> UPDRS ¼ '' �Inf ; 33:5ð Þ'' 4½ �ð Þ 4 ð3Þ

In the first rule (1) if the session number 3 and PDQ39 = (−Inf, 50.5) then UPDRS was
(−Inf, 33.5) in 12 cases. The second rule (2) was fulfilled in 7 cases and the third one
(3) in 4 cases. There were 70 rules.

3.2 DBS and POP Patients’ Rules for the Disease Progression

As DBSW1 had only 2 sessions (before surgery) we could only predict session
DBSW3 on the basis of DBSW2 (half of the year earlier) (Table 1).

POP patients’ rules for the disease progression. As above, we have predicted
UPDRS for visits POPW2 and POPW3 on the basis of visit POPW1 with total
accuracy: 0.667 and 0.793 with a coverage: 1 and 0.967.

3.3 BMT Patients’ Rules for Estimation of DBS Patients’ Disease
Progression

As BMT patients have only two sessions (S1 – MedOff, and S3 – MedON) and DBS
patients four sessions (see Methods) we have divided them to two sets: one with
StimON set-up and another one with StimOFF set-up. We were not successful in
prediction SimOFF sessions as DBS patients were in more advanced stage than BMT
group. Our UPDRS predictions for DBSW1 had global accuracy 0.64 (coverage 0.5);

Table 1. Confusion matrix for UPDRS of DBSW3 by rules obtained from DBSW2.

Predicted

Actual 

TPR: True positive rates for decision classes; ACC: Accuracy for decision classes: 
the global coverage was 1 and the global accuracy was 0.562 

"(46.0, 
72.0)"

"(38.0, 
46.0)"

"(19.5, 
38.0)"

"(72.0,
Inf)"

"(Inf, 
19.5)"

ACC

"(46.0, 72.0)" 12 5 2 5 1 0.48

"(38.0, 46.0)" 2 5 1 2 2 0.42
"(19.5, 38.0)" 0 4 13 3 7 0.48

"(72.0, Inf)" 4 0 0 12 0 0.75

"(-Inf, 19.5)" 0 0 4 0 12 0.75

TPR 0.67 0.4 0.65 0.55 0.6
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for DBSW2 - global accuracy was 0.85 (coverage 0.3); for DBSW3 - global accuracy
was 0.74 (coverage 0.6).

3.4 DBS Patients’ Rules for Estimation of POP Patients’ Disease
Progression

We could not predict UPDRS of POP patients from rules obtained from DBS patients
probably because many years of DBS have changed some brain circuits.

4 Discussion

There are novel technologies and data constantly improve PD patients’ treatments, but
are also still doubts if the actual procedures are optimal for a particular individual case.
Our long time purpose is to use the data mining and machine learning in order to
compare different neurological protocols and their effectiveness. We think that the best
future approach will be to perform all tests automatically at home, process them with
intelligent algorithms and to submit results to the doctor for his/her decision. Another,
more advanced approach that we were testing in this work, would be to create the
standard treatment for each new case on the basis of already successfully treated patients
and correct treatment as symptoms are developing in time. We have demonstrated that
relatively easy to estimate symptoms and their time development in populations treated
in a different ways (e.g. only medication treatment). This result may give the basic
(locally optimal) follow-ups. If patient is doing significantly worse then others (rules),
his/her treatment is not optimal, and should be changed. In the next step, we may use
rules obtained from different clinics to get them even more universal and optimal. Our
new approach is related not only to longitudinal study but also test different patient
population with different treatments. Can we in this case find optimal way of different
treatments? The second group of patients were in more advanced stage of disease so it
was not possible to get 100% coverage like in the first case. The second group with
longitudinal study had a new treatment (brain stimulation) that started from the second
visit. We have tested if the same treatment in different populations gives similar results.
Patients got two treatments: medication (medication ON and OFF) and electric brain
stimulation (ON and OFF). We have analyzed these treatments as two different sets:
(1) StimOFF: medication ON and OFF; (2) StimON: medication ON and OFF. As a
result, it was not possible to get sufficient accuracy in the first situation, but we got good
accuracy in the second case- with the brain stimulation. However, our third POP group
was different than two other as we did not succeeded to obtain good prediction by rules
obtained by other groups BMT or DBS. It maybe related to the longer period of brain
stimulation (DBS) that has changed some central mechanisms. It is an important neg-
ative result that needs more study. In the near future, we may look for additional
condition attributes in order to improve a global accuracy. The reason that our rules did
not apply to symptoms of patients without brain stimulation might be related to the
surgery. Inserting electrodes through the brain till the basal ganglia probably partly
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destroys some of these pathways. Functions of these connections are expressed by our
rules, damaging them changes their functionality. We have demonstrated that the DBS
(electric STN stimulation) procedure revoked and improved rules that became similar to
rules of early stage Parkinson’s disease patients.

5 Conclusions

This work is a continuation of our previous findings [1, 3], comparing classical
approach used by most neurologists and based on their partly subjective experience and
intuitions with the intelligent data processing (machine learning, data mining) classi-
fications. We have demonstrated that the parameters of eye movements and neu-
ropsychological data are sufficient to predict longitudinal symptom developments in
different therapy related groups of PD patients.

Acknowledgements. This work was partly supported by projects Dec-2011/03/B/ST6/03816,
from the Polish National Science Centre.
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Abstract. This paper presents an adversarial approach to improve the
accuracy of an indoor positioning system. In the present work, we pro-
pose a system, composed of two components which act as an adversary
to each other while determining the accurate parameters in the equations
governing the distance evaluations. Differential Evolution is employed to
update the parameters in the continuous domain, in real-time by gener-
ating an adversarial relation using the two components. Distance evalu-
ation using Time-of-Arrival (TOA) and Received Signal Strength (RSS)
are the two strategies used to evaluate distances independently.

Keywords: Indoor positioning system · Indoor localization · Evolution-
ary computation · Differential evolution

1 Introduction

Large amount of work on indoor system has been done using several techniques
in the past, but most of the works calibrate the unknown constants once before
the operation of the experiment and then utilizes the evaluated constant val-
ues for their complete operation [1,3,5,9]. Despite the knowledge of constantly
occurring subtle changes in the surrounding, the effect on the constants involved
is neglected. In the present paper, we aim to update the involved constants reg-
ularly by an adversarial mechanism in the continuous domain of the constants
and position coordinates.

Throughout the following text, the node whose position is to be evaluated is
referred as Unknown node and the beacon nodes which emit ultrasonic signals
and radiowave packet are referred as Reference nodes. The position of reference
nodes is predetermined.

2 Background

2.1 Time-of-Arrival Technique

TOA (Time-of-Arrival) is a distance estimation technique. In this method, the
distance between the Reference node and the Unknown node is calculated using
transmission time of the signal and the speed of the signal as follows:

dTOA = time × speed (1)
c© Springer International Publishing AG 2017
B.U. Shankar et al. (Eds.): PReMI 2017, LNCS 10597, pp. 276–281, 2017.
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where dTOA is the distance between the Reference node and the Unknown node
measured using TOA, time is the duration of time taken by signal propagation
from Reference node to Unknown node and speed is the speed of propagation of
the signal. In TOA based systems only one way propagation time is recorded [4].

2.2 Received Signal Strength Technique

RSS (Received Signal Strength) based methods are also distance estimation tech-
niques based on signal attenuation. It performs better in absence of LOS (Line
of Sight) channel, which is the case in practical implementations. The signal
path loss due to propagation is used to calculate the distance using the following
relation [6,8]:

RSS(x = d) = −RSS(x = 1m) − 10n log10(d) + δ (2)

dRSS = 10
RSS(x=d)+A−δ

10·n (3)

where RSS(x = d) is RSS value at a d distance (in meters) from transmitter, A
is RSS(x = 1m), dRSS is the distance of Unknown node from the Reference node
computed using RSS technique, n is the medium as well as location dependent
signal propagation constant and δ corresponds to attenuation due to obstacles.

2.3 Trilateration

Trilateration is a geometrical positioning technique. In this method, reference
distances from three non-collinear points is used to calculate physical position
(x and y coordinates) of unknown node in 2D Cartesian Plane as indicated in
Fig. 1 (adjusted Reference nodes according to proposed system) and Eqs. (4) and
(5) [5].

x =
d2A + R2 − d2B

2R
(4)

y =
d2A + R2 − d2C

2R
(5)

where x and y are the respective coordinates in the assumed 2D plane, dA is
the distance of the Unknown node from Reference node A, dB is the distance of
the Unknown node from Reference node B, dC is the distance of the Unknown
node from Reference node C, R is the distance between Reference node A and
Reference Node B (also Reference node A and Reference Node C).
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Fig. 1. Technique of trilateration adapted and used in the experiment (Red Circle -
Reference Node, Green Pentagon - Unknown Node) (Color figure online)

2.4 Differential Evolution

Differential Evolution [7] is an optimization algorithm under evolutionary com-
putation. Under the given set of constraints and optimization objective function,
the values of decision variables can be calculated by iterative attempt to improve
a candidate solution generated by the algorithm. This algorithm requires three
parameters: NP - population size, F - a parameter to control the mutation, and
CR - crossover probability. The procedure of this algorithm can be divided as:
Initialization, Mutation, Crossover and Selection.

DE initializes a population P with individuals xi, where i ε {1, 2,.., NP} and
xi being a t-dimensional vector. Mutation step in this algorithm is achieved by
(6), that is to generate a mutant vector vi,G for each population vector xi,G

where G corresponds to generation of the population.

vi,G+1 = xr1,G + F (xr2,G − xr3,G) (6)

where r1, r2, r3 are random indices such that r1, r2, r3 ε {1, 2,.., NP} and
Recombination of population is performed using Crossover operation. A uni-

form crossover in (7) involves combination of parent vector xi,G and the mutant
vector vi,G+1 to yield trial vector ui,G+1 according to following criteria:

uj,i,G+1 =

{
vj,i,G+1 if random(0, 1) < CR or j == di

xj,i,G otherwise
(7)

where u is the trial vector, v is the mutant vector, j is dimension index and j ε
{1, 2,.., t} (t is the total number of dimensions or components in the individual
population vector xi,G, G is the generation of the population, i is population
index, random(0, 1) generates a float random number between 0 and 1, di ε {1,
2,.., t} is a randomly chosen index. The selection strategy on each population
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element concludes the iteration. If f(ui,G+1) < f(xi,G), then xi,G+1 = ui,G+1

otherwise xi,G, where f is the fitness or objective function.

3 Proposed System

The aim of the system is to predict the indoor location of Unknown node, by
updating the constants involved in Eqs. (1) and (3) in real-time during the oper-
ation. Our proposed system consists of two components capable of measuring
the distances which are employed to act as an adversary to each other. The first
component is the technique corresponding to Time-of-Arrival (TOA) which uses
ultrasonic signals to compute the duration of time of propagation. The second
component is the technique using RSS (Received Signal Strength) of radiowave
packets from Reference nodes.

3.1 RSS Value Stabilization

It is a very common problem to record highly fluctuating values of Received
Signal Strength (RSS). However, the RSS values can be stabilized using the
following update rule in (8), using a control factor γ.

sRSSt = γ · sRSSt−1 + (1 − γ) · RSSt (8)

where sRSS is the stabilized RSS value, RSSt is the RSS value recorded from
the communication module. (8) is applicable only in cases where the motion of
Unknown node is continuous in the 2D plane domain and not abrupt.

3.2 Adversarial Optimization to Update Constants

The idea is to measure the distance of the Unknown node from Reference nodes
A, B and C: dA, dB and dC using two techniques. The first technique being TOA,
we record time duration from the point Unknown node requests an ultrasonic
signal packet by radio communication to the point of arrival of ultrasonic signal
at Unknown node. This evaluation is done for all the Reference nodes A, B and
C, obtaining TOAA, TOAB , TOAC . The second technique of RSS is employed
to the beacon packets coming from Reference nodes A, B and C to Unknown
node, obtaining RSSA, RSSB, RSSC . These RSS values are stabilized using (8).
Substituting these obtained values in the objective function f(A, δ, n, c) for every
Reference node, we run differential evolution to obtain optimal values of A, δ, n
and c.

The objective function f is absolute value of the difference of distances cal-
culated by two techniques (1) and (3) between the Reference node and the
Unknown node, f =

∣∣dk,RSS − dk,TOA

∣∣, where k ε {A,B,C}. This choice of
objective function definition gives rise to adversarial nature in the proposed
approach. The objective function f subject on A, δ, n, c is as follows:

f(A, δ, n, c) =
∣∣∣∣(10

−(RSS(x=d)+A−δ)
10·n

)
− (

TOA × c
)∣∣∣∣ (9)
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Each individual of the population in Differential Evolution algorithm encodes A,
δ, n, c in their inherent information. In this application, the values of A, δ, n, c
are constrained to their respective ranges (±10% of the constant value evaluated
in the beginning of the experiment) due to physical phenomena.

3.3 Update of Position

The final aim of the system is to provide position coordinates of the Unknown
node, with respect to assumed Cartesian plane as in Fig. 1. We have utilized
the second component of the system to report final coordinates of the particular
cycle. Using the new values of A, δ, n and the latest stabilized RSS values in
(3), we compute dA, dB and dC . Applying trilateration (4), (5) using these three
distance values, we report the coordinates of Unknown node.

Error is calculated as the distance between estimated position coordinate
(x,y) and real position coordinate (x0,y0).

4 Experiment and Results

The experiment is conducted in an indoor environment with a predetermined
2D Cartesian plane of dimension 5 m × 5 m. The Reference and Unknown nodes
communicate via. ZigBee (IEEE 802.15.4-based suite of high-level communica-
tion protocols) [2]. Each node is equipped with ultrasonic transmitter/receiver.
All the nodes are computationally powered by NXP JN5168 ZigBee microcon-
troller. The setup in case of Unknown node is mounted over a movable bot to
fulfill the purpose of a movable node, whose position is determined in continuous
manner. The experimental setup of the nodes is equivalent to the scheme in the
Fig. 1.

Table 1. Performance Comparison

Algorithm Ours Naive RSS

NP = 10 NP = 20

γ = 0.4 γ = 0.6 γ = 0.4 γ = 0.6

Minimum Deviation(cm) 2.98 3.12 2.76 2.61 4.51

Maximum Deviation(cm) 19.03 18.71 16.94 16.18 23.77

Average Deviation(cm) 8.92 8.51 8.39 8.25 11.19

Root Mean-Square Error(cm) 5.83 5.62 5.51 5.48 9.37

Due to limited computation power of JN 5168 microcontroller the differential
evolution algorithm in the experiment has been executed on a population size
(NP ) of 10 & 20, and for 10 generations only. These parameters have been
decided after establishing a suitable trade off between computation time and
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reliability of results. The experiment is conducted for 2 values of γ as 0.4 and
0.6 for RSS stabilization. γ = 0.6 for being more inertial towards the previous
RSS values.

Table 1 compares our technique with naive RSS technique. The naive RSS
technique employs constants evaluated once at the beginning of the experiment
in the above described setup. It is evident from the comparison of Root Mean-
Square Error of both the techniques that our technique is superior by employing
update of parameter values in real-time. Further, our proposed techniques per-
forms better for NP = 20 due to more exhaustive optimization.

5 Conclusion

An indoor positioning system which can update its functional parameters in
real-time was successfully proposed and its performance was verified. Currently
there is one disadvantage associated with the system, as it might not be very
practical in its usecase but this paper successfully proposes a model which can
update its parameters by an adversarial approach. Further work to replace or
modify first component of TOA is required to improve this system for more
practical purposes.
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Abstract. Job Shop Scheduling problem has wide range of applica-
tions. However it being a NP-Hard optimization problem, always finding
an optimal solution is not possible in polynomial amount of time. In
this paper we propose a heuristic approach to find near optimal solu-
tion for Job Shop Scheduling Problem in predetermined amount of time
using Cat Swarm Optimization. Novelty in our approach is our non-
conventional way of representing position of cat in search space that
ensures advantage of spatial locality is taken. Further while exploring
the search space using randomization, we never explore an infeasible
solution. This reduces search time. Our proposed approach outperforms
some of the conventional algorithms and achieves nearly 86% accuracy,
while restricting processing time to one second.

Keywords: Job Shop Scheduling · Cat Swarm Optimization ·
NP-Hard · Makespan

1 Introduction

Job Shop Scheduling is a NP-Hard problem; thereby it cannot be assured that
optimal solution would be achieved in finite amount of time. In most of the
real world applications, finding near optimal solution in small finite amount of
time is more preferable than spending huge amount of time in finding optimal
solution. In job shop scheduling problem (JSSP) we have a set of jobs and a
set of machines on which these jobs have to be executed in optimal manner.
We refer Fig. 1 as an example. Each job has some sub-task (to which we call
as operations) represented as nodes in each row. Number inside each node is
written in ‘p.q’ format indicating that it is qth operation of pth job. Next to each
node we have mentioned machine on which that node has to run and for how
much amount of time it has to run. Here every ith operation of every job has to
be completed before (i+1)th operation of that job is started. On any machine
Mx, only one operation can be executed at a time. Any operation of job j can
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be executed before any operation of job k, (where j �= k). Every job has exactly
one operation for every machine. Preemption is not allowed between operations.
Goal here is to find an order in which operations should be assigned to each
machine so that the total amount of time required to complete all operations of
all jobs (i.e. makespan) is minimum. In order to solve this problem we use cat
swarm optimization (CSO) [2] technique.

Fig. 1. Graphical representation of JSSP Fig. 2. Gantt chart

JSSP has many heuristic approaches of solving it to near optimal solution.
The most noted is the shifting bottle neck heuristic which uses branch and bound
algorithm. Good accuracy is observed in [1], which uses CSO however the time
for convergence ranges from 1 sec to 3000 sec, depending upon instance of dataset
used. In [7] 3.96% relative error was observed, however 1000 iterations were used
every time. Artificial fish swarm optimization was used in [3], they used 100
iterations and tried to find near optimal solution. However the highest accuracy
they achieved was 73.33% and average accuracy is much lower than it. Ant colony
optimization was used in [4], where approach used was parallel. For getting
optimal solution, as number of jobs increases number of ants were increased
there by causing load on system. Also the number of iterations used is large
along with the disadvantage of getting trapped in local optima. Thus, a good
amount of work has been done in this area but none of the existing approach finds
suboptimal solution in real time with 86% accuracy. Major difference between
our approach and approach used in [1] is the way of representing position of cat.
Below are the key contributions of this paper and as per our knowledge this is
first work which uses CSO in fast convergent manner over reduced search space
for finding solution of JSSP.

– Proposed method utilizes the topological ordering of JSSP graph to extract
the valid random solution every time within the search space.

– Further, the representation of a cat’s position is novel that takes advantage
of spatial locality and thereby reducing the computation time.

2 Proposed Methodology

In our further discussion, j would be number of jobs, m would be number of
machines, ‘totalOp’ would be total number of operations in a job and O(p, q)
would be pth operation of qth job. All jobs have equal number of operations.
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2.1 Finding Solution for JSSP Using CSO

In this sub-section we describe entire work flow of finding near optimal solution
of JSSP using CSO. In CSO each cat has four attributes, which are ‘current
position’, ‘current velocity’, ‘best position seen so far’ and ‘mode’ which can be
‘seeking’ or ‘tracing’.

1. Initialize position of cats. Keep some cats in seeking mode and some in tracing
mode.

2. If cat is in seeking mode then conventional method in seeking mode is to
get new position of cat by adding a random value to its current position.
Msize number of such positions are generated. Msize is seeking memory pool
size i.e. number of positions that a cat can remember at time. However we
directly generate Msize number of random positions for the cat, using method
described in Subsect. 3.2.

3. If cat is in tracing mode then follow below steps:
(a) Calculate difference between two positions of cat using method described

in Subsect. 3. Xbest is best position among positions explored by all the
cats and Xcurrent is current position of cat

Xdif = Xbest − Xcurrent (1)

(b) Calculate new velocity of cat as

Vnew = Vold ∗ inr + sc ∗ r ∗ Xdif (2)

where ‘inr’ is inertia, tendency of cat to retain its old velocity, ‘sc’ is
scaling factor and ‘r’ is random number.

(c)
Xnew = Xcurrent + Vnew. (3)

Method of adding velocity to position is described in Subsect. 3.1.
4. Update Xbest to be the best position among all the positions explored till

now. Smaller makespan are considered better.
5. Go to step 2.1 if stopping condition isn’t met, which in our case is maximum

number of iterations.

2.2 Representing Position of Cat

Table 1 is made referring to Fig. 1. In Table 1 ‘Id’ is nothing but a unique identity
given to each column. Position of cat can be defined as vector of Id’s. Equation (4)
represents a valid solution for JSSP (i.e. position of cat) according to convention
used in [1]. We call this representation as ‘format-1’. In [1] while assigning initial
position to each cat, they generate a random vector and check if its a valid
solution, if it is, then they assign it to a cat, else they rearrange the elements
in vector to convert it to a valid solution. Disadvantage of this representation is
that more than one representation refers to a same solution. Solution 1 and 2
in (4) are different representations of the same solution corresponding to gantt
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Table 1. Information matrix

Id 1 2 3 4 5 6 7 8 9

Job Id 1 1 1 2 2 2 3 3 3

Operation sequence 1 2 3 1 2 3 1 2 3

Machine Id 1 3 2 2 1 3 1 2 3

Service time 7 8 10 6 4 12 8 8 7

Table 2. Sub-lists and index mapping

Value of sub-list Index

[1, 2, 3] 1

[1, 3, 2] 2

[2, 1, 3] 3

[2, 3, 1] 4

[3, 1, 2] 5

[3, 2, 1] 6

chart in Fig. 2. It doesn’t restrict us from representing an infeasible solution,
as shown in (5) solution 3 is an infeasible solution. Method that we use to
represent position of a cat is based on order in which operations are assigned to
each machine. Solution in (4) can be represented as [[1, 2, 3], [2, 1, 3], [1, 2, 3]].
This is our representation of position of cat to which we call as ‘format-2’. It is a
list of m sub-lists. Each sub-list corresponds to each machine. First sub-list i.e.
[1, 2, 3] corresponds to order in which operations would be assigned to machine
M1. Similarly for M2 and M3. We exploit the fact that any machine Mx will be
required by exactly one operation in each job i.e. there will be no two operations
of same job to be executed on same machine. Numbers 1, 2, 3 in every sub-
list denotes job Id. Referring to Figs. 1 and 2, we now discuss how to interpret
sub-lists. On Machine M1, first operation of job with job Id=1 will be executed
(i.e. operation 1.1), followed by operation of job with job Id=2 (i.e. operation
2.2) and finally operation of job with job Id=3 (i.e. operation 3.1). If we use the
format-1 for position of cat that is used in [1], then size of search space would be
(m ∗ j)! and size of search space if our representation (format-2) is used, would
be m ∗ (j!), which is lesser than (m ∗ j)!. From format-2 representation, we can
easily reproduce gantt chart as in Fig. 2 by calculating the start time (ts) when
an operation starts its execution on a machine. This can be done by referring
to order of operations in sub-lists and adhering to restrictions of JSSP that are
defined in Sect. 1.

Solution1 =
[
1 4 2 5 7 3 6 8 9

]
, Solution2 =

[
1 4 5 2 3 7 6 8 9

]
(4)

Solution3 =
[
9 8 7 6 5 4 3 2 1

]
(5)

3 Computing Distance Between Two Positions of Cat

The way in which we compute distance between two positions of cat is novel.
Position of cat represents a solution for JSSP. Thus if two cats are near then intu-
itively the solutions should also have similar makespan. If we have m machines
then we will have m sub-lists in every solution. And if there are j jobs then each
sub-list will have j elements. All possible values that a sub-list can have, when
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we have 3 jobs is shown in Table 2. Values are arranged in ascending order and
to each sub-list an index is given. We calculate difference between two sub-lists
as:

IndexOf(sLp) − IndexOf(sLq) where sLp, sLq are sub-lists (6)

For example difference between [1, 3, 2] and [3, 1, 2] would be 2 − 5 = −3.
Consider three positions of cat P1 = [[1, 2, 3], [2, 1, 3], [1, 2, 3]], P2 =
[[3, 2, 1], [2, 1, 3], [1, 2, 3]] and P3 = [[1, 3, 2], [2, 1, 3], [1, 2, 3]]

P1 − P2 = [IndexOf([1, 2, 3]) IndexOf([2, 1, 3]) IndexOf([1, 2, 3])]
−[IndexOf([3, 2, 1]) IndexOf([2, 1, 3]) IndexOf([1, 2, 3])]] (7)

Difference between two positions of a cat is an m dimensional vector.
Makespan of P1, P2 and P3 are 40, 52 and 40 respectively. In Table 3 we can
observe that magnitude of difference in makespan (|dif mp|) and magnitude of
difference in cats position (|dif cp|) are correlated. This property can be used
increase convergence rate. Let the ith element of sublist be O(p,q). Smaller the
value of i, more will be its impact on change in makespan. This is because change
in ith element of a sub-list will affect all elements after ith element in same sub-list
and in other sub-lists.

Table 3. Difference in cat position versus difference in makespan

dif cp |dif cp| |dif mp|
P1 - P2 [1 3 1] - [6 3 1] =[−5 0 0]

√
((−5)2 + 02 + 02) =5 |40 − 52| = |−12| = 12

P1 - P3 [1 3 1] - [2 3 1] =[−1 0 0]
√

((−1)2 + 02 + 02) =1 |40 − 40| = 0

3.1 Adding Velocity to Position of Cat

Let velocity V =
[
1 1 1

]
, position X= [1 3 1]

Xnew(in vector form) = X + V =
[
1 3 1

]
+

[
1 1 1

]
=

[
2 4 2

]

As in our example we have only 3 machines, maximum value that an element in
sub-list can have is 3. Hence we change Xnew from

[
2 4 2

]
to

[
2 3 2

]
.

Xnew = [sublistAt(2) sublistAt(3) sublistAt(2)] = [[1, 3, 2][2, 1, 3][1, 3, 2]]
(where sublistAt() is a method that converts an index to a sublist, refer Table 2)

3.2 Generating Random Position of Cat

To assign initial position to a cat in [1] a random vector was generated. This
vector can be an invalid solution. Hence extra efforts have to be put in, to convert
it to a valid solution. Also after some rearrangement (as in [1]) several different
invalid solutions may get converted to same valid solution, leading to several cats
getting same initial position. This affects the convergence speed. In our method
we make sure that position assigned to any cat, is a valid position. Initially a
valid solution in form of format-1 is generated using steps shown in Algorithm 1.
Then we convert it in the form of format-2.
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Algorithm 1. Generate valid random position for a cat
1: function generateRandPos
2: nextPossibleOp = list of first operations of all jobs � nextPossibleOp keeps

track of all operations that can be executed next
3: position=[ ] � Current position of cat is initially empty
4: totalOp=j*m � total number of operations
5: i=0
6: while i < totalOp do
7: O(p, q) = randomly select one operation out of nextPossibleOp
8: nextPossibleOp= nextPossibleOp - O(p, q)
9: position[i++]= O(p, q)

10: if p < number of operations in job p then
11: nextPossibleOp = nextPossibleOp ∪ O(p + 1, q)
12: end if
13: end while
14: return position
15: end function

Table 4. Experimental results

D j*m A B Error % D j*m A B Error %

LA01 10 * 5 666 805 20.8709 Orb1 10*10 1059 1383 30.5949

LA02 10 * 5 655 776 18.4733 Orb2 10*10 888 896 0.9009

LA03 10 * 5 597 620 3.8526 Orb3 10*10 1005 1201 19.5025

LA04 10 * 5 590 659 11.6949 Orb4 10*10 1005 1144 13.8308

LA05 10 * 5 593 627 5.73356 Orb5 10*10 888 899 1.23874

LA10 15*5 958 1029 7.41127 Orb6 10*10 1010 1282 26.9307

LA11 20*5 1222 1317 7.77414 Orb7 10*10 397 459 15.6171

LA12 20*5 1039 1190 14.5332 Orb8 10*10 899 1069 18.9099

LA13 20*5 1150 1330 15.6522 Orb9 10*10 934 1196 28.0514

LA14 20*5 1292 1292 0 Orb10 10*10 944 1089 15.3602

LA15 20*5 1207 1428 18.3099 Abz5 10*10 1234 1326 7.45543

LA16 10*10 946 946 0 Abz7 20*15 654 748 14.3731

LA17 10*10 789 820 3.92902 Abz8 20*15 634 717 13.0915

LA18 10*10 848 892 5.18868 Abz9 20*15 656 730 11.2805

LA19 10*10 842 870 3.32542 Ft06 6*6 55 62 12.7273

LA20 10*10 902 944 4.65632 Ft10 10*10 930 1038 11.6129

LA30 20*10 1355 1618 19.4096 Ft20 20*5 1165 1561 33.9914

LA31 30*10 1784 2022 13.3408 LA32 30*10 1850 2082 12.5405

LA33 30*10 1719 2091 21.6405 LA34 30*10 1721 2117 23.0099

LA35 30*10 1888 2336 23.7288

Average percentage error 13.6037
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4 Experiment

We tested our approach on 40 instances of OR-Library [8] (benchmark data set).
System used had Intel Core i5-2430M CPU at 2.40 GHz with 4 GB RAM. We
set number of cats in seeking mode as 11 and in tracing mode as 11, seeking
memory pool size as 8, scaling factor (sc) as 0.2, initial velocity as [1 1 ... 1]
and inertia (inr) as 0.8. In Table 4 column ‘A’ denotes ‘Best known solution’, ‘B’
denotes ‘Solution that we have got’ and ‘D’ denotes ‘Instance in dataset’. We
calculate error % as (B−A)∗100

A . We achieved 86% accuracy despite of restricting
number of iterations to 10, which consumed nearly one sec, thereby reaching
faster towards suboptimal solution (i.e. better convergence rate).

5 Conclusion

We used CSO to solve NP-Hard problem of JSSP. Novelty in our approach was
in the way in which we represented position of cat, method for selecting initial
position of cats and the method for updating current cats position in seeking
and tracing mode so as to achieve faster convergence. This enabled finding sub-
optimal solution in small interval of time. This approach can be used for many
practical time critical applications. In future work we aim to increase the accu-
racy, without compromising with processing time.
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Abstract. Most of the traditional works on emotion recognition utilize
manifestation of emotion in face, voice, gesture/posture and bio-potential
signals of the subjects. However, these modalities of emotion recognition
cannot totally justify its significance because of wide variations in these
parameters due to habitat and culture. The paper aims at recognizing
emotion of people directly from their brain response to infrared signal
using music as the stimulus. A type-2 fuzzy classifier has been used to
eliminate the effect of intra and inter-personal variations in the feature-
space, extracted from the infrared response of the brain. A comparative
analysis reveals that the proposed interval type-2 fuzzy classifier outper-
forms its competitors by classification accuracy as the metric.

Keywords: Emotion classification · Functional near-infrared spec-
troscopy · Interval type-2 fuzzy set classifier · Evolution algorithm

1 Introduction

In recent times, brain computer interface (BCI) has earned immense popular-
ity for its inherent advantages in understanding the biological basis of cognitive
processes, involving perception, memory, emotion and sensory-motor coordina-
tion. Emotion is regarded as the conscious experience concerning the pleasure,
neutrality and displeasure levels of cognitive reaction of the brain in response to
external stimulation.

Among different types of brain stimulation, music is one of the common modal-
ities [4] of emotion arousal. Although no scientific justification on the role of
music to emotion arousal is known till date, it is noticed that slow tempos, minor
harmonies and a fixed pitch of a music is responsible of arousal of sadness [5].
Similarly, fast tempos, cacophonous and a wide range of pitch and dynamics have
correlation with arousal of fear. Similar characterizations of stimuli for arousal of
specific emotion has been ascertained by different research groups [6].
c© Springer International Publishing AG 2017
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Most of the existing techniques attempt to classify emotion experienced by a
subject based on the external manifestation of his/her emotion, such as change
in facial expressions, voice qualities and physiological characteristics (like body
temperature and skin conductance). A few well-known works that need special
mention in this regard are listed below.

Das et al. [2] and Halder et al. [1] report novel techniques of emotion recog-
nition using facial expression, voice and EEG analysis [9]. Wu et al.reported the
change in brain wave synchronization during listening to music [3]. Furthermore,
Mathur et al. [5] demonstrate the role of Indian classical music structure in emo-
tional arousal. Banerjee et al. [6] studied the effect of music in human brain and
body.

However understanding the cognitive underpinnings of emotional arousal
needs more studies based on brain-imaging and cellular neuro-dynamics. We,
here, employ functional Near Infra-Red Spectroscopy (fNIRs 1100) device to cap-
ture the pre-frontal brain response during emotion arousal with an aim to recog-
nize the emotion from the brain response along with interpreting the involved
brain regions [7]. The main focus of the present study is to model intra-personal
and inter-personal uncertainty in the feature space of the fNIRS data obtained
from the subjects, when the subjects experience musical stimuli. The uncertainty
captured by the model is used later by an interval type-2 fuzzy set induced pat-
tern classifier to recognize emotion. Besides, the results of emotion classification
for given fNIRS features obtained from one or more voxels in the pre-frontal
regions explains the engagement of the brain modules in the arousal process of
emotion.

The paper is divided into four sections. Section 2 presents all the main steps,
including normalization and pre-processing of the fNIRS signals, feature extrac-
tion, feature selection and the proposed Interval Type-2 fuzzy classifier for emo-
tion recognition. Section 3 deals with experiments on feature selection and clas-
sifier performance. Conclusions are listed in Sect. 4.

2 Principles and Methodologies

This section reports all the required tools and techniques to resolve the proposed
problem. The following steps are performed to classify hemodynamics responses
associate with emotional arousal from music: (1) Scaling of the raw data, (2)
Processing of the raw data and artifact removal, (3) Feature extraction from
the oxyhemoglobin (HbO) and de-oxyhemoglobin (HbR) data obtained from
fNIRS signals, (4) Feature selection based on evolutionary algorithm and (5)
Classification of hemodynamic features using Interval Type-2 Fuzzy classifier.

2.1 Scaling of the Raw Data and Artifact Removal

The scaling of the raw data is performed using a max-min technique adopted
from the protocol of De et al. [4]. Such transformation returns normalized HbO
and HbR in [0, 1].



Music-Induced Emotion Classification from the Prefrontal Hemodynamics 291

Different physiological and environmental artifacts are removed by means of
elliptical IIR low-pass filter with cut-off frequency o 0.5 Hz [7,8].

2.2 Feature Extraction

We use an fNIRs system having four sources and ten detectors that forms (4
sources) × (4 detectors) = 16 channels. The temporal hemodynamics in 16 chan-
nels is represented by (i) HbO and (ii) HbR absorption curve.

In the present scheme we used music to induce emotions, and these measured
HbO(t) and HbR(t) at t = kT, where T is the samples interval, and k = 0, 1,
2, . . . . Here we have taken the HbO(t) and HbR(t) responses for 90 s, which
are divided into 6 time-windows of 15 s each. We select a sampling rate of 2 Hz,
i.e., 2 samples/second. Thus for 15 s duration, we have (15 × 2) = 30 samples
denoted by HbO(t) and HbR(t) for k = 0 to 29; and T = 0.5 s.

Features: We have taken difference d(t) = HbO(t) - HbR(t) per window and
obtain the Static Features [7] Mean(m), Variance(v), Skewness(sk), Kurtosis(ku)
and Average Energy(E) from the standard definitions. To obtain the dynamic
behavior, we compute the change in m, var, sk, ku and E over the transitions
between each consecutive window of 15 s in a time frame of 90 s. For 5 transitions
of windows we have (5 × 5) = 25 features. Coinciding Static and Dynamic
features together, we have as many as (30 + 25) = 55 features. Thus for 16
voxels we have (16 × 55)= 880 features.

2.3 Feature Selection

We adopt an evolutionary algorithm based feature selection [10] to reduce 880
features into 200 features. The algorithm used for feature selection attempts to
maximize inter-class separation and minimize intra-class separation. The follow-
ing two objectives are designed to attain the above requirements. It is given that−→a x

i = −→a x
i,1, ....,

−→a x
i,Ris the i-th feature vector having R numbers of components

falling in class x, bxj and byj denote the component of class centroids for class x
and y respectively, the two objective functions are as

J1 =
P∑

c=1

Q∑

i=1

R∑

j=1

|ax
i,j − bxj | (1) J2 =

P∑

y=1,y �=c

P∑

c=1

R∑

j=1

|bxj − byj | (2)

where P represents the number of classes, Q the number of data points, and
R is the number of features. We have attempt to optimize J = J1 − J2 using
evolutionary algorithm.
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2.4 Fuzzy Classification

For the present emotion recognition problem, we considered 30 subjects and
have performed repeated experiments of 10 times per subject. Let fi be a fea-
ture. Then its ten instances are f1

i , f2
i , ...., f10

i . We take the mean and variance of
f1
i , f2

i , ...., f10
i and denote them by mi and σi. We adopt Gaussion membership

function to represent the membership of feature fi. Now, for 30 experimental
subjects we have 30 such Gaussion membership functions (MF) for a given fea-
ture fi. We take the maximum and minimum of these 30 MFs to obtain the
Interval Type- 2 Fuzzy set (IT2FS) [1].

Classifier Rule:
Rulei: If f1 is closed to its center, f2 is closed to its center,....., and fn is closed
to its center, then class = emotioni.

To resolve the classification problem, we determine the degree of firing
strength of all the classifier rules. The rule having the highest firing strength
represents the true emotion class.

Firing strength Computation: Let f1, f2, ...., fn be the measurement points.
We obtain

LFSi = Min(μ
Ã1

(f1), μÃ2
(f2), ....., μÃn

(fn) (3)

UFSi = Min(μÃ1
(f1), μÃ2

(f2), ....., μÃn
(fn) (4)

where LFSi and UFSi denote the lower and upper firing strength of the i-th
rule. We take the average of LFSi and UFSi to denote the average strength of
firing of the rule i. We denote this by FSi.

Thus for n classes, we need to fire n rules with the same measurements and
determine their firing strength FSi, i = 1 to n. Let the i-th rule have the different
firing strength, i.e.; FSj > FSk for all k �= i. Then we declare the j-th emotion
class as the solution for the classification task (Fig. 1).

Fig. 1. Computing firing strength of an activated IT2FS induced rule

3 Experiments and Results

This section reports experimental protocols, the results from experimental
instances and the inference derived from the experimental analysis.
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3.1 Experimental Setup

30 right handed student volunteers, whose ages are between 20 to 27 took part
in this experiment. Musical stimulus (Indian classical music) is presented by
the head-phones mounted over the ears over a period of 90 s. Each participant
undergoes 10 trials for each kind of music and a total set of six songs. 15 s inter-
val, which generates maximum emotional depth, is considered as classification
winsow. The hemodynamic data is recorded after removal of the base line.

3.2 Biological Inference of Hemodynamics in Emotion

Experimental analysis reports different emotion induced activations in prefrontal
brain region. We adopt voxel plot approach from De et al. [11] (Fig. 3) using
MATLAB 2015b to detect the spatial brain activation considering the mean HbO
concentration during the specified 15 sec window of emotional activation. Here,
we observe the least activation of the DorsoLateral Pre-frontal Cortex (DLPFC)
[4] in happiness. The activation tends to rise in processing sadness and becomes
highest in fear. Orbito-Frontal Cortex (OFC) shows a similar trend. The voxel
plot for three emotions: (a) happiness, (b) sadness and (c) fear, is presented in
Fig. 3 (due to lack of space the voxel plot of disgust is omitted). It also helps
us to classify the different spatial pattern of brain activation due to emotional
exposure from music.

3.3 Experiment 1: Feature Selection by Evolutionary Algorithm

Here, the feature dimension is reduced by using Evolutionary Algorithm. The
best 200 features are selected among total 880 features. Figure 2 shows the dis-
crimination of the selected 200 features by their relative amplitudes for each of
the four classes: c1 describing Happiness, c2 describing Sadness, c3 defining Fear
and c4 representing Disgust.

Fig. 2. Testing discrimination level of
selected features

Fig. 3. Voxel plot of average HbO
concentration
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3.4 Experiment 2: Classifier Performance Analysis

To study the performance analysis, we compare the relative performance of the
proposed IT2FS algorithm with three traditional emotion classification algo-
rithms like Type-1 Fuzzy Classifier, multiclass Support Vector Machine (m-
SVM) Classifier, Multi-layer Perceptron (MLP) algorithm. Table-I reveals that
the final measure of the classification accuracy is the highest for the IT2FS
method.

Table 1. Average Ranking of IT2FS over Three Traditional Classifiers according to
their mean classifier accuracy

Emotion IT2FS Type-1 Fuzzy classifier m-SVM MLP

Happiness 83% 72% 67% 80.12%

Sadness 92% 80.67% 70% 82.12%

Fear 84% 75% 68.34% 81.45%

Disgust 78.89% 70% 65% 78.22%

Average ranking by Friedman test 1 3 4 2

3.5 Experiment 3: Statistical Comparison of Classifier Performance
Using Friedman Test

To validate the importance of the work, we examine the performance of the
classifier algorithms (IT2FS, Type-1 Fuzzy classifier, m-SVM and MLP) on four
different databases using Friedman test. The Friedman Statistic used in this test
has the standard definition as mentioned in [1]. The Friedman Statistic score is
computed as χ2

F =11.095 with N = 4 and k = 4, which is greater than χ2
3,0.05 =

7.815. Thus, the null hypothesis is rejected at 3 degree of freedom with 78%
accuracy suggesting that the classifier performance can be ranked according to
their mean accuracy percentages. The average ranking of the classifiers computed
using Friedman test is given in Table 1.

4 Conclusion

The paper introduces a novel approach to recognize music-induced emotion of
subjects from their pre-frontal IR response. It is evident from the experimental
results that the evolutionary algorithm based feature selection and the IT2FS
induced classification approach together outperforms other conventional tech-
niques. The IT2FS-induced classifier classifies the reduced 200 dimensional fea-
ture vectores into 4 emotion classes: happiness, sadness, fear and disgust with
classification accuracies 83%, 92%, 84% and 78.89% respectively. The justifica-
tion of IT2FS induced classifier is apparent due to its significance in intra-class
and inter-class feature variation in the fNIRS signals. Experimental results fur-
ther reveal that the DLPFC and OFC region of the brain is least activated during
stimulation of happiness; the activation grows in sadness to disgust and with the
highest response in fear.



Music-Induced Emotion Classification from the Prefrontal Hemodynamics 295

References

1. Halder, A., Konar, A., Mandal, R., Chakraborty, A., Bhowmik, P., Pal, N.R.,
Nagar, A.K.: General and interval type-2 fuzzy face-space approach to emotion
recognition. IEEE Trans. Syst. Man Cybern. Syst. 43(3), 587–605 (2013)

2. Das, S., Halder, A., Bhowmik, P., Chakraborty, A., Konar, A., Janarthanan, R.:
A support vector machine classifier of emotion from voice and facial expression
data. In: World Congress on Nature and Biologically Inspired Computing: (NaBIC
2009) (2009)

3. Wu, J., Zhang, J., Ding, X., Li, R., Zhou, C.: The effects of music on brain func-
tional networks: a network analysis. Nueroscience 250, 49–59 (2013)

4. Schmidt, L.A., Traino, L.J.: Frontal brain electrical activity (EEG) distinguishes
valence and intensity of musical emotions. Cogn. Emot. 15(4), 487–500 (2001)

5. Mathur, A., Vijayakumar, S.H., Chakrabarti, B., Singh, N.C.: Emotional responses
to Hindustani raga music: the role of musical structure. Front. Psychol. 30, 1–11
(2015)

6. Banerjee, A., Sanyal, S., Sengupta, R., Ghosh, D.: Music and its effect on body,
brain/mind: a study on indian perspective by nuero-physical approach. iMedPub
J. 1(1:2), 1–11 (2015)

7. Naseer, N., Hong, K.S.: fNIRS-based brain-computer interfaces: a review. Front.
Hum. Neurosci. 28, 1–15 (2015)

8. Herff, C., Heger, D., Fortmann, O., Hennrich, J., Putze, F., Schultz, T.: Mental
workload during n-back task-quantified in the prefrontal cortex using fNIRS. Front.
Hum. Neurosci. 7, 1–9 (2013). Article no 935

9. Chakraborty, A., Konar, A., Halder, A., Kim, E.: Emotion control by audio-visual
stimulus using fuzzy automata. In: IEEE International Conference on Fuzzy Sys-
tems (FUZZ), pp. 1–8. IEEE, July 2010

10. Lahiri, R., Rakshit, P., Konar, A., Nagar, A.K.: Evolutionary approach for selection
of optimal EEG electrode positions and features for classification of cognitive tasks.
In: IEEE Congress on Evolutionary Computation (CEC), pp. 4846–4853, July 2016

11. De, A., Konar, A., Samanta, A., Biswas, A., Ralescu, A.L., Nagar, A.K.: Cognitive
load classification tasks from hemodynamic responses using type-2 fuzzy sets. In:
Fuzz IEEE (2017)



Speech and Natural Language
Processing



Analysis of Features and Metrics for Alignment
in Text-Dependent Voice Conversion

Nirmesh J. Shah(B) and Hemant A. Patil(B)

Speech Research Lab, DA-IICT, Gandhinagar, India
{nirmesh88 shah,hemant patil}@daiict.ac.in

Abstract. Voice Conversion (VC) is a technique that convert the per-
ceived speaker identity from a source speaker to a target speaker. Given a
source and target speakers’ parallel training speech database in the text-
dependent VC, first task is to align source and target speakers’ spectral
features at frame-level before learning the mapping function. The accu-
racy of alignment will affect the learning of mapping function and hence,
the voice quality of converted voice in VC. The impact of alignment is
not much explored in the VC literature. Most of the alignment tech-
niques try to align the acoustical features (namely, spectral features,
such as Mel Cepstral Coefficients (MCC)). However, spectral features
represents both speaker as well as speech-specific information. In this
paper, we have done analysis on the use of different speaker-independent
features (namely, unsupervised posterior features, such as, Gaussian Mix-
ture Model (GMM)-based and Maximum A Posteriori (MAP) adapted
from Universal Background Model (UBM), i.e., GMM-UBM-based pos-
terior features) for the alignment task. In addition, we propose to use
different metrics, such as, symmetric Kullback-Leibler (KL) and cosine
distances instead of Euclidean distance for the alignment. Our analysis-
based on % Phone Accuracy (PA) is correlating with subjective scores
of the developed VC systems with 0.98 Pearson correlation coefficient.

Keywords: Gaussian Mixture Model · Spectral features · Posterior
features

1 Introduction

The use of text-to-speech (TTS) systems in the commercial applications has
increased recently. Voice Conversion (VC) is being used to develop personalized
TTS in a cost effective manner. VC is a technique that modifies the speech signal
uttered by a source speaker in such way that it is perceived as if it was uttered
by a target speaker. Based on the nature of training corpus (i.e., parallel, non-
parallel or cross-lingual), VC can be broadly classified into text-dependent VC
(for parallel corpus) and text-independent VC (for non-parallel corpus) [18].

The alignment of source and target spectral features’ before learning the
mapping or transformation function is a key issue. In the case of parallel corpus,

c© Springer International Publishing AG 2017
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dynamic time warping (DTW) algorithm is used [15] and in the case of text-
independent VC, state-of-the-art algorithm Iterative combination of a Nearest
Neighbor search step and a Conversion step Alignment (INCA) algorithm [4] is
used. The impact of alignment on the quality of converted voice is less explored
in the VC literature. However, the significance of alignment is much explored
in speech recognition [15], audio search [21] and speech synthesis [10,16,19,20].
The initial attempt in [6] has clearly demonstrated that the alignment accuracy
affects quality of converted voice. In addition, it has shown that misaligned pairs
will result into outliers that deteriorate the quality of converted voice [12].

In the literature, posterior features have been extensively used for keyword
detection [1,9,13,21], template-based speech recognition task [2]. In this paper,
we propose to use unsupervised Gaussian posterior features to find the warping
path between speech utterances from source and target speaker. In addition, we
have also explored various spectral features for the alignment, such as, Mel Cep-
stral Coefficients (MCC) features and standard Mel Frequency Cepstral Coeffi-
cients (MFCC) and posterior features derived from these features. The key issue
with alignment techniques in VC is that they try to minimize the Euclidean dis-
tance between acoustic features for alignment. However, same phoneme uttered
by two different speakers will not have the minimum Euclidean distance. Hence,
we have explored various metric techniques, such as, cosine similarity, Euclid-
ean distance and symmetric Kullback-Leibler (KL) distance. Results are shown
in terms of % phonetic accuracies after the aligned pairs and the subjective
evaluation on the developed VC systems.

2 Alignment Technique

2.1 Motivation

The alignment of source and target speakers’ spectral features is the key issue
before learning the mapping function as the both speakers have spoken utter-
ances with the different speaking rate or speaking style. Figure 1 shows the block
diagram of a proposed system. First, the spectral features and the excitation
source features, which represents the speaker-related information are extracted.
Once the alignment of the spectral features is done, the next task is to learn
the mapping function among these aligned pairs. The unknown spectral features
from the source speaker is converted using the mapping function. Finally, the
vocoder is used to get speech signal from converted features. If the correspond-
ing pairs are wrongly aligned, it will deteriorate the quality of a converted voice.
Hence, one should have accurate phone boundaries to align the spectral features.
In this paper, we are applying different features and distance metrics to obtain
warping path, which will be used for the alignment as shown in Fig. 1.

2.2 Dynamic Time Warping (DTW)

Dynamic Time Warping (DTW) is considered as state-of-the-art method for
aligning spectral features in case of parallel data. The main objective of DTW
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Fig. 1. A schematic block diagram of proposed VC system for the parallel corpus.
Dotted box indicates the contribution in this paper.

is to find an optimal warping path between speech patterns X and Y. Let
X = {x1, x2, ..., xN} and Y = {y1, y2, ..., yM} are the short-time spectral fea-
ture vector sequence corresponding to the training speech utterances, where N
and M are the length of the two feature sequences. DTW minimizes the overall
distance d(X,Y ), which is the sum of local distance d(xwx(k), ywy(k)) computed
over warping path wx and wy. Hence, DTW can be explained as [15]:

DTW (X,Y ) = min
wx,wy

K∑

k=1

d(xwx(k), ywy(k)). (1)

The above mentioned objective function is optimized by using the four stan-
dard constraints as given in [15]. d(X,Y ) in Eq. (1) is the metric applied between
the features to calculate similarity. In the literature, d(X,Y ) is taken as the
Euclidean distance [7]. Similar to the study reported in image processing and
computer vision literature, namely, Euclidean distance may not correlate well
with the perceptual distance of two patterns in a feature space [8]. Hence, we
have explored Euclidean distance, cosine similarity and symmetric KL distance
for spectral and posterior features in Eq. (1).

2.3 Mel Cepstral Coefficients (MCC) vs. Mel Frequency Cepstral
Coefficients (MFCC)

In the literature, MFCC is considered as the standard features in speech recogni-
tion. The details of MFCC and MCC can be found in [3,5], respectively. MFCC
exploits perceptually-motivated auditory filterbank (such as, Mel scale filter-
bank). However, MCC is using allpass transform to approximate Mel scale as
shown in Fig. 2. Hence, MCC and MFCC are different features.
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Fig. 2. Block diagram to calculate MCC. After [5].

DCT is not applied at the end of MCC as shown in Fig. 2 and hence, it
makes it less suitable in Euclidean space. In this paper, we have explored both
the features MFCC and MCC for the alignment task.

3 Proposed Posterior Features

3.1 Gaussian Posterior Features

First, the unsupervised Gaussian Mixture Model (GMM) is trained on the
TIMIT database [14]. Gaussian posterior features are the posterior probabil-
ity vectors for a given Gaussian mixture components [21]. For a given speech
utterances, X = (x1, x2, ..., xn), Gaussian posterior features are defined as
GP (X) = (r1, r2, ..., rn). Here, ri can be calculated as:

ri = (P (C1|xi), P (C2|xi), ..., P (Cm|xi)), (2)

where Ci represents the ith Gaussian mixture component. Once the posterior
feature is obtained, the Pmin threshold is applied (i.e., set probability value zero
if its value is less than Pmin). Posterior probability vector is re-normalized to
ensure that the summation of each dimension to be one [21]. Here, we have
taken Pmin = 0.001. In this paper, posterior features for the source and target
speakers’ utterances have been calculated and these features are used to find
optimum warping path using DTW.

3.2 GMM-UBM Posterior Features

The GMM learned using unsupervised technique on TIMIT database may not
represent well the given source and target speaker pair in terms of posterior
features. Hence, we applied maximum a posteriori (MAP)-based adaptation
technique to adapt the estimated GMM on TIMIT database (which can be
considered as Universal Background Model (UBM)) to the given source tar-
get speaker pair [14]. Given training data (from source and target speakers)
and UBM (learned on TIMIT), first calculate probabilistic alignment of training
vectors, i.e.,

Pr(i|x) =
ωipi(xt)∑M

j=1 ωjpj(xt)
. (3)

Sufficient statistics from a given training data for weight, mean and variance
parameters are given by ni =

∑T
t=1 Pr(i|xt), Ei(x) = 1

ni

∑T
t=1 Pr(i|xt)xt,
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Ei(x2) = 1
ni

∑T
t=1 Pr(i|xt)x2

t , respectively [14]. Update equations for ith mixture
is given by [14]:

ω̂i = [αω
i ni/T + (1 − αω

i )]γ, (4)

μ̂i = αm
i Ei(x) + (1 − αm

i )μi, (5)

σ̂2
i = αv

i Ei(x2) + (1 − αv
i )(σ2

i + μ2
i ) − μ̂2

i , (6)

where αρ
i = ni

ni+r , ρ ∈ {ω,m, v}, where r is a relevance factor. The updated
GMM will be used to calculate posterior features for training data and it is used
to calculate warping path.

4 Experimental Results

In this paper, the CMU-ARCTIC database have been taken for develop-
ing VC systems using different alignment techniques. 100 parallel utter-
ances for each speaker have been taken from the speaker pairs, BDL-RMS
(male-male), BDL-SLT (male-female), CLB-RMS (female-male) and CLB-SLT
(female-female). 25 -D MCC and MFCC (including the 0th coefficient) with
5 ms frame shift have been estimated. In order to calculate posterior fea-
tures, number of mixture components have been varied, for example, {m =
2, 4, 8, 16, 32, 64, 128, 256, 512, 1024}.

Fig. 3. % Phone accuracy for TIMIT Posterior with MCC features: (a) BDL-RMS
(b) BDL-SLT (C) CLB-SLT and (d) CLB-RMS, where, MCC: Mel cepstral Coefficients,
Post: Posterior features, EUCL: Euclidean distance, SKL: symmetric KL distance,
COS: cosine distance.

The relative analysis of the different features with different metrics is presented
here. Results are presented in terms of the % Phoneme Accuracy (PA) obtained
after estimating warping path for different configurations. The ground truth for
CMU-ARCTIC database is available, which is obtained using training speaker-
dependent Hidden Markov Model (HMM) over 1132 utterances for each speaker.
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Fig. 4. % Phone accuracy for TIMIT Posterior with MFCC features: (a) BDL-RMS
(b) BDL-SLT (C) CLB-SLT and (d) CLB-RMS.

Fig. 5. % Phone accuracy for TIMIT-ARCTIC GMM-UBM Posterior with MCC fea-
tures: (a) BDL-RMS (b) BDL-SLT (C) CLB-SLT and (d) CLB-RMS, where, MCC:
Mel cepstral Coefficients, Post: Posterior features, EUCL: Euclidean distance, SKL:
symmetric KL distance, COS: cosine distance.

Figures 3 and 4 shows the % PA for four different systems with three different
distance metrics using MCC, MFCC and their posterior features obtained using
TIMIT database, respectively. In all the cases, posterior features with symmetric
KL distance performs better than Euclidean or cosine scoring distance.

Figures 5 and 6 shows similar observation. In addition, we can see that MFCC
features with cosine distance performs better than Euclidean or symmetric KL
distance. However, MCC features performs better with Euclidean distance only.
Furthermore, one can observe that posterior features obtained using TIMIT
database are not performing better than the spectral features. This may be
due to the fact that TIMIT database consists of unbalanced gender proportion
which leads to unbiased posterior representations. In particular, TIMIT database
consists of 192 female and 438 male speakers’ speech data. Hence, models are
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Fig. 6. % Phone accuracy for TIMIT-ARCTIC GMM-UBM Posterior with MFCC
features: (a) BDL-RMS (b) BDL-SLT (C) CLB-SLT and (d) CLB-RMS.

Fig. 7. MOS analysis along with 95% confidence intervals for VC systems.

biased towards male speakers’ data. Thus, we can see that posterior features
perform better only in case of male-male system. For the case of GMM-UBM
posterior features, we can observe that posterior features perform similar to the
spectral features as compared to the TIMIT posterior features.
Here, we have developed three different VC systems using posterior features
and symmetric KL distance, MCC Euclidean distance and posterior Euclidean
distance for each possible speaker pairs (i.e., total 12 VC systems). The Mean
Opinion Score (MOS) test has been selected for the subjective evaluation. Sub-
jects were asked to evaluate randomly played utterances for the speech quality
on the scale of 1 to 5 (1 very bad, 2 bad, 3 average, 4 good and 5 very good).
Figure 7 shows the MOS obtained from the 12 subjects (with no known hearing
impairments with the age between 23 to 30 years), 2 females and 10 males from
total 264 samples. The posterior features with the symmetric KL distance per-
forms better as compared to the Euclidean distance. The MOS are correlating
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with the % PA of developed system with 0.98 Pearson correlation coefficient.
Here, we have not presented MCD scores as it is found that it does not correlate
well with subjective scores in VC literature [11,17].

5 Summary and Conclusions

In this study, we presented analysis of spectral and posterior features for the
alignment tasks in text-dependent VC system with different distance metrics. We
have done comparison-based on the % PA obtained after aligning the features-
based on the estimated warping path. We found that posterior features perform
better with symmetric KL distance than the Euclidean and cosine distance. Fur-
thermore, we observed that MFCC performs better with cosine distance than the
Euclidean distance. However, Euclidean distance works well with MCC. Hence,
our analysis will be useful to select appropriate distance metric for particular
features. Our analysis is correlating with subjective scores.
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Abstract. The performance of biometric systems based on Automatic
Speaker Verification (ASV) degrades due to spoofing attacks, generated
using different speech synthesis (SS) and voice conversion (VC) tech-
niques. Results of recent ASV spoof 2015 challenge indicate that spoof-
aware features are a possible solution, rather than focusing on a power-
ful classifier. In this paper, we investigate the effect of various frequency
scales (such as, ERB, Mel and linear) applied on a Gabor filterbank. The
output of filterbank was used to exploit the contribution of instantaneous
frequency (IF) in each subband energy via Teager Energy Operator-based
Energy Separation Algorithm (TEO-ESA) to capture possible changes
in spectral envelope of spoofed speech. The IF is computed from narrow-
band components of the speech signal and Discrete Cosine Transform
(DCT) is applied on deviations in IF, which are referred to as Instan-
taneous Frequency Cosine Coefficients (IFCC). The classification results
on static features shows an EER of 1.32% with Mel frequency scale and
1.87% with linear. The results with delta feature of linear frequency scale
gets reduced further to 1.39% whereas, with Mel scale, it increased by
0.64% on development set of ASV spoof 2015 challenge database.

Keywords: Automatic Speaker Verification · Energy Separation Algo-
rithm · Teager Energy Operator · Gabor filterbank · Spoofed speech

1 Introduction

Spoofing attacks replicate a person’s identity from his or her voice to get access
to a sensitive or protected system. Automatic Speaker Verification (ASV) or
voice biometric system deals with a great threat from speech technology related
to SS and VC. The literature includes various spoofing attacks, namely, replay,
impersonation, SS, VC and twins [11]. Replay attack deals with playback of
pre-recorded speech. An impersonation is an approach where an attacker tries
to mimic a genuine target speaker. Likewise, twins are considered as imitation
based on physiological characteristics. The other machine-generated techniques
vulnerable to ASV systems include Text-to-Speech (TTS) synthesis and VC.
c© Springer International Publishing AG 2017
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A novel feature set was used that decomposes speech into various subbands
and exploit contributions of IF in each subband via discrete Energy Separation
Algorithm (ESA). In this paper, we study the effect of various frequency scales,
namely, Equivalent Rectangular Bandwidth (ERB), Mel and linear for classi-
fication of natural vs. spoofed speech. The Gabor filterbank was used as it is
smooth and compact in both time and frequency domains (due to Heisenberg’s
uncertainty principle in signal processing framework). The earlier studies shows
accurate estimation of amplitude and frequency with Gabor filter. The decom-
position of a speech signal was done with Teager Energy Operator (TEO)-based
ESA. Nonlinear energy operator is used by ESA to track the instantaneous
energy of the source generating signal and separate it into its amplitude and
frequency components. Here, we exploit the contribution of instantaneous fre-
quency (IF) in each subband energy via ESA. The estimation of IF was carried
out with ERB, Mel and linear frequency scale. The dependency of frequency
scales shows the importance to extract the IF as the scales are different, the cut-
off frequency will also be different and hence, the IF. The scale of ERB and Mel
are more or less similar and follows the auditory motivated scales. The ERB and
Mel have the pattern of increasing bandwidth as the frequency increases. Com-
paring both ERB and Mel itself have difference, i.e., at higher frequency, ERB
has more higher bandwidth than the Mel scale. The linear frequency scale shows
the constant effect of bandwidth throughout all the frequencies. Experiments
are done on ASV spoof 2015 challenge database [12].

2 Multiband Filtering and Demodulation

A real Gabor bandpass filter is used to extract the speech resonance from the
speech signal. In the literature, it was shown that Gabor filter optimally acts
as compact and smooth both in time and frequency domains (because Fourier
transform of Gaussian is a Gaussian) and thus, provides accurate amplitude and
frequency estimates in the demodulation stage. The impulse response h(t) and
frequency response H(f) of Gabor filter is given as [2]:

h(t) = exp(−a2t2)cos(2πvt), (1)

H(f) =
√

π

2α

[
exp

(
−π2(f − v)2

α2

)
+ exp

(
−π2(f + v)2

α2

)]
, (2)

where v is the center frequency (in Hz) of the filter chosen equal to various
frequency scales, i.e., ERB, Mel and linear scale. The frequency scale for Mel
and ERB is given as [1] and [2]:

Mel(v) = 2595log10(1 + v/700), (3)

ERB(v) = 6.23(v/1000)2 + 93.39(v/1000) + 28.52. (4)
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Maragos et al. developed ESA to demodulate speech signal into amplitude enve-
lope a(n) and instantaneous frequency w(n) [6]. The energy operator that tracks
energy of source producing an oscillation signal x(n) is defined as [5]:

En = Ψd{x(n)} = x2(n) − x(n − 1)x(n + 1) ≈ A2ω2. (5)

The ESA amplitude and frequency estimates are [7]:

a[n] ≈ 2Ψd{x[n]}√
Ψd{x[n + 1]) − x[n − 1]} , (6)

ωi[n] ≈ arcsin

√
Ψd{x[n + 1] − x[n − 1]}

4Ψd{x[n]} . (7)

Equations (6) and (7) are w.r.t. symmetric approximation of derivative, i.e.,
y[n] = x(n+1)−x(n−1)

2 . Similar equations and algorithm exists in continuous time-
domain. The ESA is simple, computationally efficient and has excellent time
resolution (due to high time resolution property of TEO [3]).

3 ESA-IFCC Feature Set

As proposed in our earlier work Fig. 1 shows the block diagram of Energy Sepa-
ration Algorithm-Instantaneous Frequency Cosine Coefficients (ESA-IFCC) fea-
ture set [4,8,9]. Here, the input speech is first split into N frequency subband sig-
nals, i.e., Gabor filterbank was used to obtain N subband signals with ERB, Mel
and linear frequency scales. The ESA is applied using TEO onto each N bandpass
(subband)-filtered signals to obtain corresponding AEs and IFs. Furthermore,
we have taken only IF and computed for each of the narrowband components
in order to emphasize the spectral envelope of genuine vs. spoofed speech. The
IF are segmented into overlapping short frames of 20 ms, shifted by 10 ms,
and the temporal average is computed to obtain N -dimensional IFCs for every
frame. The redundancy among IFCs is exploited to obtain a low-dimensional rep-
resentation by employing DCT that has energy compaction property and thus,
retaining first few DCT coefficients that are referred as Instantaneous Frequency
Cosine Coefficients (IFCC). Algorithm for extracting ESA-IFCC feature set is
given in Algorithm 1.

3.1 Spectrographic Analysis

Figure 2 shows spectral energy density obtained at the output of Gabor filterbank
with different frequency scales (i.e., ERB, Mel and linear) upto 4000 Hz. It was
observed that in lower frequency regions more information is captured in terms
of formants, F0 and harmonics of a speech signal with all the frequency scales.
However, only with linear frequency scale, it was observed that it provides more
significant speaker-specific information in lower as well as in higher frequency
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Fig. 1. Schematic diagram of ESA-IFCC feature extraction.

Algorithm 1. The ESA-IFCC feature extraction from speech signals.
1: x(n)= speech signal.
2: Consider an N channel with ERB or Mel or linearly spaced Gabor filterbank in

time-domain.
3: for i=1 to N do
4: Perform narrowband filtering of x(n) through ith filter; xi(n).
5: Compute TEO from xi(n) as in Eq. (5)
6: Compute ESA and extract IF ωi(n) as in Eq. (7).
7: end for
8: Segment ωi(n), i = 1, 2.....N into short-time frames of duration as 20 ms, shifted

by 10 ms in time-domain.
9: Average IF for each frame to obtain N -dimensional IFCs.

10: Apply DCT on ESA-IFCs and retain first few coefficients to get ESA-IFCCs.

regions. The key difference for Mel and linear frequency scales is obtained in
lower frequency region (i.e., spectral energy density with Mel scale is darker and
have better resolution in lower frequency regions as compared to linear scale that
possibly makes it to perform better to classify natural and spoofed signals).

3.2 Filterbank Scale Analysis

The Gabor filterbank with 40 subband filters and bandwidth of 1.09 Hz is kept
for ERB, Mel and for linear, it is 100 Hz are shown in Fig. 3. It can be observed
from filterbank response in Fig. 3(a) and (b) that filterbank obtained with ERB
and Mel scales are more compressed at lower frequency regions. However, both
indeed shows the difference in the higher frequencies regions, i.e., for ERB, the
bandwidth increases at higher frequency regions, which makes it less reliable to
extract the IF [10]. The filterbank obtained with linear frequency scale has the
almost equal bandwidth for all the frequency regions that makes it relatively
more convenient to extract the IF properly with equal emphasis on each sub-
bands. The effect of the different frequency scales obtained with 40 subband
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Fig. 2. Spectral energy density obtained with 40 subband filter signals for (a) ERB
(b) Mel and (c) linear frequency scale. The black and green color dotted rectangle in
Fig. 2(b) indicates that spectral energy density is darker (i.e., more energy) in lower
frequency regions than that of Fig. 2(c). (Color figure online)

Fig. 3. Gabor filterbank with 40 sub-
band filters and bandwidth 1.09 for
various scales (a) ERB (b) Mel and
(c) linear.

Fig. 4. Comparison of frequency scales.

filters and with maximum frequencies of 8000 Hz was shown in Fig. 4 with a
standard Gabor filterbank.

4 Experimental Results

The experiments are conducted on the development set of ASV spoof 2015 chal-
lenge database [12], which consists of speech data collected from 106 speakers
(45 male and 61 female) and three subsets with non-overlapping speakers. Table 1
summarizes speaker and utterance information for each subset [12].

4.1 Experimental Setup

The ESA-IFCC features were extracted using 40 subbands Gabor filterbank
with ERB, Mel and linearly-spaced frequency scale with a frequency range of
10–8000 Hz. For each narrowband component, TEO-based ESA was applied for
computing AM-FM components. IF were computed for each of the narrowband
components. Furthermore, these IFs were averaged over short-time windows of
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Table 1. Number of speakers and utterances
in different datasets

Subset # Speakers # Utterances

Male Female Genuine Impostor

Training 10 15 3750 12625

Dev 15 20 3497 49875

Eval 20 26 9404 184000

Table 2. Results of ESA-IFCC
with 13 dimension feature vector
in % EER on development set with
Gabor filterbank having different
frequency scale.

Scale Static S+Δ S+Δ+ΔΔ

ERB 35.66 31.85 30.93

Mel 1.32 1.96 2.52

linear 1.86 1.39 2.23

20 ms duration, shifted by 10 ms, to obtain 13-D ESA-IFCC features. The ESA-
IFCC were obtained by applying DCT on IFCs and retaining the first 13 coeffi-
cients in the transformed-domain. Another state-of-the-art feature set, namely,
Mel Frequency Cepstral Coefficients (MFCC) was used to perform score-level
fusion (extracted with same parameters as used to extract for ESA-IFCC).

Model training and score-level fusion. We have used Gaussian Mixture
Model (GMM) with 128 mixtures for modeling the classes. Final scores are
represented in terms of log-likelihood ratio (LLR). The decision of test speech
being genuine or impostor is based on the LLR, i.e.,

LLR = log(LLK Model1) − log(LLK Model2), (8)

where LLK Model 1 and 2 are the likelihood scores from the GMM for the
genuine and impostor trials. To explore the possible complementary information
captured by MFCC and ESA-IFCC feature set, we use their score-level fusion,
i.e.,

LLKcombine = (1 − α)LLKfeature1 + αLLKfeature2, (9)

where α equal to weight of fusion, LLK feature score for individual feature set.

4.2 Results on Development Set

Table 2 shows the results on development set in % EER. The ESA-IFCC fea-
tures were extracted with various frequency scales. EER with frequency scale of
ERB have an EER of 35.66% with S (static) feature vector as it has increased
bandwidth with higher frequency that makes less reliable to extract IF from
narrowband signal. Furthermore, the EER reduces to 31.85% and 30.93% with
S+Δ (Δ delta) and S+Δ+ΔΔ (ΔΔ double delta). The EER for Mel and linear
frequency scale are 1.32% and 1.86%, respectively, with static feature vector.
The bandwidth for ERB, Mel and linear is kept as 1.019 Hz and 100 Hz, respec-
tively. for linear. Figure 5 shows the plot of DET curves for individual systems
with all feature vector, i.e., S, S+Δ and S+Δ+ΔΔ.
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Fig. 5. DET curves on development set for (a) ERB, (b) Mel and (c) linear frequency
scale with static, static+delta and static+delta+double-delta.

Effect of Score-Level Fusion on Development Set: Results for MFCC and
ESA-IFCC feature set are shown in Table 3. From the results, proposed feature
set captures speaker-specific information embedded in natural speech. Table 3
shows that the ESA-IFCC features produce much lower % EER than MFCC
alone with Mel and linear frequency scale. Furthermore, the score-level fusion
of MFCC and ESA-IFCC features was done as per Eq. (9). It was observed
that ESA-IFCC feature with ERB frequency scale do not show any performance
improvement when fused with MFCC. The result of fusion with ESA-IFCC fea-
ture along with Mel frequency shows much interesting results. For the static fea-
ture vector (with α = 0.7) the fusion of MFCC and ESA-IFCC reduces to 1.01%.
Similar pattern was observed for Δ and ΔΔ features. Similarly, ESA-IFCC fea-
ture with linear scale it reduces to 1.44% from MFCC and ESA-IFCC. The
contribution of particular system is decided by the weight of fusion (i.e., α).
From Table 3, it is observed that most of the system contribution was done
with ESA-IFCC features as the parameter α most of time was biased towards

Table 3. Results in EER (%) on development set score-level fusion of MFCC (α = 0)
and ESA-IFCC (α = 1) with 13-D static feature dimension (FD) (as per Eq. 9)

Freq. EER (%) for varying α

scale FD 0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

ERB S(static) 6.98 8.71 13.14 17.89 21.95 25.48 28.35 30.74 32.62 34.22 35.66

D(S+Δ) 6.75 6.83 8.78 11.46 14.75 18.34 21.56 24.64 27.43 29.79 31.85

D+ΔΔ 6.14 5.90 8.72 12.26 16.16 19.75 22.95 25.65 27.74 29.52 30.93

Mel S 6.98 4.35 2.99 2.10 1.59 1.27 1.08 1.01 1.03 1.16 1.32

D 6.75 3.99 2.70 2.01 1.67 1.46 1.35 1.44 1.57 1.75 1.96

D+ΔΔ 6.14 3.56 2.37 1.76 1.51 1.50 1.59 1.78 1.96 2.23 2.52

linear S 6.98 6.01 5.09 4.28 3.53 2.84 2.23 1.86 1.59 1.44 1.86

D 6.75 5.82 4.99 4.17 3.38 2.69 2.13 1.64 1.24 1.14 1.39

D+ΔΔ 6.14 5.48 4.64 3.92 3.31 2.75 2.24 1.91 1.67 1.73 2.23



Spoof Speech Detection 315

Table 4. Results in terms of % EER on Evaluation dataset for each spoofing attack.
Results for Known and unknown attacks. A:ESA-IFCC

Features Known attacks Unknown attacks All Avg.

S1 S2 S3 S4 S5 Avg S6 S7 S8 S9 S10 Avg

MFCC 2.34 9.57 0.00 0.00 9.01 4.18 7.73 4.42 0.3 5.17 52.99 14.12 9.15

A:ERB 25.57 29.74 23.74 24.32 52.35 31.14 49.04 35.14 4.42 37.07 13.00 27.73 29.43

A:linear 0.85 1.85 0.00 0.00 3.03 1.14 13.01 1.63 0.23 1.89 33.37 10.02 5.58

ESA-IFCC. Therefore, it can be said that the ESA-IFCC features have more
contribution in decreasing the % ERR. Hence, the ESA-IFCC features capture
the complementary information that was not captured from MFCC alone.

4.3 Results on Evaluation Set

Table 4 shows the results on evaluation set with known and unknown spoof-
ing attacks. It was observed that SS attacks (S3, S4) were easily detected for
known attacks while S10 (MARY TTS) in unknown attacks was most difficult to
detect. It was observed that with ERB scale of ESA-IFCC feature S10 was clas-
sified better than MFCC and ESA-IFCC (linear scale). However, other spoofing
attacks (S1–S9) perform better to classify spoof speech with linear scale of ESA-
IFCC. These results show that performance degrades significantly in the face
of unknown attacks however, the average performance for unknown attacks is
dominated by S10 then the performance of known attacks.

5 Summary and Conclusions

In this work, we studied the effect of frequency scale for estimation of ESA-
IFCC with different frequency scales motivated by auditory filter scale with
Gabor filterbank. However, it is found with spectrographic analysis that more
spectral information are emphasized in lower frequency regions with ERB, Mel
and linear frequency scales. Although the ERB and Mel frequency scales are very
much similar having difference in higher frequency (i.e., for ERB the bandwidth
increases for higher frequency than that for Mel scale). The experimental results
on development set of ASV spoof 2015 challenge database shows Mel scale-based
feature extraction of ESA-IFCC perform better than linear and ERB scales. In
future, we would like to explore effect of various filterbank and effect of different
bandwidth for exploiting IF for classification problem.
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Abstract. In Environment Sound Classification (ESC) task, only the
magnitude spectrum is processed and the phase spectrum is ignored,
which leads to degradation in the performance. In this paper, we pro-
pose to use phase encoded filterbank energies (PEFBEs) for ESC task.
In proposed feature set, we have used Mel-filterbank, since it represents
characteristics of human auditory processing. Here, we have used Con-
volutional Neural Network (CNN) as a pattern classifier. The experi-
ments were performed on ESC-50 database. We found that our proposed
PEFBEs feature set gives better results compared to the state-of-the-art
Filterbank Energies (FBEs). In addition, score-level fusion of FBEs and
proposed PEFBEs have been carried out, which leads to further relatively
better performance than the individual feature set. Hence, the proposed
PEFBEs captures the complementary information than FBEs alone.

Keywords: Sound classification · Phase encoded spectrogram · Score-
level fusion · CNN

1 Introduction

Environmental Sound Classification (ESC) is an important research problem
due to its application in various field, such as, hearing aids, road surveillance
system, security and safety purpose, etc. ESC task was earlier attempted using
mel frequency cepstral coefficients (MFCCs) feature set and GMM classifier [3].
Recently, deep learning -based approaches are used for ESC task, such as, Con-
volutional neural network (CNN)-based classification built for end-to-end system
for ESC on CNN framework [9].

In this paper, we propose the new phase-based approach for ESC task. In
particular, we propose the phase encoded Mel Filterbank energies with CNN as
a back-end for ESC task. In this paper, we explore importance of phase in audio
processing task. To the best of the authors knowledge, this is the first approach
in the literature that used phase encoded feature sets for ESC task. Results
shows that the phase encoded based feature set perform better than the state-
of-the-art feature namely, Mel-filterbank energies (FBEs). The score-level fusion
of PEFBEs and FBEs gives the significant performance jump in classification
accuracy.
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2 Phase Encoded Feature Set

2.1 Motivation

In speech processing, the phase spectrum of a speech signal has gained lesser
attention than the magnitude spectrum. There are mainly two issues due to
which phase information is discarded. First, the computationally complex phase
unwrapping task during processing of phase spectrum [8]. Second, perceptually,
magnitude spectrum is more relevant than the phase spectrum [8]. In addition,
the very often used features, such as, mel cepstral frequency coefficients (MFCC),
linear prediction cepstral coefficients (LPCC), frequency domain linear predicted
(FDLP) coefficients etc., are derived from the magnitude spectrum of speech [8].
Recent studies have reported using FT phase-based features, such as, Modified
Group Delay (MGD) [15], Relative Phase Shift (RPS) [10], Cosine-Phase [14],
etc. Motivated by these studies, we propose a novel phase-based features. These
features are derived from very recent findings of phase encoding in the magnitude
spectrum of speech signal. It results into magnitude spectrum that contains both
magnitude as well as phase information in it. The algorithm of phase encoding
is developed for new class of signals known as Causal Delta Dominant (CDD)
signal. By making a signal as a CDD signal, we can reconstruct back original
signal from its magnitude spectrum alone [11,12]. An interesting aspect of this
work is that, there are no constraints on the signal, i.e., it is not necessary for
signal to be minimum-phase or need not to have rational system function (H(Z))
or corresponding frequency response H(ejω) Fig. 1. The block diagram of phase
encoding scheme for signal reconstruction is shown below.

Fig. 1. Block diagram of phase encoded spectrogram and signal reconstruction.
After [11].

2.2 Mel Filternbank Energies (FBEs)

Mel frequency analysis of speech is based on human perception experiments. It
is observed that human ear acts as a bank of subband filters (i.e., filterbank). It
concentrates on only certain frequency components (primarily due to the place
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Framing and 
Windowing 

DFT 
(Discrete Fourier 

Transform)
Mel filterbank log(.) Audio signal

Magnitude 
Spectrum Mel Spectrogram

Fig. 2. Block diagram of Mel spectrogram of an audio signal. After [2].

theory of hearing). These filters are overlapped and non-uniformly spaced on the
frequency-axis. In audio processing, it is shown that within 10–30 ms duration,
the signal is considered to be the stationary and hence, smaller duration window
is selected [4] (Fig. 2).

2.3 Phase Encoded Filterbank Energies (PEFBEs)

To use the phase-encoded approach for speech-related applications, it is neces-
sary to derive a set of features. As shown in Fig. 3, a Kronecker delta impulse
of λ amplitude is origin at each frame of a signal. Next, we take DFT of every
frame and apply the normalization on each FFT-bins. Then, calculate the power
spectrum of individual frames. This identifies frequencies that are present in a
given the frame. Mel filterbank is applied to the power spectra, which gives the
total energy present in each subband filter. Then, we apply log-operation on
subband energies. We refer these subband energies as phase encoded filterbank
energies (PEFBEs). We set number of FFT bins as total number of samples
per frame. The proposed algorithm to extract PEFBEs features from the speech
signal is given in Algorithm 1.

Fig. 3. Block diagram of proposed PEFBEs feature extraction scheme.

2.4 Importance of λ

To justify the importance of λ, an experiment was conducted on 1000 utter-
ances of natural, VC and SS randomly selected from ASV spoof 2015 challenge
database [16]. For each of the utterance, its corresponding reconstructed signal
back (using the approach shown in Fig. 1) for λ = 0 and λ �= 0 is estimated.
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Table 1. Mean log-spectral distortion (LSD) values of 1000 utterances for various λ
values from ASVspoof 2015 database

Speakers λ = 0 λ �= 0 Relative difference (%)

Natural 2.02 0.381 81.13

VC 2.053 0.360 82.46

SS 2.115 0.381 81.90

The log-spectral distortion (LSD) is calculated for λ = 0 and λ �= 0, and com-
pared with the LSD values for natural, VC and SS speech signals.

From Table 1, it is observed that result of relative difference between LSD
values for λ = 0 and λ �= 0 is found to be approximately 81–82%. Thus, it
indicates encoding of phase in the magnitude spectrum captures better signal
reconstruction capability (i.e., synthesis) of the speech pattern. The key differ-
ence between Figs. 1 and 3 is the normalization block. It is observed that, with
normalization, formants and harmonics are more visible as compared to with-
out normalization. Hence, normalization increases the energy variations which
is useful for ESC.
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Fig. 4. Spectrographic analysis: (a) raw audio signal of dog sound, (b) Mel filterbank
spectrogram, (c) phase encoded spectrogram. The regions indicated by blackboxes
shows the differences between spectrum representation in (b) and (c).

As shown in Figs. 4(b) and (c), the proposed PEFBEs (Fig. 4(c)) has bet-
ter representation in lower frequency region than FBEs (Fig. 4(b)). However,
PEFBEs has slightly lower resolution in higher frequency regions as compared
to the FBEs. Such representation observed improvement in classification accu-
racy of classes, such as, harmonic sounds, transient sounds, etc.



Novel Phase Encoded Mel Filterbank Energies 321

Algorithm 1. Proposed PEFBEs Feature Extraction Algorithm
1: Take a speech signal x[n].
2: Apply framing on the signal, let (xt)tε[1,P ] is the tth frame with 20 ms window size

and 10 ms window shift.
3: Add Kronecker impulse delta of λ amplitude to each speech frame at the origin,

x̃t[n] = xt[n] + λδ[n].

4: Take DFT of each frame, such as, X̃i
t(e

jω) = λ + Xi
t(e

jω), where Xi
t(e

jω) indicates
ith FFT-bin, ∀ tε[1, P ].

5: Perform the normalization on each FFT-bin.

Si
t(e

jω) =
X̃i

t(e
jω) − mean(X̃i

t(e
jω))

std(X̃i
t(e

jω))

6: Perform absolute squaring that results in power spectra.
7: Apply Mel filterbank on power spectra.
8: Apply log(.) on Mel spectrum energies.

3 Experimental Setup

3.1 Dataset

In this paper, we have used the publicly available database ESC-50 [7] for the
ESC task. The ESC-50 dataset consists of 2000 short (5 sec) environmental
recordings. These recordings are divided into 50 equally balanced classes. These
50 classes are divided into five major groups, namely, animals, natural sound-
scapes and water sounds, human non-speech sounds, interior/domestic sounds
and exterior/urban noises. The files are pre-arranged in 5-folds for compara-
ble cross-validation. Due to this reason, the results of the experiments can be
directly compared to the baseline results and with the previous approaches.

3.2 Convolutional Neural Network (CNN) Classifier

We have used the CNN classifier with the architecture as proposed in [6] for the
ESC task. However, we have not used data augmentation technique. Since the
objective of this paper is to compare the performance of the front-end feature
representation, we have not used the augmentation to analyze as to how these
features perform for all the classes. Before feature extraction for CNN classifier,
we first pre-process the audio signal. All the audio files were downsampled to
22.05 kHz. To extract features, the audio files were divided into frames by using
25 ms Hamming window with 50% overlap. Then, we applied silence removal
algorithm. For silence removal, we first check for more than three consecutive
silence frames (approximately, 50 ms duration). If silence is present in more
than three frames, then we remove the silence frames, else we keep those frames.
Simple energy thresholding algorithm was used to remove the silence regions.
Mel Filterbank Energies (FBEs) are used as the baseline features. 60-D FBEs,
and PEFBEs were extracted from files of audio frames. The short segments of



322 R.N. Tak et al.

Clip

Spe
c.

Δ

Spe
c.

Δ

Spe
c.

Δ

Spec
.

Δ

Convolutional layer
80 filters (60×6)

Max-pooling
(4×3, stride 1×3)

Convolutional layer
80 filters (1×3)

Max-pooling
(1×3, stride 1×3)

Fully connected
(500 ReLUs)

Output layer
(# of classes)

dropout 50 %

dropout 50 %

no dropout 

60×41, 
2 channels

segmentation

Fig. 5. CNN architecture for ESC task. After [6].

41 frames were used as the input to the CNN. The segments were extracted with
50% overlap from the audio files.

Figure 5 shows the details of each layer in the CNN architecture that we have
used in ESC task. The network was implemented using Keras [1] with theano
back-end on NVIDIA Titan-X GPU. A mini-batch implementation with 200
batch size was used to train the network. Network parameters were similar to as
used in [6]. The learning rate of 0.002, L2 regularization with the coefficient 0.001
and network was trained for 300 epochs. At the testing time, the class of the
test audio files were using the probability prediction scheme [6]. We performed
score-level fusion of different feature sets as used in [5].

4 Experimental Results

To evaluate the performance of various feature sets, 5-fold cross-validation was
performed on ESC-50 dataset. We compare the performance of PEFBEs with
FBEs. The overall results of the proposed method and baseline feature sets are
summarized in Table 2 with CNN as classifier. It can be observed that PEFBEs
perform significantly better than FBEs with an absolute improvement of 5.45%
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in classification accuracy. Moreover, to investigate the possibility of any com-
plementary information captured by different feature sets, we have done their
score-level fusion. The score-level fusion of PEFBEs with FBEs improves the
performance. However, the score-level fusion of FBEs (73.25%) and PEFBEs
(67.80%) achieved the best accuracy of 84.15% in this paper. This shows that the
proposed PEFBEs contains highly complementary information over the FBEs,
which is helpful in the ESC task. Our proposed work is also compared with the
other studies reported in the literature in (as shown Table 3). Again, it can be
observed from Table 3 that, PEFBEs performs significantly better than CNN
with FBEs [6,13]. In [13], filterbank is learned from the raw audio signal using
CNN as an end-to-end system. The EnvNET [13] performs better when combin-
ing with log Mel CNN. However, our proposed PEFBEs outperform EnvNET
[13] even without the system combination indicating the significance of phase
for the ESC task.

Table 2. % Classification accuracy of ESC-50 dataset with different feature sets and
its score-level fusion. The ⊕ sign and α indicate score-level fusion and fusion factor,
respectively.

Feature Sets α Accuracy (%)

FBEs - 67.80

PEFBEs - 73.25

FBEs ⊕ PEFBEs 0.5 84.15

Table 3. Comparison of classification accuracy of ESC-50 dataset in the literature.
The ⊗ sign indicated system combination before soft-max.

Feature Sets Accuracy (%)

PEFBEs (proposed) 73.25

FBEs ⊕ PEFBEs (proposed) 84.15

Piczak FBEs-CNN [6] 64.50

Human [7] 81.30

EnvNET [13] 64.00

logmel-CNN [13] 66.5

logmel-CNN ⊗ EnvNet [13] 71.00

5 Summary and Conclusions

In this study, we use the state-of-the-art feature set FBEs, and proposed PEFBEs
for ESC task. Performance of ESC system was compared with FBEs on publicly
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available dataset, ESC-50. The proposed PEFBEs feature set gave better results
for this application with the same parametrization as that of state-of-the-art ESC
system. Moreover, the results suggested that using score-level fusion of FBEs and
proposed PEFBEs gave better accuracy than the individual feature set. This
indicates that the proposed PEFBEs contains complementary information than
FBEs alone. Our future work plan includes the use of proposed PEFBEs feature
set for different datasets, such as, UrbanSound8K and RWCP datasets.
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Abstract. A prime challenge in automatic speaker verification (ASV)
is to improve performance with short speech segments. The variabil-
ity and uncertainty of intermediate model parameters associated with
state-of-the-art i-vector based ASV system, extensively increases in short
duration. To compensate increased variability, we propose an adaptive
approach for estimation of model parameters. The pre-estimated univer-
sal background model (UBM) parameters are used for adaptation. The
speaker models i.e., i-vectors are generated with the proposed adapted
parameters. The ASV performance with the proposed approach consider-
ably outperformed conventional i-vector based system on publicly avail-
able speech corpora, NIST SRE 2010, especially in short duration, as
required in real-world applications.

Keywords: i-vector · Short utterance · Duration variability · Baum-
Welch statistics

1 Introduction

Automatic speaker verification (ASV) is the process of recognizing the identity
claimed by a person through speech samples. I-vector based ASV are considered
as the state-of-the-art technology for its high performance, low complexity, and
easy session/channel compensation. The applications of ASV in important sec-
tors like banking, finance, forensic, defense etc., often constrain the duration of
speech data [1,4,7]. The performance of ASV rapidly degrades in short dura-
tion [6,7]. To overcome the deficiency with short utterances, the work in [2] has
attempted to model variability caused by short duration segments in i-vector
domain. The short utterance problem is also addressed in other application of
speech processing like language identification where an alternate estimation of
i-vector was introduced treating all supervector dimensions with equal in the
i-vector modeling [11].

The main challenge for short utterances is the increased intra-speaker vari-
ability in estimated parameters due to variability in lexicon and speech dura-
tion [3]. Utterance duration is associated with the uncertainty in i-vector point
c© Springer International Publishing AG 2017
B.U. Shankar et al. (Eds.): PReMI 2017, LNCS 10597, pp. 326–332, 2017.
https://doi.org/10.1007/978-3-319-69900-4_41
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estimation [8]. In i-vector based system, the intermediate parameters i.e, Baum
Welch statistics, totally represent the extracted features from speech [2,6]. The
zero-order BW statistics, i.e., the probabilistic counts, define the co-variance
matrix of the posterior distribution given the utterance [8]. An analysis on
BW statistics, presented in this work, showed increased intra-speaker variability
due to sparse nature of estimated parameters in limited duration. To mitigate
the sparsity and uncertainty in the estimated parameters, we have proposed
a method of adapting them with information from pre-estimated background
model parameters. Consequently, a comparative analysis on uncertainty of con-
ventional and proposed adapted i-vector is presented which showed reduced
uncertainty of proposed adapted i-vectors in different duration conditions. Con-
siderable improvement of performance is noted in different duration condition
on speaker recognition evaluation (SRE) corpora, NIST SRE 2010. In the rest
of the paper, we briefly describe i-vector GPLDA and proposed modifications
system in Sects. 2 and 3 respectively. Subsequently, we describe the experimental
setup, results in Sect. 4 and draw the conclusion in 5.

Fig. 1. Block Diagram showing i-vector GPLDA based ASV system.

2 Descriptions of i-Vector ASV System

Figure 1 shows the block diagram of i-vector based ASV system. An i-vector
is a fixed-dimensional representation of a speech signal in factor analysis
framework [1]. The i-vector (y) decomposes Gaussian mixture model (GMM)
supervector of s − th speaker (μs) into a low-dimensional subspace [1] as,
μs = μ̄ + Φys, where Φ is a low-rank total variability (TV) matrix defining
the speaker and channel independent space, (μ) is used from GMM universal
background model (UBM). The GMM-UBM is mathematically represented as
λUBM = {wi, m̄i, Σ̄i; i = 1, 2, . . . , C} where C is the Gaussian components, wi

is the prior of i-th component (wi satisfies
∑C

i=1 wi = 1), mi and Σi are the
mean and co-variance matrix [9]. The i-vectors are estimated using zeroth and
first order BW statistics Ni and Ei, respectively, from an utterance (X) with T
frames X = {x1,x2, . . . ,xT } as,

Ni =
T∑

t=1

P (i|xt, λUBM ), andEi(X) =
1
Ni

T∑

t=1

P (i|xt, λUBM )xt, (1)
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where P corresponds to the posterior probability of Gaussian component i gen-
erating the vector xt [1]. The posterior distribution of E, conditioned on the
i-vector y is hypothesized to be p(E|y) = N (Φy,N−1Σ). The i-vectors, i.e,
MAP estimate of y is given by

E(y|E) = (I + Φ�Σ−1NΦ)−1Φ
�
Σ−1N(E − m̄) (2)

The i-vectors are further projected on subspaces to reduce the session and chan-
nel variability. For session and channel compensation, we have used widely used
Gaussian probabilistic LDA (GPLDA) to compute recognition scores as likeli-
hood ratio [4].

3 Analysis and Proposed Modification

From Eq. 1, it can be shown that N depends on the number of speech frames
(T ) in the utterance,

∑C
i=1 Ni =

∑C
i=1

∑T
t=1 Pr(i|xt) = T Therefore, N is nor-

malized with T . Normalized zero-order Baum-Welch statistics (NBS) for the

i-th Gaussian component is shown as, Ñi =
1
T

T∑

t=1

Pr(i|xt). We use duration

independent NBS for further analysis.
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Fig. 2. (a) Scatter plot of PCA projected NBS (Ñ) for two speakers. (b) Comparison
of i-vector estimation quality as inverse of the estimation uncertainty in conventional
and proposed system. The segments of different duration conditions are truncated from
a long utterance of a speaker in NIST 2010 corpus.

Scatter plots of principal component (PCA) projected NBS (Ñ) for two
speakers are shown in Fig. 2(a). 1st two principal components for different trun-
cated segments of 2sec, 10sec and 40sec are shown here. The PCA projection
matrix is estimated from 1000 truncated segments from long duration segments
of approximately 2.5 min of 2 male speakers from NIST 2008. It can be observed
that the NBS show higher variability in short utterances. Larger variation in
NBS for short duration condition incorporates higher uncertainty in i-vector
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estimation. This can be explained by i-vector estimation, i.e., in Eq. 2. It is
known from the theory of i-ivector that the co-variance of the estimated i-vector
is defined by (I + Φ�Σ−1NΦ)−1 [5]. For short utterances, N becomes lower
and as a consequence, the uncertainty in i-vector estimation increases. In this
work, we attempt to improve the zero-order statistics N estimation by adapting
background model parameters, estimated with sufficiently large speech data. We
propose the modified NBS (Nadp

i )as,

Nadp
i = T × [βÑi + (1 − β)wi]where 0 ≤ β ≤ 1 (3)

where β controls the adaptation of NBS. Hence the modified i-vector extraction
equation is given by:

E(y|E) = (I + Φ�Σ−1NadpΦ)−1Φ
�
Σ−1Nadp(E − m̄) (4)

In Fig. 2(b), we show the comparison of i-vector estimation quality for both
conventional and proposed NBS adapted i-vector system in different duration
condition using a quality measure based on the i-vector posterior covariance [8].
The posterior distribution of i-vector y is Gaussian with covariance matrix
yΣ = (I + Φ�Σ−1NΦ)−1 [1,8]. The quality measure Q(yΣ) is calculated as
Q(yΣ) = 1

tr(yΣ) , where tr(·) is the trace operator. Higher value of quality mea-
sure Q(yΣ) indicates lower uncertainty and vice-versa. It compares the quality
metric Q(yΣ) of conventional and proposed i-vectors of segments in different
segment duration. For this, the value of adaptation parameter β is kept at 0.5.
observations from Fig. 2(b) suggests that the quality metric has improved for
the proposed adapted NBS based system over the conventional i-vector based
system in different duration condition.

Table 1. Summary of speech corpora used in the experiments.

Specifications #target model #test segments #genuine trials #imposter trials

NIST 2010 489 351 353 13307

Other specifications: Features and Development parameters

MFCC Dimension: 19+19Δ+19ΔΔ; 20 filterbank, 20ms Hamming window

GMM-UBM Dimension: 512; Data: NIST SRE ’04, ’05, Switchboard II

TV (Φ) Matrix Dimension: 400; Data: NIST SRE ’04, ’05, ’06, Switchboard II

GPLDA Dimension: 150; Data: NIST SRE ’04, ’05, ’06, Switchboard II

4 Experimental Results and Discussion

In ASV experiments, we use mel-frequency cepstral coefficients (MFCC) append-
ing delta (Δ) and double-delta (ΔΔ) coefficients. The non-speech frames are
rejected using a voice activity detector (VAD) as in [10]. Subsequently, cepstral
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mean and variance normalization (CMVN) is utilized as feature normaliza-
tion [10]. A gender-specific UBM is trained by expectation maximization (EM)
algorithm. We carried out the ASV experiments on NIST 2010 core-core1 speaker
recognition evaluation (SRE) corpus on the telephone-telephone part of male
speakers. The summary of the databases, development parameters and features
are detailed in Table 1. We truncate the long speech segments in 2 sec (200 active
frames), 5 sec (500 active frames), 10 sec (1000 active frames) duration, reject-
ing prior 500 active speech frames after VAD to diminish phonetic similarity in
initial salutation in conversation to avoid text-dependence as in [2]. The ASV
performance is observed in equal error rate (EER) and detection cost function
(DCF) [6,10].
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Fig. 3. (a) Surface plot of DCF obtained by varying the adaptation parameter
(βtrain, βtest) in 5 sec train - 5 sec testing condition for in NIST SRE 2010, (b) Detec-
tion error trade-off (DET) curve for NIST 2010 2sec train-2sec test condition.

In this work, NBS (Ñi) is adapted with the information from UBM weight
(wi) to diminish the effect of duration variability (Eq. 3). In order to observe
the effect of adaptation parameter (β) on ASV, its value is varied between 0
and 1 in steps of 0.1 for both train and test segments. In Fig. 3(a), the surface
plot of the DCF values for 5sec − 5sec condition is presented. The blue regions
denotes the lower values of DCF indicating optimal operating region of adapta-
tion parameters βtrain and βtest for a particular duration condition. The process
is followed for different duration condition separately to estimate optimal βtrain

and βtest. In a separate experiments with full training− truncated test condition,
the NBS of only truncated segment is adapted. For the 6 different duration con-
ditions, the optimal value of β in Table 2 is shown along with the performance
of the conventional and the proposed i-vector based system. The adaptation
of NBS improves the performance in different duration conditions. In Fig. 3(b),
the detection error trade off (DET) curve for 2sec train-2sec test condition is

1 https://www.nist.gov/sites/default/files/documents/itl/iad/mig/
NIST SRE10 evalplan-r6.pdf.

https://www.nist.gov/sites/default/files/documents/itl/iad/mig/NIST_SRE10_evalplan-r6.pdf
https://www.nist.gov/sites/default/files/documents/itl/iad/mig/NIST_SRE10_evalplan-r6.pdf
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Table 2. ASV performance with baseline and proposed i-vector based system on NIST
2010 (core-core).

Train-Test EER[%] EER[%] DCF×100 DCF×100 βtrain βtest

Condition (baseline) (proposed) (baseline) (proposed)

(a) Truncated training - Truncated testing

2sec-2sec 37.67 34.27 9.98 9.81 0.7 0.9

5sec-5sec 25.95 24.07 9.01 8.39 0.8 0.8

10sec-10sec 14.44 13.31 6.52 6.38 0.3 0.4

(b) Full training - Truncated testing

Full-2sec 21.81 20.11 8.52 8.07 - 0.9

Full-5sec 12.72 12.00 5.51 5.36 - 0.6

Full-10sec 7.36 7.08 3.72 3.69 - 0.3

presented for both conventional and proposed i-vector based system. The results
reported in Table 2 are shown for best values of adaptation parameters computed
by extensive experimentation. We observe that optimal value of β for different
duration condition decreases with the increase in test segment duration. This
suggests that adaptation is more effective for short utterances.

5 Conclusion

Considerable ASV performance with limited duration speech is a major require-
ment for real-world application. We found that the variability of zero-order
Baum-Welch statistics and uncertainty associated with the i-vector increases
considerably in shorter duration speech. For better estimation of i-vector, we pro-
pose adaptation of zero-order statistics using the information from pre-estimated
UBM parameter. The proposed approach reduced the uncertainty associated
with the i-vector computation. The performance of state-of-the-art ASV system
with proposed adaptation has considerably improved especially in short duration
condition.
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Abstract. In this paper, a novel excitation source-related feature
set, viz., Teager Energy-based Mel Frequency Cepstral Coefficients
(T-MFCC) is proposed for the task of spoken keyword detection. Exper-
iments are carried out on TIMIT database for spoken keyword detec-
tion. Furthermore, state-of-the-art feature set, viz., MFCC is used as
the baseline spectral feature set to represent implicitly vocal tract (i.e.,
system) information. The idea is to exploit the vocal-source (and its non-
linear coupling with formant) and system-related information embedded
in the spoken query. Experimental results show % EER of 17.23 and
22.58 for MFCC and proposed T-MFCC features, respectively. How-
ever, the significant reduction in % EER, i.e., by 1.8 % (as compared
to MFCC) is observed when evidences from T-MFCC and MFCC are
combined using score-level fusion; indicating that proposed feature set
captures complementary linguistic information (in the spoken keyword)
than MFCC alone.

Keywords: Speech Source Information · T-MFCC · Phonetic represen-
tation · Spoken Term Detection · Dynamic String Matching

1 Introduction

Recently, technological improvements have allowed recording and storing of vast
collections of speech data with various contents. Audio mining within such speech
collections has many commercial and military applications. Current speech
archives are mostly prohibitive in terms of duration for human-based spoken
audio mining approaches. Thus, it is important to seek for automatic, reliable
and fast solutions to mine large collections of speech. In the context of audio
mining, Spoken Term Detection (STD) is concerned to detect all the occurrences
of queried terms within a speech database. NIST started evaluation called Spo-
ken Term Detection (STD) in 2006 [1] to search a term into spoken database.
Speech recognition-based architecture generates word-based lattices [1]. How-
ever, such a recognizer has to deal with an issue of Out-of-Vocabulary (OOV).
Therefore, subword-based speech sound units are important to handle this issue
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as subwords capture small duration task of information. STD problem can be
attempted as a phonetic symbol search. The speech utterance under the test is
converted into the sequence of phonetic symbols whereas text query is converted
into a phonemic string (from the pronunciation dictionary) [19]. This phonemic
symbol representation of the query is used to find probable match into test data.

In this paper, a phonetic search-based approach is used for keyword detection
in a speech signal. The novelty of the paper is to exploit source and system infor-
mation from the speech for this search task. In addition, the effect of phonetic
string representation, viz., broad (Phoneset10 ) and narrow (Phoneset39 ) is also
examined. The primary motivation behind using Phoneset10 is to capture broad
category of speech sounds. For example, unvoiced fricative (ufr) sounds (such as
/s/ and /sh/) are confused with each other, while they are less confused among
other vowels like /aa/. This, in turn, reduced the miss detection by avoiding the
much-confused sounds at the cost of false alarm. On the contrary, Phoneset39
takes care of the inadequate information, and thus, it is expected to capture the
detailed linguistic information better than the coarser information. Hence, com-
plementary information is combined to enhance the performance. In this paper,
Mel Frequency Cepstral Coefficients (MFCC) is used as a spectral parametric
representation of the speech signal in order to capture linguistic information [2].
In addition, Teager energy-based MFCC (T-MFCC) is used to capture the vocal
source-related information [14]. The score-level fusion of source and system fea-
ture is found to improve the performance the person recognition system [13].
The combination of posteriorgram at a different sound unit-level (such as phone
and grapheme level) has been found to be effective in STD task [18]. This is
a fusion of evidence obtained via different speech sound unit. In addition, for
spoken word recognition task, spectral and amplitude and frequency modula-
tion information are combined together. Here, template matching approach was
employed to analyze the effectiveness of spoken word recognition experiment [5].
In this paper, a possible fusion of their complementary information is explored
to detect the phonetic string for query detection task.

The organization of rest of the paper is as follows: Sect. 2 discusses the index-
ing and searching subsystems. Section 3 gives details of feature extractions.
Section 4 presents experimental setup used. Section 5 presents the experimen-
tal results. Finally, Sect. 6 gives a summary of present work along with future
research directions.

2 Architecture of STD System

2.1 Indexing Subsystem

Indexing subsystem converts the spoken database into phonetic symbols. The
Phoneset10 and Phoneset39 were earlier used for phone recognition task [3,9].
They represent broad and narrow phonetic classes, respectively. The list of a
phonetic symbol used in this paper is mentioned in Table 1. Indexing subsystem
first takes the phonetically-labeled data from TIMIT training database. Open
source Hidden Markov Model (HMM) Toolkit (HTK) is used to build the HMM
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Table 1. The list of phonetic symbols of TIMIT database.

Phonelist Phonetic symbols

Phonelist 10 sil (silence), ucl (unvoiced closure), vcl (voiced closure), ubt
(unvoiced burst), vbt (voiced burst), ufr (unvoiced fricative),
vfr (voiced fricative), nas (nasal), svl (semivowel), vow (vowel)

Phonelist 39 sil, iy, ih, eh, ae, ax, uw, uh, ao, ey, ay, oy, aw, ow, er, l, r, w,
y, m, n, ng, v, f, dh, th, z, s, zh, jh, ch, b, p, d, dx, t, g, k, hh

models [20]. Every phonetic unit is modeled by 3 states of HMM. The obser-
vation from each HMM states follows Gaussian Mixture Model (GMM) in the
feature space (number of mixture model in Phoneset10 and Phoneset39 are taken
as 64 and 4, respectively). Context-independent monophones are considered as
phonetic symbols during indexing process.

2.2 Search Subsystem

The HMM decoder converts the test utterance into a phonetic string; hypoth-
esized string. The phonetic strings are sequence of monophones (i.e., either
Phoneset39 or Phoneset10 ). To detect the query term in speech test data,
phonetic transcription of query term could directly be searched through the
hypothesis phonetic string. Approximate string matching has been employed
via Dynamic String Matching (DSM) operation for searching the query into
test data. Query phonetic string is aligned dynamically to decode test phonetic
string using Dynamic Programming (DP)-based algorithm [16]. The matching
score is computed to decide the presence of query within test utterance. Consider
hypothesis and query, which contains m and n phonetic symbols, respectively.
An example showing the DSM operation is shown in Fig. 1.

Fig. 1. A schematic example showing the dynamic string matching (DSM) operation.

3 Feature Extraction

In this paper, two feature sets, viz., MFCC [2,14] and T-MFCC are used. To
extract MFCC and T-MFCC feature vectors, speech is first passed through pre-
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processing stage, which involves, frame blocking, Hamming windowing and pre-
emphasis. The dimension of feature vector is 39 (13 -dimensional static and their
dynamic Δ and Δ − Δ coefficients).

Teager suggested that the nonlinear vortex-flow is the key source in the
speech production and developed nonlinear energy tracking algorithm. Tea-
ger Energy Operator (TEO) [7] for discrete-time signal x[n] is defined as
Ψ(x[n]) = x[n]2 − x[n − 1]x[n + 1]. TEO is expected to capture the running
estimate of temporal energy in terms of instantaneous amplitude and instanta-
neous frequency [7]. To examine the important source-related information cap-
tured by TEO consider an utterance taken from CMU-ARCTIC database [8].
Figure 2 shows time-domain waveform, its differenced electroglottograph (EGG)
plot and TEO profile.

(a)

(b)

↓ ↓ ↓ ↓ ↓ ↓ ↓ ↓ ↓ ↓ ↓ ↓

0 0.02 0.04 0.06 0.08 0.1 0.12
Time (in sec)

(c)

Fig. 2. (a) Time-domain waveform, (b) its differenced EGG signal and (c) TEO of
time-domain waveform. Arrow indicates location of GCI in (b) and in (c).

From Fig. 2, it can be seen that the TEO peaks mostly corresponds to the
GCI instances (obtained from the differenced EGG plot which serves as the
ground truth). Thus, TEO is expected to capture the source related to pitch har-
monics information. Moreover, TEO profile of speech show bumps within every
GCI. If speech production model would have been a linear system, then the
impulse response (for each formant) of each 2nd order resonator (whose cascade
approximates vocal tract transfer function) would have been damped sinusoid
and then corresponding TEO profile would have been exponentially decaying
function [12,15]. However, TEO of such damped sinusoids in real speech shows
the presence of bumps within glottal cycle, indicating the speech production
process is not only due to the linear model; rather there is significant contri-
bution of nonlinear effects (captured through TEO profile and this may not be
captured well through linear model alone) which is referred to as aeroacoustic
contribution [15],[17]. The presence of these bumps may represent a nonlinear
coupling between glottal flow and formants which in turn depends on both lin-
guistic information (to a certain extent). The idea behind proposed T-MFCC is
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to capture this nonlinear coupling via MFCC framework. T-MFCC feature set
uses the Teager energy instead of conventional l2 energy. Details of T-MFCC
feature extraction is given in [14] and given in Fig. 3.

Pre-
processing

Mel
warping

Subband 
energy

log DCT MFCC (a)

Pre-
processing

Teager
energy

Mel
warping

log DCT T-MFCC (b)

Fig. 3. A schematic block diagram for feature extraction (a) MFCC and (b) T-MFCC.

As TEO profile corresponds to GCI, T-MFCC is expected to capture the
vocal source-related information more dominantly. Earlier Teager energy-based
features are found to be effective for speech recognition task. In particular, AM-
FM-based features are used as a hybrid feature with MFCC to improve the
speech recognition task [4]. Nonlinear and non-parametric behavior of speech
signal can be modeled through joint Amplitude Modulation-Frequency Modu-
lation (AM-FM) technique [11]. Fusion in such techniques is at feature-level.
TEO-based cepstral features (TEOCEP) have been used for speech recognition
task under signal degradation condition [6]. The present paper focuses TEO at to
capture source-related information estimated from speech and compute cepstral
features from the signal which correlates with GCI locations.

Table 2. The statistics of query word used. (The number in the braces indicates the
count for their occurrences (#a) in the test data and number of pronunciations used
in Phoneset10 (#b) and Phoneset39 (#c))

Query words #a #b #c Query words #a #b #c

Age 10 1 1 Organizations 7 5 5

Artists 7 1 4 Problem 9 6 6

Children 15 5 8 Surface 7 1 2

Development 8 4 6 Warm 8 2 2

Money 17 2 2 Year 177 3 7

4 Experimental Setup

In this paper, we used 10 queries are selected from database which are listed
in the Table 2. These queries are selected such that they are expected to have
a variety of numbers of syllables. Different pronunciation variations in queries
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(using TIMIT test reference transcription) are used to search the relevant pho-
netic string. In the searching, genuine scores are pulled from the utterance where
the query is present. It means the searching problem is posed as to detect the
utterance which contains the query. The performance evaluation of the exper-
iment was done by NIST DET (Detection Error Tradeoff) curve [10] and %
Equal Error Rate (EER) is used as an evaluation metric. Here, complete detec-
tion is not performed via threshold setting, since operating point may deviate.
For example, in order to achieve the same false alarm rate and miss detection
rate, a threshold is set to the score value at % EER point. In this experimental
setup, a lattice is not used to avoid unnecessary computational cost in DSM
operation. For phoneset10, the only single best path is chosen, since it has less
confusion across phonetic symbols. For phoneset39, 5 best paths are chosen for
every decoded utterance in order to consider multiple alternatives.
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Fig. 4. A surface plot showing an inverse of % EER w.r.t. different score-level and
phoneset-level of fusion. In particular, peaks in surface plot indicates minimum % EER.

5 Experimental Results

Experiment 1: The effect of different phonesets: Phoneset10 may be useful
in eliminating the miss detection of the query as it contained only 10 phonetic
symbols which have less confusion among them. On the counter side, Phoneset39,
contains more detailed phonetic information. Hence, it eliminates the false alarm
at the cost of missing the correct events. The linear combination of the scores
from Phoneset10 and Phoneset39 is,

Sp = αSP10 + (1 − α)SP39, (1)

where SP10, SP39 and SP are the edit distance scores from Phoneset10, Phone-
set39 and their linear combination, respectively. In addition, α is the weights of
the linear combination, which varies from 0 to 1.

Experiment 2: Score-level fusion of MFCC and T-MFCC: In the previous
section, TEO profile is expected to capture the excitation source-like information
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and which is important for the phonetic event detection. In this section, the
scores obtained from the source and system features are fused at score-level.

Figure 4 shows the performance of detection task when the score-level fusion
is employed. In particular,

SF = βSM + (1 − β)ST , (2)

where SM , ST and SF are the edit distance scores from MFCC, T-MFCC and
their score-level fusion, respectively. β is the weights of the fusion, which varies
from 0 to 1. The effectiveness of score-level fusion and proposed phoneset weights
are shown in Fig. 4. The surface plot of an inverse of % EER is plotted. An inverse
of % EER is used for better visualization in terms of peaks in the curve. The
peak of the curve corresponds to minimum % EER. It is evident from Fig. 4 that
% EER is less for weights α = 0.7 in case of MFCC and T-MFCC. This may be
due to the fact that phonetic information captured in Phoneset10 is more com-
pact. However, it represents broad phonetic representation. The performance is
further improved if score-level fusion is employed. It can be observed that for
score-level fusion β = 0.7 and α = 0.6, % EER is minimum. The score-level
fusion of source-system features indeed reduces % EER and thus, improve the
overall detection performance. Let us consider two cases, namely, (i) α = 0.7
optimum values for MFCC and T-MFCC and their score-level fusion for β = 0.7
and (ii) α = 0.6 and β = 0.7, optimum % EER in the score-level fusion and
linear combination. The results are shown in Table 3. DET curves obtained from
these both cases are shown in Fig. 5. Based on different fusion coefficients and
linear weights, the optimum performance is obtained for α = 0.6, β = 0.7 (i.e.,
% EER = 15.43%). DET curve shows that the score-level fusion of MFCC and
T-MFCC performs better at most of the operating points on the DET curve
than MFCC alone (Fig. 5(a)). The result indicates that proposed feature set
(namely, T-MFCC) captures the complementary information in spoken query
than MFCC-alone. The accuracy of monophone MFCC is 66.41% and T-MFCC
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Fig. 5. A Detection Error Trade-off (DET) curve for the query detection task (a) case
1 and (b) case 2.



340 M.C. Madhavi et al.

Table 3. Optimum % EER for different feature sets, namely, MFCC, T-MFCC and
their score-level fusion.

Feature set % EER

MFCC (α = 0.7) 17.23

T-MFCC (α = 0.7) 22.58

Score-level Fusion (α = 0.7, β = 0.7) 15.81

Score-level Fusion (α = 0.6, β = 0.7) 15.43

is 39.62%. The performance of MFCC is better than T-MFCC alone, which was
shown in DET curves. However, there might be complementary information cap-
tured by MFCC and T-MFCC so that they together improve the performance.

6 Summary and Conclusions

In this paper, vocal source information (captured via T-MFCC) is fused with
vocal tract information (captured via MFCC) to improve the spoken query detec-
tion task. In addition, a linear combination of different phonetic representation,
i.e., phone-sets improves the query detection performance. In particular, how
the spoken keyword detection system behaves w.r.t. to different phone-sets and
signal representation were analyzed.
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Abstract. Recently, Automatic Speech Recognition (ASR) technol-
ogy is being used in practical scenarios and hence, robustness of ASR
is becoming increasingly important. State-of-the-art Mel Frequency
Cepstral Coefficients (MFCC) features are known to be affected by
acoustic noise whereas physiologically motivated features such as spectro-
temporal Gabor filterbank (GBFB) features intend to perform better
in signal degradation conditions. The spectro-temporal GBFB feature
extraction incorporates mel filterbank to mimic frequency mapping in
the Basilar Membrane (BM) in the inner ear. In this paper, Gammatone
filterbank is used and a comparison is done between GBFB with mel
filterbank (GBFBmel) features and GBFB with Gammatone filterbank
(GBFBGamm) features. MFCC features and Gammatone Frequency Cep-
stral Coefficients (GFCC) features are concatenated with GBFBmel and
GBFBGamm features, respectively, to improve recognition performance.
Experiments are carried out to calculate phoneme recognition accuracy
(PRA), on TIMIT database (without ‘sa’ sentences), with additive white,
volvo and high frequency noises at various SNR levels from −5 dB to
20 dB. Results show that, with acoustic modeling only, proposed feature
set (GBFBGamm+GFCC) performs better (in terms of PRA %), than
GBFBmel+MFCC features by an average of 1%, 0.2% and 0.8% for
white, volvo and high frequency noises, respectively.

Keywords: Robust ASR · Gabor filterbank (GBFB) features ·
Gammatone filterbank · MFCC · Acoustic model · Language model

1 Introduction

Automatic Speech Recognition (ASR) is being used in practical scenarios which
involves various noises and channel effects. Decades of research has brought sev-
eral methods to improve performance of ASR system by increasing robustness
against variability of speech signals. Methods include capturing of temporal cues
from the speech signal (TempoRAl Patterns (TRAPS) [1]), spectral information
from the speech signal (Mel Frequency Cepstral Coefficients (MFCC) [2] and Per-
ceptual Linear Prediction (PLP) [3]). MFCC features are concatenated with their
c© Springer International Publishing AG 2017
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first and second order temporal derivatives (i.e., delta and double-delta features),
to capture temporal dynamics in the speech signal. It resulted in improvement
in ASR performance and hence became a big motivation to use joint spectro-
temporal features for ASR task. Another motivation to use spectro-temporal
features in ASR is the fact that our brain responds to joint spectro-temporal
patterns in the speech signal rather than temporal-only or spectral-only pat-
terns [10]. Biological studies indicate that neurons in the primary auditory cortex
(A1 ) of mammals are explicitly tuned to spectro-temporal patterns [4] and differ-
ent neurons are excited by different spectro-temporal patterns depending upon
their Spectro-Temporal Receptive Fields (STRFs). Hence, it would be worth-
while to explore and analyze spectro-temporal features of speech signal since
these features are physiologically motivated and it is already known that human
speech recognition system is better than any ASR system. The shape of STRF of
a neuron looks like a 2-D Gabor filter as shown in Fig. 1(b) [8]. Arrow indicates
highly varying 2-D impulse response region, where red and blue colors indicate
region of strongly excitatory and suppressed responses. The stages of speech
processing, from the signal entering the ear, till brain, is shown in Fig. 1(a) [7].
The final output of the speech processing is the response of the neuron in the
A1, known as cortical representation, which the brain understands. The neural
response is the convolution of the input time-frequency representation of speech
signal with the STRF of the neuron (called as the cortical stage).

(a) (b)

Fig. 1. (a) Speech processing stages in humans. (b) STRF of a neuron in A1. Adapted
from [8]. All figures in the paper are best viewed in color.

Schadler et al. [4] tried to mimic speech recognition of mammals, in ASR
task. Algorithm takes log-mel spectrogram (spectro-temporal patterns as input
to neurons in A1 ) and passes it through a bank of 2-D Gabor filters (real
part of Gabor filters, as 2-D impulse response of neurons known as STRFs)
to generate corresponding time-frequency representations, known as the corti-
cal representations. In this paper, Gammatone filters [5] are used instead of
mel filters to generate spectro-temporal Gabor filterbank (GBFB) features with
Gammatone filterbank (GBFBGamm), in contrast to spectro-temporal Gabor
filterbank (GBFB) features with mel filterbank (GBFBmel). Gammatone Fre-
quency Cepstral Coefficients (GFCC) are seen to perform better than MFCC [6]
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and hence, are concatenated with GBFBGamm features to improve recognition
performance. We have analyzed the performance of the proposed features (i.e.,
GBFBGamm+GFCC) on TIMIT database [9] with different additive noises such
as white, volvo and high frequency noises, at various SNR levels. Performance
of features is compared with GBFBmel+MFCC features and MFCC features
alone. Experiments are carried out taking into consideration the effectiveness of
Language Model (LM), with HTK as back end [12].

The rest of the paper is organized as follows. Section 2 describes the spectro-
temporal feature extraction algorithm in detail. Section 3 contains the experi-
mental results and finally, Sect. 4 concludes the paper along with future research
directions.

2 Spectro-Temporal Feature Extraction

Figure 2 shows the architecture for spectro-temporal feature extraction from the
speech signal. Log-Gammatone spectrogram is passed through 2-D Gabor fil-
terbank to generate time-frequency representations corresponding to the Gabor
filters. These time-frequency representations are combined and dimensionality is
reduced to form GBFB with Gammatone filterbank (GBFBGamm) features.

Fig. 2. Architecture for spectro-temporal feature extraction.

2.1 Log-Gammatone Spectrogram as Input to Gabor Filterbank

Gammatone filterbank is commonly used filterbank to simulate the motion of
the basilar membrane in the cochlea. Slaney’s Auditory toolbox [5] is used to
generate the Gammatone filterbank. Spectrogram is expressed as:

S(k, τ) =
N−1∑

n=0

x[n]w[n, τ ] exp−j2πkn/N , (1a)
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X(k, τ) = |S(k, τ)|2, (1b)

where x[n] is the speech signal, w[n] is the window function, τ is the
time frame, N is the window length in samples and S(k, τ) is the short-time
Fourier transform (STFT). Spectrogram is represented by X(k, τ). Figure 3
shows log-Gammatone spectrogram for the segment of clean speech signal,
dr1 fdac1 sx394 te from TIMIT database (with sampling frequency 16 kHz)
and for additive white noise with 5 dB SNR. Parameters used for calculating
log-Gammatone spectrogram are window (Hanning) length = 25 ms, window
shift = 10 ms, number of channels/subband filters in Gammatone filterbank =
23, with center frequencies ranging from 100 Hz to 8000 Hz. Figure 3 clearly
indicates that joint spectro-temporal intensity pattern in the noisy signal has
varied significantly from that of the clean version and thus recognizing speech
from a noisy speech signal is indeed a challenging task.

2.2 Gabor Filterbank

The localized complex Gabor filters are defined in (2a), b and c, with the channel
and time-frame variables k and n, respectively; ωk and ωn the spectral and the
temporal modulation frequencies respectively; vk and vn the number of semi-
cycles under the envelope in spectral and temporal dimension. A Gabor filter is
the product of a complex sinusoid carrier (2b) with the corresponding modulation
frequencies ωk and ωn, and an envelope function defined in (2a).

hb(x) =
{

0.5 − 0.5 cos(2πx/b), 0 < x < b
0, else

, (2a)

sω(x) = ejωx, (2b)

g(n, k) = sωk
(k)sωn

(n)h vk
2ωk

(k − p)h vn
2ωn

(n − q), (2c)

where p and q represent the shift in the envelope of the Gabor filter to align
the filter at the origin. The above definition would lead to infinite support for
purely temporal or purely spectral modulation (ωk = 0 or ωn = 0) filters. Thus,
filter size is limited to 69 channels and 40 time frames.

There is a linear relationship between the modulation frequency and the
extension of the envelope (Eq. (2a), b and c) and hence all the filters with same
values for vk and vn are constant Q (i.e., quality factor) filters. DC bias of
each filter is removed since relative energy fluctuations are important for speech
classification. Mean removal on a logarithmic scale is same as dividing on a linear
scale and thus this corresponds to a normalization. While cepstral coefficients
normalize spectrally, and RASTA (Relative Spectra) [11] processing and discrete
derivatives normalize temporally, DC-free Gabor filters naturally normalize in
both directions.

Temporal modulation frequencies up to 16 Hz and spectral modulation fre-
quencies up to 0.5 cycle/channel are most sensitive to humans [10] and therefore,
best performance is attained if maximum modulation frequencies of the filters are
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Fig. 3. (a) Segment of the clean speech signal dr1 fdac1 sx394 te from TIMIT database
(Fs = 16 kHz), (b) signal in (a) with additive white noise at 5 dB SNR-level, (c) log-
Gammatone spectrogram of clean signal, (d) log-Gammatone spectrogram of the noisy
speech signal.

around these values. Empirically, we found that maximum modulation frequen-
cies of 12.5 Hz and 0.25 cycle/channel produced the best performance. With the
aim of evenly covering the modulation transfer space, modulation frequencies of
the filterbank are decided as in (3a, b).

ωi+1
x = ωi

x

1 + c/2
1 − c/2

, (3a)

c = dx
8
vx

, (3b)

where dx (in x-domain) is the distance factor between the two adjacent filters.
Gabor filters with following frequencies are considered.

ωk = −0.25,−0.12,−0.06,−0.03, 0, 0.03, 0.06, 0.12, 0.25,
ωk = 0, 3.09, 4.92, 7.84, 12.5,

in cycles/channel and Hz, respectively. Hence, 41 unique 2-D spectro-temporal
Gabor filters are achieved whose real parts are used to process the log-
Gammatone spectrogram of the speech signal. The parameters for Gabor fil-
terbank used here are given in Table 1. These parameters, empirically, found to
perform the best and are thus used for the speech recognition task considered in
this paper.

2.3 Output of the Gabor Filter

2-D convolution of log-Gammatone spectrogram is done with the real part of the
Gabor filter to get time-frequency representation that contains patterns match-
ing the modulation frequencies associated with the filter (Fig. 4). The dimension
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Table 1. Parameters used for Gabor filterbank

Parameter ωn (max) ωk (max) vn vk dn dk

Value 12.5 0.25 3.5 3.5 0.2 0.3

Fig. 4. Four Gabor filters with (ωn, ωk) as (0,0 ), (0,0.12 ), (3.09,−0.06 ), (3.09,0.06 )
in (a), (b), (c) and (d), respectively. Corresponding output using log-Gammatone spec-
trogram of speech signal dr1 fdac1 sx394 te from TIMIT database, with white noise
added at 5 dB SNR, in (e), (f), (g) and (h). Gabor filters parameters used are vn =
vk = 3.5, dn = 0.2 and dk = 0.3.

of single filter’s output time-frequency representation is same as that of the
log-Gammatone spectrogram of the speech signal, i.e., 23 (number of Gamma-
tone channels) × number of frames of the speech signal. Outputs of all the 41
Gabor subband filters are concatenated columnwise to form the features. Figure 4
shows some Gabor filters with different combinations of modulation frequencies
(ωn, ωk) and corresponding outputs of noisy speech signal (generated by adding
white noise at 5 dB SNR, to clean speech signal from TIMIT database). The
orientation of the Gabor filters are depicted by arrows, indicating that different
combination of modulation frequencies (ωn, ωk) leads to different orientation of
the Gabor filter.

The resultant concatenated output would be quite high-dimensional (23 ×
41 = 943 ). To reduce computational complexity, dimensionality needs to be
reduced. Dimensionality is reduced by exploiting the fact that the filter out-
put between adjacent channels is highly correlated when the subband filter has
a large spectral extent. Thus, channel selection scheme as discussed in [4] is
applied to the complete feature matrix and dimensionality is reduced to 311.
Since, Gabor filter size is limited to 40 time frames, these features encode upto
400 ms (40 × 10 ms window duration) context while MFCC features encode
upto 45 ms context. To improve recognition performance, GFCC features [6] are
concatenated with GBFBGamm features to give GBFBGamm+GFCC features
which results in the dimension of 350 (i.e., 311 + 39 = 350 ).

3 Experimental Results

Recognition experiments are conducted on TIMIT database with additive white,
volvo and high frequency noises at various SNR levels ranging from 20 dB to −5
dB. Core training sentences (3696 ) and core testing sentences (192 ) of TIMIT
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Fig. 5. Comparison of phoneme-level accuracy (in %) between the proposed features,
GBFBmel+MFCC features and MFCC features for LM 5.0 and with no LM, for addi-
tive white, volvo and high frequency noises at various SNR levels in (a), (b) and (c),
respectively.

database are used in the experiments. For our experiments, training and testing
environments are kept same. Hidden Markov Model (HMM) is used as the back
end and phoneme-level accuracy, as given in (4), is used as the performance
measure with one phoneme modeled by 5 states and each state modeled by
mixture of 8 Gaussians. HTK is used to carry out the experiments. The %
phoneme recognition accuracy (PRA) is defined as [12]:

%PRA =
N − D − S − I

N
× 100, (4)

where N is the total number of labels (phonemes) in the reference tran-
scriptions, S is the substitution errors, D is the deletion errors and I is the
insertion errors. A comparison between proposed features, i.e., GBFBGamm con-
catenated GFCC (GBFBGamm+ GFCC, dimension = 350 ) features, GBFBmel

concatenated MFCC (GBFBmel+MFCC, dimension = 350 ) features and MFCC
features (dimension = 39 ) is shown in Fig. 5, for additive white, volvo and high
frequency noises, for various SNR levels. Experiments are conducted with 5.0
weighted LM and for without LM. When experimented with 5.0 weighted lan-
guage model (LM), it is found that MFCC features perform better than the
other two features for clean and noisy environments with SNR ranging from 20
dB to −5 dB. For SNR = ∞ (clean conditions), 20 dB, 15 dB, 10 dB, 5 dB,
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0 dB, −5 dB, MFCC features perform better (in terms of PRA %) than the
proposed features by an average (computed over various SNR levels from −5 dB
to 20 dB) of 2.6%, 1% and 2.3% and perform better than GBFBmel+MFCC
by an average of 3.5%, 1.2% and 2.5%, for additive white, volvo and high
frequency noise, respectively. Thus, with 5.0 LM, the proposed features per-
form better than GBFBmel+MFCC by an average of 0.9% for white noise and
0.2% for volvo and high frequency noises. When experimented without incor-
porating LM, it is seen that the proposed features outperform both MFCC and
GBFBmel+MFCC under signal degradation conditions. For signal degradation
conditions, the proposed features perform better than MFCC by an average of
4.6%, 3.5% and 5.4% and perform better than GBFBmel+MFCC by an average
of 1%, 0.2% and 0.8% for white, volvo and high frequency noise, respectively.
Under clean conditions, without LM, the proposed features perform almost sim-
ilar to GBFBmel+MFCC features but perform better than MFCC features by
3.7%. It can be observed that, with acoustic modeling only, spectro-temporal
Gabor filterbank (GBFB) features (whether incorporating Gammatone filter-
bank or mel filterbank) when concatenated with cepstral coefficients perform
better than the state-of-the-art MFCC features in clean conditions as well as in
the presence of various additive noises. This is because GBFB features are able
to capture more local joint spectro-temporal information in the speech signal.
In addition, when Gammatone filterbank is used instead of mel filterbank, to
extract GBFB features, the recognition performance under signal degradation
conditions (SNR ranging from 20 dB to −5 dB), is improved.

4 Summary and Conclusions

With acoustic modeling only, the spectro-temporal GBFB features when con-
catenated with cepstral coefficients perform better than the state-of-the-art
MFCC features because of the fact that GBFB features are able to capture
more local joint spectro-temporal information in the speech signal (by pass-
ing spectrogram of speech through various 2-D Gabor subband filters aligned
at modulation frequencies important for speech intelligibility). Thus, spectro-
temporal features are preferred for the languages/ databases which do not have
enough accurate language models (due to scarcity of training data). When Gam-
matone filterbank is used instead of the standard mel filterbank, the recognition
performance of the spectro-temporal features is improved. Future work will be to
reduce the dimension of such high-dimensional spectro-temporal features and to
see the effect of context window of the features (defined by temporal dimension
of the Gabor filter) on the recognition performance.
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Abstract. In this paper, we consider several compression techniques
for the language modeling problem based on recurrent neural networks
(RNNs). It is known that conventional RNNs, e.g., LSTM-based net-
works in language modeling, are characterized with either high space
complexity or substantial inference time. This problem is especially cru-
cial for mobile applications, in which the constant interaction with the
remote server is inappropriate. By using the Penn Treebank (PTB)
dataset we compare pruning, quantization, low-rank factorization, ten-
sor train decomposition for LSTM networks in terms of model size and
suitability for fast inference.

Keywords: LSTM · RNN · Language modeling · Low-rank
factorization · Pruning · Quantization

1 Introduction

Neural network models can require a lot of space on disk and in memory. They
can also need a substantial amount of time for inference. This is especially impor-
tant for models that we put on devices like mobile phones. There are several
approaches to solve these problems. Some of them are based on sparse compu-
tations. They also include pruning or more advanced methods. In general, such
approaches are able to provide a large reduction in the size of a trained net-
work, when the model is stored on a disk. However, there are some problems
when we use such models for inference. They are caused by high computation
time of sparse computing. Another branch of methods uses different matrix-
based approaches in neural networks. Thus, there are methods based on the
usage of Toeplitz-like structured matrices in [1] or different matrix decomposi-
tion techniques: low-rank decomposition [1], TT-decomposition (Tensor Train
decomposition) [2,3]. Also [4] proposes a new type of RNN, called uRNN
(Unitary Evolution Recurrent Neural Networks).

In this paper, we analyze some of the aforementioned approaches. The
material is organized as follows. In Sect. 2, we give an overview of language
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modeling methods and then focus on respective neural networks approaches.
Next we describe different types of compression. In Sect. 3.1, we consider the
simplest methods for neural networks compression like pruning or quantiza-
tion. In Sect. 3.2, we consider approaches to compression of neural networks
based on different matrix factorization methods. Section 3.3 deals with TT-
decomposition. Section 4 describes our results and some implementation details.
Finally, in Sect. 5, we summarize the results of our work.

2 Language Modeling with Neural Networks

Consider the language modeling problem. We need to compute the probability
of a sentence or sequence of words (w1, . . . , wT ) in a language L.

P(w1, . . . , wT ) = P(w1, . . . , wT−1)P(wT |w1, . . . , wT−1)

=
T∏

t=1

P(wt|w1, . . . , wt−1) (1)

The use of such a model directly would require calculation P(wt|w1, . . . , wt−1)
and in general it is too difficult due to a lot of computation steps. That is
why a common approach features computations with a fixed value of N and
approximate (1) with P(wt|wt−N , . . . , wt−1). This leads us to the widely known
N -gram models [5,6]. It was very popular approach until the middle of the 2000s.
A new milestone in language modeling had become the use of recurrent neural
networks [7]. A lot of work in this area was done by Thomas Mikolov [8].

Consider a recurrent neural network, RNN, where N is the number of
timesteps, L is the number of recurrent layers, xt−1

� is the input of the layer
� at the moment t. Here t ∈ {1, . . . , N}, � ∈ {1, . . . , L}, and xt

0 is the embedding
vector. We can describe each layer as follows:

zt
� =W�x

t
�−1 + V�x

t−1
� + bl (2)

xt
� =σ(zt

�), (3)

where W� and V� are matrices of weights and σ is an activation function. The
output of the network is given by

yt = softmax
[
WL+1x

t
L + bL+1

]
. (4)

Then, we define
P(wt|wt−N , . . . , wt−1) = yt. (5)

While N -gram models even with not very big N require a lot of space due
to the combinatorial explosion, neural networks can learn some representations
of words and their sequences without memorizing directly all options.

Now the mainly used variations of RNN are designed to solve the problem of
decaying gradients [9]. The most popular variation is Long Short-Term Memory
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(LSTM) [7] and Gated Recurrent Unit (GRU) [10]. Let us describe one layer of
LSTM:

it� = σ
[
W i

l x
t
l−1 + V i

l xt−1
l + bi

l

]
input gate (6)

f t
� = σ

[
W f

l xt
l−1 + V f

l xt−1
l + bf

l

]
forget gate (7)

ct
� = f t

l · ct−1
l + itl tanh

[
W c

l xt
l−1 + U c

l xt−1
l + bc

l

]
cell state (8)

ot
� = σ

[
W o

l xt
�−1 + V o

l xt−1
l + bo

l

]
output gate (9)

xt
� = ot

� · tanh[ct
l ], (10)

where again t ∈ {1, . . . , N}, � ∈ {1, . . . , L}, ct
� is the memory vector at the layer

� and time step t. The output of the network is given the same formula 4 as
above.

Approaches to the language modeling problem based on neural networks are
efficient and widely adopted, but still require a lot of space. In each LSTM layer
of size k × k we have 8 matrices of size k × k. Moreover, usually the first (or
zero) layer of such a network is an embedding layer that maps word’s vocabulary
number to some vector. And we need to store this embedding matrix too. Its size
is nvocab×k, where nvocab is the vocabulary size. Also we have an output softmax
layer with the same number of parameters as in the embedding, i.e. k×nvocab. In
our experiments, we try to reduce the embedding size and to decompose softmax
layer as well as hidden layers.

We produce our experiments with compression on standard PTB models.
There are three main benchmarks: Small, Medium and Large LSTM models [11].
But we mostly work with Small and Medium ones.

3 Compression Methods

3.1 Pruning and Quantization

In this subsection, we consider maybe not very effective but still useful tech-
niques. Some of them were described in application to audio processing [12] or
image-processing [13,14], but for language modeling this field is not yet well
described.

Pruning is a method for reducing the number of parameters of NN. In
Fig. 1. (left), we can see that usually the majority of weight values are con-
centrated near zero. It means that such weights do not provide a valuable con-
tribution in the final output. We can set some threshold and then remove all
connections with the weights below it from the network. After that we retrain
the network to learn the final weights for the remaining sparse connections.

Quantization is a method for reducing the size of a compressed neural net-
work in memory. We are compressing each float value to an eight-bit integer
representing the closest real number in one of 256 equally-sized intervals within
the range.

Pruning and quantization have common disadvantages since training from
scratch is impossible and their usage is quite laborious. In pruning the reason
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Fig. 1. Weights distribution before and after pruning

is mostly lies in the inefficiency of sparse computing. When we do quantization,
we store our model in an 8-bit representation, but we still need to do 32-bits
computations. It means that we have not advantages using RAM. At least until
we do not use the tensor processing unit (TPU) that is adopted for effective
8- and 16-bits computations.

3.2 Low-Rank Factorization

Low-rank factorization represents more powerful methods. For example, in [1],
the authors applied it to a voice recognition task. A simple factorization can be
done as follows:

xt
l = σ

[
W a

� W b
� xt

�−1 + Ua
l U b

l xt−1
� + bl

]
(11)

Following [1] require W b
l = U b

�−1. After this we can rewrite our equation for
RNN:

xt
l = σ

[
W a

l mt
l−1 + Ua

l mt−1
l + bl

]
(12)

mt
l = U b

l xt
l (13)

yt = softmax
[
WL+1m

t
L + bL+1

]
(14)

For LSTM it is mostly the same with more complicated formulas. The main
advantage we get here from the sizes of matrices W a

l , U b
l , Ua

l . They have the
sizes r × n and n × r, respectively, where the original Wl and Vl matrices have
size n × n. With small r we have the advantage in size and in multiplication
speed. We discuss some implementation details in Sect. 4.

3.3 The Tensor Train Decomposition

In the light of recent advances of tensor train approach [2,3], we have also decided
to apply this technique to LSTM compression in language modeling.

The tensor train decomposition was originally proposed as an alternative
and more efficient form of tensor’s representation [15]. The TT-decomposition
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(or TT-representation) of a tensor A ∈ R
n1×...×nd is the set of matrices

Gk[jk] ∈ R
rk−1×rk , where jk = 1, . . . , nk, k = 1, . . . , d, and r0 = rd = 1

such that each of the tensor elements can be represented as A(j1, j2, . . . , jd) =
G1[j1]G2[j2] . . . Gd[jd]. In the same paper, the author proposed to consider
the input matrix as a multidimensional tensor and apply the same decom-
position to it. If we have matrix A of size N × M , we can fix d and such
n1, . . . , nd, m1, . . . ,md that the following conditions are fulfilled:

∏d
j=1 nj = N ,

∏d
i=1 mi = M . Then we reshape our matrix A to the tensor A with d dimensions

and size n1m1 ×n2m2 × . . .×ndmd. Finally, we can perform tensor train decom-
position with this tensor. This approach was successfully applied to compress
fully connected neural networks [2] and for developing convolution TT layer [3].

In its turn, we have applied this approach to LSTM. Similarly, as we describe
it above for usual matrix decomposition, here we also describe only RNN layer.
We apply TT-decomposition to each of the matrices W and V in Eq. 2 and get:

zt
� = TT(Wi)xt

�−1 + TT(Vl)xt−1
� + b�. (15)

Here TT(W ) means that we apply TT-decomposition for matrix W . It is nec-
essary to note that even with the fixed number of tensors in TT-decomposition
and their sizes we still have plenty of variants because we can choose the rank
of each tensor.

4 Results

For testing pruning and quantization we choose Small PTB Benchmark. The
results can be found in Table 1. We can see that we have a reduction of the size
with a small loss of quality.

For matrix decomposition we perform experiments with Medium and Large
PTB benchmarks. When we talk about language modeling, we must say that the
embedding and the output layer each occupy one third of the total network size.
It follows us to the necessity of reducing their sizes too. We reduce the output
layer by applying matrix decomposition. We describe sizes of LR LSTM 650-
650 since it is the most useful model for the practical application. We start with
basic sizes for W and V , 650 × 650, and 10000 × 650 for embedding. We reduce
each W and V down to 650 × 128 and reduce embedding down to 10000 × 128.
The value 128 is chosen as the most suitable degree of 2 for efficient device
implementation. We have performed several experiments, but this configuration
is near the best. Our compressed model, LR LSTM 650-650, is even smaller
than LSTM 200-200 with better perplexity. The results of experiments can be
found in Table 2.

In TT decomposition we have some freedom in way of choosing internal ranks
and number of tensors. We fix the basic configuration of an LSTM-network with
two 600-600 layers and four tensors for each matrix in a layer. And we perform
a grid search through different number of dimensions and various ranks.

We have trained about 100 models with using the Adam optimizer [16].
The average training time for each is about 5–6 h on GeForce GTX TITAN X
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Table 1. Pruning and quantization results on PTB dataset

Model Size No. of params Test PP

LSTM 200-200 (Small benchmark) 18.6 Mb 4.64 M 117.659

Pruning output layer 90% w/o
additional training

5.5 Mb 0.5 M 149.310

Pruning output layer 90% with
additional training

5.5 Mb 0.5 M 121.123

Quantization (1 byte per number) 4.7 Mb 4.64 M 118.232

Table 2. Matrix decomposition results on PTB dataset

Model Size No. of params Test PP

PTB benchmarks LSTM 200-200 18.6 Mb 4.64 M 117.659

LSTM 650-650 79.1 Mb 19.7 M 82.07

LSTM 1500-1500 264.1 Mb 66.02 M 78.29

Ours LR LSTM 650-650 16.8 Mb 4.2 M 92.885

TT LSTM 600-600 50.4 Mb 12.6 M 168.639

LR LSTM 1500-1500 94.9 Mb 23.72 M 89.462

(Maxwell architecture), but unfortunately none of them has achieved acceptable
quality. The best obtained result (TT LSTM 600-600) is even worse than
LSTM-200-200 both in terms of size and perplexity.

5 Conclusion

In this article, we have considered several methods of neural networks compres-
sion for the language modeling problem. The first part is about pruning and
quantization. We have shown that for language modeling there is no difference
in applying of these two techniques. The second part is about matrix decompo-
sition methods. We have shown some advantages when we implement models on
devices since usually in such tasks there are tight restrictions on the model size
and its structure. From this point of view, the model LR LSTM 650-650 has
nice characteristics. It is even smaller than the smallest benchmark on PTB and
demonstrates quality comparable with the medium-sized benchmarks on PTB.
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Abstract. Metaphor is a prominent figure of speech. For their preva-
lence in text and speech, detection and analysis of metaphors are required
for complete natural language understanding. This paper describes a
novel method for identification of metaphors with word vectors. Our
method relies on the semantic distance between the word and the corre-
sponding object or action it is applied to. Our method does not target
any particular kind of metaphor but tries to identify metaphors in gen-
eral. Experimental results on the VU Amsterdam Metaphor Corpus show
that our method gives state of the art results as compared to previous
reported works.

Keywords: Metaphor detection · Word embedding/Word vectors ·
Cosine similarity · VUAMC

1 Introduction

Metaphor is a figure of speech, that shows similarities between one thing
and another or between actions. Metaphors are so abundant in any language
that their identification and interpretation would benefit the Natural Language
Processing (NLP) methods like paraphrasing, summarization, machine transla-
tion, language generation etc.

For any metaphor, to be analysed and interpreted, it has to be identified
first. Some of the existing computational methods for metaphor detection use
heirarchical organisation of conventional metaphors or conventional mappings of
subject-verb, verb-object, subject-object or selectional restrictions as provided
in lexical resources available, or domain mapping of the word and its context [17].

We tackle the problem of detection of metaphor in a given sentence irrespec-
tive of its type, and without using lexical resources like WordNet. For this we
come up with a novel method using word embeddings, even when embeddings
were not meant for this purpose. The method for detection of metaphor thus
described in this paper uses similarity metrics for vectors, with the vector rep-
resentation of words. With the similarity, thus obtained, as features, Decision
Tree Classifier is used to classify whether any metaphor is present in the given
sentence. Experiments with the VU Amsterdam Metaphor Corpus show better
results compared to strong baselines.
c© Springer International Publishing AG 2017
B.U. Shankar et al. (Eds.): PReMI 2017, LNCS 10597, pp. 358–364, 2017.
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2 Related Works

There have been many works on detection of metaphors computationally, super-
vised as well as unsupervised. Shutova [17] has a comprehensive review of com-
putational metaphor detection. Following are some of the works that are related
to our approach.

To determine whether a sentence contains a metaphor Wilks et al. [21]
extracted all verbs along with the subject and direct object arguments for each
verb using the Stanford Parser. Extracting the verbs from the sentence, they
checked for preference violations with the help of WordNet [6,14] and Verb-
Net [16]. If there is a violation, they mark it as ‘Preference Violation metaphor’.
They also take into consideration the ‘conventional metaphors’ and determine
them by the senses in WordNet. Klebanov et al. [9] used the logistic regression
classifier to detect metaphor using unigrams, part of speech, concreteness and
topic models as features. Klebanov et al. [8], to improve their previous work,
tuned the weight parameter to represent concreteness of information, including
the difference of concreteness. Su et al. [20], based on the theory of meaning,
presented a metaphor detection technique, considering the difference between
the source and target domains in the semantic level rather than the categories
of the domains. They extract subject-object pair by a dependency parser, which
they refer to as ‘concepts-pair’. Then they compare the cosine similarity of the
concepts-pair and from the WordNet find out whether the subject is hyper-
nym or hyponym of the object. When the cosine similarity is below a particular
threshold and ‘concept-pair’ does not have a hypernym-hyponym relation, it
is categorized as metaphorical, otherwise literal. But they target only nominal
metaphors (‘IS-A’ metaphors) aka Type I metaphors [11], whereas our method
is general and does not look for any particular type of metaphor.

3 Motivation

Many real-world NLP systems treat words as atomic units because of simplicity,
robustness and the observation that simple models trained on huge amounts of
data outperform complex systems trained on less data [12]. Motivation behind
the proposed approach is that other methods treat words as atomic units but
words can have multiple degrees of similarity [13] and many word embeddings
acknowledge that fact.

4 Proposed Metaphor Detection Approach

Flow diagram for our approach is shown in Fig. 1.

4.1 Vector Representation of Words

The method proposed in this paper uses vector representation of words already
made available to it. We have used the open-source Google Word2Vec1 system,
1 Available at https://code.google.com/archive/p/word2vec/.

https://code.google.com/archive/p/word2vec/
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Fig. 1. Flow Diagram

and for training it, we have used text corpus from the latest English Wikipedia
dump2, preprocessed with the Perl script of Matt Mahoney3.

For training as well as testing purposes, one might come across words for
which embeddings are not provided. For such scenarios, we map those to a
constant vector of the same dimension as of the word vectors provided.

4.2 Feature Extraction

Replacing Named Entities: First we normalize the sentences with Normal-
ization Form KD (NFKD) [3]. This is required because in presence of non-ascii
characters, the Stanford NLP Softwares4 sometime produce characters which are
originally not there in the input.

We replace the Named Entities because we cannot get the vector represen-
tation for many proper nouns, and the chances increase for the unpopular ones.
Also the replacement is required for unification of similar proper nouns under the
same category. For example, different companies have different names, but uni-
fication is required for them to be treated similarly. So we use Stanford Named
Entity Recognizer (NER) [7] for that purpose. Once the entities are recognized,
the names are replaced by the entities. So “Montenegro’s sudden rehabilitation
of Nicholas ’s memory is a popular move” (VU Amsterdam Metaphor Corpus)
becomes “LOCATION’s sudden rehabilitation of PERSON ’s memory is a pop-
ular move”.

Getting Type Dependencies: We parse the sentences with NER replaced
with the Stanford PFCG Lexical Parser [10] to get the parse trees and also
the typed dependencies (Stanford Typed Dependencies) [4]. Of all the depen-
dencies identified, we keep a subset of the dependencies along with their types.
2 Available at https://dumps.wikimedia.org/enwiki/latest/.
3 Available at http://www.mattmahoney.net/dc/textdata.html.
4 http://nlp.stanford.edu/software/.

https://dumps.wikimedia.org/enwiki/latest/
http://www.mattmahoney.net/dc/textdata.html
http://nlp.stanford.edu/software/
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We decide, the types that we choose to include in our subset, in such a way that
they may contain a metaphor. Wilks et al., [21], consider agent, nsubj, xsubj,
dobj and nsubjpass as they look for metaphor surrounding a verb. We choose a
larger subset. For example, we also consider acomp (adjectival complement) [5],
as it may result in metaphors as in ‘he looks green’.

4.3 Training

The system has to be provided with an annotated metaphor corpus, a corpus with
sentences having metaphors and some without, marked positive and negative
respectively, for training purpose. It gets the cosine similarity of the dependent
word pairs, and then distributes the cosine similarities according to the class of
the sentence they come from, i.e., the cosine similarities of dependent words of
a metaphor containing sentences are put in the positive class and those coming
from sentences not containing any metaphor are put in the negative class.

4.4 Classification

The default class of a sentence is negative. Then one by one the cosine similarities
are classified with CART [1], which is a Decision Tree Classifier. If atleast one
of them is classified to be positive, the sentence is marked positive.

5 Experiments

5.1 Dataset

The VU Amsterdam Metaphor Corpus (VUAMC)5 [19] is one of the
“largest available corpus hand-annotated for all metaphorical language use,
regardless of lexical field or source domain”. It is based on “a systematic and
explicit metaphor identification protocol” [18] with inter-annotator reliability
of κ > 0.8.

5.2 Baselines

We compare our method with two baselines, one that does not use word embed-
ding and one that does, which are explained as follows.

Baseline 1 (UPT+CUpDown+DCUpDown model)

As one of our baselines, we use the results from Klebanov et al. [8]. They also
report on the VUAMC other than the ‘Essay Data’. We consider the average
of VUAMC (VUA in [8]) for comparison. We choose their best reported results
achieved by using the method known as UPT+CUpDown+DCUpDown model.

5 Available at http://ota.ahds.ac.uk/headers/2541.xml.

http://ota.ahds.ac.uk/headers/2541.xml
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Baseline 2 (CRF (with SF+CF+AF+XF))

As our next baseline, we use the results from Rai et al. [15]. They also report
on the VUAMC. For comparison, we choose their best reported results achieved
by using CRF with feature set of SF+CF+AF+XF on overall VUAMC dataset
across every genre (Dataset2 in [15]).

Baseline 3 (SVM (with word embeddings))

For each of the sentences, after replacing NERs, we get the typed dependencies.
For each of the pairs of words, we append word vector of the second word in the
(ordered) pair to the vector representation of the first and thus obtain the feature
vectors. For a sentence containing metaphor, the feature vectors derived from the
(typed) dependent pairs are placed in positive class and those sentences which
do not contain metaphor, their feature vectors are placed in negative class. By
default, for classification, a sentence is put in a negative class and if atleast one
of its feature vectors is classified by Support Vector Classifier [2] to be positive,
the sentence is marked positive for metaphor.

5.3 Evaluation

For training and testing purpose, we consider the VU Amsterdam Metaphor
Corpus and performed a 10-fold cross validation on it.

We compare our method against the baselines on the basis of precision, recall
and F1-score. For their calculation, sentences containing metaphors are consid-
ered to constitute the positive class, irrespective of the number of metaphors in
the sentence and sentences not having metaphors constitute the negative class.

Table 1. VU Amsterdam Metaphor Corpus.

Method Precision Recall F1-score

UPT+CUpDown+DCUpDown model 0.438 0.669 0.511

CRF (with SF+CF+AF+XF) 0.633 0.587 0.609

SVM (with word embeddings) 0.606 0.982 0.749

The proposed method 0.617 0.982 0.758

6 Results and Discussions

As shown in Table 1, the proposed method outperforms the baselines. Our
method surpasses each of the criteria considered for comparison of the meth-
ods. For the VU Amsterdam Metaphor Database, Klebanov et al. [8] report an
average F1-score of 0.511 and Rai et al. [15] report F-measure of 0.609. The
proposed approach gives an F1-score of 0.758.
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Some of the typed dependencies are ignored so as to speed up the process
and decrease the volume of the data to be examined for detection procedure.
Considering all of them does not improve the results significantly, but increase
the overheads.

Analysing the false positives, we found out that over-fitting of the posi-
tive class is due to the presence of common pairs in the typed dependencies
of dobj(direct object), nsubj(nominal subject) and the alikes. We observed in
our experiments that if we do not consider those dependencies, the F1-score falls
drastically.

Our system gives a larger number of false positives compared to false nega-
tives, which we believe to be the better option. Metaphor interpretation, comes
after metaphor recognition. For false negatives, the metaphors will be treated
literally and interpreted in ways they were not intended. But for the cases of
false positives, we search for the analogies, if any analogy is not found, we can
always return to the literal meaning.

7 Conclusion

In this paper we proposed a novel approach for metaphor detection which uses
cosine similarity as its main component. We compared our results on a standard
dataset and showed superior performance. In future, we intend to use the pro-
posed method in downstream applications like paraphrasing and summarization.
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Abstract. Machine Translation (MT) systems are in growing state for
Indian languages, where either a translation or transliteration mechanism
is used for a word or phrase. Identifying whether a word needs transla-
tion or transliteration mechanism, is still a challenge. Since the Named
Entity (NE) terms have a property of similar pronunciation across the
languages. So the Named Entity Identification (NEI) will be very useful
for disambiguating the word in favor of either translation or transliter-
ation. Term Frequency Model (TFM), i.e., a Cross-Lingual Information
Retrieval (CLIR) model is used to evaluate the NEI based translation
disambiguation model.

1 Introduction

The Named Entity Identification (NEI) is a task of identifying whether the term
is a Named Entity (NE), i.e., the name of a person, location, and organization
or not. Machine Translation (MT) system is a long standing research area and
a lot of research has been done in MT for foreign languages, but the challenges
are still not resolved for Indian languages. An issue of improper term translation
or transliteration, i.e., whether a term needs to be translated or transliterated,
is addressed in this paper. Most of the previous MT systems not address this
issue and suffer from poor quality translations.

The proposed NEI translation disambiguation model is evaluated with Cross-
Lingual Information Retrieval (CLIR). Dictionary and parallel/comparable
corpus-based approaches are the traditional CLIR approaches. In this paper,
a recently proposed parallel/comparable corpus-based Term Frequency Model
(TFM) is used for evaluation [10]. Our contribution in this work for the Hindi
language is to: (i) Collect and prepare the named entity annotated data and
gazetteer list; Develop an NEI model with some linguistic patterns. (ii) Analysis
and evaluation of an NEI model with TFM; Is NEI translation disambiguation
model suitable for resolving improper term translation or transliteration issue?
The paper structure is like; Sect. 2 represents literature review. Proposed app-
roach is discussed in Sect. 3. Experiment results and discussions are presented
in Sect. 4. Conclusion and future work is discussed in Sect. 5.
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2 Literature Review

The NEI techniques are broadly categorized into (i) Rule-Based (RB)
approaches, and (ii) Machine Learning (ML) approaches. RB approaches contain
a set of rules which are based on grammar, gazetteer list and lists of trigger words.
A lot of grammatical knowledge and experience about a particular language is
required to write such rules which is the main deficiency of the RB approaches.
The phonetic matching technique is based on the similar sounding property [1,6].
The Maximum Entropy Model (Max-Ent) combined with language specific rules
and gazetteer list [2] are used to identify NE. The ML approaches need a lot
of NE annotated data which is not available and very cumbersome to construct
manually. Wikipedia’s links are transformed into NE annotations [3]. The Con-
ditional Random Fields (CRF) and Support Vector Machine (SVM) are the ML
approaches and CRF is superior to SVM [4]. Wikipedia inter-wiki links among
English and other languages are used in a language independent way to identify
NE [5]. The RB and ML approaches are discussed and showed that the CRF is
better than the RB and Max-Ent ML approach [7].

The direct translation, i.e., dictionary based, corpora based, MT, and indi-
rect translation, i.e., Cross-Lingual Latent Semantic Indexing (CL-LSI), Cross-
Lingual Latent Dirichlet Allocation (CL-LDA), Cross-Lingual Explicit Seman-
tic Analysis (CL-ESA) are the Cross-Lingual Information Retrieval (CLIR)
approaches [8]. A dictionary is used for translation. A transliteration mining
algorithm is used to handle the Out Of Vocabulary (OOV) words [9]. The Term
Frequency Model (TFM) includes the concept of a set of comparable sentences
and cosine similarity [10]. The dual semantic space based translation models CL-
LSI, CL-LDA are effective but not efficient [11]. A Statistical Machine Transla-
tion (SMT) system is trained on aligned comparable sentences [12]. The translit-
eration generation or mining techniques are used to handle the OOV words [13].
The CRF model is used to generate the OOV words transliterations [14,15].

3 Proposed Approach

User queries contain three types of terms which are stop words, terms which
need translation, and terms which need transliteration. The proposed approach
is represented in Fig. 1. Stop words are removed in the preprocessing step and
the remaining terms are tested against the NEI module and TFM module.

Fig. 1. NEI translation disambiguation based proposed approach
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3.1 Named Entity Identification (NEI)

The CRF algorithm is better than other ML algorithms [4,7]. The CRF based
Stanford Named Entity Recognizer1 (SNER) is used to train the NEI system.

Table 1. Web sources of named entities

Named Entity Sources

List of First Names http://www.studentsoftheworld.info/penpals/stats.
php3?Pays=IND

http://babynames.extraprepare.com/

http://www.indiaexpress.com/specials/babynames/

http://www.babynames.org.uk/indian-boy-baby-
names.htm

http://www.newlyborn.org/most-popular-names/
hindu-names.htmAahna

List of Middle Names http://www.cs.colostate.edu/∼malaiya/middlenames

http://www.indianchild.com/indian middle names.
htm

http://www.top-100-baby-names-search.com/girl-
middle-names.html

List of Last Names https://en.wikipedia.org/wiki/Category:Indian
family\ names

http://surnames.behindthename.com/names/usage/
indian

https://en.wiktionary.org/wiki/Appendix:Indian
surnames

http://blogs.transparent.com/hindi/common-
surnames-in-india/

http://www.indianhindunames.com/indian-surnames-
origin-meaning.htm

http://indiachildnames.com/surname/

List of Location in India https://en.wikipedia.org/wiki/List of cities and
towns\ in\ India\ by\ population

https://en.wikipedia.org/wiki/List of state and
union\ territory\ capitals\ in\ India

List of Suffixes http://www.irfca.org/docs/place-names.html
(Locations)

List of Organization https://en.wikipedia.org/wiki/Category:
Organisations\ based\ in\ India

https://en.wikipedia.org/wiki/List of Indian
government\ agencies

1 http://nlp.stanford.edu/software/CRF-NER.shtml.

http://www.studentsoftheworld.info/penpals/stats.php3?Pays=IND
http://www.studentsoftheworld.info/penpals/stats.php3?Pays=IND
http://babynames.extraprepare.com/
http://www.indiaexpress.com/specials/babynames/
http://www.babynames.org.uk/indian-boy-baby-names.htm
http://www.babynames.org.uk/indian-boy-baby-names.htm
http://www.newlyborn.org/most-popular-names/hindu-names.htmAahna
http://www.newlyborn.org/most-popular-names/hindu-names.htmAahna
http://www.cs.colostate.edu/~malaiya/middlenames
http://www.indianchild.com/indian_middle_names.htm
http://www.indianchild.com/indian_middle_names.htm
http://www.top-100-baby-names-search.com/girl-middle-names.html
http://www.top-100-baby-names-search.com/girl-middle-names.html
https://en.wikipedia.org/wiki/Category:Indian_familyprotect unhbox voidb@x kern .06emvbox {hrule width.3em}names
https://en.wikipedia.org/wiki/Category:Indian_familyprotect unhbox voidb@x kern .06emvbox {hrule width.3em}names
http://surnames.behindthename.com/names/usage/indian
http://surnames.behindthename.com/names/usage/indian
https://en.wiktionary.org/wiki/Appendix:Indian_surnames
https://en.wiktionary.org/wiki/Appendix:Indian_surnames
http://blogs.transparent.com/hindi/common-surnames-in-india/
http://blogs.transparent.com/hindi/common-surnames-in-india/
http://www.indianhindunames.com/indian-surnames-origin-meaning.htm
http://www.indianhindunames.com/indian-surnames-origin-meaning.htm
http://indiachildnames.com/surname/
https://en.wikipedia.org/wiki/List_of_cities_and_townsprotect unhbox voidb@x kern .06emvbox {hrule width.3em}inprotect unhbox voidb@x kern .06emvbox {hrule width.3em}Indiaprotect unhbox voidb@x kern .06emvbox {hrule width.3em}byprotect unhbox voidb@x kern .06emvbox {hrule width.3em}population
https://en.wikipedia.org/wiki/List_of_cities_and_townsprotect unhbox voidb@x kern .06emvbox {hrule width.3em}inprotect unhbox voidb@x kern .06emvbox {hrule width.3em}Indiaprotect unhbox voidb@x kern .06emvbox {hrule width.3em}byprotect unhbox voidb@x kern .06emvbox {hrule width.3em}population
https://en.wikipedia.org/wiki/List_of_state_and_unionprotect unhbox voidb@x kern .06emvbox {hrule width.3em}territoryprotect unhbox voidb@x kern .06emvbox {hrule width.3em}capitalsprotect unhbox voidb@x kern .06emvbox {hrule width.3em}inprotect unhbox voidb@x kern .06emvbox {hrule width.3em}India
https://en.wikipedia.org/wiki/List_of_state_and_unionprotect unhbox voidb@x kern .06emvbox {hrule width.3em}territoryprotect unhbox voidb@x kern .06emvbox {hrule width.3em}capitalsprotect unhbox voidb@x kern .06emvbox {hrule width.3em}inprotect unhbox voidb@x kern .06emvbox {hrule width.3em}India
http://www.irfca.org/docs/place-names.html
https://en.wikipedia.org/wiki/Category:Organisationsprotect unhbox voidb@x kern .06emvbox {hrule width.3em}basedprotect unhbox voidb@x kern .06emvbox {hrule width.3em}inprotect unhbox voidb@x kern .06emvbox {hrule width.3em}India
https://en.wikipedia.org/wiki/Category:Organisationsprotect unhbox voidb@x kern .06emvbox {hrule width.3em}basedprotect unhbox voidb@x kern .06emvbox {hrule width.3em}inprotect unhbox voidb@x kern .06emvbox {hrule width.3em}India
https://en.wikipedia.org/wiki/List_of_Indian_governmentprotect unhbox voidb@x kern .06emvbox {hrule width.3em}agencies
https://en.wikipedia.org/wiki/List_of_Indian_governmentprotect unhbox voidb@x kern .06emvbox {hrule width.3em}agencies
http://nlp.stanford.edu/software/CRF-NER.shtml
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SNER needs a lot of NE annotated training data which is not available for the
Hindi language. So the NE annotated dataset and gazetteer lists need to be
prepared to train the SNER.

An available NE tagged dataset2 contains around 17000 sentences. This
dataset is parsed by Shallow parser3 developed by IIIT Hyderabad to obtain
the Part Of Speech (POS) tags. Further NE tags and POS tags are merged,
and an annotated dataset is prepared for training the SNER system. Any stan-
dard gazetteer list for NEI is not available. Various Indian named entity terms
are collected from the Web to prepare a gazetteer list. The named entity terms
and their sources are listed in Table 1. A testing word is classified into four cat-
egories, i.e., Person Name (NEP), Location (NEL), Organization (NEO) and
non-NE terms (NOP). Various stop-word phrases are analyzed, and six phrases
are identified as patterns. These patterns are like Word1 Stop-word Word2, and
if any word in the identified patterns is an NE then another word is also an NE
with the same NE tag. The proposed patterns are presented in Table 2.

Table 2. Stop-word phrases

3.2 Term Frequency Model (TFM)

A brief discussion on TFM module is presented in Fig. 2. A term frequency
matrix is constructed from a set of comparable sentences which are selected
based on the source language query terms. Cosine Similarity Score (CSS) is used
to select the top-n target language translations. CSS is computed between two
term’s vectors A = a1, a2, ..., aN and B = b1, b2, ..., bN as.

CSS =
∑N

i=1 AiBi
√∑N

i=1 A
2
i

√∑N
i=1 B

2
i

(1)

2 http://ltrc.iiit.ac.in/ner-ssea-08/index.cgi?topic=5.
3 http://ltrc.iiit.ac.in/analyzer/hindi/run.cgi.

http://ltrc.iiit.ac.in/ner-ssea-08/index.cgi?topic=5
http://ltrc.iiit.ac.in/analyzer/hindi/run.cgi
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Fig. 2. NEI translation disambiguation based proposed approach

3.3 Disambiguation

Disambiguation module collects NE tag from NER module and top-n transla-
tions from TFM module. A named entity word’s transliteration is also present
in top-n translations if word’s transliteration is available in a comparable corpus,
but that word’s transliteration has very low translation CSS. So a disambigua-
tion algorithm is proposed in Algorithm 1 to select the proper translation or
transliteration. Longest Common Subsequence (LCS) score between two strings
S1 and S2 is computed by Eq. 2.

LCS(S1, S2) =
Longest common string(S1, S2)

Maximum(length(S1), length(S2))
(2)
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4 Experiment Results and Discussions

The proposed approach is evaluated with FIRE 2010 and 2011 datasets which
contain a topic set of 50 Hindi language queries and a set of target English lan-
guage documents. Topic set includes 〈title〉, 〈desc〉, and 〈narr〉 tag field in each
query. We are experimenting with only 〈title〉 tag field. A preprocessed source
language query is passed through NEI module and TFM module separately.
The outcome of NEI module, i.e., an NE tagged query and the outcome of TFM
module, i.e., top-5 translations are passed through the disambiguation module.
Target language queries are the resultant outcome of the proposed approach.
Vector Space Model (VSM) is used to retrieve query relevant target language
documents. NEI disambiguation technique with CLIR system is evaluated by
using Recall and Mean Average Precision (MAP). The recall is the fraction of
relevant documents that are retrieved. MAP for a set of queries is the mean of
the average precision score of each query. Precision is the fraction of retrieved
documents that are relevant to the query. The experiment results are presented
in Table 3.

The inclusion of NEI disambiguation module degrades the performance of
CLIR system because at many instances the translation versions are more pop-
ular than the transliteration, so the proposed approach achieves low MAP than
the TFM only in both the cases of Fire 2010 and 2011. The significant differ-
ences between the popularity of the term’s translation and transliteration are
presented in Table 4. NEI alone is not sufficient to select the proper transla-
tion or transliteration because term’s popularity decides whether it needs either
translation or transliteration.

Table 3. Comparative result analysis

Approach FIRE 2010 FIRE 2011

Recall MAP Recall MAP

TFM Only 0.8315 0.2888 0.6838 0.1688

Proposed Approach 0.7963 0.2782 0.6685 0.1589

Table 4. Effectiveness of NEI technique

Terms NE Tag Translite Trans Is NEI effec
ration lation tive? Y/N
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5 Conclusion and Future Work

NEI technique is analyzed to resolve the improper translation or translitera-
tion issue. Indian languages suffer from a lack of availability of NE annotated
data and Gazetteer list. The NE annotated data is prepared with the help of
IIIT Hyderabad’s NE corpus and shallow parser. Gazetteer lists are prepared
from different web sources. Stanford NER is trained on NE annotated data and
gazetteer list. The proposed linguistic patterns are used to improve the NEI
system. TFM module is used to select the top-n translations against a query
word. Disambiguation module selects the proper translation and transliteration
based on the outcome of NEI and TFM module. The proposed approach achieves
low MAP than the TFM only. NEI alone is not sufficient to select the proper
translations or transliterations because term’s popularity decides the translation
or transliteration more effectively. In future, term’s popularity will be used to
identify that whether a term needs to be translated or transliterated.
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Abstract. The huge population of India poses a challenge to govern-
ment, security and law enforcement. What if we could know beforehand
the consequences of any events. Social spaces, such as Twitter, Face-
book, and Personal blogs, enable people to show their thoughts regard-
ing public issues and topics. Public emotion regarding future and past
events, like public gatherings, governmental policies, shows public beliefs
and can be deployed to analyze the measure of support, disorder, or dis-
rupted in such situations. Therefore, emotion analysis of Internet content
may be beneficial for various organizations, particularly in government,
law enforcement, and security sectors. This paper presents an extension
to state-of-art-model for lexicon-based sentiment analysis algorithm for
analysis of human emotions.

Keywords: Emotion detection · Natural language processing ·
Security · Prediction

1 Introduction

Social spaces, the Internet is one of the most important personal view exchange
portals in the current era. The social media, such as Reddit, Blogs, and Pinterest
etc. and the Internet, supply a very suitable platform for communicating with
each other and sharing views with everyone. Accordingly, the part of the Inter-
net in crime prevention and investigation has promptly increased. The Internet
is rapidly becoming a way of preventing chaos by providing information for
warning systems in concern of public safety. Sentiment study has already been
used in various areas [1], non-secure area to forecast and monitor common views.
Grabner et al. [2] deployed a domain based lexicon for classifying Twitter reviews.
Sentiment examination is also executed on Twitter for forecasting box-office col-
lections of movies [3]. Along with increasing interest in “Affective Computing”,
the task of “Emotion Detection” using text has also gained more attention dur-
ing recent years. However, very little efforts are done in the detection of multiple
emotion at the same time. Instead, most of the previous works assumed that
emotions are mutually exclusive and focused on multi-class classification. But,
the human emotions are much more complicated than that: emotions have con-
nections, some occur together simultaneously, while some are opposite of each
other, while resonate and create other emotional states [4,5].
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The focus of the above work is mostly classifying emotion of document sources
or processing the tweets around the event into a single type of emotion. However,
they do not provide insights into how to characterize person’s multiple emotion,
which is the main contribution of this work. Perhaps the closest work to us is
[5–8]. In contrast, we provide a fully automated and principled solution. The
salient features of our work are stated as follows:

– LEXER technique can be employed to analyze the emotions behind the tweets
(anger, disgust, sadness, surprise, fear, joy, neutral) over the Internet.

– A fuzzy set function is used to complement the emotional value of a negated
word. This in comparison to polarity reversal is more realistic and reliable.
Therefore, it can help to prevent the public outrages, communal riots in stip-
ulated time.

– From the point of view of tweets, analysis, an efficient multi-emotion analyzer
has not been applied to the best of our understanding. The proposed princi-
pled solution still has good emotion analyzing capabilities in comparison to
previous works.

The manuscript is structured as follows, details of the work are discussed in
Sect. 2, results are shown in Sects. 3 and 4 concludes the work.

2 Proposed Method

The approaches in sentiment examination can be grouped into two categories.
Using lexicon is one of them. It demands calculation of the sentiment based on
the semantic orientation of words or expression that happen in the text. From
this perspective, a vocabulary comprising of negative and positive expressions
is used, Moreover, a value is allotted to each word that can be either negative
or positive called sentimental value [7]. In our model, we tried to extend this
approach to analyze the emotions of the users.

Instead of having a dictionary of negative and positive words, we created a
dictionary has different emotion values for words. Normally saying, the lexicon-
based perspective uses a snippet of text that can be understood as bag of
words [8]. Ensuring this understanding, emotion values from the vocabulary
are allotted to every expression that being used in the text. The different values
are combined together using a function known as combining function, such as
average or sum, to make the end most prognosis relating to the comprehensive
emotion for the text. Apart from the emotion estimate, the thought of the local
context of the expression is also important, like intensification, inversion and
downtoning.

The availability of labeled training set is very scarce. Thus, the work res-
olute in implementing a lexicon-based expertise. The dependency on the labeled
data is the main drawback of machine learning algorithms. Also, the suffi-
ciency and correctness of labeled data are extremely difficult to ensure. Besides
this, the ease of modification and understanding for the human in case lexicon-
based procedure gives an advantage over traditional machine learning expertise.
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Thus, this can be contemplated as a notable merit of our work. We discovered
that there is an ease in the generation of an efficient vocabulary in comparison to
the collection and labeling relevant corpus. Moreover, lexicon based approaches
are easily transformable into different languages.

2.1 Emotion Lexicon

The emotion lexicon constructed to consist of 3000 words. It is manually gen-
erated using movie reviews as the baseline. Each element of the vocabulary is
given six values depicting different emotions, i.e. Anger, disgust, sadness, sur-
prise, fear, joy. The values vary in the range of 0 (no dominance) to 100 (most
dominating). From the knowledge of human psychology, it knows that some-
times we human exhibit emotions which are a mixture of different emotions like
anger and disgust. For example, sentence Corruption in India is increasing day
by day represents anger as well as disgust. It may be wrong in such cases to
decide between anger and disgust. To overcome such issues, we tried to classify
the emotion into multiple emotions.

2.2 Intensitifiers and Downtoners

Intensifiers are the words like definitely, really, too, etc. These words can be
defined as words that increase the dominance of a particular emotion over the
other. They can be classified into two categories [8,9], namely downtoners (rarely,
never) and amplifiers (really, too) as decreasing and increasing the intensity
of emotions respectively. In our work, all the intensifiers were sorted on the
basis of frequency and the 25 most frequently used intensifiers were selected and
then, these intensifiers were subdivided into two classes, namely downtoners and
intensifiers. By means of experimentation, we concluded that downtoners can
decrease the value of the emotion by half.

2.3 Inversion

The most widely used technique for handling inversion in lexicon-based exper-
tise is to reverse the polarity of an item in the vocabulary. It applies to words
that are preceded by a negator in a sentence [10,11], for example, happy: 87
and not happy: −87. In our work, we decided to use a different procedure for
inversion. Instead of reversing the emotion value, we employed a complementing
function which complements the value of recognized words, for e.g. happy: 80
and not happy: 20. At first, a lexicon comprising of 20 negating words is cre-
ated manually. Following this, we used the Twitter corpus was used to select the
most frequent inversion of adjectives and verb expressions. Then, we applied the
concept of complementing a fuzzy set. Since each emotion value can be treated
as membership value, its complement can solve the problem.

The main merit of using the complementing function instead of the polarity
reversion is better accuracy in allotting the emotional values of expressions.
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For example, in the sentence: I don’t enjoy the ride., the emotion which will be
allotted to the sentence using the traditional polarity reversal procedure would
be sadness (opposite of joy is sadness) and the sentence will be the dominance of
sadness as emotion. In fact, it will be same as I felt this ride saddening., which
is contradictory to real world scenarios. But using the complement function as
shown in Eq. 1 would give better results.

Fn = 100 − Fe (1)

Moreover, no intensifiers and negators are included in emotion lexicon. Also,
if they are surrounded only by neutral emotion, they are considered as neutral
words as proposed by Jurek et al. [8].

2.4 Combining the Results: Combining Function

After the identification of all the expressions in the text, the local context of
these expressions is verified. The combining function is then applied to obtain
the endmost value. In our work, there is the requirement of a function that
can be applied to the single expression. It returns the absolute value of each
emotion from the text normalized to 0 − 100. This resulted in better efficiency
to analyze the emotion with respect to intensity. Accordingly, it also determined
how strongly emotion dominates in a sentence. So, we deployed the function
from [8]. Firstly, an average is calculated for each emotion within a message.
Then, the value of each emotion is calculated as shown in Eq. 2.

Fe = min{ Ae

2 − log(3.5 ×We)
, 100} (2)

Where, Fe denotes the value of that emotion, Ae stands for the average emotion
value for each emotion, We stands for the count of that emotion.

2.5 Emotion Classification

After calculation of endmost value between 0 and 100 for each class of emotion,
the dominant emotions are identified. If the value of the emotion is more than
30, it returns that emotion or 0. If there are words only pertaining to a spe-
cific emotion in the message, then it is selected as final emotion. If the two or
more emotion values are at a sufficient distance (the difference between the val-
ues is sufficient) then, the emotions having values greater than 30 are selected.
Otherwise, the text is treated as neutral [12,13].

3 Experiment and Discussion

The proposed method was tested for various real-time inputs (self-made Face-
book comments dataset), movie reviews dataset (manually labeled) as well as
the Twitter dataset. As proposed by Jurek et al. [8], the accuracy of the model
increased dramatically with normalization of the values. The same trends are
obtained in the proposed method too. The following three sub-sections show in
details the result of the method.
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3.1 Qualitative Analysis

Table 1 depicts the accuracy of the model for the Twitter dataset (self-labeled),
movie reviews dataset (the part which is not used in labeling) and the self-made
dataset by using the Facebook comments. The model also classified texts having
more than one emotion correctly. For e.g., Stop it! can be interpreted having
disgust, anger in the voice of the speaker. Our model produces the positive results
regarding the issue in lesser time as compared to machine learning models.

Table 1. Accuracy over different labeled datasets

Dataset Accuracy (%)

Twitter dataset 69.1

Movie reviews dataset 65.7

Self made Facebook dataset 67.2

3.2 Quantitative Analysis

Table 2 shows the confusion matrix for the Twitter dataset (all the texts were
labeled having one emotion only). It contains 100 anger, 100 disgust, 100 sadness,
100 surprise, 100 fear, 100 joy manually labeled samples.

Table 2. Confusion matrix for different emotions

Assigned emotion Labelled emotion

Anger Disgust Sadness Surprise Fear Joy Neutral

Anger 69 12 09 15 05 18 10

Disgust 11 70 11 08 03 12 05

Sadness 03 04 72 07 02 00 03

Surprise 07 06 01 68 11 01 07

Fear 02 05 02 00 62 02 05

Joy 00 01 05 01 09 65 08

Neutral 08 02 00 01 08 02 62

3.3 Computational Complexity

The proposed model was implemented on the standard desktop computer with
2.7 GHz dual core CPU has 4 GB RAM. The time required by the method to
compute the results is shown in Table 3.
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Table 3. Time requirement for different datasets

Dataset Time (Sec)

Twitter dataset 5.12

Movie reviews dataset 6.67

Self made Facebook dataset 4.89

4 Conclusion

Social spaces, the Internet is one of the most important personal view exchange
portals in the current era. The social media, such as Reddit, Blogs, and Pinterest
etc. and the Internet, supply a very suitable platform for communicating with
each other and sharing views with everyone. Accordingly, the part of the Internet
in crime prevention and investigation has promptly increased. The Internet is
rapidly becoming a way of preventing chaos by providing information for warning
systems in concern of public safety. So, we deployed a model to automatically
predict the emotional state of the user. This could prevent many negative events
which can cause a great loss of life and wealth. Public outrages and riots in a
country having such a large population can be disruptive. Hence, a model like
ours can become a great aid in time of need.
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Abstract. Feature extraction and selection is a vital step in sentiment
classification using machine learning approach. Existing methods use
only TF-IDF rating to represent either unigram or n-gram feature vec-
tors. Some approaches leverage upon the use of existing sentiment dic-
tionaries and use the score of a unigram sentiment word as the feature
vector and ignore TF-IDF rating. In this work, we construct n-gram sen-
timent features by extracting the sentiment words and their intensifiers
or negations from a review. Then the score of an n-gram constructed
from lexicon of semantic unigram and its intensifier or negation is mul-
tiplied to TF-IDF rating to determine the feature score. We experiment
with two benchmark data sets for sentiment classification using Sup-
port Vector Machine and Maximum Entropy method with cross domain
validation by considering training and testing data from two different
sets and obtain a substantial improvement in terms of various perfor-
mance measures compared to existing methods. Cross-domain validation
ensures proposed method can be applied for sentiment classification of
data sets where example patterns are not available, which typically is
the case with commercial data sets.

Keywords: Sentiment analysis · n-gram · Cross-domain · Maximum
Entropy (ME) · Support Vector Machine (SVM) · Lexical TFIDF

1 Introduction

Sentiment analysis, the process of identifying the opinion polarity of a piece of
text, is used to analyze the user generated contents from various web resources
such as product reviews, movie reviews, citizen opinion of public policies etc. It
helps the consumers to research on products or services before making a pur-
chase decision and the organizations to gather data on customer satisfaction
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and critical feedback to improve upon. There are two broad approaches for sen-
timent analysis: lexicon based and machine learning based. The lexicon based
approaches use natural language processing tools to extract sentiment words
from the reviews then find the overall polarity by using sentiment lexicons such
as SentiWordNet, SenticNet, VADER (Valence Aware Dictionary for sEntiment
Reasoning) [1]. In order to use machine learning based approaches one has to first
create lots of example patterns by getting the positive or negative sentiments
of real users on reviews of a specific domain; extract the features using natural
language tools; find the numeric value of the features using certain mechanism
such as TF-IDF rating; train the classifiers such as Nave Bayes (NB) [2], Sup-
port Vector Machine (SVM) [3], Maximum Entropy (ME) [4]; and finally use
the trained classifiers to determine sentiment polarity of unrated reviews.

Though the machine learning approach shows better performance in many
cases [2,5], it suffers from two problems; first, creating training patterns from
real users which is time consuming and expensive [5,6]; second, selection of right
features and their numeric value [5,7]. To deal with the first problem, many
researchers advocate for cross domain validation approach [7], where the training
and testing patterns are from two unrelated datasets. To deal with the second
problem, many methods are proposed to create feature vectors such as (1) use
of TF-IDF rating associated with unigrams, bigrams or in general n-grams, and
(2) lexicon-based approach where sentiment score of the feature is used.

In the proposed work, we present a new approach called Lexical TFIDF
for creating a feature vector. We construct sentiment n-grams by collecting
the appropriate words from the review in consultation with a sentiment dic-
tionary and create senti n-grams by using the intensifier and negation specified
in [8]. This is a contrast with the earlier approaches where the features can
be any word or n-gram not limited to sentiment words. Specifically, the score
of the sentiment lexicon, intensifier and negation are adopted from different
sources [1,8]. Then this score is multiplied with TF-IDF rating to determine the
feature weight. Experiment with two benchmark data sets, IMDb (2004), Epin-
ion product reviews; and two classifiers support vector machines and maximum
entropy method shows substantial improvement in terms of accuracy and other
performance measures for cross-domain validation when compared with existing
methods like Mudinas et al. [7] and Tripathy et al. [5].

Rest of the paper is organized as follows. Next section presents the litera-
ture review. In Sect. 3, proposed approach is explained. Section 4 represents the
experimental results. Section 5 concludes the paper and shows the future scope.

2 Literature Survey

As discussed above selection of right features and their scores is the key to
improve the performance of machine learning based approach. TF-IDF and count
vectorizer are generally used as features for the text classification [5]. A Few
researchers use lexicon based approaches for feature extraction and decide the
scores in combination with count vectorizer [7]. Cross-domain validation ensures
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applicability of sentiment analysis approach to the real world data sets where
training patterns are not available or expensive to obtain. In this regard, many
attempts have been made in the recent past. In the cross-domain learning prob-
lem, the training data set and the target data set are from different sources.
For example, Mudinas et al. [7] used training data from Browser(Customer)
dataset and testing data from Miscellaneous(Editor) dataset of CNETs software
download website.

3 Proposed Approach

Before applying the proposed approach the reviews undergo few NLP steps where
(1) stop words such as punctuations, article, etc.; (2) symbols such as @, $, %,
etc.; (3) hyperlink and numeric numbers are removed. For example applying
these steps, we get only relevant words as shown in Table 1 for three reviews.

Table 1. Reviews for preprocessing

Reviews Before preprocessing After preprocessing

Review 1 The movie is awesome, feeling very
happy

[‘movie’, ‘awesome’, ‘feeling’, ‘very’,
‘happy’]

Review 2 The movie is fine, but not very
good

[‘movie’, ‘fine’, ‘but’, ‘not’, ‘very’,
‘good’]

Review 3 The movie is not good [‘movie’, ‘not’, ‘good’]

Figure 1 is the pictorial representation of the proposed approach with six
steps. Detailed explanation of these steps are as follows:

(1) Senti n-gram
construction and

build vectors
for each review

(2) Build senti n-
gram matrix for
all the reviews

(3) Construct
unique fea-
ture vector

(4) Calcu-
lates TF-IDF
feature matrix

(5) Calculates
sentiment score
of each feature

(6) Construct
Lexical TFIDF
feature matrix

Fig. 1. Block diagram of Lexical TF-IDF

Step 1. Senti n-gram construction and build vectors for each review:
When an intensifier (e.g., ‘very’) or negation (e.g., ‘not’) appears before a
semantic unigram (e.g., ‘happy’) then we merge them and construct a bigram
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(e.g., ‘very happy’ and ‘not happy’). Similarly, we construct a trigram if
two intensifiers or negations consecutively appears before a semantic uni-
gram (e.g., ‘not very good’). The n-gram word vector for the example reviews
in Table 1 are as follows:
Review 1: [“awesome”, “feeling”, “very happy”], Review 2: [“fine”, “not very
good”], Review 3: [“not good”]

Step 2. Build senti n-gram matrix for all the reviews: The n-gram word
vectors obtained in step 1 are used to construct a matrix (M) taking all the
reviews together as shown in below.

M =
[
awesome feeling very happy

fine not very good −
not good − −

]

Step 3. Construct unique feature vector: The unique senti n-grams
extracted from the above matrix are treated as the feature. Continuing with
our example the feature vector for the review data set in Table 1 is as follows:
Feature-Vector = [‘awesome’, ‘feeling’, ‘fine’, ‘not good’, ‘not very good’, ‘very
happy’]

Step 4. Calculates TF-IDF feature matrix: TF-IDF feature matrix is gen-
erated using the above features as columns and reviews as the rows. TF-IDF
taring matrix for our problem is:

TF − IDF =
[
0.577 0.577 0 0 0 0.577

0 0 0.707 0 0.707 0
0 0 0 1 0 0

]

Step 5. Calculates sentiment score of each feature: The sentiment score
of each unigram feature is fetched from VADER lexicon [1] and the scores of
other n-grams (Bigrams and Trigrams) are calculated using SO-CAL (Seman-
tic Orientation CALulator) approach [9].
For example, unigram like “awesome”, “feeling”, “fine” having sentiment
scores are 3.1, 0.5, 0.8 respectively. For bigrams and trigrams, the well-
established lexicon is not available. The SO-CAL approach is used to avoid
this situation [9] with a list of intensifiers (amplifier and downtoner) [8], hav-
ing individual percentage scores. For negation, a constant value 4 is used to
shift the semantic word to its opposite polarity.
An example of score calculation for a bigram “very happy”. Suppose, senti-
ment score of “happy” is “+2.7”, and percentage score of “very” (intensifier)
is +25%. Then, the score of “very happy” would be: +2.7× (100% + 25%) =
+3.375. For the example problem the score vector (S) is as follows:

S =
[
Features : ‘awesome′ ‘feeling′ ‘fine′ ‘notgood′ ‘notverygood′ ‘veryhappy′

Score : 3.1 0.5 0.8 -2.1 -1.625 +3.375

]

Step 6. Construct Lexical TFIDF feature matrix: Each feature column of
TF-IDF feature matrix is multiplied with the sentiment score of that feature
to obtain the Lexical TFIDF. The final Lexical TFIDF matrix for the example
problem is:
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Lexical TFIDF =
[
1.789 0.289 0 0 0 1.947

0 0 0.566 0 −1.149 0
0 0 0 −2.1 0 0

]

This matrix can be used as input to supervised machine learning algorithms
for training. Here, we use two algorithms: ME and SVM. In ME, the feature
matrix of training data is generally used to set constraints. The characteristics
of training data are then expressed by these constraints which are used for test-
ing [4]. SVM method takes a decision by drawing the hyper-planes boundary
between two classes in an optimal way [3]. Many papers show SVM and ME
outperform other algorithms [2,5]. Proposed feature selection approach along
with above two classifiers is compared to three existing methods in terms of four
performance metrics: accuracy, precision, recall, F1 Score.

Table 2. Performance evaluation for cross-domain (IMDb (2004) and Epinion) classi-
fication among different approaches

Training

dataset

Testing

dataset

Performance

measure

Proposed

approach

pSenti [7] Tripathy

et al. [5]

TF-IDF

ME SVM ME SVM ME SVM

IMDb (2004) Epinion cars Accuracy 0.84 0.80 0.7 0.64 0.54 0.52 0.44

Precision 0.81 0.78 0.81 0.60 0.54 0.51 0.46

Recall 0.88 0.84 0.52 80.0 0.52 0.60 0.64

F1 Score 0.85 0.81 0.63 0.69 0.53 0.56 0.53

IMDb (2004) Epinion

computers

Accuracy 0.84 0.86 0.76 0.78 0.56 0.64 0.48

Precision 0.87 0.82 0.84 0.72 0.80 0.64 0.48

Recall 0.80 0.92 0.64 0.92 0.16 0.64 0.44

F1 Score 0.83 0.87 0.73 0.81 0.27 0.64 0.46

Epinion books

and cars

Epinion

computers

Accuracy 0.82 0.78 0.58 0.70 0.66 0.80 0.70

Precision 0.94 0.94 0.75 0.66 0.75 0.80 0.63

Recall 0.68 0.60 0.24 0.84 0.48 0.80 0.98

F1 Score 0.79 0.73 0.36 0.74 0.59 0.80 0.76

Epinion

computers

IMDb (2004) Accuracy 0.74 0.60 0.54 0.54 0.52 0.42 0.44

Precision 0.83 0.86 0.75 0.52 0.57 0.43 0.45

Recall 0.60 0.24 0.12 0.98 0.16 0.48 0.52

F1 Score 0.70 0.38 0.21 0.69 0.25 0.45 0.48

4 Experimental Result

We experiment with two real world data sets and two classifiers as discussed
above. The data sets are IMDb (2004) and Epinion. IMDb (2004) is polarity
dataset consisting of 1000 positive and 1000 negative movie reviews [10]. Where
as, Epinion is a collection of 400 reviews of 8 different products: cars, books,
cookware, computers, movies, hotels, phones and music. Each category contains
25 positive and 25 negative reviews [11]. For experiment purpose we consider the
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reviews corresponding to books, cars and computers. We use Python 3.5 with
NLTK (for pre-processing) and Sklearn (for feature discovery and classification).

Table 2 shows the comparison of cross-domain classification where our
method outperforms other methods 81.25% times considering all the perfor-
mance measures. However, in all of the experiments, the proposed approach
achieves highest accuracy and precision using ME or SVM.

5 Conclusion

In this work, we construct n-gram sentiment features by first extracting the senti-
ment words and their intensifiers from reviews. The scores corresponding to these
features are obtained from the existing sentiment lexicons. Proposed Lexical
TFIDF matrix is constructed by multiplying TF-IDF rating with feature score.
We experiment with two benchmark data sets and two well known classifiers
with cross domain validation shows our approach outperforms in 81.25% cases
considering all the performance measures, hence, can be used for real data sets
where example patterns are not available. In future, we plans to improve upon
the proposed method, mathematically analyze the robustness of the method and
apply to real case studies.
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Abstract. In this paper, a semantic relatedness based query focused
text summarization technique is introduced to find relevant information
from single text document. This semantic relatedness measure extracts
the related sentences according to the query. The query focused text
summarization approach can work on short query when the query does
not contain enough information. Better summaries are produced by
this method with increased number of query related sentences included.
Experiments and evaluation are done on DUC 2005 and 2006 datasets
and results show significant performance.

Keywords: Semantic relatedness · Query focused text summarization ·
Relevant information · Short query

1 Introduction

Text summarization finds information rich sentences for readers. The research
area of text summarization is increasingly becoming popular due to the avail-
ability of huge amount of information. Text summarization presents the sig-
nificant content to minimizing time and cost. It is considerably different from
human summarization. Human summary can include significantly rich content
and themes which is very difficult to include in case of automatic text summary.
To find out the linguistic meaning of words and relations with other words,
semantic measure is applied. Text summarization can be generic or user focused;
generic summary summarizes the important content and query focused summary
gives the summary specifically for user’s interest. Extractive and abstractive
methods are used to make summary. Abstractive method needs reformulation of
sentences while extractive method extracts the sentences present in input text
documents [1]. Here, we propose one semantic relatedness based text summa-
rization method to extract semantically related sentences with the query.

Luhn in 1958 [2] first introduced text summarization by finding significant
words from a text. Significant words are found by calculating the occurrence
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of a word in a text file. Based on the presence of significant words, sentences
are ranked and extracted for summarization. In some recent approaches, Abadi
et al. [3] (2015) used linguistic knowledge and expansion of content words. Con-
tent words includes noun, verb, adjective and adverb. The method finds seman-
tic similarity between the content words along with the word-order similarity.
Finally, they used combination model to select relevant sentences to the input
query and also the sentences which are semantically very similar to the other
high scoring sentences. We introduce semantic relatedness based query focused
text summarization (SRQ) method to get well-defined summary according to the
user’s need. This SRQ method can work when the query words are not present
in the input text. Present method can also perform when the query is short or
does not contain enough information.

2 Proposed Semantic Relatedness Based Query Focused
Text Summarization (SRQ Method)

Semantic relatedness measure: On the basis of semantic relatedness mea-
sure, important sentences are selected for summary purpose. In linguistics,
semantics is the study of meaning and semantic relatedness gives the measure
of how two words are related to each other. It is different from semantic simi-
larity measure. Semantic similarity gives the measure of alikeness of two words
or concepts and semantic relatedness gives more general concept than semantic
similarity. For example, hand and finger are not semantically similar but they
are semantically related. To find semantic relatedness between content words,
WordNet is used. WordNet is a database used to find semantic relations (Miller
1998) [4] for English words. WordNet contains semantic network that defines dif-
ferent relations for content words. The following Table 1 gives different semantic
relations for each content word present in WordNet database.

Hirst and St-Onge (HSO) [5] proposed one path based semantic relatedness
measure using WordNet. Two words can be related in many ways like ‘is-a’, ‘part-
of’, ‘member-of’ relations. For example, in Wordnet, hand and fingers are seman-
tically related with ‘part-of’ relation. Semantic relatedness between two words
includes all types of relations that are present in WordNet and finds the short-
est path from the various semantic networks. They find the semantic relation
between two content words by measuring the shortest path between them along
with number of changes of direction in the shortest path. The following Fig. 1
shows the ‘is-a’ relation where shortest path and number of changes of direction
between two words are (Hemorrhagic fever and Respiratory tract infection) as
found in WordNet:

Semantic relatedness between two words: Initially, pre-process the content
words by doing stemming. The required method for finding semantic relatedness
between two words is given in Eq. 1.

Score (w1, w2) = 2 ∗ c − path length betweenw1 andw2 − k ∗ number of

direction changes betweenw1 andw2
(1)
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Table 1. Different semantic relations in WordNet

Different relations for Noun:

Relation-type Meaning Example

Hypernym Gives superordinate
term

flower → angiosperm

Hyponym Gives subordinate
term

flower → african daisy

Member Meronym From group to their
member

university → graduate school

Part Meronym From whole to part house → loft

Has-Instance From concept to
instance

wood → lignin

Member Holonym From member to
group

people → world

Part Holonym From part to whole face → head

Stuff-Of From instance to
concept

wood → beam

Antonym Gives the opposite
word

winner → looser

Different relations for Verb:

Hypernym From a verb to
superordinate verb

run → travel rapidly

Troponym Gives manner
relation

sleep → nap

Entails A verb follows
logically another
verb

step → walk

Antonym Gives the opposite
word

start → stop

Different relations for Adjective:

Antonym Gives the opposite
word for adjective

able → unable

Different relations for Adverb:

Antonym Gives the opposite
word for adverb

kindly → unkindly

Here, c = 8 and k = 1 are considered as constants. If two words are same then
the maximum semantic relatedness value of HSO will be 16 and minimum value
is 0 [6]. We tested semantic relatedness score with different threshold values.
Based on performance, the method uses average or higher semantic relatedness
score by taking the threshold value as 8.
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Fig. 1. Fragment WordNet concept hierarchy showing the path and direction changes
of paths between Hemorrhagic fever and Respiratory tract infection

Semantic relatedness between two sentences: To find out the semantic
related two sentences, semantic relatedness is calculated for each of the content
word of the first sentence S1 with all the content words present in the second
sentence S2 and the maximum score is taken. After finding score for every word
in the sentence S1 with the words in S2, we take maximum score as the score
for S1. The method to find semantic relatedness for the sentence S1 with respect
to S2 is given in Eq. 2:

Score (S1, S2) = max
w1∈S1,w2∈S2

(score (w1, w2)) (2)

Important sentence selection: Now, in query focused text summarization, we
have a query with input text documents. Before applying semantic relatedness
in SRQ method, we give priority to the sentences on the basis of following nine
criteria to be considered as important sentences for the text summarization
purpose. Semantic relatedness is calculated only for the important sentences.
Title Word Matching: If the words present in a sentence also occur in the
title or heading of a text document, then that sentence can be considered as an
important one.
Proper Noun: Proper noun or entity name gives more importance to a sentence.
Hence, we take out the proper noun containing sentences.
Numerical Data: Presence of numerical data in a sentence always contains
rich information.
Thematic Word: Thematic word means word that occur in a text file more
frequently. Presence of thematic word makes the sentence important. We find
top ten most frequent words from the text file and take out those sentences
where any thematic word is present.
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Noun Phrase: Presence of noun phrases in a sentence makes the sentence
important. The method uses chunkparser to find noun phrases [7].
Font-based Word: Sentences containing words appearing as uppercase, bold,
italics or underlined fonts are normally considered as more meaningful.
Cue Phrase: Sentences containing any cue phrase such as in conclusion, this
letter, this report, summary, argue, purpose, development are most likely to be
in summary.
Sentence Length: It is considered as longer sentence contains more
information.
Sentence Position: Important sentences are usually present at the first and
the last of the paragraph. We consider the first and the last sentences from
paragraphs.

Semantic relatedness is calculated between the input text title (St) and an
important sentence (Si) present in input text document by using Eqs. 1 and 2.
Again semantic relatedness is measured between query (Sq) and an important
sentence (Si) using the same Eqs. 1 and 2. We will consider those sentences where
score is equal or above the defined threshold value.

Extracting Summary: To create the summary, common sentences are
obtained from calculating semantic relatedness between text title and important
sentences (score (St, Si)) and query and important sentences (score (Sq, Si)). To
find out the set of sentences related to the title, the method uses Eq. 3.

T = {s | s ∈ Si, score (St, Si) ≥ 8} (3)

Similarly, to find out the set of sentences related to the query, the method
uses Eq. 4.

Q = {s | s ∈ Si, score (Sq, Si) ≥ 8} (4)

Finally, summary can be found using the following method:

Summary sentences = T ∩ Q (5)

3 Experiments

We use DUC 2005 and DUC 2006 datasets (http://duc.nist.gov), where each
topic contains a query and a set of input text documents. Each text docu-
ment contains newspaper or newswire information in English. DUC 2005 and
2006 datasets are particularly used for query-based text summarization pur-
pose. Queries are based on real world complex questions, where answers not
only contain date, name or quantity. Here, each dataset contains 50 documents
and length of each summary has been restricted to 250 words only.

To evaluate the performance of SRQ method with other existing methods,
ROUGE toolkit [8] is used. ROUGE compares similarity between candidate
summary and reference summary. Candidate summary means summary pro-
duced from different methods and reference summary comes from DUC datasets.

http://duc.nist.gov
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This ROUGE consists of set of metrics, such as ROUGE-N (n-gram co-
occurrence statistics), ROUGE-L (longest common subsequence), ROUGE-W
(weighted longest common subsequence), ROUGE-S (skip-bigram co-occurrence
statistics) and ROUGE-SU4 (skip-bigram based on maximum skip distance of 4,
plus unigram). We compare our results with top-performing DUC 2005 and 2006
systems where systems have done their experiments particularly for query-based
text summarization. Here, recall value of ROUGE-1 (unigram-based), ROUGE-
2 (bigram-based) and ROUGE-SU4 are used for our experiment purpose. The
following Figs. 2 and 3 shows the comparison of different ROUGE values of exist-
ing systems with SRQ method and finds that SRQ performs well in comparison
with these existing systems.

Fig. 2. Experimental results on DUC
2005 datasets

Fig. 3. Experimental results on DUC
2006 datasets

4 Conclusion and Future Work

The paper has presented a query focused text summarization method based
on semantic relatedness. This SRQ method performs well for short query. The
method is tested with different participating methods in DUC 2005 and DUC
2006 and gives better results. In future we can incorporate effective redundancy
removal technique to get more query relevance and information rich summary.
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Abstract. Multiple protein sequence alignment is the elementary hurdle
towards addressing further challenges like prediction of protein structure
and its functions, protein sub-cellular localization, drug discovery etc.
For the last 3 decades numerous models have been proposed to address
this challenge however the models are either computationally complex
or not effective with respect to aligned results. In this paper, a com-
putationally efficient and effective model is proposed to solve multiple
protein sequence alignment. Our proposed model follows dynamic pro-
gressive global alignment approach in which a sequence pair is merged
dynamically based on novel scoring system, named Look Back Ahead
(LBA). Proposed model results were validated with aligned reference
results on benchmark datasets (PREFAB4refm and SABrem), using four
metrics: Sum-of-Pairs (SP), Total Gap Penalty (TGP), Column Score
(CS) and Total Mutation Count Pair-wise (TMCP). Experimental results
demonstrate that the proposed method outperforms benchmark refer-
ence results in any three evaluation metrics by 77.46% and 68.65% for
PREFAB4refm and SABrem datasets respectively.

Keywords: Multiple protein sequence alignment · Progressive align-
ment · Global alignment · Look back ahead scoring system

1 Introduction

Multiple Protein Sequence Alignment is a tool which aligns more than two pep-
tide sequences (Proteins) based on minimum distance or maximum similarity.
The correctly aligned sequences help in predicting protein structure and its func-
tions, predicting subcellular localization and drug discovery [18].

General Problem Statement: Given a set of N unaligned protein sequences
S: {s1, s2, ..., sN} of variable length L1, L2, ..., LN respectively, which are defined
over 20 amino acid’s alphabet set Σ={A,C,D,E,F,G,H,I,K,L,M,N,P,Q,R,
S,T,V,W,Y }. Multiple protein sequence alignment for given set of sequences
S is defined as S′: {s′

1, s′
2, ..., s′

N}, where the length of all N sequences are same
c© Springer International Publishing AG 2017
B.U. Shankar et al. (Eds.): PReMI 2017, LNCS 10597, pp. 397–404, 2017.
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and these aligned sequences should possess biological relevance. S′ is defined on
the same alphabet set with an additional symbol ‘-’ termed as gap, i.e. S′ defined
over Σ U {-}.

A good example of multiple protein sequence alignment is shown in Table 1,
where five input unaligned sequences of varying length is aligned in a manner, in
which all aligned sequences length are equal. A gap(-) is introduced at respective
position, not only to make all sequences length equal but also to make aligned
sequences biologically meaningful. A gap is coined as indel (insertion-deletion).
Permanent alterations of one or more Amino Acid Molecules (AAM) such as
indels or substitutions are called mutation.

Table 1. Multiple protein sequence alignment example

Unaligned input sequences Aligned output sequences

s1: NKYLS (5) s′
1: NKYLS (5)

s2: NYLS (4) s′
2: N-YLS (5)

s3: NFLS (4) s′
3: N-FLS (5)

s4: NKLS (4) s′
4: NK-LS (5)

s5: NFS (3) s′
5: N- -FS (5)

In this post-genomic era, optimized next-generation high-end machines for
genome sequencing such as Illumina [12] produces large gene sequences in a short
time. In a linear time, these generated gene sequences are converted to protein
sequences with negligible error. Due to this, the current scenario demands for an
effective and efficient alignment model to handle large unaligned protein data.

The reminder of this paper is structured as follows: In Sect. 2, we discuss
about related works. In Sect. 3, we introduce the proposed model and also the
evaluation criteria for comparison. The Sect. 4 explains performance analysis
which includes runtime environment setup, datasets used, results and analysis.
Finally, Sect. 5 concludes the paper with the prospects of future work.

2 Related Works

Many techniques are applied to solve the sequence alignment, however, there
is dearth of models to compute biologically accurate alignment [10]. Existing
models for sequence alignment are mainly categorized into three approaches
namely: classical, progressive and iterative.

Global alignment and local alignment methods are considered as classical
alignment approaches. These alignment methods follows dynamic programming
technique which computes all possible cases to obtain an optimal alignment. In
global alignment (Needleman-Wunsch), sequences are aligned over their whole
length [9]. In contrast, local alignment (Smith-Waterman) identifies similar
regions within a sub sequence [15]. These approaches are best suited for few
number of biological sequences are to be aligned. However, as the number of
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unaligned sequences increases, alignment process becomes exponentially expen-
sive in computation. Hence, sequence alignment is a NP-Complete problem [19].

This limitation of classical approach leads to progressive alignment approach.
Progressive alignment approach makes use of dynamic programming technique
and consists mainly of three steps: First, calculate distance matrix or similarity
matrix for all pair of given N unaligned sequences of variable length. Second,
construct a guide tree based on the distance or similarity matrix and third,
progressively combine pair-wise alignment using guide tree to obtain the final
alignment of multiple sequences. Accordingly, the time complexity of progressive
approach is O((N2 ∗ L2) + O(N ∗ log(N)) + O(N3 + N ∗ L2) which is approxi-
mately equal to O(N3 +N ∗L2). Many researchers have contributed to progres-
sive approach and among them Clustal W [16], Clustal O [14], Kalign [8] and
MUSCLE [4] are more popular and widely used. In progressive approach, the
authors [5] proved that “once a gap, always a gap”. This is the major limitation
of the progressive approach which leads to a local optima.

To overcome the local optima trap, iterative approaches were developed over
the last decade. Iterative methods follow stochastic techniques to align mul-
tiple sequences by running limited number of iterations. Optimum alignment
for a given set of sequences might converge using iterative approach by run-
ning maximum iterations with trade-off of time. Recently published methods are
MSAGMOSA [7] which uses genetic algorithm, IMSA [1] which uses immunology
approach, MOMSA [20] which uses evolutionary algorithm, H4MSA [13] which
uses memetics approach. For alignment, although these methods are effective in
aligned results they are extremely inefficient in computation time [20].

To address multiple protein sequence alignment problem for large protein
sequences, even though both classical and iterative approach are effective, they
are inefficient. In this paper, we propose an efficient and effective multiple protein
sequence alignment model using dynamic progressive approach with LBA scoring
system.

3 Proposed Model

3.1 Proposed Algorithm

Considering the known limitation of progressive alignment approach, we pro-
pose a modified and dynamic variant of progressive alignment with LBA scoring
system to overcome local optima.

Step 1 executes N-1 times and each time it performs NC2 combinations to
select the best pair from available set of pairs. Similarity Score for a given pair
of sequences is calculated using Look Back Ahead (LBA) scoring system. Step
2 executes N-1 times. In each iteration, a pair of aligned sequences are merged
into a single consensus sequence by creation of a 20*L matrix which stores all the
information for a pair sequence without any loss. Here, 20 represents all amino
acid molecules and L indicates the length of the merged sequence. As a sequence
is reduced by merging, value of N is also reduced in Step 3. Time complexity
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Algorithm 1. Proposed Algorithm
Input: N unaligned protein sequences of variable length, where N > 2
Output: Aligned N protein sequences of fixed length enclosing biological relavance.
1: For a given N input sequences, perform global pair-wise alignment for all possible

combinations (NC2) and choose an aligned pair which has maximum similarity
score.

2: Merge chosen aligned pair to make a single consensus sequence.
3: Reduce N by one i.e. N=(N-1) and loop back to step 1 until N becomes one.

of proposed model is: O((N − 1) ∗ NC2 ∗ L2 + (N − 1) + (N − 1)) which is
approximately equals to O(N3 ∗ L2).

We adopted global alignment approach and modified similarity scoring weigh-
tage factor for residue match/mismatch. The proposed LBA scoring system,
which follows heuristic approach, scores a given pair of residue based on three
things: (i) current residue match/mismatch score - looked up from mutation
matrix such as PAM [2] or BLOSUM [6], (ii) similarity score till previous residue,
and (iii) status score of previous residue. Given a pair of unaligned sequences
say s1 and s2 with length L1 and L2 respectively, global alignment approach
generates a 2-dimentional table of size L1 * L2, to explore all possible cases to
obtain best possible alignment. From left to right and top to bottom fashion,
each cell in the table is scored using LBA scoring system. Right bottom most
cell provides the optimum similarity score for a given unaligned pair.

Let X be a table, a score of ith residue from sequence s1 ad jth residue from
sequence s2 is given in Eq. 1.

Score(Xi,j) = max{A,B,C} (1)

where A, B & C are defined in Eqs. 2, 3 and 4 respectively.

A = (Score(Xi,j−1) − gappenalty) − D (2)

B = (Score(Xi−1,j−1) + m(AAMi, AAMj)) − E (3)

C = (Score(Xi−1,j) − gappenalty) − F (4)

where, Score(Xi,j−1), Score(Xi−1,j) and Score(Xi−1,j−1) are the scores of pre-
vious cells i.e. left, top and top-left-diagonal (diagonal) respectively. gappenalty
is a predefined value, m(AAMi, AAMj) is a value obtained from mutation matrix
and in the experiment, PAM250 has been considered. AAMi is the ith residue
from s1 and AAMj is the jth residue from s2. Here D, E and F are the scores
which are calculated on previous residue status. Each previous cell can have any
one status among diagonalnongap, leftgap and topgap. Where, leftgap indicates
a gap in sequence s1, topgap indicates a gap in sequence s2 and diagonalnongap
indicates no gap in any of the sequences. D, E and F are defined as follows:

D =

{
0 if Status(Xi,j−1) = leftgap

gapopenpenalty otherwise
(5)
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E =

{
0 if Status(Xi−1,j−1) = diagonalnongap

gapclosepenalty otherwise
(6)

E =

{
0 if Status(Xi−1,j) = topgap

gapopenpenalty otherwise
(7)

where, gapopenpenalty and gapclosepenalty both are predefined values. In the
experiment, gappenalty, gapopenpenalty & gapclosepenalty are the predefined
configured values which are in the ratio of 1:4:1. In order to select gapopenpenalty
value, we have tested the following values: 2, 4, 6, 8, 10 & 12. Finally, the best
configuration value was gapopenpenalty = 6. In the model, predefined values are
defined as:

gappenalty is a penalty when gap occurs in current position from either of
sequences.

gapopenpenalty is a penalty when gap occurs in current position and no gap
in previous position from either of the sequences.

gapclosepenalty is a penalty when no gap in current position and gap in pre-
vious position from either of the sequences.

Once the maximum score is obtained for Xi,j , Status(Xi,j) will be set to
leftgap or diagonalnongap or topgap only if maximum score is equal to A or B
or C respectively.

3.2 Evaluation Criteria

Over the years, multiple metrics are proposed and these are used either in scoring
system or in fitnness functions to improve the quality (Q) [17] of the alignment.
Here we considered most commonly used metrics such as Sum-of-Pair (SP) [1,11,
13,20], Total Gap Penalty (TGP) [7,13,20] and Column Score (CP) [4]. Also we
proposed a new metric called Total Mutation Count Pair-wise (TMCP). These
metrics are used for evaluation of the proposed model.

Total Mutation Count Pair-wise: Even though TGP depicts the biological
evolution process, we infer it is not sufficient enough to conclude the measured
alignment. This is mainly due to the individual value for gapopen and gapextend
is not universally the same. Further the ratio between these two values is still
debatable. Hence, we propose a new metric called total mutation count pair-wise
which is more biologically relevant and TMCP is defined as:

TMCP (S′) =
N−1∑
i=1

N∑
j=i+1

MC(s′
i, s

′
j) (8)

MC(s′
i, s

′
j) is total number of mutations for a given pair of aligned sequence

i.e. s′
i and s′

j . A column or set of consecutive columns are considered to be one
mutation only if respective column molecules are not identical. For example:
From Table 2, s′

1 and s′
2 are two aligned sequences, MC is mutation count for

the given pair; hence, the total mutation count for the given pair is 3. Lower the
value of TMCP, better is the alignment.
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Table 2. Example of mutation count for a pair

S1 A C F N L Y S D F N K D F C V V I S F C

S2 - C F N L Y R V - S - - F C V - - - - -

MC 1 0 1 0 1

4 Performance Evaluation

4.1 Experiment Setup

Runtime Environment: All experiments were conducted on an Intel(R)
Core(TM) i5 2.30GHz CPU with 4GB RAM and running on 64-bit Ubuntu
16.10 Operating System. The proposed model has been implemented in Java,
Eclipse Platform 3.8.1.

Datasets: Experimental analysis has been done on two benchmark datasets i.e.
PREFAB4refm & SABrem. For both datasets, input unaligned sequence sets
and aligned reference result sets are from [3].

4.2 Result and Analysis

In earlier section, we demonstrated that the proposed model is efficient. Next, to
analyze and demonstrate the effectiveness of the proposed model, experiments
were conducted on benchmark datasets (PREFAB4refm and SABrem). SP, TGP,
CS and TMCP values are captured from the aligned results and compared with
the benchmark aligned reference sets. All the four evaluation metrics are highly
dependent on each other i.e. any efforts to improve one metric, rest of the metrics
get affected. Table 3 represents the list of metrics that were considered for their
respective alignment.

Table 3. Algorithms and their metrics

Algorithm SP TGP CS TMCP Time efficient

Clustal W [16] � � X X �
Clustal O [14] � � � X �
Kalign [8] � � X X �
MUSCLE [4] � � � X �
MSAGMOSA [7] � � � X X

MOMSA [13] � � X X X

IMSA [1] � � � X X

H4MSA [20] � � � X X

Proposed � � � � �
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Table 4. Comparision of proposed model results with reference results

Dataset Total #
of sets

Improvement
in at-least
any 2 EM

Effective %
in any 2 EM

Improvement
in at-least
any 3 EM

Effective %
in any 3 EM

PREFAB4refm 692 684 98.84 536 77.46

SABrem 303 296 97.69 208 68.65

PREFAB4refm: As shown in Table 4, contains 692 sets. The proposed align-
ment model results are 98.84% and 77.46% improved when compared to aligned
benchmark results with respect to any two Evaluation Metrics (EM) and three
EM respectively.

SABrem: As shown in Table 4, contains 303 unaligned sequence sets. The pro-
posed alignment model results are 97.69% and 68.65% improved when compared
to aligned benchmark results with respect to any two EM and any three EM
respectively.

5 Conclusion and Future Work

Multiple protein sequence alignment is still an open challenge. Existing align-
ment techniques need continuous improvement in order to bridge the gap
between large unaligned protein sequences and extremely time inefficient align-
ment models. In order to address this gap, we proposed a dynamic and effec-
tive multiple protein sequence model. The proposed LBA novel scoring sys-
tem enhances the effectiveness of the proposed dynamic alignment model. Fur-
ther, along with the state-of-the-art metrics, we have defined a new biologically
more meaningful evaluation metric to measure and compare the proposed model
results with aligned reference results. The proposed model is tested on bench-
mark datasets and all the metric results are promising and efficient.

Based on the results obtained from the proposed model, in future, we want
to improve the model by (1) Efficient: by making the model parallel to reduce
the run time and (2) Effective: by introducing a light weight optimizer for the
four metric objectives which enhances the quality (Q) of aligned results with the
trade-off of acceptable additional running time.
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Abstract. In genome analysis, common approach to all word methods
is use of long words to improve precision in biological findings. However,
arbitrary increment in word length cannot always be fruitful, rather caus-
ing increase in space-time complexity. We observe that instead of mere
increase in length, integration of word intervals along with order and
frequency of their occurrence have great impact in extracting sequence
information with much smaller word length and devise a method, Dinu-
cleotide Interval Patterns (DIP), for entropy retrieval from ordered sets
of dinucleotide intervals. Experiments on natural sequences of Flaviviri-
dae virus with length 9 to 12 kbp establish that only word size of 2bp
is capable of deriving precise taxonomic classification of the virus. This
is in sharp contrast to standard word-based methods requiring a mini-
mum of 6bp word size to achieve nearly 30% Topological Similarity in
comparison to 60% score by DIP with only 2bp.

Keywords: Dinucleotide pattern entropy · Genome grouping ·
Flaviviridae classification · Vector identification

1 Introduction

In recent years, word-frequency methods become standard tools for analysis and
comparison of DNA sequences. Principal advantage of these methods over align-
ment, viz. NCBI-BLAST family of software [1], is better scaling of computation
times with sequence length. In the studies of clustering of taxonomic units, sub-
typing and likes, standard word frequency methods [2–4] have delivered a reliable
means to analyze DNA sequences. But their performance falls through in sev-
eral cases, viz., determination of genomic distance between two DNA sequences,
identification of conserved regions like short DNA motifs [5]. Major cause behind
the difference is lying with how the method views the sequence. Word-frequency
methods completely neglect positional information and interpret a sequence as a
bag of words. Limitation is thus non-capturing of entropy variation over biologi-
cal changes incurred in sequence. In contrast, alignment-based methods consider
exact position and quality of similarity of every part of the sequence that reflect
c© Springer International Publishing AG 2017
B.U. Shankar et al. (Eds.): PReMI 2017, LNCS 10597, pp. 405–410, 2017.
https://doi.org/10.1007/978-3-319-69900-4_51
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compositional structure with higher precision. However, scalability of alignment-
based methods is an open challenge. Hence, initiatives on word-based method
with new techniques are in the literature for scalable sequence analysis. Efforts
are on to improve precision of outcome of word methods through inclusion of
more descriptive information about compositional structure of DNA. Composi-
tion vector [6] is a way to enrich feature frequency profiles by subtracting the
random background from frequency count of each word using a Markov model
of order (k-2). that diminish the influence of random neutral mutations. An
alternative to word frequency statistics is accounting probabilistic appearance
of common words between two sequences, popularly known as D2 statistics. The
statistical dependence between adjacent occurrences of common words among
sequences is taken care of using a technique called spaced-word [7]. However,
use of larger word size in all these methods generates huge number of possi-
ble words that significantly increase space time complexity. Hence, reduction
in word size without sacrificing the precision is a need. Instead of continually
increasing the length of words, the present work focuses on the patterns of their
successive appearance over the sequence. It incorporates intervals and orders of
their occurrence into the method. This result in extraction of word entropy to
such an extent that optimum level of entropy is achieved with only dinucleotide
words for taxonomic classification of Flaviviridae Virus (FV).

2 Method

With an alphabet Σ = {A, C, G, T} and L ∈ N, let S is a biological sequence
of length L over ΣL. A subsequence of length 2 over the sequence S is desig-
nated as a dinucleotide. With four nucleotide symbols in Σ, the set of all possi-
ble dinucleotides are {AA,AC,AG,AT,CA,CC,CG,CT,TA,TC,TG,TT}. Let the
jth(1≤j≤16)dinucleotide wj occurs at locations lji , i=1(1)m, m being the max-
imum number of occurrence of the dinucleotide over the sequence S. We define
the set of intervals between each successive locations of the jth dinucleotide, wj ,
as Dj = {dj1, d

j
2, · · · djm}: where

dji = lji+1 − lji , i ≤ m (1)

To characterize the order of occurrence of intervals of the jth dinucleotide wj ,
we impose the concept of totally ordered set T j over the set Dj . Mathematically,
a total order set is a set with a relation on the set (called the total order)
that satisfies the conditions for partial order with an additional condition called
comparability condition. A relation ≤ is a total order on a set T if the following
properties hold, Reflexivity: a le a for all a ∈ T, Antisymmetric: a ≤ b and b
≤ a implies a=b, Transitivity: a ≤ b and b ≤ c implies a ≤ c, Comparability
(trichotomy law): For any a, b ∈ T either a ≤ b or b ≤ a hold. To apply the
relation ≤ we define the elements of the totally order set T j over the set Dj of
intervals of the dinucleotide wj as

tji =
r∑

i=1

dji , 1 ≤ r ≤ m (2)
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The totally order set of intervals T j , of jth dinucleotide wj , is independent
of other dinucleotides. Given the set T j we can obtain information about the
occurrence frequency along with distribution pattern and occurrence order of the
dinucleotide wj over the sequence S. The entropy of a totally order set of intervals
can reflect the importance of position (both location and its order of occurrence)
of a dinucleotide over the sequence. We construct a discrete probability mass
function P j = {pj1, p

j
2, · · · , pjm} where pji = tji/

∑m
i=1 tji . The Shannon’s entropy

hj is thus can be defined

hj = −
m∑

i=1

tji ∗ log2(t
j
i ) (3)

Entropies of all the dinucleotides form the representation vector of the given
sequence S as in feature space of dinucleotide distribution as H=(h1, h2, · · · , hr),
r=16. The representation vector H can be used as the transformed presentation
for the given sequence S in feature space on which we can apply a distance
measures to compute similarity/dissimilarity with other sequences.

2.1 Distance Measure between sequences in feature space

To measure the distance between two biological sequences in feature space (Hi

and Hj) we use Euclidean distance between given pair of sequences, as follows

σij =

√√√√
r∑

i=1

(hr
i − hr

j)2 (4)

3 Experiment

3.1 Vector Identification

Vector identification is primary issue to control epidemic situation owing to viral
infection. For instance, infection of Dengue, a species of Flaviviridae, could lead
to a disastrous state, had the mosquito Aedes aegypti not been identified as
its carrier. Flaviviridae is a family of fast evolving RNA viruses that can infect
mammals, birds and invertebrates (ticks and mosquitoes) organisms. For these
viruses, transmission mode (vectors) plays a vital role in their life cycle in order
to cause infection to respective hosts and thus identification of respective vectors
can lead to framing strategies for controlling the virus.

Biological segregation of Flaviviridae into three genera, viz., Flavivirus,
Hepacivirus and Pestivirus has carried out on criteria like host-range and out-
come of infection. Genus Flavivirus are transmitted to their respective hosts only
by different arthropod vectors like mosquitoes, ticks or insects via blood suck-
ing. The second genus, Hepacivirus, infect only mammals mainly transmitted
by blood contact, while the genus Pestivirus infects several non-human mam-
mals via oral-fecal or respiratory routes. Another ecological lineage of viruses,
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NKV (non-known vector), for which no arthropod is yet known as vector, cause
infection similar to Flavivirus. Thus, identifying families of these viruses through
study of phylogeny will help in identifying possible vectors for unknown cases.

Molecular phylogeny is a technique to group genetically similar sequences.
Life cycle of virus is interesting and a motivation for phylogeny study. Interaction
between FVs and their vectors is a continuous process involving both immune
system of vectors and escape mechanism of viruses. Viruses mimic vector-specific
genomic pattern in course of the interaction, subjected to vector-induced pres-
sures [8]. Thus, common patterns, in virus genomes captured by molecular phy-
logeny, are indication of vectorspecificity in Flaviviridae.

Flavivirus phylogeny
Dataset: Test datasets are compiled with 34 Flaviviridae virus genomes
(Table 1) collected from the freely available repository of National Center
of Biotechnology Information (https://www.ncbi.nlm.nih.gov/). These virus
genomes vary from 9 to 12 kbp in length. Sequences with label D1-D12 are
mosquito-borne, D13-D15 are insectborne, D16-D21 are tick-borne, D22-D28
are NKV, D29-D31 are Hepaciviruses and D32-D34 are Pestiviruses.

Table 1. Flaviviridae virus genomes

Label Accession no Label Accession no Label Accession no Label Accession no

D1 NC 001471 D10 NC 000943 D19 NC 005062 D28 NC 003996

D2 NC 001474 D11 NC 002031 D20 NC 001809 D29 NC 001710

D3 NC 001475 D12 NC 008719 D21 NC 001672 D30 NC 009823

D4 NC 002640 D13 NC 008604 D22 NC 005039 D31 NC 001655

D5 NC 009026 D14 NC 001564 D23 NC 008718 D32 NC 001461

D6 NC 009028 D15 NC 005064 D24 NC 004119 D33 NC 002032

D7 NC 001563 D16 NC 006974 D25 NC 003675 D34 NC 025677

D8 NC 001437 D17 NC 003687 D26 NC 003635 - -

D9 NC 066551 D18 NC 003690 D27 NC 003676 - -

We apply the proposed method (DIP) to devise genomic distance among
the viruses enlisted in Table 1. It transforms each genome sequence into feature
space through entropy extraction of 16 dinucleotide (2bp) patterns. DIP next
computes the distance matrix, elements of which are simply pair wise distances
between all possible genome pairs in feature space. Phylogeny tree (Figure 1)
that reflects the taxonomic classification of the enlisted Flaviviridae viruses is
computed using the hierarchical clustering algorithms UPGMA.

Clear segregation of FVs into three known genera, Hepacivirus (D29-S31),
Pestivirus (D32-S34) and Flavivirus (D1-S28) based on genomic distances as cap-
tured by DIP is observed. Further, insect-borne (D13-S15), tick-borne (D16-S21)
and mosquitoborne (D1-S12) viruses are alienated into subgroups under Fla-
viviruses group. Such distinct groups in the phylogeny patterns drawn by DIP

https://www.ncbi.nlm.nih.gov/
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Fig. 1. Cladogram tree of FV (Table 1)
using 2bp

Fig. 2. Comparing performance and scala-
bility

indicates that viruses with common vectors are near classified together, reflect-
ing their vector-specificity. DIP thus offers a way for vector identification under
health hazard situation. It is interesting to note in Fig. 1 that viruses GBV-B
(D29) and GBV-C (D31) are grouped into the same class with Hepacivirus.
This is identical with earlier report [9] from polyprotein-based study. These are
accepted candidate of Hepacivirus by the International Committee on Taxonomy
of Viruses (ICTV). Moreover, NKV viruses, D22, D23 and D27 are paraphyletic
with mosquito-borne viruses, whereas others NKV viruses, D24, D25, D26 and
D28, are in a separate subgroup that is paraphyletic with Pestiviruses, indicating
blood sucking non-mosquito pests as their possible vectors.

3.2 Performance and scalability

The phylogeny tree of Flaviviridae (Table 1) by Clustal Omega (www.ebi.ac.uk/
Tools/msa/clustalo) is taken as reference for comparison with two alignment-
free methods, composition vector (tlife.fudan.edu.cn/cvtree) and spaced word
(http://spaced.gobics.de/). Topological Similarity (TS) computed following the
method in (www.mas.ncl.ac.Uk/ntmwn/compare2trees). Results are reported in
Table 2.

Figure 2 presents a comparative study on performance and scalability, show-
ing excellence of DIP in addition to biological consistence of knowledge retrieved.
Highest TS score obtained by DIP proves that appropriate statistical feature is
more powerful than mere length of word in extracting information from natural
sequence.

www.ebi.ac.uk/Tools/msa/clustalo
www.ebi.ac.uk/Tools/msa/clustalo
http://spaced.gobics.de/
www.mas.ncl.ac.Uk/ntmwn/compare2trees
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Table 2. Comparing the proposed method with existing

Method Space complexity Time Word size TS-score

(in bytes) complexity

Clustal Omega 34× 12500 14.24min Not applicable Ref. tree

Composition vector 34× 4ˆ6 12.75sec 6 35.0%

Space word 34× 4ˆ7 50.46sec 7 31.8%

DIP 34× 4ˆ2 0.5304sec 2 60.1%

4 Conclusion

We present a concept of inducting interval and order of occurrence of words
with frequency to capture minute changes in nucleotide patterns and develop
a method for entropy computation. From patterns of dinucleotides only, the
method builds taxonomic classification for Flaviviridae virus with higher preci-
sion. Advantages of introducing the concept are twofold: accuracy in result and
economy in computation as longer words are not required.
Viruses with common vectors are genetically closer in terms of arrangements of
dinucleotides. As the proposed method can classify viruses on the basis of their
dinucleotide patterns, genetic closeness of a new virus to a class can lead to
tracing its possible vector.
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Abstract. The fundamental of complete interaction system of all living cell is
protein- protein interactions (PPI). A protein-protein interactions network
(PPIN) can be viewed as an intricate system of proteins. The proteins are linked
by interactions between themselves. In this work, we developed a new algorithm
to find largest quasi-cliques in human PPIN. We also identify significant clusters
of proteins for subsequent pathway analysis. In the current experimental setup,
we have mined 49 quasi-cliques from the human PPIN, with the largest
quasi-clique having size 29. Each of these protein clusters are analysed with
KEGG pathway analysis. The algorithm has been compared with the state-of-the
art available in this field. We observe that our method is better than other
methods available in this domain and finds larger quasi-cliques with higher size.

Keywords: Protein-Protein interaction � Network analysis � Quasi-clique �
Pathway analysis

1 Introduction

Proteins interact with other proteins to accomplish biological functions. The transient
or more permanent complexes are formed due to such interactions. These interaction
networks facilitate biological processes. To study its biological function, it is essential
to recognize its probable interaction with other proteins. A PPI network can be thought
as a complex system of proteins base on interactions between themselves. Wagner et al.
[1] have demonstrated the PPI network as an undirected graph. The nodes are used to
represent proteins and edges are used to represent the interaction among proteins.
A substantial biological knowledge at the molecular level of interacting proteins can be
obtained by PPINs [2]. Important directions for study of biological pathways and
protein function can be obtained by mining these networks [3].
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In order to discover the cluster of protein complexes in PPINs, lots of techniques
have been used by researchers. These include clustering of sub-graph, finding dense
regions [4–6], or clique finding [7]. The concept of maximum quasi-clique problem
(MQP) is introduced by Matsuda et al. [8]. It is a constrained association of vertices in a
graph. It leads to a c-quasi-clique.

Subsequently, Pie et al. [9] have proposed a mining algorithm (Crochet) to discover
all quasi-cliques. Further, they have upgraded their algorithm and proposed Crochetþ

for the same purpose [10]. These methods have some restrictions for discovering all
quasi-cliques. Brunato et al. [11] have proposed another definition for quasi-clique with
a pair of parameters. Bhattacharyya et al. [12] have presented an algorithm to find the
biggest quasi-cliques in PPIN of Homo sapiens.

In view of above facts, it is evident that there is an increasing necessity to localize
those significant clusters of protein in an interaction network. The existing algorithms
for determination of quasi-cliques are not sufficient to address the complexity of many
networks. In case of homo-sapiens, simple analysis of tightly coupled cliques from the
protein-protein networks may not be sufficient for investigation of key disease path-
ways. Therefore, we have tried to relax the constraints in an attempt to find all possible
maximal quasi-cliques in the networks. The work presented here is found to be
computationally efficient from the earlier works Quick [13] and Cocain [14] and the
experimental results validates our claims.

In this work, we attempt to search for the largest PPI cluster using a new
quasi-clique algorithm (qCliP). In the following, we first described the important
preliminaries. After that method is presented along with detailed pathway analysis.

2 Methods

Here, some basic definitions and preliminaries of Maximal Quasi-clique Problem is
first described. The graph indicate undirected labelled simple graph. A graph G is
defined by tuples V ;Eð Þ, where V is set of vertices and E is set of edges in between the
pair of vertices. Our objective is to search for all possible maximal quasi-cliques in
PPINs. A PPIN can be defined by tuples P; Ið Þ, where P denotes protein set and I
denotes set of interactions. So, we have direct analogy between V ;Eð Þ and P; Ið Þ.

c-quasi-clique graph: For 0\c� 1ð Þ, if each vertices of the graph G has at least
degree c� Vj j � 1ð Þd e then such graph G is called c-quasi-clique graph.

An algorithm to find the largest quasi-clique is presented in the following. The
proposed method finds quasi-cliques in large protein-protein interaction networks.
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3 Results and Discussion

In this work, we have first started with 1831 distinct human proteins involving 2252
interactions (dip20100614) [15]. Then we have filtered the given data so that each entry
has a valid Uniprot id, complete primary sequence annotation and 3D information
(PDB id). So after this filtration the data size reduced to 1007 interactions with 857
distinct proteins [16]. This database is used for performance evaluation of the proposed
algorithm, to identify all possible maximal quasi-cliques from this PPIN, and subse-
quent pathway analyses.

We have first executed our proposed algorithm for nine different values of c starting
from 0.9 to 0.1 with an interval of 0.1. In this experiment, we observed that proposed
method provides largest quasi-clique with cardinality of 23 for c is 0.1. In the second
stage, we executed the novel algorithm for finer c values in the range (0, 0.1) with an
interval of 0.01. We finally observed that algorithm mines largest quasi-clique of size
29 when c is 0.07. Considering the value of the c ¼ 0:07, we got 49 different maximal
quasi-cliques with size ranging from 3 to 29.

For pathway analysis of the clustered proteins, obtained by our proposed algorithm,
we have used the web server (http://david.abcc.ncifcrf.gov/tools.jsp), where we first
converted proteins ids from Uniprot id to gene id and then analysed all the corre-
sponding genes on KEGG pathway analysis [17]. Our algorithm identifies 46 clusters

Table 1. KEGG Pathway for some quasi-cliques obtained from our proposed algorithm

Quasi clique
number

Cardinality KEGG id KEGG pathway P value

1 29 hsa04110 Cell cycle 1.34E−10
2 11 hsa04110 Cell cycle 5.18E−10
3 10 hsa04630 Jak-STAT signaling pathway 9.29E−05
4 10 hsa04622 RIG-I-like receptor signaling

pathway
4.17E−06

5 10 hsa04062 Chemokine signaling pathway 3.57E−15
6 8 hsa04623 Cytosolic DNA-sensing

pathway
4.19E−07

7 8 hsa04623 Cytosolic DNA-sensing
pathway

4.07E−05

8 6 hsa05220 Chronic myeloid leukemia 1.22E−05
9 6 hsa05220 Chronic myeloid leukemia 1.22E−05
10 6 hsa05200 Pathways in cancer 0.001013
11 6 hsa05220 Chronic myeloid leukemia 1.22E−05
12 6 hsa05200 Pathways in cancer 0.004149
13 5 hsa05130 Pathogenic Escherichia coli

infection
1.23E−04

14 4 hsa05212 Pancreatic cancer 2.72E−06
15 3 hsa05211 Renal cell carcinoma 0.013766
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for KEGG pathway. The Table 1 shows the KEGG pathway of some quasi-cliques
along with their respective p-values.

We have compared the performance of the proposed algorithm with the available
prior works in this domain. For evaluation of the system performances, the execution
time for finding non-redundant disjoint maximal quasi-cliques is considered as one of
the key criteria. Two other algorithms, viz., Quick [13] and Cocain [14], are compared
with our method on an uniform hardware platform with Intel 2.4 GHz CPU computer
having 2 GB internal memory. As discussed before, the performance of our proposed
algorithm is optimised for c = 0.07. But during comparison of the method with other
algorithms, we have considered a wide spectrum of c values as 0.01, 0.07, 0.1, 0.5 and
0.9, within the range (0, 1). The detailed results of all methods for all considered c
values are given in the Table 2. It has been found that our novel algorithm identifies the
largest maximal quasi-cliques of cardinality 29 particularly when c is 0.07. Overall, our
method identifies 49 mutually-exclusive, maximal quasi-cliques from the PPIN and the
experiment is completed in 352 s.

Table 2. Comparative performance analysis of all four methods for different
Gamma (c) values is shown. Please note that DA identifies only the maximum
quasi-clique and Cocain works only with the c range (0.5, 1). Quick executes
faster but extracts many overlapping quasi-cliques from the PPIN.

Gamma
cð Þ

Methods Execution
time (s)

Number of
quasi-clique

Cardinality
quasi-clique

0.01 Proposed
method

150 67 12

Quick 0.009 1426 26
Cocain - - -

0.07 Proposed
method

352 49 29

Quick 258.834 4471088 15
Cocain - - -

0.1 Proposed
method

129 94 23

Quick 89.199 3382024 12
Cocain - - -

0.5 Proposed
method

15 61 7

Quick 0.015 2489 7
Cocain 0.110002 1455 3

0.9 Proposed
method

7 61 5

Quick 0.003 81 5
Cocain 0.060001 699 2
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The Cocain algorithm works only for c values in the range (0.5, 1). Though it takes
minimum time for execution in such a specific range, but the major limitation is that the
method is not producing significant quasi-cliques for the PPIN. Most of the
quasi-cliques are of cardinality 2 or 3 and the total number of quasi-cliques generated
by Cocain method ranges in thousands within its allowable c range. A detailed com-
parative analysis of the above mentioned methods is given in the Table 2.

4 Conclusion

In the current work, a new algorithm is presented to find all possible non overlapping
non redundant maximal quasi-cliques and also the largest size quasi-clique in the huge
PPI networks. Subsequently, we apply this approach on huge PPIN and find important
clusters of proteins. We have analysed these protein clusters based KEGG pathway
analysis. In this work, we have attempted to cluster interactive human proteins within
the PPIN using the developed algorithm and also compared its performance with other
available works in this domain. It may be observed that this algorithm is better than
other algorithm for identifying non-overlapping, non-redundant maximal quasi-cliques.
The performance of the algorithm can be improved when applied over more robust
network and also it will be biologically more important.
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Abstract. Thyroid cancer is one of the most prevalent cancers which
affects a large population all over the world. To find effective therapeu-
tic measures against thyroid cancer, it is necessary to identify potential
genes which lead to this disease. In this paper, we consider an ensem-
ble of structural, semantic and post translational modification (PTM)
similarities based clustering of human genes using known thyroid cancer
genes as seeds. Our purpose is to identify potential genes which may be
responsible for thyroid cancer from the clusters.

Keywords: Thyroid cancer · PTM similarity · Semantic similarity ·
Structural similarity · Clustering

1 Introduction

Thyroid cancer is caused by malignancy of thyroid cells. Thyroid cancer is of
the following types: Papillary thyroid cancer (PTC), Follicular thyroid cancer
(FTC), Medullary thyroid cancer (MTC) and Anaplastic thyroid cancer (ATC).
PTC is the most prevalent thyroid cancer which is seen in 75% to 85% cases.
The number of people affected with thyroid cancer has significantly increased in
the past few years (worldwide 213,000 people). Thus, it has become urgent to
understand the mechanism behind the malignancy of thyroid cells to discover
effective therapeutic measures. For this, we need to identify the genes responsi-
ble for this disease so that effective therapeutic measures can be adopted. For
some cancer genes missense mutations based clustering is used to identify new
candidates. Stehr et al. [9] and Ryslik et al. [8] used 3D structural information in
missense mutations clustering to predict new cancer genes. In [6], Kurubanjerdjit
et al. has proposed a clique percolation based clustering in identification of can-
cer associated proteins. In this paper, we present an ensemble of PTM, semantic
and structural similarities based clustering of human genes using known thyroid
cancer genes (CNC) as seeds and predict novel genes which may cause thyroid
cancer.
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2 Methodology

In this paper, we present an ensemble of similarities based clustering approach
to predict potential thyroid cancer causing genes in Homo sapiens using the
information of known thyroid cancer genes. We use PTM similarity, semantic
similarity and structural similarity to assess the similarity of two genes.

2.1 PTM Similarity

To determine the PTM similarity, we first find the number of occurrences of
interactions between different PTM types along with the particular residue at
which the modification occurs. Then, for each protein pair we determine whether
their respective PTM types together with the modified residues are present in
the PTM interaction list. If present, we score (normalize in the range (0,1]) the
PTM similarity of the protein pair with the occurrence of the PTM interaction.

2.2 Semantic Similarity

The semantic similarity between two proteins is estimated by considering the
similarities between their all pairs of annotating Gene Ontology (GO) terms
belonging to a particular ontology (molecular function (MF), biological process
(BP), cellular component (CC)). Similarity between a pair of GO terms is
assessed on the basis of topological properties of the GO graph and the average
information content (IC) of the disjunctive common ancestors (DCAs) of the
GO terms [3].

2.3 Structural Similarity

We use two scoring metrics, TM-score [12] and RMSD [5], to measure the struc-
tural similarity of two proteins. TM-score gives a value in the range (0, 1], where
1 indicates a perfect match in topological similarity of two protein structures. We
use the TM align algorithm [12] for comparing the structures of two proteins.
This algorithm identifies the best structural alignment between two proteins.
After the optimal superposition, RMSD represents the root mean squared devi-
ation of all the equivalent atom pairs of two protein structures. In general, lower
RMSD indicates better superposition. A RMSD value 3Åindicates a high degree
of structural similarity. However, a lower RMSD and higher TM-score indicates
a better structural similarity, thus they are inversely related. Finally, we incor-
porate both the scoring metrics to quantify the structural similarity as,

StructSim(p, q) =
1
2
{(1 − RMSD

3
) + TMscore} (1)

Here we restrict the RMSD score up to 3Å for higher structural similarity. In
Eq. 1, any RMSD value less than 3Å will contribute positively with TM-score. In
addition, RMSD value 0 and TM-score 1 represents optimal structural similarity.
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2.4 Cluster Ensembling

In this work, initially, clustering is performed using above three similarity metric
at three different similarity thresholds (θPTM , θSemn, θStruct). For a particular
seed we ensemble all three cluster results and create a new set of cluster members
for each seed. Finally, we consider each of the member of the new set as a member
of the final cluster set if it is the member of at least 30% of the total clusters
(seeds). The overall proposed procedure is shown in Fig. 1.

Fig. 1. The basic workflow of clustering result ensembling technique.

3 Dataset Description

We download the genes involved in all types of thyroid cancer from the Thyroid
Cancer and Disorder Gene Database (TCGDB) [1] and KEGG and Human Pro-
tein Atlas database (CNC genes) [11]. We download protein-protein interactions
(PPIs) from the iRefWeb database [10]. From this, we consider only those inter-
actions in which both the proteins are present in both reviewed Uniprot and
Protein Data Bank (PDB). Finally, we obtain 4726 PPIs and 4492 unique pro-
teins which is used for validation. For the test dataset, we consider all reviewed
human proteins from Uniprot whose structure information are available in PDB.
We finally obtain a total of 1321 proteins in the test dataset. Ontology data and
GO annotations are downloaded from the Gene Ontology database [2]. The PTM
data and PTM interaction data are collected from the HPRD database [7].

4 Experimental Results and Discussion

In this paper, we present a clustering, based on an ensemble of structural, seman-
tic and PTM similarities, of genes using 26 known thyroid cancer genes selected
as the seeds. The purpose of this clustering is utilize known thyroid genes to
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Fig. 2. Heatmap of CNC occurrence percentage over the seed based clustering results
of three datasets.

Fig. 3. (a) Membership of the predicted target genes to 21 clusters. A colored box rep-
resents that the target gene belongs to the respective cluster. (b) Network of predicted
genes and their direct interaction partner genes having CNC annotations. Red nodes
represent the predicted genes and blue nodes represent the CNC annotated genes.
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predict new genes which may be responsible for thyroid cancer. In this work,
total 4492 genes are considered as target genes that includes 297 thyroid can-
cer genes taken from Human protein Atlas database. To choose the appropriate
thresholds (θPTM , θSemn, θStruct) for all three clustering, we further sub divide
the target genes into three subsets. Each subset contains equal number of CNC
genes and equal number of non-CNC genes. These thresholds are set at a value
such that the final clustering result has only CNC genes in the clusters. Figure 2
shows the heatmap of the seed based clustering result and percentage of CNC
genes obtained from three different sets. CNC percentage ranges from 0 to 1
where 1 implies that all the cluster members are CNC annotated and 0 implies
that none of the members have CNC annotation.

Depending on this threshold, we apply this ensemble clustering method over
1350 test data consisting of genes which do not have any Thyroid cancer annota-
tions and have structure information in the PDB database. Using this approach
we retrieve 18 new target genes from 21 seeds (remaining 5 seed genes create
empty clusters). Figure 3a shows occurrences of target genes over the clusters
where colored box indicates that the target gene belongs to the correspond-
ing cluster. To evaluate the effectiveness of the target genes we consider only
14 genes which belong to minimum 30% of the clusters. Using the interaction
dataset from the String Database [4], we find that these 14 predicted genes have
direct interaction with certain CNC genes, which have been shown in Fig. 3b
Thus, these 14 predicted genes may have an important role in thyroid cancer.

5 Conclusion

In this paper, we present a clustering, based on an ensemble of structural, seman-
tic and PTM similarities, of human genes with 26 known thyroid cancer genes as
seeds. In this method, we first select appropriate thresholds for structural simi-
larity, semantic similarity and PTM similarity based clustering separately. The
thresholds are selected such that after applying this clustering method on the
validation dataset, the clusters contain only CNC genes as members. We then
use this ensemble clustering method to predict potential thyroid cancer genes.
Our clustering result predicts 14 genes with no CNC annotations, but which
have direct interactions with CNC annotated genes. From the results, we can
summarise that these 14 predicted genes may be responsible for Thyroid cancer
since they are directly associated with Thyroid cancer causing genes.
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Abstract. This paper presents an empirical study using three entropy
measures such as Shannon’s entropy, Renyi’s entropy, and Tsallis entropy,
while calculating mutual information to select top ranked features. We
evaluate the selected features using three established classifiers such as
naive Bayes, IBK and Random Forest in terms of classification accuracy
on five gene expression datasets. We observe that none gives consistent
performance in ordering the features based on their rank. To address
this issue, we propose a variant of mRMR, using ensemble approach
based on our own weight function. The results establish that our method
is significantly superior than its other counterparts in terms of feature
selection and classification accuracy in most of the datasets.

Keywords: Entropy · Mutual information · Feature selection · mRMR

1 Introduction

A feature is an individual measurable property of a phenomenon being observed.
The representation of raw input data uses many features, only some of which
are relevant to the class. Feature selection for supervised classification can be
accomplished on the basis of entropy information between features and classes.
We use Shannon Entropy [10], Renyi’s and Tsallis Entropy [6] to calculate mutual
information [3] between feature and class or feature-feature in this work. It is
found that mRMR [8] is a practical and superior algorithm for feature selection
and classification, however it does not perform well if lesser number of attributes
present in datasets [8]. The main motivation behind our work is to develop
an enhanced feature selection algorithm that performs consistently well in all
kinds of datasets. An ensemble method for entropy-based feature selection is
developed and evaluated using common machine learning algorithms on a variety
of UCI gene expression datasets. We carry out comparative study among existing
entropy-based feature selection methods. Our method eliminates irrelevant and
redundant data and in majority cases it improves the performance of learning
algorithms.
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2 Related Work

In the past two decades, a good number of MI-based feature selection algo-
rithms have been introduced. Two main important aspects of feature selection
are: (i) minimum redundancy in terms of number of features and (ii) maximum
relevance of a feature with a given class label. Some well-known MI-based feature
selection algorithms are: Information Gain [1], Gain Ratio [3], mRMR [8] and
its variant [9]. InfoGain and GainRatio select features based on relevancy only,
however other mentioned MI-based feature selection algorithms select most rel-
evant and least redundant features. From our study, we observe that mRMR is
appropriate for large number of applications having large numbers of features [8].
It performs well on both continuous and discrete data.

To achieve minimum redundancy - maximum relevance for categorical vari-
ables [5], most researchers consider that if the feature values are uniformly dis-
tributed in different classes, its mutual information with these classes is zero. If a
feature is highly differentially expressed for different classes, it should have large
mutual information. Thus, mutual information can be considered as a measure
to estimate relevance of features.

The mRMR algorithm aims to select a feature set S, which shows maximum
relevance to a given class (features provide maximum information about the
class) and are of less redundant. mRMR considers the mutual information of
each feature against the classes, but also subtracts the redundancy of each feature
with the already selected ones. mRMR follows filter criterion based on mutual
information estimation. Instead of estimating the mutual information between
a whole set of features and the class labels, the authors estimate it for each one
of the selected features separately. On one hand, they maximize the relevance
I(xj ;C) of each already selected individual feature and on the other hand they
minimize the redundancy between xj and the rest of selected features. This
criterion can be expressed for selection of mth feature is:

maxxj∈X−Sm−1 [I(xj ;C) − 1
m − 1

∑

xi∈Sm−1

I(xj ;xi)]. (1)

This criterion can be used by a greedy algorithm, which in each iteration takes
a single feature and decides whether to add it to the selected feature set, or to
discard it, and this process is repeated till required set S of K optimal features
is obtained. This implies that the mth feature xm will be selected only when a
set of (m− 1) features i.e., Sm−1 exits. We refer to the original mRMR method
as mRMRMI . Another variant of the mRMR criterion [9] also exists (referred
here as mRMRGR). In [9], it is reformulated using a different representation
of redundancy. The authors propose to use a coefficient of uncertainty which
consists of dividing the MI value between two features xj and xi by the entropy
of H(xi), where xi ∈ Sm−1. The equation is as given below.

maxxj∈X−Sm−1 [I(xj ;C) − 1
m − 1

∑

xi∈Sm−1

I(xj ;xi)
H(xi)

] (2)
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In this study, we use these two variants of mRMR algorithms in our experiments,
analyze their pros and cons, and introduce another variant of mRMR which is
an effective combination of above two variants.

3 mRMR+ : The Proposed Ensemble mRMR
Algorithms

We carried out an exhaustive experimental study using the two variants of
mRMR on benchmark datasets. Our observation is that the MI-based mRMR
(i.e. mRMRMI) does not perform well if the number of attributes in the dataset
are less [8]. However, the second variant of mRMR can eliminate this disadvan-
tage of mRMRMI . But, we have found from our exhaustive experimentation that
most of the time mRMRGR also performs poorly if the number of attributes is
higher in the datasets.

Our proposal i.e., mRMR+ is an effective combination of the above two
mRMR variants through a weight function. We performed an exhaustive exper-
imentation to determine the proper weight function dynamically. We experi-
mentally found that in most of the cases, if MI value between two variables is
more than GR (gain ratio) than mRMRMI does not perform well. To eliminate
this problem, we combine these two variants of mRMR (Eqs. 1 and 2) in such
a way that the combination function performs consistently well for any number
of variables. Our method performs well in almost all datasets than above dis-
cussed variants of mRMR. We perform a comparative analysis among all the
three variants of mRMR using aforesaid three entropy measures. The proposed
formulation of mRMR+ for the selection of the mth feature is as follows:

maxxj∈X−Sm−1 [I(xj ;C) − (
l

m − 1

∑

xi∈Sm−1

I(xj ;xi) +
1 − l

m − 1

∑

xi∈Sm−1

I(xj ;xi)
H(xi)

)].

(3)
Our method takes gene expression dataset as input and apply a discretization

in preprocess step to eliminate noises from data. The value of weight function
l is computed before finding out the top relevant feature based on MI value
between feature and class. After that, using Eq. 3 we find out least redundant
and maximum relevant feature from the remaining features and add one feature
at a time to the selected feature list till requires K optimal features are selected.

Our proposed weight function take gene expression data as input and calcu-
late m = Max(MI(xi, C)) and n = Max(GR(MI(xi,C)

H(C) )). If it is observed that
m ≥ n then in our method weight (l) is calculated as l = 1 − n

m else weight (l)
is calculated as l = m

n . To select the mth feature, the computational complexity
of this incremental search is O(|S|.M) where M is the number of attributes in
the dataset, which is similar to the MI-based mRMR algorithm [8].

4 Experimental Results

To evaluate the usefulness of the different variants of mRMR algorithm and dif-
ferent entropy measures, five UCI machine learning datasets of gene expression
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profiles having classes ≥ 2 were chosen and presented in Table 1. The accuracy
of 10-fold cross validation of classification methods for all features are reported
in Table 1 using three different classification methods viz., Naive Bayes (NB) [7],
Random Forest (RF) [4] and IBK [2]. Generally, RF performed better than other
classification methods due to its suitability for high dimensional data. To dis-
cretize the datasets, we use same discretization technique as used by the two
mentioned variants of mRMR. Due to the space constrains we are unable to
present detail results. Figure 1(a) presents classification accuracy of NB classifier
on lung cancer dataset in forward direction. The average classification accuracies
of Shanon, Renyi’s and Tsallis entropy based MIs are 85.31%, 77.50%, 82.50%,
respectively. Whereas, average classification accuracy of Shannon entropy based
mRMR variants is 88.12% where our proposed method provides average 88.44%
classification accuracy. Figure 1(b) reports results on colon tumor dataset based
on NB classifier when we select top ranked features in forward direction. The
average classification accuracies of Shanon, Renyi’s and Tsallis entropy based
MIs are 86.94%, 86.61%, 86.61%, respectively. Shannon entropy based mRMR
dominates other entropy based mRMR results. We found average classification
accuracy of 88.87% in case of Shannon Entropy based mRMR variants where
our proposed method provides average 89.52% classification accuracy. Table 2
reports average classification accuracy for the top ten selected features using NB
classifier of different entropy based mRMRMI . We found that Shannon entropy
based mRMR variants always dominate other entropy based mRMR variants.
So, in remaining experimental results we only consider Shannon entropy based
mRMR variants. Figure 1(c) reports classification accuracy of NB classifier on
breast cancer dataset and the average classification accuracies of Shanon, Renyi’s
and Tsallis entropy based MIs for this dataset are same (i.e., 95.29%). In case
of Shannon Entropy based mRMR variants, we observe that average classifica-
tion accuracy is 95.81% where our method provides average 95.85% classification
accuracy. Figure 1(d) presents classification accuracy of NB classifier on breast
cancer dataset and average classification accuracy of Shanon, Renyi’s and Tsallis
entropy based MIs for this dataset are 90.37%, 90.467%, 89.90%, respectively.
In case of Shannon entropy based mRMR, we found average classification accu-
racy is 90.97% among the three mRMR variants where our method provides
average 91.03% classification accuracy. Figure 1(e), (f), (g) report results on NCI

Table 1. Dataset and accuracy (the 10-fold cross validation) classifiers

Datasets name # instances # features # classes NB IBK RF

Lung cancer 32 56 2 68.75 78.125 84.375

Colon tumar 62 2000 2 69.3548 69.3548 82.2581

Breast cancer 699 10 2 96.7096 95.1359 96.5665

Promoter 106 58 2 93.4579 79.4393 94.3925

NCI 61 9712 9 45 46.6667 43.3333
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Fig. 1. (a) Accuracy of NB classifier on Lung Cancer. (b) Accuracy of NB classifier
on Colon Tumor. (c) Accuracy of NB classifier on Breast Cancer. (d) Accuracy of
NB classifier on Promoter. (e) Accuracy of NB classifier on NCI. (f) Accuracy of IBK
classifier on NCI dataset. (g) Accuracy of RF classifier on NCI.
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Table 2. Average classification accuracy of NB classifier in % for top 10 features

Dataset name mRMRMI (USE) mRMRMI (URE) mRMRMI (UTE) mRMR+(USE)

Lung cancer 87.81 82.81 81.62 88.43

Colon tumar 89.03 89.51 86.12 89.51

Breast cancer 95.85 95.22 95.15 95.85

Promoter 90.84 90.84 90.28 91.02

NCI 63.83 59.33 61.50 63.83

USE: Using Shannon Entropy, URE: Using Renyi’s Entropy, UTE: Using Tsallis Entropy

dataset using NB, IBK and RF classifier respectively. The average classification
accuracy of Shanon, Renyi’s and Tsallis entropy based MIs for NCI dataset are
53.33%, 56.50%, 55.00%, respectively. mRMR+ shows higher average classifica-
tion accuracies for NB, IBK and RF classifier.

Finally, we present the effectiveness of our method in Table 2. Table 2 shows
that Shannon entropy based mRMRMI performs well in four out of five datasets
than Renyi’s entropy based mRMRMI and in all datasets than Tsallis entropy
based mRMRMI . On the other hand, our method mRMR+ based on Shannon
entropy consistently performed well in all datasets in every aspect of our analysis.

5 Conclusions

Our method, referred to as mRMR+, performs significantly well in compar-
ison to its competing mRMR and its variant algorithm over five benchmark
datasets. Our study also includes an exhaustive empirical study on three well
known entropy measures, while selecting relevant and non-redundant features to
achieve best possible classification accuracy.
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Abstract. In this article, we have proposed a new framework to com-
pare topological structure of protein-protein interaction (PPI) networks
constructed from disease associated proteins. Here, similarity of local
topological structure between networks is discovered through the analy-
sis of frequent sub-pattern occurred in them using a novel similarity
measure based on graphlet frequency distribution. Graphlets are small
connected non-isomorphic induced subgraphs in a network which pro-
vides detailed topological statistics of it. We have analyzed pairwise sim-
ilarity of 22 disease associated PPI networks and compared topological
and biological characteristics. It has been observed that the PPI net-
works associated with disease classes ‘metabolic’ and ‘neurological’ have
the highest similarity scores. Higher similarity has also been observed for
networks of disease classes ‘bone’ and ‘skeletal’; ‘endocrine’ and ‘multi-
ple’; and ‘gastrointestinal and respiratory’. Topological analysis of the
networks also reveals that degree and betweenness centrality of proteins
is strongly correlated for the network pairs with high similarity scores.
We have also performed gene ontology and pathway based analysis of
the proteins involved in the disease associated networks.

1 Introduction

Analyzing and understanding the intricate structure of Human Disease Network
(HDN) is one of the most challenging fields in computational biology research [1].
Most human diseases are complex as they are not only associated with a single
gene but a group of genes [2]. A comprehensive study on disease similarities pro-
vides new ideas about the cause of diseases and act as the key player in diagnosis
and treatment of these complex diseases [3]. In [4], a disease phenotype network
is constructed by performing a text mining approach to group common clinical
terms. Goh et al. [1], first introduce the concept of human-disease network which
provides a network of disorders and disease genes which are linked with known
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gene disease association. Using this data Bandyopadhyay et al. [5] proposed an
approach to find disease associated protein complexes in human PPI network.
In [6], a novel framework is introduced to discover the similarity between two
tissue or disease specific networks through multi-label graphlet counting. In [7],
novel disease gene association is predicted by using RWR algorithm and func-
tional similarity between protein complexes. A novel framework is proposed to
compare biological networks using graphlet degree distribution in [8].

Here, we proposed a novel framework to compare the local structure of
disease associated PPI networks using graphlet frequency. For this, first we
have constructed 22 PPI networks from the 22 disease/disorder classes reported
in [1]. Each PPI network consists of proteins associated with a particular disor-
der/disease class. We have found the occurrences of 3-, 4-, and 5-node graphlets
in each of the networks and compare the occurrences to know the topological
similarity between two networks. To count the occurrences of graphlets we have
utilized a widely popular tool called G-trie Scanner [9]. In G-trie scanner a tree
is constructed with set of sub graphs based on common structure or patterns in
which nodes are connected. We have proposed a similarity measure which take
the occurrences of graphlets and return a similarity score which signifies the sim-
ilarity between the network structure. We have analyzed the similarity scores of
each pair of networks, predict disease pairs having high similarity between the
associated network structure. We have also analyzed topological properties of
each network and conducted a gene ontology and pathway based analysis.

2 Method

This section describes the proposed framework to compare topological similarity
between disease associated PPI Networks.

2.1 Dataset Preparation

We have downloaded the disease gene association database from Goh et al. [1].
The dataset is modeled by a bipartite network consisting of two disjoint sets of
nodes: one set represents disease/disorder whereas the other sets corresponds to
associated genes. The disorders/disease list and the responsible genes are col-
lected from Online Mendelian Inheritance in Man (OMIM; [10]), a repository of
human disease genes and phenotypes. In [1], all the disease/disorders are catego-
rized into 22 broad classes. We have utilized this data and mapped all the disease
associated proteins in human PPI network downloaded from Human Protein
Reference Database (HPRD) [11]. Thus we get 22 PPI networks, each of which
consists of proteins associated with a particular disease class. All the networks
are highly sparsed and the density ranging from 6.9067e−06 to 1.0116e−04. We
have utilized DAVID Functional Annotation Bioinformatics tool [12] for func-
tional enrichment analysis.
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2.2 Comparing the PPI Networks Using Graphlet Frequency

For each network, we have computed the occurrences of 29 graphlets using
G-trie scanner [9]. Here, we have considered the graphlets of node size 3, 4
and 5 for comparison purpose as shown in Fig. 1-(a). We have computed simi-
larities between two disease associated networks by comparing the occurrences
of graphlets. Since the network size for each disease category is different, we
normalized the occurrences by dividing each occurrence by its respective net-
work size. Next, we arranged all the obtained graphlet frequencies in a 22 × 29
adjacency matrix, where we have 22 categories of diseases and frequency of 29
graphlets structure for each disease network. Let k be the number of graphlets
(here, k = 29), N1(Gi) represents the occurrence of graphlet Gi in network
N1 and N2(Gi) represents the same for network N2, then we have computed
similarity score between two networks as:

sim(N1, N2) =

∑k
i=1

min(N1(Gi),N2(Gi))
max(N1(Gi),N2(Gi))

k
. (1)

The similarity scores sim is equal to 0 for two exactly same networks
and maximum 1 for two networks having maximum disagreement in terms of
graphlets occurrences. Network similarity is finally estimated by comparing the
similarity score between the networks using the equation above. Thus we get a
similarity matrix of dimension 22 × 22 which represents the pairwise similarity
between two disease associated networks.

3 Results

3.1 Comparing Networks Using Similarity Score

We have compared the topological structure of the disease associated networks
using the similarity score specified in Eq. (1). First, 22 PPI networks are formed
from each disease associated protein set. Next, for each pair of networks, simi-
larity score is identified. High score between two networks signifies that the 29
graphlets follows same patterns within the two networks. Similarly, low score rep-
resents that there is an inconsistency between the occurrences of the graphlets
within two networks. We have computed the similarity scores between each pair
of networks and depicted these in Fig. 1-(b) and (c) with a box plot. From this
figure, it can be observed that the network associated with ‘mascular’ and ‘can-
cer’ disease classes have high and low similarity scores with other networks,
respectively. This suggests that the topological structure of PPI network associ-
ated with cancer disease class is dissimilar to other disease associated networks.
In Fig. 1-(b), we have shown a visualization of the similarity structure between
networks using the similarity scores. For each network associated with a disease
class, we have chosen top five networks having high similarity value and plotted
these. Here, color and size of each circle is varying with disease class and similar-
ity scores, respectively. From the Fig. 1-(b), it is observed that network structure
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of disease classes ‘metabolic’ and ‘developmental’ has high similarity value. Sim-
ilarly the following network pairs have high similarity scores: ‘bone-skeletal’,
‘endocrine-multiple’, ‘gastrointestinal-respiratory’ and ‘metabolic-neurological’.

3.2 Topological Analysis of Disorder Associated Proteins

To investigate whether the similarity scores are correlated with the topologi-
cal features of the proteins involved within the networks, we find degree and
betweenness centrality of each protein associated with the 22 disease associ-
ated networks. Here, degree of a protein signifies number of interactions it made
within the whole human interactome. Betweenness centrality of a protein is
also calculated by considering the whole human PPI network. We observe that
degree and betweenness centrality is strongly correlated for the disease associ-
ated PPI networks with high similarity scores. Figure 1-(d–g), shows the scatter
plots between degree and betweenness centrality of proteins associated with two
disease classes. We have taken four pairs of disease associated networks with
high similarity scores and plot degree vs. betweenness centrality of each nodes.
It can be seen from the figure that disease pair ‘metabolic-neurological’ hav-
ing the highest similarity score 0.67, has a strong correlation between degree
and betweenness centrality of associated proteins(R2 = 0.89). The similar results
can be observed for disease pairs: ‘bone-skeletal’ (sim score= 0.583, R2 value
0.634), ‘gastrointestinal-respiratory’ (sim score= 0.573, R2 value 0.741), and
‘endocrine-multiple’ (sim score= 0.541, R2 value 0.89). To know whether there
is any difference in degree or betweenness centrality of proteins associated with
the similar disease pairs we plot these two metric for each protein which are
associated with four similar disease pairs: ‘bone-skeletal’, ‘endocrine-multiple’,
‘gastrointestinal-respiratory’ and ‘metabolic-neurological’. Figure 1-(h–i) show
the box and jitter-plot of degree and betweenness centrality of those proteins.
It can be observed from the figures that there is no distinguishable difference in
degree and betweenness centrality of proteins associated with the similar disease
pairs.

3.3 Functional Enrichment Analysis

Gene ontology based analysis is the most important and strong tool to iden-
tify the underlying biological meaning and functions of a set of proteins.
Here, we have investigated the gene ontology terms and pathways which
are associated with the proteins of the most similar disease associated net-
work pairs: ‘bone-skeletal’, ‘endocrine-multiple’, ‘gastrointestinal-respiratory’
and ‘metabolic-neurological’. In Table 1, the most significant GO-terms and
KEGG pathway are listed. As can be seen from the table that similar disease pair
like ‘gastrointestinal-respiratory’ is enriched in same biological process ‘MAPK
cascade’. Most of the disease associated proteins are enriched in cancer pathways.
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d

Fig. 1. Panel (a) shows the structure of 29 graphlets. Panel (b) and panel (c) represents
dot plot and box plot of similarity scores of all the disorder classes with other classes,
respectively. Color and size of the dots are varying with respect to the disorder class
and similarity scores shown in the legends. Panel (d–g) represents scatter plots of
correlations between degree and betweenness centrality of disease associated proteins
for the disease pairs: ‘bone-skeletal’, ‘endocrine-multiple’, ‘gastrointestinal-respiratory’
and ‘metabolic-neurological’. Panel-(h–i) represents Box and Jitter plots of the same
for the four disease pairs.
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Fig. 1. (continued)

Table 1. Table shows the gene ontology terms and KEGG pathway associated with
the proteins of most similar pair of disease classes: ‘bone-skeletal’, ‘endocrine-multiple’,
‘gastrointestinal-respiratory’ and ‘metabolic-neurological’

Disease class GO-term (GO-id)/p-value KEGG Pathway/
p-value

Bone Extracellular matrix organization
(GO:0030198)/1.60E−32

Pathways in cancer
(6.50E−18)

Skeletal Positive regulation of transcription from
RNA polymerase II promoter
(GO:0045944)/1.40E−36

Pathways in cancer
(3.90E−32)

Endocrine Positive regulation, of transcription from
RNA polymerase II promoter
(GO:0045944)/1.90E−69

Pathways in cancer
(1.60E−32)

Metabolic Positive regulation, of transcription from
RNA polymerase II promoter
(GO:0045944)/1.70E−27

Prostate cancer
(1.80E−16)

Gastrointestinal MAPK cascade (GO:0000165)/2.40E−14 ErbB, signaling
pathway (1.80E−14)

Respiratory MAPK cascade (GO:0000165)/8.40E−20 Proteoglycans in
cancer (1.50E−20)

Neurological Not found Not found

4 Conclusions

In this paper, we have proposed a novel framework to compare the topological
structure of disease associated PPI networks. It appears from the analysis that
the PPI networks corresponding to the disease pair ‘bone-skeletal’, ‘endocrine-
multiple’, ‘gastrointestinal-respiratory’ and ‘metabolic-neurological’ are similar
with respect to their topological features. It is also observed from the topological
analysis of the disease associated proteins that degree and betweenness central-
ity is strongly correlated for similar disease associated network pair. Functional
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enrichment analysis also reveals that the proteins associated with similar dis-
ease associated networks pair are enriched in same gene ontology terms. Further
analysis and a proper investigation of biological properties of similar and dis-
similar disease associated PPI networks may yield some new insights into the
underlying structure of disease-gene association.
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Abstract. Ovarian cancer is a fatal gynecologic cancer. Altered expres-
sion of biomarkers leads to this deadly cancer. Therefore, understanding
the underlying biological mechanisms may help in developing a robust
diagnostic as well as a prognostic tool. It has been demonstrated in var-
ious studies the pathways associated with ovarian cancer have dysreg-
ulated miRNA as well as mRNA expression. Identification of miRNA-
mRNA regulatory modules may help in understanding the mechanism
of altered ovarian cancer pathways. In this regard, an existing robust
mutual information based Maximum-Relevance Maximum-Significance
algorithm has been used for identification of miRNA-mRNA regulatory
modules in ovarian cancer. A set of miRNA-mRNA modules are identified
first than their association with ovarian cancer are studied exhaustively.
The effectiveness of the proposed approach is compared with existing
methods. The proposed approach is found to generate more robust inte-
grated networks of miRNA-mRNA in ovarian cancer.

Keywords: miRNAs · Genes · Mutual information · MRMS · Ovarian
cancer

1 Introduction

Ovarian cancer has a distinctive biology and behavior at the clinical, cellular
and molecular levels. It is the most prevalent and lethal female reproductive
cancer, accounting for 5% of female cancer deaths. According to National Cancer
Institute around 22,440 women will get diagnosed by this disease and 14,080
cases will die due to the disease by 2017 [14]. The five-year overall survival rate
of this disease is 46.5% when untreated. Whereas, early detection of the disease
with proper treatment can increase the overall survival rate of patients, that
is, 92.5%. Therefore, it is important to understand the role of biomarkers like
miRNAs and mRNAs in various pathways of ovarian cancer.

MicroRNA (miRNAs) are small non-coding RNAs of size ∼ 22-nucleotides.
miRNA suppresses the expression of mRNA by binding to the 3

′
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region of the mRNA. They are found in many plants and animals. Extensive stud-
ies have been conducted to understand their role in different biological processes
and diseases [1,6,10]. Studies related to the role of miRNAs and their targets in
ovarian cancer is less studied. Only nine papers related to this topic are avail-
able in Pubmed. Therefore, there is dire need to conduct studies related to this
topic. To come up with solutions for developing a diagnostic and prognostic tool
against ovarian cancer. Existing methods usually use sequence data for identifi-
cation of miRNAs and their targets. However, there exists a higher possibility
of false positive rates. Therefore, few works have been done that used miRNA
and mRNA expression data. However, few of them select miRNAs and mRNAs
separately and then by using the correlation between the selected biomarkers
reconstruction of regulatory modules take place. Other methods use regression
methods they require more computational time. Hence, there is a need to develop
a scalable approach for identification of miRNA-mRNA regulatory modules in
ovarian cancer.

This paper presents a framework for selection of important miRNA-mRNA
regulatory modules in ovarian cancer. For selection of regulatory modules,
mutual information based maximum-relevance maximum-significance (MIM-
RMS) [13] has been used. Here, a set of genes that are regulated by a particular
miRNA is identified with MIMRMS. In the current study, the expression values
of miRNAs are discretized and used them as class labels. Whereas, the expres-
sion values of genes are considered features. Mutual information between two
variables here miRNA and mRNA suggests about the interdependency between
them. The MIMRMS algorithm selects a set of genes for a particular miRNA
by maximizing both relevance and significance of the gene. In this manner, a
set of gene is selected that is both relevant and significant with respect to that
miRNA. The miRNA information is used as a class label and mRNAs are later
selected with the help of MIMRMS algorithm. For a particular miRNA, a set of
50 mRNAs is selected using the MIMRMS algorithm. The mRNAs of each mod-
ule are evaluated further with the help of K-nearest neighbor classifier in order
to reduce false positives. The effective mRNAs obtained represent a regulatory
module, that is, a miRNA regulating a set of mRNAs. Next, to avoid irrele-
vant modules statistical significance of each module is computed using STRING
database. Pathway enrichment analysis, and disease ontology enrichment analy-
sis revealed the importance of selected modules with respect to ovarian cancer.
The modules generated by MIMRMS are compared with the modules generated
by mRMR algorithm as well as MatrixEQTL. From the results, it is revealed
that the MIMRMS based approach generates more significant miRNA-mRNA
regulatory modules for Ovarian cancer data.

2 Construction of miRNA-mRNA Modules

Automatic detection of miRNA-mRNA modules is very important to understand
the underlying mechanism of the disease. This section describes the method that
has been used for identification of miRNA-mRNA modules in ovarian cancer.
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In the present work, the MIMRMS [12] has been used to identify miRNA-mRNA
regulatory modules.

Provided the matrices of miRNA expression and gene expression a decision
matrix is created first. A decision matrix contains a class label attribute and
conditional attributes. Here, the expression values of each miRNA are discretized
and later used it as class label. All the expression values of genes are considered
as features or conditional attributes. The rows represent samples. Therefore,
total 175 decision matrices are created each having dimension of 415 rows and
13,946 columns and one class label. For each miRNA, a set of mRNAs is selected
by implementing MIMRMS algorithm. Next, the K-nearest neighbor algorithm
is applied on the genes for each module for selecting an effective set of genes that
generates high classification accuracy. Biologically it can be interpreted as those
genes that are regulated by a particular miRNA. The aim of this study was to
select a set of relevant as well as significant genes that can map on miRNA. Thus,
generating a regulatory network that may potentially have some role in the onset
and progression of ovarian cancer. Next, the existing MIMRMS algorithm and
K-nearest neighbor algorithms are described.

2.1 The Gene Selection Algorithm

This section describes about the existing MIMRMS algorithm [12] that has been
used in the current study. The MIMRMS generates a set of mRNAs by maximiz-
ing both relevance as well as significance. The MIMRMS algorithm is described
next.

The MIMRMS algorithm selects a set of mRNAs Θ from a given microarray
data set C = {G1, · · · ,Gi, · · · ,Gj , · · · ,Gm} of m mRNAs. Relevance of a mRNA
quantifies the correlation of the mRNA with respect to class label or miRNA.
Also, it infers about the dependency of the class label M on an attribute. Here,
the relevance of the mRNA Gi with respect to class labels /miRNAs M is defined
as f̂(Gi,M). Whereas, f̃(Gi,Gj) is defined as the significance of the mRNA Gj

with respect to the mRNA Gi. In this study for calculation of both relevance
and significance mutual information [11] is used [12].

The relevance f̂(Gi,M) of a mRNA Gi with respect to the class label or
miRNA M using mutual information can be computed as follows:

f̂(Gi,M) = I(Gi,M), (1)

where I(Gi,M) represents the mutual information between attribute Gi and
miRNA or class label M that is given by

I(Gi,M) = H(Gi) − H(Gi | M). (2)

Here, H(Gi) and H(vi | M) represent the entropy of mRNA Gi and the condi-
tional entropy of Gi given class label M, respectively. The entropy is a measure
of uncertainty.

Provided a set of attributes individual contribution of an attribute for cal-
culation of dependency on decision attribute can be computed with the help
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of significance criterion. Hence, significance value of an attribute signifies its
importance. Removal of an attribute from the set of condition attributes leads
to change in dependency value. This change is the significance of the attribute.
Its value ranges from 0 to 1. If its value is 0 (1), then the attribute is dispensable
(indispensable).

Definition 1. Given C,M and an attribute G ∈ C, the significance of the
attribute G is defined as [12]:

σC(M,G ) = f̂(C,M) − f̂(C − {G },M) (3)

The total relevance of all selected mRNAs and total significance among the
selected mRNAs are, therefore, given by

Jrelev =
∑

Gi∈Θ

f̂(Gi,M) Jsignf =
∑

Gi �=Gj∈Θ

f̃(Gi,Gj). (4)

For identification of miRNA-mRNA module, first of all, a decision table is cre-
ated for each miRNA. The decision table contains gene or mRNA as conditional
attributes and miRNA as class label. The rows are samples. The MIMRMS algo-
rithm is implemented on each decision table for identification of genes or mRNAs
that are associated with that particular miRNA. The MIMRMS process starts
by initializing C ← {G1, · · · ,Gi, · · · ,Gj , · · · ,Gm}, Θ ← ∅. Next, it calculates rel-
evance f̂(Gi,M) of each mRNA Gi ∈ C with respect to class label or miRNA.
Most relevant mRNA Gi is selected having highest relevance value f̂(Gi,M). In
effect, Gi ∈ Θ and C = C\Gi. The algorithm iteratively computes significance of
each mRNA with respect to already selected mRNAs and selects the mRNA if
it has maximum value for optimization function. As a result of that, Gj ∈ Θ and
C = C \ Gj . This step occurs till the desired number of mRNAs are selected for
corresponding miRNA or class label. The optimization function of the MIMRMS
algorithm is

f̂(Gj ,M) +
1

|Θ|
∑

Gi∈Θ

f̃(Gi,Gj). (5)

Mutual information is used to compute both relevance and significance of a
mRNA. The relevance and significance of a mRNA are calculated using (1) and
(3), respectively.

The expression values of both miRNA and mRNA in a microarray data are
continuous in nature. Continuous expression values of a miRNA and mRNA
need to be discretized for calculation of relevance of a mRNA with respect to
miRNA or clinical outcome using mutual information. The marginal probabili-
ties and the joint probability are computed using discretized expression values of
a mRNA and miRNA. These probabilities are later used to compute the mRNA-
class/miRNA relevance. Therefore, discretization of continuous valued miRNAs
and mRNAs is a very vital step in the current study. In the current study dis-
cretization method mentioned in [4] is used. This method discretizes expression
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values of a miRNA and mRNA using mean μ and standard deviation σ that are
computed over n expression values of that particular miRNAs or mRNA. Next,
the values bigger than (μ + σ) is represented as 1, the values between (μ − σ)
and (μ+σ) as 0 and the values smaller than (μ−σ) as −1. The over-expression,
baseline, and under-expression of the miRNAs or mRNAs correspond to these
three values.

2.2 K-Nearest Neighbor Rule

The K-nearest neighbor (K-NN) rule [5] is a classifier. It is used to evaluate
the efficiency of a set of reduced mRNAs. It classifies an unknown sample by
considering its nearest or closest training samples in the feature space. A sample
is classified by a majority vote of its K-neighbors, with the sample being assigned
to the class most common amongst its K-nearest neighbors. The value of K,
chosen for the K-NN, is the square root of the number of samples in training set.
In the current study, the mRNAs of each miRNA-mRNA module obtained using
the MIMRMS algorithm are further processed. For each miRNA-mRNA module,
K-NN is implemented for selecting best mRNAs for a particular miRNA. The
mRNAs in a particular module generating highest accuracy values are considered
further. Biologically it can be inferred that the mRNAs finally selected for a
particular module are regulated by the miRNA of that module.

3 Experimental Results

In the current study, the existing MIMRMS algorithm is used to identify reg-
ulatory modules. Fifty top-ranked mRNAs are selected using the MIMRMS
algorithm for further analysis. For MatrixEQTL top 50 mRNAs of each mod-
ule is directly used for further analysis as the ranking of the mRNAs was not
sured. In a module filtering of mRNAs is further carried out to reduce false pos-
itives. Therefore, prediction accuracy of K-nearest neighbor (K-NN) rule along
with leave-one-out cross-validation (LOOCV) is computed for the mRNAs of
each module. Finally, the obtained modules are evaluated using STRING data-
base [17], pathway enrichment analysis, and disease ontology. Both miRNA and
mRNA expression data for serous ovarian cancer were downloaded through the
Cancer Genomics Browser of UC Santa Cruz [3]. Both data contain exactly same
samples, that is, 415. Whereas, the number of miRNAs and genes are 175, and
13,946, respectively. The effectiveness of the proposed approach is compared with
the methods mentioned in Huang and Cai [7] and Matrix eQTL [15]. Huang and
Cai used minimum redundancy maximum relevance criteria [4] for selection of
modules.

3.1 Selection of Significant Regulatory Modules

Total 175 modules are generated by implementing the MIMRMS and K-NN
rule. The leave one out accuracy of each module varied from 0% to 48.43%.
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Next, STRING database [17] is used to generate connections between the genes
of each module to check whether the genes of obtained modules are involved in
same biological function or not. The database uses information from experimen-
tally validated connections, prediction, text mining, and so forth for creating a
connection between two genes or proteins. STRING database stores the infor-
mation of protein-protein interaction. It also provides the statistical significance
for a particular protein-protein interaction network (PPIN). The statistical sig-
nificance of networks is quantified using P -value.

Table 1 represents the total number of significant regulatory networks
(P -value < 0.05) generated by MatrixEQTL, mRMR, and MIMRMS algorithm.
From the table, it is seen that MatrixEQTL, mRMR, and MIMRMS algorithms
generate significant PPI network. However, only MatrixEQTL and MIMRMS
algorithms generate Network with very low P -value = 0. The MatrixEQTL gen-
erates only one network with P -value = 0 whereas, the MIMRMS generates five
highly significant P -value = 0 networks. The details of all six (one MatrixE-
QTL and five MIMRMS) modules are presented in Table 2. The images of few
networks are provided in Fig. 1. From the figure, it is seen that the networks
generated are highly inter-connected and compact. They also suggests that the
MIMRMS based approach selects significant regulatory modules.

Table 1. Number of significant modules generated By MatrixEQTL, mRMR, and
MIMRMS

Algorithms/Methods Number of significant modules

MatrixEQTL 56

mRMR 8

MIMRMS 42

Table 2. Description of most significant modules

miRNA No. of genes in module Algorithm

hsa-mir-17 775 MatrixEQTL

hsa-mir-30e 40 MIMRMS

hsa-mir-100 50 MIMRMS

hsa-mir-181c 47 MIMRMS

hsa-let-7c 35 MIMRMS

hsa-mir-23a 36 MIMRMS

3.2 Pathway Enrichment Analysis

For the biological interpretation of highly significant modules P -value = 0, the
Cytoscape [16] plug-in ClueGO [2] has been used to perform pathway enrichment
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Fig. 1. PPINs generated by STRING for MatrixEQTL and MIMRMS algorithms

analysis. Genes of significant modules are used for pathway enrichment analysis.
For the current analysis, the threshold for P-Value was set to 0.05 and the
minimum number of genes associated with a term was set to 3. WikiPathways
database [9] has been used as background database for the current study.

Figure 2 represents pathway terms obtained by MatrixEQTL and MIM-
RMS. From the figure, it is seen that the module selected by MatrixEQTL
contains genes that are mainly associated with the process of protein syn-
thesis. It indicates that they are housekeeping genes. On the other hand,
modules generated by MIMRMS algorithm generates modules whose mem-
bers are more associated with pathways in cancer. However, two modules
from MIMRMS algorithm selected housekeeping genes. The terms generated
for MIMRMS modules like miRNA targets in ECM and membrane receptors,
Senescence and Autophagy in Cancer, and so forth are cancer associated path-
ways.

Fig. 2. Pathway enrichment analysis
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3.3 Disease Ontology Enrichment Analysis

Further analysis of the most significant networks (one MatrixEQTL and 5 MIM-
RMS) was done using disease ontology (DO) enrichment analysis. The R pack-
age DOSE [18] was used. This package identifies a statistically significant disease
ontology term that is associated with a set of genes. Here, DO id’s with P -value <
0.05 are selected. Table 3 represents the DO terms and their respective P -values.
From the table, it is seen that the MatrixEQTL do not generate any relevant
DO term with respect to Ovarian cancer. Whereas, one of the modules of the
MIMRMS generates DO term that is highly relevant to Ovarian cancer (bold
text). The result indicates that the MIMRMS algorithm efficiently selects regu-
latory networks compare to other existing methods. According to miR2Disease
[8] all the miRNAs mentioned (both MatrixEQTL and MIMRMS) in Table 2 are
associated with ovarian cancer.

Table 3. Comparative analysis of association of modules with diseases

Algorithm ID Description p.adjust qvalue

MatrixEQTL DOID:1342 Congenital hypoplastic anemia 2.05E-03 1.89E-03

MIMRMS-23 DOID:9588 Encephalitis 2.04E-05 1.65E-05

DOID:1883 Hepatitis C 5.07E-05 4.10E-05

DOID:8469 Influenza 2.50E-04 2.02E-04

DOID:2237 Hepatitis 1.47E-03 1.19E-03

MIMRMS-95 DOID:1342 Congenital hypoplastic anemia 1.37E-02 1.33E-02

MIMRMS-142 DOID:1342 Congenital hypoplastic anemia 1.69E-02 1.65E-02

MIMRMS-159 DOID:5683 Hereditary breast ovarian
cancer

2.94E-02 2.77E-02

MIMRMS-168 DOID:0060095 Uterine benign neoplasm 4.69E-04 3.36E-04

DOID:13223 Uterine fibroid 4.69E-04 3.36E-04

DOID:0060086 Female reproductive organ
benign neoplasm

5.01E-04 3.59E-04

DOID:0050622 Reproductive organ benign
neoplasm

5.37E-04 3.85E-04

DOID:0060085 Organ system benign neoplasm 5.62E-03 4.04E-03

DOID:3713 Ovary adenocarcinoma 4.37E-02 3.14E-02

DOID:1790 Malignant mesothelioma 4.79E-02 3.44E-02

4 Conclusions

The paper presents an integrative approach for automatic detection of regula-
tory network by applying the existing MIMRMS algorithm. The importance of
MIMRMS algorithm over other existing algorithms is demonstrated in terms of
identification of miRNA-mRNA regulatory modules. The MIMRMS algorithm
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generates more significant regulatory modules that are highly related to ovarian
cancer. The obtained regulatory modules may be helpful for understanding the
underlying etiology of the disease.
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Abstract. This paper attempts to identify k1-most demanding products
using K-Means clustering algorithm. A comparison of proposed algo-
rithm with existing algorithms has been made. The experiments per-
formed on synthetic and real datasets showed the effectiveness of our
proposed algorithm.

Keywords: Data mining · Clustering · Decision support

1 Introduction

In real world the resources are generally inadequate and decisions regarding their
allotment must be made judiciously based on the behavior of customers and
producers. To predict the performance of the new (candidate) products (CP )
among the customers (C) where few existing products (EP ) are already present
in the market [1,2], the company is trying to comprehend the profitability of the
CP so that the company can set the line of advertising and marketing strategies.

The satisfaction bit strings [1] (SBS) of the existing and candidate products
table (Table 1) which may be constructed using BMI index structure [1], dis-
plays the customer product relationship. The ep1 to ep3 are the existing products
(EP ), cp1 to cp9 are the candidate products (CP ) and c1 to c8 are the customers
(C). The entry value 1 or 0 implies that the customer is satisfied or not satis-
fied by the product respectively. For example, the content {1, 0, 1, 1, 1, 0, 1, 1}
of the existing product ep1 indicates that the customers c1, c3, c4, c5, c7, and
c8 are satisfied by the ep1 and customers c2 and c6 are not. The probability
that customer c1 will select candidate product cp4 is 1/9 (column 2, Table 1).
It is assumed that customers select any product with equal probability [5]. The
expected number of customers [1] for cp4 is estimated by adding the probabilities
for each customer ci ∈ C selecting [1] cp4 as follows: (1/9 + 1/7 + 0/7 + 0/6
+ 0/8 + 0/6 + 0/6 +1/8) = 0.3789. Consider a set of existing products (EP )
with multiple attributes {a1, a2, ..., ad}. The customers (C) have demanded for
few existing products (EP ) and the company is launching a set of new products
(CP ). Now to take various managerial decisions the goal is to identify k1-most
c© Springer International Publishing AG 2017
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Table 1. The SBS of the existing and candidate products

EP ∪ CP c1 c2 c3 c4 c5 c6 c7 c8

ep1 1 0 1 1 1 0 1 1

ep2 1 1 1 1 0 1 0 0

ep3 0 1 1 1 1 0 1 1

cp1 0 0 0 0 1 1 0 0

cp2 1 1 1 1 1 1 1 0

cp3 1 1 1 1 1 1 1 1

cp4 1 1 0 0 0 0 0 1

cp5 1 0 0 0 0 1 1 1

cp6 1 1 1 1 1 0 0 1

cp7 1 1 1 0 1 1 1 1

cp8 1 0 0 0 0 0 0 1

cp9 0 0 0 0 1 0 0 0

demanding products (kCP ). For example, the expected number of total cus-
tomers [1] for cp2, cp3 and cp7 are 1.0218, 1.1468, and 0.9802 respectively. The
expected number of total customers [1] for {cp2, cp3, cp7} is (1.0218 + 1.1468 +
0.9802 =) 3.1488. The value 3.1488 is the highest value among all the combina-
tions consisting of 3 (k1) candidates products. The k1-most (here, k1 is set to 3)
demanding products are {cp2, cp3, cp7}.
The main objective of this paper is to identify the k1-most demanding products
using K-Means [9] clustering algorithm. First, we apply K-Means algorithm to
identify the group, CGkCP , where the k1-most candidate products may reside
in. Then we identify k1-most demanding products from the CGkCP . To compare
the performance of our K-Means based k1-most demanding products (CMDP)
algorithm (C(clustering)M(most)D(demanding)P(products)) experiments have
been conducted in which three other techniques [1] have been executed with
the help of synthetic and real datasets and results are compared. The CMDP
algorithm performs fairly well on all the datasets.
The outline of this paper is as follows: in Sect. 2 we present the proposed CMDP
algorithm. Section 3 presents the experiments. Finally in Sect. 4 we conclude this
paper.

2 Proposed CMDP Algorithm

2.1 Formal Problem Statement of k1-most Demanding Products

First we discuss the simple K-most demanding products problem for the sake of
completeness [1,3,4,6–8]. Assume a set of customers C = {c1, c2, ..., cnc}, where
nc(≥ 1) is the number of customers, demanding some particular typical type of
products. EP = {ep1, ep2, ..., epnep} are the existing products, which are already
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popular among the set of customers C. A company is attempting to launch
new products (candidate products) CP = {cp1, cp2, ..., cpncp}. Each product pi,
pi ∈ CP ∪ EP , consists of d number of features which are used to describe the
quality of the products. Further we may assume that each customer ci ∈ C will
definitely purchase one of the products (from CP or EP or from both) as per
his/her requirements. Now our aim is to identify k1, 1 ≤ k1 ≤ ncp, products from
CP , such that the expected number of the total customer [1] for the k1, 1 ≤ k1 ≤
ncp, products is maximized [1]. Let kCP = {kcp1, kcp2, ..., kcpk1}, denote a set of
k1, 1 ≤ k1 ≤ ncp, products which are selected from CP . Moreover, N(EP, ci) and
N(kCP, ci) represent the total number of products in EP and kCP satisfying
customer ci ∈ C, 1 ≤ i ≤ nc respectively. The probability P (cpi, cj) of a customer
cj , 1 ≤ j ≤ nc, purchasing a product cpi ∈ kCP, 1 ≤ i ≤ k1 is as follows [1]:

P (cpi, cj) =
{ 1

N(EP,cj)+N(kCP,cj)
: if cpi satisfies cj

0 : otherwise
(1)

For a product cpi ∈ kCP, 1 ≤ i ≤ k1, the expected number of customers C, is
E(cpi, C) =

∑nc
j=1 P (cpi, cj) (2) and the expected number of the total customers

in C for the set kCP is E(kCP,C) =
∑k1

i=1 E(cpi, C) =
∑k1

i=1

∑nc
j=1 P (cpi, cj)

(3). The k1-most demanding products are the k1, 1 ≤ k1 ≤ ncp, from CP with
the maximum E(kCP,C). E({cp2, cp3, cp7}, C) acquires the largest value (2.3333
+ 2.4167 + 2.6667 = 7.4167), hence the set {cp2, cp3, cp7} is the best result of
the 3-MDP discovering.

2.2 The CMDP Algorithm

For handling k1-most demanding product problem, Lin et. al [1] suggested (K −
MDP ) four algorithms such as single product based greedy algorithm (SPG)
[1], incremental based greedy algorithm (IG) [1], apriori based algorithm (APR)
[1], and upper bound pruning algorithm (UBP) [1]. Now our goal is to increase
the scalability of the existing SPG, IG, APR and UBP [1] algorithms. Before
applying SPG, IG, APR and UBP algorithms, we apply K-Means algorithm to
pre-process the input data and then identify a cluster group (CGkCP ), which
must contain the set kCP . The K-Means algorithm [9,10] is one of the oldest
and the most popular clustering techniques whose applications span from data
mining, image processing to recent machine intelligence and data analysis. The
K-Means algorithm is a partition based clustering method. It is simple, robust
and efficient clustering method in processing large data set.

Let CG = cg1, cg2, ..., cgK denote a set of cluster groups (The K-Means
algorithm generates CG). For each cluster group calculate Ψcgi , 1 ≤ i ≤ K
and Ψcgi =

∑ni

j=1

∑nc
l=1 P (cpj , cl) =

∑nc
l=1

∑ni

j=1 P (cpj , cl) =
∑nc

l=1 ξ(cpcgi , cl) =∑nc
l=1

N(cpcgi
,cl)

N(EP,cl)+N(cpcgi
,cl)

, (4) where N(cpcgi , cl) = N(kCPi, cl)/ni, +N(cpcgi −
kCPi, cl)/ni. where ni is the number of data present in cgi. Let cg1 and cg2
are two cluster groups which consist of n1 ≥ k1 and n2 ≥ k1 numbers of data
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respectively. We can prove that if the number of candidate products in kCP1 ⊆
cg1 satisfies customers C is more than or equal to the number of candidate
products in kCP2 ⊆ cg2 satisfies C, then Ψcg1 ≥ Ψcg2 .

Lemma 1. Let cg1 and cg2 are two clusters and the sets kCP1 ⊆ cg1 and
kCP2 ⊆ cg2 are two k1-candidate products, where kCP1 �= kCP2 and kCP1 ∩
kCP2 = φ. If N(kCP1, cl)/n1 ≥ N(kCP2, cl)/n2 and N(cpcg1 − kCP1, cl)/n1 ≥
N(cpcg2 − kCP2, cl)/n2, then ξ(cpcg1 , cl) ≥ ξ(cpcg2 , cl)).

Proof. Let w = N(kCP1, cl)/n1, x = N(cpcg1 − kCP1, cl)/n1, y = N(kCP2,
cl)/n2, and z = N(cpcg2 − kCP2, cl)/n2, where n1 and n2 are the number
of data present in cg1 and cg2 respectively. It is known that w ≥ y thus
(w − y) ≥ 0 and x ≥ z thus (x − z) ≥ 0. ξ(cpcg1 , cl) = (w+x)

N(EP,cl)+(w+x) =
(y+z)+(w+x)−(y+z)

N(EP,cl)+(y+z)+(w+x)−(y+z) = (y+z)+(w−y)+(x−z)
N(EP,cl)+(y+z)+(w−y)+(x−z) ≥ (y+z)

N(EP,cl)+(y+z) ≥
ξ(cpcg2 , cl)) (by applying proper fraction [1], here (w − y) + (x − z) is a positive
number)

Theorem 1. Given two cluster groups cg1 and cg2, kCP1 ⊆ cg1 and kCP2 ⊆
cg2 are two sets of k1 candidate products, where kCP1 �= kCP2 and kCP1 ∩
kCP2 = φ. If ξ(cpcg1 , cl)) ≥ ξ(cpcg2 , cl)) for each customer cl ∈ C, then Ψcg1 ≥
Ψcg2 .

Proof. If ξ(cpcg1 , cl)) ≥ ξ(cpcg2 , cl)) for all cl, 1 ≥ l ≥ nc (from Lemma 1), then∑nc
l=1 ξ(cpcg1 , cl)) ≥ ∑nc

l=1 ξ(cpcg2 , cl)) and Ψcg1 ≥ Ψcg2 .

Example 1. Let there be eight customers, three existing products and nine can-
didate products as shown in Table 1. Suppose that the K value is set to 2 (num-
ber of clusters). The K-Means algorithm generates two groups cg1 and cg2.
The first group consisting of data as follows: cg1 = {cp2, cp3, cp6, cp7} and the
second group consisting of data cg2 = {cp1, cp4, cp5, cp8, cp9}. The calculated
Ψcg1 = 2.4240 and Ψcg2 = 1.0957. The maximum Ψcg1 = 2.4240 value indicates
that cluster group 1 is the CGkCP . Note that cluster group 1 consist of the data
{cp2, cp3, cp7} which are 3-(k1)-most demand products i.e., through maximum
Ψi value we can identify the CGkCP ∈ CG.

We now present the steps of our proposed algorithm (Algorithm 1) as follows:
Algorithm 1: The CMDP Algorithm
Input: The SBS table, K and k1 value
Output: k1-most demanding products
Step 1: Apply K-Means algorithm to generate CG;
Step 2: Identify CGkCP ∈ CG using maximum Ψcgi value;
Step 3: Apply any k-MDP algorithm on CGkCP;

The steps of our proposed CMDP algorithm are as follows: step 1: apply
K-Means algorithm where, number of clusters (K), is K = ncp/(k1 ∗ p), where
ncp is the number of candidate products (number of input data of the K-Means
algorithm), k1 is the number of most demanding products and p is the regulatory
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parameter, the typical value of p we set is 5. Now, we have to select appropriate
K value so that CGkCP must contains more than k1 numbers of data. From
the clusters, identify CGkCP ∈ CG using maximum Ψcgi , 1 ≤ i ≤ K value. In
step 2, apply any of the existing k-MDP algorithms (SPG, IG, APR or UBP) [1]
on CGkCP data to identify the k1-most demanding products. Note that UBP
algorithm always gives optimal solution [1].

3 Experiments

3.1 Experimental Analysis

For evaluation of our proposed CMDP algorithm two real datasets (car and
auto data) from UCI machine learning repository (http://archive.ics.uci.edu/
ml/) have been used. The number of data are 1728 and 398 and the dimensions
(we have selected) are 6 and 7 respectively. To construct the satisfaction bit string
table (SBS), we have selected last 100 data as customer choice data and then we
have constructed the SBS table. From the SBS table first 30 percent data we have
selected as EP and rest of the data as CP . Data with missing values have been
eliminated. The algorithm have been executed on different dimensions (nc), and
sizes (ncp) (Figs. 1a and b). For comparison purpose we have implemented six
programs, where SPG, IG, and UBP are the existing algorithms [1], and CSPG,
CIG and CUBP are the algorithms with K-Means clustering (proposed CMDPs).
For the real datasets (car data and auto data), we set K = 10 and 2 number
of clusters respectively. For all the cases the k1 value was 3. The algorithms
were executed 10 times and the best result (lowest time) was reported. The K-
Means algorithm was made to iterate 30 times (the convergence criteria of the
K-Means clustering). All the programs (coded in Octave -3.2.4) were executed
on a computer with an Intel Celeron processor, 1.30 GHz, and 1 GB of RAM
running the Microsoft Windows XP operating system.

Table 2. Experiments on Real Datasets

Dataset SPG CSPG IG CIG UBP CUBP

Car data 8.8282 4.3751 16.6888 12.3438 87538.33 53.157

Auto data 1.4065 1.3281 3.1094 2.9063 50.235 4.5151

3.2 Results

To evaluate the scalability performance of our proposed algorithm we compare
execution time with other existing algorithms. The performance (in terms of
time) of CSPG, CIG, and CUBP algorithms (proposed) as compared with SPG,
IG and UBP (UBP algorithm always gives optimal solution [1]) respectively are

http://archive.ics.uci.edu/ml/
http://archive.ics.uci.edu/ml/
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(a) Dimension (nc) versus Time (b) Data (ncp) versus Time

Fig. 1. Performance comparisons

better for the real datasets (Table 2). The accuracy rates (AR) for CUBP and
UBP are always 100 percent. The AR for CIG and IG are 100 percent (most
of the time). But the AR for CSPG and SPG are not 100 percent. From the
plot (using synthetic datasets)(Figs. 1a and b) it is seen that the times for our
K-Means algorithm based CMDP algorithms are the best. It is also seen that
the CMDP algorithms scale well in terms of dimension (nc) and size (ncp).

4 Conclusions

In this paper the efficiency of the existing k-MDP algorithm to find the k1-
most demanding products has been increased by incorporating the K-Means
clustering algorithm. The experiments conducted for comparison with existing
algorithms prove the effectiveness of our approach.
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Abstract. The problem of identifying atypical elements in a data set presents
many difficulties at every stage of analysis. For instance, it is not clear which
traits should distinguish such elements, and what more we cannot know in
advance of their natural pattern, which even if it did exist, would in its nature be
significantly limited. The subject of the presented research is the procedure for
transforming the problem of detection of atypical elements from an unsuper-
vised task to a supervised one with equal-sized patterns. This allows a suitable
analysis, in particular the use of diverse well-developed methods of classifica-
tion. Elements are considered atypical by their rare occurrence, which when
coupled with the application of nonparametric methodology enables their
detection not only on the peripheries of the distribution, but also – in the
multimodal case – potentially located inside.

Keywords: Atypical element � Rare element � Outlier � Atypical elements
detection � Classification � Distribution-free methods

1 Introduction

Atypical elements (often rashly referred to as outliers) can intuitively be considered as
significantly differing from the rest of a data set (Aggarwal 2013; Barnett and Lewis
1994). The immense diversity of interpretations of such an intuitive definition means
that even the concept of an atypical element itself is ambiguous, from the trivial, where
they are elements furthest away from the remaining population (outliers), to the
functional, when they have the greatest – or rather excessive – influence on a system
operation. This paper will apply the most universal frequency approach, whereby
atypical elements are rare, i.e. the probability of their appearance is faint. Thanks to the
application of distribution-free nonparametric methodology, we can identify atypical
observations not only on the peripheries of the population, but in the case of multi-
modal distributions with wide-spreading segments, also those lying in between such
segments, even if close to the center of the set.

A different problem results from the unsupervised nature of the task, which man-
ifests in the lack of a priori natural pattern of atypical elements. It is worth noting that
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even if it existed, it would obviously occur significantly less than the pattern of typical
ones. The subject of this paper is the transformation of an unsupervised task to a
supervised one with equal-sized patterns, which in consequence enables the use of a
well-developed valuable and distinctive classification apparatus.

The procedure investigated and presented here is ready-to-use without laborious
research. Its easy and illustrative interpretation is particularly valuable.

Section 2 presents the distribution-free statistical kernel estimators methodology.
Then, the basic formula of the procedure for identifying atypical, i.e. rarely occurring,
elements is described in Sect. 3. Due to difficult conditioning, mainly stemming from a
naturally very low number of elements considered atypical, the quality of the procedure
is considerably improved in Sect. 4 by significantly increasing the set of elements
representative for the population. Next, in Sect. 5, patterns of atypical and typical
elements, equal in size, will be generated, which among others form the basis for the
convenient application of classification methods, according to the researcher's prefer-
ences and specifics of the task under consideration. Final comments are shortly pre-
sented in Sect. 6.

A broader description of the concept worked out here and detailed results of
empirical verification can be found in the paper (Kulczycki and Kruszewski 2017a). In
the publication (Kulczycki and Kruszewski 2017b) the procedure design to submit the
result in fuzzy and intuitionistic fuzzy forms is investigated.

2 Nonparametric Kernel Estimators

In the presented method, the characteristics of a data set will be defined using the
nonparametric methodology of kernel estimators. It is distribution-free, i.e. the pre-
liminary assumptions concerning the types of appearing distributions are not required.
A broad description can be found in the monographs (Kulczycki 2005; Wand and Jones
1995). Exemplary applications for data analysis tasks are described in the publications
(Kulczycki et al. 2012; Kulczycki and Charytanowicz 2016; Kulczycki and Kowalski
2016); see also (Kulczycki and Lukasik 2014).

Let the n-dimensional continuous random variable X be given, with a distribution
characterized by the density X. Its kernel estimator f̂ : Rn ! 0;1½ Þ, calculated using
the experimentally obtained m-element random sample xi for i ¼ 1; 2; . . .;m, in its
basic form is defined as

f̂ xð Þ ¼ 1
mhn

Xm

i¼1
K

x� xi
h

� �
; ð1Þ

where m 2 Nn 0f g, the coefficient h[ 0 is called a smoothing parameter, while the
measurable function K : Rn ! 0;1½ Þ of unit integral R

R
n
f̂ xð Þdx ¼ 1, symmetrical with

respect to zero and having a weak global maximum in this place, takes the name of a
kernel.

The choice of the kernel form has – from a statistical point of view – no practical
meaning and thanks to this, it becomes possible to take into account primarily
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properties of the estimator obtained or computational aspects, advantageous from the
point of view of the applicational problem under investigation; for broader discussion
see the books (Kulczycki 2005 – Sect. 3.1.3; Wand and Jones 1995 – Sects. 2.7 and
4.5). In the one-dimensional case (i.e. when n ¼ 1) the normal (Gauss) kernel

Kj xð Þ ¼ 1ffiffiffiffiffiffi
2p

p exp � x2

2

� �
ð2Þ

and the uniform kernel

Kj xð Þ ¼
1
2 dla x 2 �1; 1½ �
0 dla x 62 �1; 1½ �

�
ð3Þ

will be used in the following. The normal kernel is generally held as basic. The uniform
kernel has bounded support and assumes a finite number of values, which will be taken
advantage of later in this paper. In the multidimensional case, a so-called product
kernel will be applied in the following. The main idea here is the division of particular
variables with the multidimensional kernel then becoming a product of n
one-dimensional kernels for particular coordinates. Thus the kernel estimator (1) is then
given as

f̂ xð Þ ¼ 1
mh1h2. . .hn

Xm

i¼1
K1

x1 � xi;1
h1

� �
K2

x2 � xi;2
h2

� �
. . .Kn

xn � xi;n
hn

� �
; ð4Þ

where Kj j ¼ 1; 2; . . .; nð Þ denote one-dimensional kernels, e.g. (2) or (3), hj
j ¼ 1; 2; . . .; nð Þ are smoothing parameters individualized for particular coordinates,
while assigning to coordinates

x1
x2
..
.

xn

2
6664

3
7775 and xi ¼

xi;1
xi;2
..
.

xi;n

2
6664

3
7775 for i ¼ 1; 2; . . .;m: ð5Þ

The above kernels fulfill the additional requirements of the particular procedures used
in the following.

The fixing of the smoothing parameter has significant meaning for quality of
estimation. Fortunately many suitable procedures for calculating its value on the basis
of a random sample have been worked out. For the purposes of the research investi-
gated here, the simplified method (Kulczycki 2005 – Sect. 3.1.5; Wand and Jones 1995
– Sect. 3.2.1) will be applied, according to which

hj ¼ 8
ffiffiffi
p

p
3

W Kj
� 	

U Kj
� 	2 1m

 !1=5

r̂j for j ¼ 1; 2; . . .; n; ð6Þ
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where W Kj
� 	 ¼ R1�1 Kj xð Þ2dx and U Kj

� 	 ¼ R1�1 x2Kj xð Þdx, while r̂j denotes the
estimator of a standard deviation for the j-th coordinate:

r̂j ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

m� 1

Xm

i¼1
x2i;j �

1
m m� 1ð Þ

Xm
i¼1

xi;j

 !2
vuut for j ¼ 1; 2; . . .; n: ð7Þ

As shown in verification testing the presented procedure, this method seems to be
sufficiently precise, and furthermore it is simple and fast. The functional values
occurring in formula (6) are, respectively, for normal kernel (2)

W Kj
� 	 ¼ 1

2
ffiffiffi
p

p ; U Kj
� 	 ¼ 1 ð8Þ

and for uniform (3)

W Kj
� 	 ¼ 1

2
; U Kj
� 	 ¼ 1

3
: ð9Þ

For specific cases the more sophisticated yet effective plug-in method (Kulczycki 2005
– Sect. 3.1.5; Wand and Jones 1995 – Sect. 3.6.1) can be also proposed. It is provided
for one-dimensional tasks but, of course, this method can be also applied in the
n-dimensional case when a product kernel is used, sequentially n times for each
coordinate.

In practice, various modifications and generalizations of the standard form of the
kernel estimator presented above are possible, fitting its properties to specific realities.
It is worth remembering however, that they increase complexity of formulas, their
interpretation becomes more difficult and in consequence the problem is less conve-
nient for potential users to solve. For many aspects concerning the kernel estimators
method, see the classic monographs (Kulczycki 2005; Wand and Jones 1995).

3 Basic Version of Procedure

The basic idea of the presented procedure for identification of atypical elements stems
from the significance test proposed in the work (Kulczycki and Prochot 2002). Thanks
to the application of nonparametric methods it is unnecessary to introduce assumptions
concerning distribution type for an examined population.

Let the set be given, with elements representative for the population

x1; x2; . . .; xm: ð10Þ

Treat these elements as realizations of the n-dimensional continuous random variable X
with distribution having density f and calculate – in accordance with Sect. 2 (using a
normal kernel) – the kernel estimator f̂ . Next consider the set of its value for elements
of set (10), so
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f̂ x1ð Þ; f̂ x2ð Þ; . . .; f̂ xmð Þ: ð11Þ

It is worth noticing that, regardless of the dimension of the random variable X, the
values of set (11) are real (one-dimensional).

Define now the number

r 2 0; 1ð Þ ð12Þ

establishing sensitivity of the procedure for identifying atypical elements. This number
will determine the assumed proportion of atypical elements in relation to the total
population, therefore the ratio of the number of atypical to the sum of atypical and
typical elements. In practice

r ¼ 0:01; 0:05; 0:1 ð13Þ

is the most often used, with particular attention paid to the second option. In certain
applications it is possible to use other, approximate values of the above parameter.

Let us treat set (11) as realizations of a real (one-dimensional) random variable and
calculate the estimator for the quantile of the order r. The positional estimator of the
second order (Parrish 1990) will be applied in the following, given by the formula

q̂r ¼ z1 for mr\0:5
0:5þ i� mrð Þzi þ 0:5� iþmrð Þziþ 1 for mr� 0:5

�
; ð14Þ

where

i ¼ mrþ 0:5½ �; ð15Þ

while d½ � denotes an integral part of the number d 2 R, and zi is the i-th value in size of
set (11) after its sorting, thus

z1; z2; . . .; zmf g ¼ f̂ x1ð Þ; f̂ x2ð Þ; . . .; f̂ xmð Þ
 � ð16Þ

with z1 � z2 � . . .� zm. Application of the positional quantile estimator guarantees its
value does not exceed beyond support of the random variable under investigation, or
rather to be more precise, thanks to the use of kernel (2) with positive values, the
condition q̂r [ 0 is fulfilled.

Generally there are no special recommendations concerning choice of sorting
algorithm (Canaan et al. 2011) used for specifying set (16). However, let us interpret
definition (14) and (15), taking into account condition (13). So, it is enough to sort only
the iþ 1 smallest values in the set z1; z2; . . .; zmf g, therefore about 1-10% of its size.
One can apply a simple algorithm that subsequently finds the iþ 1 smallest elements of
the set z1; z2; . . .; zmf g.

Finally, if for a given tested element x̂ 2 R
n, the condition f̂ ~xð Þ� q̂r is fulfilled, then

this element should be considered atypical; for the opposite f̂ ~xð Þ[ q̂r it is typical.
What is noteworthy is that for the correctly estimated quantities f̂ and q̂r, the above
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guarantees obtaining the proportion of the number of atypical elements to total pop-
ulation at the assumed level r.

The above procedure for identifying atypical elements, combined with the prop-
erties of kernel estimators, allows in the multidimensional case for inferences based not
only on values for specific coordinates of a tested element, but above all on the
relations between them.

4 Extended Pattern of Population

Although, from a theoretical point of view, the procedure presented in the previous
section seems complete, when the values r are applied in practice – see condition (13) –
and the size m is not big, the estimator of the quantile q̂r is encumbered with a large
error, due to the low number of elements zi smaller than the estimated value. To
counteract this, a data set will be extended by generating additional elements with
distribution identical to that characterizing the subject population, based on set (10).

The methodology for enlarging a set representative for the investigated population
is suggested using von Neumann’s elimination concept (Gentle 2003). This allows the
generation of a sequence of random numbers of distribution with support bounded to
the interval a; b½ �, while a\b, characterized by the density f of values limited by the
positive number c, i.e.

f xð Þ� c for every x 2 a; b½ �: ð17Þ

In the multidimensional case, the interval a; b½ � generalizes to the n-dimensional cuboid
a1; b1½ � � a2; b2½ � � . . .� an; bn½ �:, while aj\bj for j ¼ 1; 2; . . .; n.

First the one-dimensional case is considered. Let us generate two pseudorandom
numbers u and v of distribution uniform to the intervals a; b½ � and 0; c½ �, respectively.
Next one should check that

v� f uð Þ: ð18Þ

If the above condition is fulfilled, then the value u ought to be assumed as the desired
realization of a random variable with distribution characterized by the density f , that is

x ¼ u: ð19Þ

In the opposite case the numbers u and v need to be removed and steps (18) and (19)
repeated, until the desired number of pseudorandom numbers x with density f is
obtained.

In the presented procedure the density f is established by the kernel estimators
methodology, described in Sect. 2. Denote its estimator as f̂ . The uniform kernel will
be employed, allowing easy calculation of the support boundaries a and b, as well as
the parameter c appearing in condition (17). Namely:
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a ¼ min
i¼1;2;...;m

xi � h ð20Þ

b ¼ max
i¼1;2;...;m

xi þ h ð21Þ

c ¼ max
i¼1;2;...;m

f̂ xi � hð Þ; f̂ xi þ hð Þ
 �
: ð22Þ

The last formula results from the fact that the maximum for a kernel estimator with the
uniform kernel must occur on the edge of one of the kernels. It is also worth noting that
calculations of parameters (20)–(22) do not require much effort. This is thanks to the
appropriate choice of kernel form.

In the multidimensional case, von Neumann’s elimination algorithm is similar to
the previously discussed one-dimensional version. The edges of the n-dimensional
cuboid a1; b1½ � � a2; b2½ � � . . .� an; bn½ � are calculated from formulas comparable to
(20)–(22) separately for particular coordinates. The kernel estimator maximum is thus
located in one of the corners of one of the kernels; therefore

c ¼ max
i¼1;2;...;m

f̂

xi;1 � h1
xi;2 � h2

..

.

xi;n � hn

2
6664

3
7775

0
BBB@

1
CCCA

8>>><
>>>:

9>>>=
>>>;

following all combinations of � : ð23Þ

The number of these combinations is finite and equal to 2n. Using the formula pre-
sented, n particular coordinates of pseudorandom vector u and the subsequent number v
are generated, after which condition (18) is checked.

The results of verification presented in Sect. 6 show that for the properly extended
set (10), the procedure investigated here for identifying atypical elements allows us to
obtain a proportion of this type of element throughout the whole population, with great
accuracy, sufficient from an applicational point of view.

5 Equal-Sized Patterns of Atypical and Typical Elements

Let us consider set (10) introduced in Sect. 3, consisting of elements representative for
an investigated population, and extended as described in accordance with Sect. 4. In
taking its subset comprising these observations xi for which f̂ xið Þ� q̂r:, one can treat it
as a pattern of atypical elements. Denote it thus:

xat1 ; x
at
2 ; . . .; x

at
mat

: ð24Þ

Similarly, the set of observations for which f̂ xið Þ[ q̂r may be considered as a pattern
of typical elements:

xt1; x
t
2; . . .; x

t
mt
: ð25Þ

Sizes of the above patterns equal respectively mat and mt. Of course mat þmt ¼ m; we
also have
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mat

mat þmtð Þ ffi r ð26Þ

In this way, unsupervised in its nature, the problem of identifying atypical elements has
been reduced to a supervised classification task, although with strongly unbalanced
patterns – taking into account relation (26) with (13), set (24) is in practice around
10-100 times smaller than (25). Classification is relatively conveniently conditioned and
can use many different well developed methods. However most procedures work much
better if patterns are of similar or even equal sizes (Kaufman and Rousseeuw 1990).
Using once again the algorithm presented in Sect. 5, the size of the set can be increased
to mt, so that mat ¼ mt, thus equaling patterns of atypical (24) and typical (25) elements.

Finally, a method for the unsupervised identification of atypical elements, has been
thus brought to supervised classification with two patterns of equal, relatively large
size, thereby creating the conveniently conditioned task with rich and diverse
methodology, allowing for the selection of the best procedure regarding the character of
the problem and user preferences.

6 Final Comments

The operation of the procedure was tested in details. First with the use of generated data
the quantitative aspects were verified, in particular suggestions for fixing parameters.
Figure 1 presents an exemplary decision tree attained for the bimodal distribution:

N �3; 1ð Þ 40%; N 3; 1ð Þ 60%: ð27Þ

This classification method offers an illustrative interpretation of a problem. Thanks to
the equal-sized patterns, the results obtained in this way are close to those obtained
with an unsupervised procedure of identification for atypical elements, however the
potential fundamental analysis of decision trees brings great additional possibilities to
enhance a model as information concerning its correctness is obtained, and flexibly
adapt it to a changing environment.

Fig. 1. Decision tree for bimodal distribution (27); r ¼ 0:1, m ¼ 1; 000, m
 ¼ 10; 000.
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Next, real experimental data taken from medicine (National Health and Nutrition
Examination Survey 2016; National Cancer Institute 2016) were applied to demon-
strate the comprehensive application of the presented procedure. The obtained results
fully positively confirmed the correct functioning of the procedure presented in this
paper. A detailed description of the experimental verification is presented in the paper
(Kulczycki and Kruszewski 2017). The concept’s independence from a distribution
characterizing an analyzed set (in particular multimodality) as well as the dimension-
ality of a problem (within a reasonable range) should be underlined.
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Abstract. Rare pattern mining has emerged as a compelling field of
research over the years. Experimental results from literature illustrate
that tree-based approaches are most efficient among the rare pattern
mining techniques. Despite their significance and implication, tree-based
approaches become inefficient while dealing with sparse data and data
with short patterns and also suffer from the limitation of memory. In
this study, an efficient rare pattern mining technique has been proposed
that employs a hyper-linked data structure to overcome the shortcomings
of tree data structure based approaches. The hyper-linked data struc-
ture enables dynamic adjustment of links during the mining process that
reduces the space overhead and performs better with sparse datasets.

Keywords: Frequent patterns · Rare patterns · Pattern mining · Data
structure

1 Introduction

Over the years, pattern mining has played an imperative role in solving many
data mining tasks. For a considerable period of time, pattern mining research
was restricted only to the extraction of frequent patterns disregarding the min-
ing of rare patterns. Rare patterns have proved to be of vital importance in a
wide range of applications ranging from network anomaly detection, equipment
failure, medicine to fraud detection. Considering the significance of rare pat-
terns, research on rare pattern mining is increasing rapidly and a considerable
amount of work has already been carried out for the extraction of these momen-
tous patterns. The techniques of rare pattern mining available in the literature
either follow a level-wise approach and generate candidates like Apriori [2] or use
efficient data structure and extract rare patterns without generating candidates
like FP-Growth [4]. Among the two, tree based approaches have been found to
be more efficient in terms of performance compared to level-wise approaches.

Tree based approaches achieve good compression in case of dense datasets.
As dense dataset contains many frequent items, sharing of nodes having common
item prefixes will be more and hence compactness of the tree structure will also
be higher. On the contrary, sparse datasets contain lesser number of frequent
c© Springer International Publishing AG 2017
B.U. Shankar et al. (Eds.): PReMI 2017, LNCS 10597, pp. 467–472, 2017.
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items that reduces the compression ratio of the tree structure to a great extent.
Also, it has been found that tree based approaches work well with data hav-
ing long patterns but fails miserably when the data have short patterns. In this
paper, an efficient rare pattern mining approach has been proposed that gener-
ates appreciable results in case of sparse datasets and data with long patterns
and also requires less memory compared to the eminent tree based rare pattern
mining approaches.

The remaining paper is systematized as follows:- Some prior works in the area
of rare pattern mining have been discussed in Sect. 2. The proposed approach
for solving the bottleneck of existing algorithms is presented in Sect. 3 followed
by the experimental results in Sect. 4. Section 5 finally concludes the paper with
some feasible future perspectives.

2 Related Work

Since its inception, an appreciable amount of work has been done for the extrac-
tion of rare patterns. This section illustrates the prior works in the area of rare
pattern mining.

Liu et al. [6] made the initial attempt using an Apriori based approach to
generate the rare patterns by assigning a minimum support to each item indi-
vidually. ARIMA [8] and AfRIM [1] on the other hand, employed a single sup-
port threshold for extracting the rare patterns. Considering the shortcomings
of Apriori based approaches, few other techniques have adopted a tree based
approach. The primer method in this category is the Compressed FP-Growth
(CFP-Growth) algorithm proposed in [5] where the extraction of rare patterns
is based on a multiple minimum support framework. The most popular and effi-
cient pattern growth approach for mining rare patterns is the Rare Pattern Tree
(RP-Tree) Mining algorithm proposed in [9]. The algorithm uses two support
thresholds and takes into account only those transactions that posses at least
one rare item. RP-Tree algorithm is further enhanced for better performance
using multiple support thresholds in [3].

3 Rare Pattern Mining Using Hyper-Linked Data
Structure

As explained in previous sections, handling sparse datasets is a severe research
issue that needs utmost attention. This work is therefore an attempt to resolve
this issue in context of rare pattern mining. This section presents the proposed
rare pattern mining approach called Hyper-Linked Rare Pattern Mining (Hyper-
Linked RPM) with the help of a suitable example for better understandability.

The proposed approach employs a hyper-linked queue based data structure
for extracting rare patterns [7]. Experimental results illustrate that it is faster
and outperforms the pattern growth and level-wise approaches in many cases.
This is because the proposed technique employs memory-based queue instead
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of a tree data structure that is more efficient in mining sparse datasets and
has less space overhead. Also, the computational overhead for constructing tree
structures is more as compared to simple queue data structures. The proposed
technique of Hyper-Linked RPM is illustrated in Algorithm 1.

Algorithm 1. Hyper-Linked Rare Pattern Mining (Hyper-Linked RPM)

Input : Transaction database DB
Output: Complete set of rare patterns

1 Generate the support count(Sup) for all items I in DB.
2 for each item I ∈ DB, do
3 if I.Sup < freqSup ∧ I.Sup > rareSup
4 I → RareItem
5 for each transaction T ∈ DB, do
6 if ∃p such that p ∈ RareItem ∧ p ∈ T
7 T → RareItemTrans
8 end
9 Create a header table H with three fields: item-id, hyper-link and support count

to store the items of T.
10 Create separate queues, Q with two fields: hyper-link and item id to store the

items of RareItemTrans. Link transactions with same first item using
hyper-links.

11 For each item α in H, generate the rare item projections in the α-projected
database.

The technique generates the support count or frequency of occurrence of
every item during the initial scan of database. During the second scan, for build-
ing the hyper-linked data structure, only those transactions will be considered
that involves at least one rare item. The reason being, transactions containing
only frequent items have no contribution in the rare pattern mining process. To
distinguish between frequent and rare items, two support thresholds freqSup and
rareSup have been used. The support count of rare itemset (SupRareItem) must
lie between these two support thresholds, i.e. freqSup> SupRareItem >rareSup.
The items of the reduced database will be stored in a header table H having
three fields: item id, hyper-link and support count of items. It is to be noted
that the support counts of the items in the header table will be their support
counts in the original database. Support counts of items in the reduced database
will not be considered. While loading the transactions into memory, transactions
with the same first item are stored in queues and linked together using hyper-
links. The heads of the queues will be represented by the items of the header
table.

For example, a, b, c, d and e are the items of the reduced database. The data
structure will perform mining on the following subsets of rare patterns: (i) pat-
terns having only item a, (ii) patterns having item b but not a, (iii) patterns
having item c but neither of a and b, (iv) patterns having item d but neither of



470 A. Borah and B. Nath

a, b and c (v) patterns having item e but neither of the former items. The first
subset of rare patterns are obtained by mining the a-projected database having
all the rare item projections that contain item a and are connected together
through links in the a-queue. Mining of a-projected database is done by first
creating a header table Ha, where the support count of each item is its corre-
sponding frequency of occurrence with item a in the reduced database. Next the
items satisfying freqSup and rareSup in the a-projected database are obtained
upon traversal of the a-queue. The same procedure continues to mine the ab-
projected database by creating Header Table Hab and traversing the ab-queue.
If none of the items in Hab could satisfy the thresholds, no rare patterns will be
generated and the search terminates for this path. Next the ac-projected data-
base is considered to mine the rare patterns by traversing the ac-queue. If the
items in the ac-projected database could not satisfy the thresholds, the search
again terminates. The same process continues for other items of the a-projected
database. Once the mining of a-projected database is complete, the procedure
again starts for mining the next subset of rare patterns i.e. the b-projected data-
base by adjusting the links.

4 Experimental Evaluation of Proposed Approach

To gauge the effectiveness of proposed approach, this section illustrates its per-
formance evaluation on both real-life and synthetic sparse datasets. Real-life
datasets Gazelle and Retail have been obtained from UCI repository while syn-
thetic datasets T25I15D10k and T40I10D15K have been generated using syn-
thetic dataset generation method described in [2]. Characteristics of each dataset
are given in Table 1. The implementation has been done in Java on a machine
of 2.90 GHz Intel i5 processor having 4 GB main memory and 64-bit Windows 8
Pro operating system.

The comparison has been carried out with two tree based approaches: a rare
pattern mining algorithm called RP-Tree and a modified frequent pattern mining
algorithm called FP-Growth. To generate only rare itemsets, FP-Growth algo-
rithm has been revised by considering only those itemsets that satisfy rareSup
and pruning those that exceeds freqSup. Keeping rareSup constant at 5% and
varying freqSup threshold, the results obtained for the above datasets are shown

Table 1. Datasets used

Datasets Number of items per
transaction

Number of
transactions

Category Type

Gazelle 267 59,602 Real Sparse

Retail 52 88,126 Real Sparse

T25I10D10K 25 10,000 Synthetic Sparse

T40I10D15K 40 15,000 Synthetic Sparse
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(c) Runtime on Retail

(b) Space Usage on Gazelle(a) Runtime on Gazelle

(d) Space Usage on Retail

(e) Runtime on T25I10D10K (f) Space Usage on T25I10D10K

(g) Runtime on T40I10D15K (h) Space Usage on T40I10D15K

Fig. 1. Experimental evaluation
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in Fig. 1. From the figure, it is evident that the proposed approach is faster and
has less space requirement compared to FP-Growth and RP-tree.

5 Conclusion and Future Work

Rare pattern mining has established its significance in front of the data mining
community. Pattern growth approaches are the most effective ones among the
rare pattern mining techniques. However, they suffer from performance drawback
while dealing with sparse data and data with short patterns. This paper, intro-
duces a rare pattern mining method that employs a queue based hyper-linked
data structure. The data structure automatically adjusts links while mining rare
patterns and greatly reduces the memory overhead encountered by tree based
approaches. Performance evaluation given in Sect. 4 elicits the fact that the pro-
posed method is more space efficient and faster in dealing with sparse datasets
unlike pattern growth approaches. However, for dense datasets, pattern growth
approaches outperforms the proposed approach.

As a future work, the proposed approach can be integrated with some tree
based approach to effectively handle dense datasets as well. Further study may
also incorporate some database partitioning approach to enhance scalability of
the proposed algorithm for handing large datasets.
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Abstract. Approximate nearest neighbour (ANN) search is one of the
most important problems in computer science fields such as data mining
or computer vision. In this paper, we focus on ANN for high-dimensional
binary vectors and we propose a simple yet powerful search method that
uses Random Binary Search Trees (RBST). We apply our method to a
dataset of 1.25M binary local feature descriptors obtained from a real-life
image-based localisation system provided by Google as a part of Project
Tango [7]. An extensive evaluation of our method against the state-of-
the-art variations of Locality Sensitive Hashing (LSH), namely Uniform
LSH and Multi-probe LSH, shows the superiority of our method in terms
of retrieval precision with performance boost of over 20%.

Keywords: Approximate nearest neighbour search · Binary vectors ·
Random Binary Search Trees · Locality sensitive hashing

1 Introduction

The goal of nearest neighbour search is to find vectors from a database that lie
close to a query vector. This is a common use case in disciplines such as com-
puter vision [17] or data mining [15]. However, often finding the exact nearest
neighbour is costly while retrieving approximate neighbours is sufficient. There-
fore several successful solutions in the area of Approximate Nearest Neighbour
Search (ANN) have been proposed and among them the two most prominent
ones are hierarchical structure (tree) based methods [2,5] and hashing based
methods [6,20].

One of the typical computer vision tasks where ANN search is used due
to prohibitive amounts of data points is image-based localisation [4,13]. ANN
search is typically used in this context to find similarities between local feature
descriptors extracted from different images. The majority of works on ANN focus
on descriptors that are vectors of real numbers [5,10,12,16]. However, extraction
of real-valued descriptors is time consuming so they are often substituted with
binary descriptors when real-time performance is required. At the same time
methods suitable for real-valued descriptors do not seem to work equally well
when applied to binary ones [18].
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In this paper, we propose ANN search method that uses Random Binary
Search Trees (RBST) to find similar vectors within a database of binary vectors.
As a use case of our method we take image-based localisation problem and we
evaluate our method on a real world dataset of over 1 million binary local feature
descriptors obtained within the frames of Google Project Tango [7] collaboration.
Our ANN search method outperforms the state of the art in terms of retrieval
accuracy, while providing similar recall and memory consumption.

Several other types of trees have been proposed in the literature for indexing
of binary descriptors e.g.: k-means trees, kd-trees, or vantage-points trees [8].
However, their application to binary descriptors leads to severe performance
drops, as indicated in [18]. Therefore we compare our proposed Random Binary
Search Trees method with Local Sensitivity Hashing method [6] and its further
modifications: Uniform LSH [18] and Multi-probe LSH [11].

2 Random Binary Search Trees

In this section, we propose a simple yet powerful ANN method for indexing
and searching a database of binary descriptors. We draw the inspiration for
the method from standard Binary Search Trees (BST) [3]. These structures are
well designed for speeding up search process and building up on their success,
we propose a modified version of them, called Random Binary Search Trees.
Our proposed RBST differ from standard Binary Search Trees in the following
aspects.

Firstly, all paths from the root node to the leafs in our RBST have the same
length. Secondly, the leafs of our RBST are used to store binary descriptors.
The most important difference, however, is the fact that the nodes of our trees
store a bit mask. It specifies which bit of a binary descriptor needs to be checked
in order to decide if a given descriptor should be assigned to the left or to the
right branch of a given node during indexing and search. Thanks to this setup
RBST are extremely fast as no distances must be calculated in order to create
and search them - the fast binary operation AND is used instead.

In the indexing stage, we use one or more Random Binary Search Trees to
store the information about binary descriptors from our database. Each descrip-
tor from the database traverses the tree from the root towards the leaves. While
traversing the tree, the descriptor is assigned to left or right branch based on
the output of the binary AND operation on the descriptor and the bit mask of
the node. In the querying stage, we use those constructed trees to search for
candidate nearest neighbours by traversing the trees with a query descriptor
and retrieving candidates per each tree. The final set of candidates is returned
as a union of candidates across the trees. In the last stage of search, candidate
descriptors are sorted based on their Hamming distance to the query descriptor.
We then retrieve N descriptors with the smallest distance.

Our Random Binary Search Trees algorithm is controlled by four parameters:
N equals to number of approximate nearest neighbours retrieved with default
N = 10, Ntree defines the number of RBST to be created, D specifies the
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maximum depth of a tree and Ntest defines how many dimensions of a binary
descriptor can be checked in a single tree. Although each node can check only
one dimension, this parameter allows us to randomly subsample the space of
binary dimensions across different binary trees and increases robustness of our
method.

The randomness of our RBST stems from the fact that bits masks for nodes
are selected randomly from a given set of bits. A similar idea is used in [9].
However, the trees proposed in [9] were not used to index binary descriptors,
but to classify keypoints. A related method can also be found in [4] where trees
are generated in supervised way using a stability metric. We evaluated applica-
tion of this approach to our RBST, however, in our experiments trees proposed
in [4] were up to 3 orders of magnitude slower than our Random Binary Search
Trees. Our proposed RBST may also look similar to Randomised Binary Search
Trees [14]. However, there are few differences. In comparison to our RBST data
structure proposed in [14] associates a priority with every inserted key, use rota-
tions to balance a tree and does not store list of keys (in our case descriptors)
in leafs.

2.1 Bits Selection Metrics and Hash Codes

We also used the following bit metrics to weight the probability of a given bit
to be selected for a mask in the nodes: Shannon entropy of a bit, its conditional
entropy and its empirical stability. We define the empirical stability metric as
a number of descriptors representing the same 3D point with equal value of a
given bit to a total number of descriptors of the same 3D point. After calculating
those bit metrics, we used their distribution as bias in the selection of a bit
mask for each node. Bits with the higher values of bit metrics are used more
often to generate RBST. In order to limit memory consumption, we also used
hash codes of binary descriptors, instead of the raw vectors. For hashing the
descriptors we used Semi-Supervised Hashing method [19] with various hash
code lengths (32, 64, 128, 256 bits). Although in some cases bit metrics or hash
codes increased the performance of our method, the improvement was rather
negligible and, therefore, in the remainder of this paper, we rely on random bit
selection for the node masks.

3 Evaluation

In this section, we evaluate the accuracy and efficiency of our RBST method
and compare it with the state of the art. To increase robustness of our evalua-
tion, we run our experiments 10 times, each time on a different subset of 100K
descriptors extracted from dataset of 1.26M 512-dimensional binary FREAK
descriptors [1]. This dataset was obtained from Google Project Tango [7] collab-
oration and was generated using state-of-the-art 3D reconstruction methods. As
evaluation metrics, we use Precision@N defined as number of correctly retrieved
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nearest neighbours within the first N descriptors retrieved. Similarly, we com-
pute Recall@N defined as the ratio of retrieved nearest neighbours describing the
same 3D point within N returned descriptors versus all descriptors describing
given 3D point. We also measure querying time and average the results over 10
runs. All experiments are run using a server with 32 GB of RAM and Intel(R)
Xeon(R) 2.60 GHz CPU.

3.1 Initial Experiments

To validate our method and verify the appropriate range of parameters, we first
run an initial set of experiments with the following set of parameters: Ntree =
{1, 3, 6, 9, 12}, D = {20, 30, 40, 50} and Ntest = {64, 128, 256, 512}. Based on
obtained results, we defined a default set of parameters to be evaluated against
the state of the art in the next sections, as they give a good balance between
the precision, the recall and the average query time: D = {30, 40, 50} and
Ntest= 256.

We also discovered the following trends. Firstly, the higher value of Ntree the
higher Precision@10, at the expense of the average query time. The dependence
between Ntree and the average query time, assuming other parameters remain
unchanged, is quasi-linear. Secondly, the lower value of D, the higher average
query time. Shallower trees have leafs with higher number of descriptors and
since the last step of search includes sorting candidate vectors, the more candi-
dates we retrieve, the longer the sorting. The highest precision can be obtained
for the trees with the highest depth, for which majority of leafs contain not more
than a few nodes but at the cost of the recall. As to Ntest, the higher value of
this parameter the smaller average query time (even 2 times or more), because
descriptors are spread across higher number of leafs. This, in turn, results from
a fact that more bits are taken into account while generating trees.

3.2 Comparison with the State of the Art

In this section, we compare our RBST against the competitive approaches for
ANN search in binary spaces. Figures 1 and 2 show the results of experiments.
Following the evaluation protocol of [18] we plot Precision and Recall results
obtained against average query times. We compare our method against 3 variants
of Local Sensitive Hashing (LSH) algorithm, as they were shown to provide the
best performances in [18]. We use our own implementation of those algorithms.
The parameters of all the methods were optimised using grid search approach.
In the case of RBST the evaluation was done for Ntree = {1, 3, 6, 9, 12} trees. For
the hashing methods, the number of hash tables used were equal to {1, 2, 4, 8, 16}.
For LSH and Uniform LSH the hash length was 56 and for Multi-Probe 28. We
report average memory consumption as memory required by the algorithms to
build indexing structures for descriptors and not descriptors themselves.

Figure 1 shows that RBST provides better performance with respect to the
state of the art hashing methods in terms of search precision, given equal query
time. The performance boost is especially visible for lower average query times
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Fig. 1. Precision@10 and Recall@10 versus the average query time.

Fig. 2. Precision@10 and Recall@10 versus the average memory consumption.

(<50µs), where our proposed RBST algorithm leads to over 20% precision
increase over the next best Uniform-LSH method. At the same time, our eval-
uation shows that the precision increase does not lead to any significant recall
drops. If we consider both Precision and Recall our RBST achieve the best results
for D = 40 and Ntest= 256.



478 M. Komorowski and T. Trzciński

Figure 2 compares various methods in terms of memory consumption.
Although particular results depend on the tested configuration, one can see that
for D = 40 and Ntest = 256 RBST performs au pair with the state-of-the-art
methods, falling short only of the Multi-probe LSH, which is highly optimised
for memory consumption. We can therefore conclude that our proposed RBST
search method provides significant precision increase, while remaining competi-
tive in terms of recall and memory consumption.

4 Summary

In this article, we proposed to use Random Binary Search Trees (RBST) algo-
rithm to index and search binary descriptors. We tested a wide range of config-
urations and we compared them with Locality Sensitive Hashing (LSH) and its
two variations. The experiments showed that, although RBST are a relatively
simple data structure, they give better or equal results to the competing hashing
algorithms.

Future work on ANN search with our trees includes improving the linear
search stage after retrieving the initial set of candidate descriptors, as this part
remains a bottleneck of the algorithm. Furthermore, application of a more com-
plex bit metric that can measure dependencies between the bits could lead to
the improved precision and search efficiency and should also remain within the
scope of future work.

Acknowledgment. This research was supported by Google’s Sponsor Research
Agreement under the project “Efficient visual localisation on mobile devices”. We thank
Oskar Dylewski for the implementation of LSH, Uniform LSH and Multi-probe LSH.

References

1. Alahi, A., Ortiz, R., Vandergheynst, P.: FREAK: fast retina keypoint. In: CVPR
(2012)

2. Bentley, J.L.: Multidimensional binary search trees used for associative searching.
Commun. ACM 18(9), 509–517 (1975)

3. Cormen, T.H., Leiserson, C.E., Rivest, R.L., Stein, C.: Introduction to Algorithms.
MIT Press, Cambridge (2001)

4. Feng, Y., Fan, L., Wu, Y.: Fast localization in large-scale environments using super-
vised indexing of binary features. IEEE Trans. Image Process. 25(1), 343–358
(2016)

5. Fukunaga, K., Narendra, P.M.: A branch and bound algorithm for computing k-
nearest neighbors. IEEE Trans. Comput. 100(7), 750–753 (1975)

6. Gionis, A., Indyk, P., Motwani, R.: Similarity search in high dimensions via hash-
ing. VLDB 99(6), 518–529 (1999)

7. Google Tango. https://get.google.com/tango/
8. Kumar, N., Zhang, L., Nayar, S.: What is a good nearest neighbors algorithm for

finding similar patches in images? In: Forsyth, D., Torr, P., Zisserman, A. (eds.)
ECCV 2008. LNCS, vol. 5303, pp. 364–378. Springer, Heidelberg (2008). doi:10.
1007/978-3-540-88688-4 27

https://get.google.com/tango/
http://dx.doi.org/10.1007/978-3-540-88688-4_27
http://dx.doi.org/10.1007/978-3-540-88688-4_27


Random Binary Search Trees for ANN Search in Binary Space 479

9. Lepetit, V., Fua, P.: Keypoint recognition using randomized trees. IEEE Trans.
Pattern Anal. Mach. Intell. 28(9), 1465–1479 (2006)

10. Liu, T., Moore, A., Gray, A., Yang, K.: An investigation of practical approximate
nearest neighbor algorithm. In: NIPS (2004)

11. Lv, Q., Josephson, W., Wang, Z., Charikar, M., Li, K.: Multi-probe LSH: efficient
indexing for high-dimensional similarity search. In: VLDB (2007)

12. Nister, D., Stewenius, H.: Scalable recognition with a vocabulary tree. In: CVPR
(2006)

13. Sattler, T., Leibe, B., Kobbelt, L.: Fast image-based localization using direct 2d-
to-3d matching. In: ICCV (2011)

14. Seidel, R., Cecilia, R.A.: Randomized search trees. Algorithmica 16(4), 464–497
(1996)

15. Shakhnarovich, G., Viola, P.A., Darrell, T.: Fast pose estimation with parameter-
sensitive hashing. In: ICCV (2003)

16. Silpa-Anan, C., Hartley, R.: Optimised kd-trees for fast image descriptor matching.
In: CVPR (2008)

17. Torralba, A., Fergus, R., Weiss, Y.: Small codes and large image databases for
recognition. In: CVPR (2008)

18. Trzcinski, T., Lepetit, V., Fua, P.: Thick boundaries in binary space and their
influence on nearest-neighbor search. Pattern Recogn. Lett. 33(16), 2173–2180
(2012)

19. Wang, J., Kumar, S., Chang, S.F.: Semi-supervised hashing for large-scale search.
IEEE Trans. Pattern Anal. Mach. Intell. 34(12), 2393–2406 (2012)

20. Weiss, Y., Torralba, A., Fergus, R.: Spectral hashing. In: NIPS, vol. 21, pp. 1753–
1760 (2009)



A Graphical Model for Football Story Snippet
Synthesis from Large Scale Commentary

Anirudh Vyas, Sangram Gaikwad, and Chiranjoy Chattopadhyay(B)

Indian Institute of Technology Jodhpur, Jodhpur, Rajasthan, India
anirudh2403@gmail.com, sangramga@gmail.com, chiranjoy@iitj.ac.in

Abstract. Sports Commentaries offer sparse and redundant informa-
tion in a lengthy format. Patterns can be observed in news articles writ-
ten by sports journalists. In this paper, we propose a graphical method to
synthesise story snippet from football match commentaries. Our model
effectively extracts important information from lengthy text documents.
Experimental study reveals that our model closely matches with human
expectations. Both qualitative and quantitative analysis proves the effec-
tiveness of our proposed method.

Keywords: Summarization · Sports · Football · Graph based ·
Journalism

1 Introduction

Large number of football games are played on a daily basis around the globe.
It is a challenge to write a news report instantly after the match or a session of
match has completed. Portable mobile applications or web services in this field
will revolutionise journalism and sports news. Also shorter text snippets, rather
than long news articles, highlighting salient news of the match will attract a lot of
sport fans. Huge amounts of live text commentary (unstructured) of the game is
available in the web. In this paper, we consider a specific use case of football live
text commentary to generate a short new article or snippet. However producing
grammatically correct and human readable summaries is still a challenging task.

Existing extractive summarization consist of supervised learning and unsu-
pervised learning approaches are surveyed extensively [5]. Existing algorithms of
Lex Rank, Text Rank are unsupervised learning techniques for text summariza-
tion based on graph centrality and sentence similarity for ranking sentences and
picking up the top ranked sentences as summaries [2]. Micro-opinions are concise
and readable phrases in text to represent important opinions in the text using a
novel unsupervised learning approach [4]. An automated method for implicitly
crowd sourcing summaries of events using only status updates posted to Twitter
as a source, also proved to be successful [8]. Application of supervised learning
framework for constructing sports news from live text commentary is also being
studied [9], which proves as a foundation for further study in our supervised
learning approach. An ontology based approach was proposed in [1].
c© Springer International Publishing AG 2017
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In this paper we show that entity graph based model produces better results
than the supervised learning model. We compare our results with other existing
techniques using standard metric, as well as human evaluators. We discuss our
approach in Sect. 2. In Sect. 3, we describe the proposed Football Match Con-
cept Graph (FMCG) model, followed by the smart symmetrization algorithm in
Sect. 4. Experimental results are described in Sect. 5, while Sect. 6 concludes the
paper.

Fig. 1. Framework diagram of the proposed smart football story snippet synthesis.

2 Methodology

Figure 1 depicts the overall framework of our proposed algorithm. We first obtain
the football match commentary by parsing it from one of the many websites that
provide live match commentaries. The data used in the research was scraped
from websites that host live match commentaries (www.sportsmole.com). We
scraped the commentaries for 60 matches that spanned two leagues and vari-
ous teams. The raw data is then processed and cleaned. The text data is first
tokenized into sentences which are then each assigned a time-stamp based on
the time they are attributed to in the commentary. Sentences with only one
word are removed. With the cleaned and processed data we generate a entity
map that holds all the relevant and important information present in the com-
mentary. With the cleaned and processed data we generate a concept map that
holds all the relevant and important information present in the commentary. The
detailed algorithm is discussed in Sect. 3. The graph is constructed on the basis
of domain knowledge and cross referencing from a game information database.
Named entity recognition and regular expressions are used to identify the entities
like team names, venue, player names, time stamps etc. The goal is to achieve
a snippet as closer to the gold standard summaries available, and that closely
matches with the expectation of a common reader. The last part is the synthesis
step. Once the graph is obtained, we parse the graph to generate a summary
of the match. The parsing algorithm and the synthesis method is discussed in
Sect. 4.

www.sportsmole.com
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3 Football Match Concept Graph (FMCG) Creation

We propose a novel Football Match Concept Graph (FMCG) to capture the
relationship among various entities across various entities in a football match.
The nodes of the graph represent entities involved in the match. In a football
match the entities are team names, players, goals scored, leagues, venue, player
scoring the goals, full time and half time scores, and final result. The edges
define the different relationships between the entities [6]. It is observed that the
football match summary written by a sports journalist follows a structured flow
of events. Our FMCG model, due its structure provides consistent results close
to human readable summaries. Domain knowledge of football game is utilised in
the construction of the FMCG.

Fig. 2. Structure of graph for football match entities.

We have adapted a two phase approach to extract specific entities from a
football commentary. First, named entities are recognized using [3]. Since [3] is
not designed for football matches, it results in many false alarms. E.g. given
a sentence “the newly-named Estadio de la Ceramica and it is a real cracker
of an affair as an exciting Villarreal team”, [3] detects “Villarreal” as person,
and “Estadio de la Ceramica” as organization. However, the former is a team,
while the later is a stadium. To rectify these errors, in phase 2, we parse the
results using regular expressions and database from external sources consisting
of team names, leagues, and stadiums; to cross reference the database with the
available commentary data of the specific match. This helps us to achieve a
correct name-entity mapping. Figure 2 depicts a typical FMCG.

4 Snippet Synthesis Algorithm

Once the graph is obtained we try to answer some specific questions to synthesize
a snippet or summary of the match. They are: 1. Name of the league/ tourna-
ment? 2. The participating teams? 3. Venue and which team’s home stadium is
it? 4. Who was the winner? 5. The goal scorers and goal timing? 6. What was
the score at half-time and full-time? We obtain the answers to these questions
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by traversing the graph and searching for the relevant information. We imple-
mented the Depth First Search (DFS) algorithm to search for information in the
graph. So, for example if we need to find who scored the goal Goal 1 (shown
in Fig. 2) and which team the player belonged to we first find Goal 1 through
DFS, then we search for the player and team connected to our node Goal 1 and
obtain the answer. Once the information is obtained we pass it on to the synthe-
sis algorithm. The synthesis algorithm has predefined sentence formats that are
filled in with the information to obtain the snippet. To synthesise a summary
that is coherent and concise we have defined a logical sequence and format of
the information to be presented. An example of the summary is as follows:

Villarreal tied the match against Barcelona in the la liga league with 1 goal(s)
each. Villarreal was playing at home in their stadium Estadio de la Ceramica.
The score at half time was Villarreal 0-0 Barcelona. Sansone scored a magnificent
goal for Villarreal at 50min. Messi scored a magnificent goal for Barcelona at
90min. The score at the end of the match was Villarreal 1-1 Barcelona.

5 Experiments and Results

We used a total data-set of 60 matches with an average of 223 sentences in each
commentary. For each commentary, there are time-stamps from 0–90 min, point-
ing out the occurrence of every sentence with respect to a match. For example the
name of the teams and the league is mentioned at the start of the commentary
in all the matches so we only need to search for it in the first 10 sentences. Sen-
tences with only one word do not hold any useful information, so were removed
during processing of the data.

5.1 Evaluation of Summaries

For evaluation, we have used two methods, the ROUGE Score and human eval-
uation of summaries. The ROUGE-N [7] metric to compare generated snippets
to gold standards generated manually. The gold standards [8] used is game recap
articles from a reliable website source. The recap articles provide a gold stan-
dard for reference to be used for evaluating the algorithm generated summaries
using both ROUGE and human evaluation. Although studies have suggested that
there is a correlation with ROUGE metric and manually generated summaries
[7], however this evaluation is not perfect. Hence, we have used both the tech-
niques to evaluate. Each of the three human evaluators then used a 5-level Likert
scale to score the generated summaries on three dimensions: readability, syntax
correctness, and interpreted meaning of the summary. To provide a baseline the
three human evaluators also evaluated the recap gold standard articles.

5.2 Quantitative Results

Human evaluation of the summaries for readability, syntax correctness and
semantic meaning compared to the gold standards in Table 1. Table 1 clearly indi-
cate comparatively high readability, lower syntax errors in English, and higher
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Table 1. 5-level Likert scale to score to Human evaluation of the summaries.
M = Mean, Mdn = Median, SD = Standard Deviation.

Method → Gold standard Graph based Named Entity

Metric M Mdn SD M Mdn SD M Mdn SD

Readable 4.54 5.00 0.49 4.10 4.00 1.00 2.50 2.00 0.90

Correct Syntax 4.07 4.00 0.27 3.85 4.00 1.10 1.77 1.00 1.20

Content meaning - - - 3.50 3 1.19 1.5 1 0.79

Table 2. Comparison of F-scores of the models that we implemented

Model F-score Recall Precision

Lex rank 0.397 0.450 0.371

Supervised 0.358 0.303 0.491

Entity graph 0.362 0.325 0.512

content meaning interpreted in Entity Graph based summary as compared to
NER Stanford model using supervised learning (see Table 2). These result can
be attributed to the fact of inclusion of domain knowledge of a football, news
article writing in entity graph model as compared to supervised learning model.

5.3 Successful and Failure Scenarios

Our framework is effective on a use case with sufficient domain knowledge. Here,
we used the domain knowledge in football to create a graph that stores the
information of a match. The algorithm works as discussed when the teams are
in the database and the commentary has all the information needed to answer the
questions. If there is insufficient information the algorithm will return incomplete
snippets. For the creation of the graph, we use a database to extract information
from the commentaries, if there is a mention of a team or a player in a manner
different from that in the database we will not be able to extract that information
successfully. For example, players and teams are often mentioned in various
different ways: “Ronaldo” is sometimes mentioned as “CR7”, while “Barcelona”
is mentioned as “Barca”. These variations if not accounted for will cause errors.
Our algorithm fails in cases the team names are not present in the database.

5.4 Discussion

Our proposed model generates substantially better results than previous
approaches. The unsupervised lex-rank and text-rank approaches are good gen-
eralized methods but they do not take into account the domain information of
the commentary and thus give poor summaries. The supervised method is a good
approach for automating summaries and takes into account the domain knowl-
edge as well. However, the summaries generated are not coherent since it extracts
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important sentences rather than synthesizing. Thus the summaries generated do
not score high on human readability. We have used a database to extract infor-
mation rather than using named entity recognizers [3], which performs poorly.
Therefore to generate information rich snippets that are coherent and score high
on the human readability test we propose the above algorithm. The synthesis
algorithm can be further improved to generate more organic summaries, which
further resemble human written summaries. The graph creation algorithm can
also be improved such that it relies less and less on domain knowledge and it
automatically extracts important information.

6 Conclusion

Our proposed algorithm scored high on the human readability index and bet-
ter than the previous models on the F-Score index. It generates coherent and
information rich summaries and the summaries can be easily changed while
keeping the entity graph the same. The algorithm can be adopted to different
use cases and sports with sufficient domain knowledge. In future, we are plan-
ning to extend this work to provide instant news summaries by summarising
commentary streams and thus save the journalists from the repetitive work of
summarising matches. The proposed technique can also be clubbed with video
symmetrization techniques to identify key events in sports videos.
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Abstract. Graph-based data mining techniques, known as graph min-
ing, are capable of modeling several real-life complex structures such
as roads, maps, computer or social networks and chemical structures
by graphs. Useful information can be mined by discovering the frequent
subgraphs. However, the existing approaches to mine frequent subgraphs
have significant drawbacks in terms of efficiency. In this paper, we focus
on real-time frequent subgraph mining and propose an efficient cus-
tomized data structure and technique to reduce subgraph isomorphism
checking as well as a supergraph based optimized descendant generation
algorithm. Extensive performance analyses prove the efficiency of our
algorithm over the existing methods.
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1 Introduction

Real-life data and relationship among data can be conveniently modelled as
a graph structure. For instance, in biological and chemical datasets, it is more
appropriate to model them as graphs. Hence comes the need of mining interesting
patterns from these graph datasets and mining frequent subgraph is one of the
key research areas [1,4].

Existing methods to mine frequent subgraph patterns either use an Apriori
approach [2,3] or a Pattern-Growth approach [5]. The Apriori approach results
in redundant candidate generation which is very expensive. AGM [2] or FSG [3],
the most common algorithms using the Apriori approach suffer from this over-
head. The AGM [2] algorithm uses an iterative vertex-based candidate genera-
tion method that increases the substructure size by one vertex at each iteration.
Two size-k frequent graphs are merged only if they have the same size-(k-1 ) sub-
graphs. The newly formed candidate includes the size-(k-1 ) subgraph in common
and the additional two vertices from the two size-k patterns. On the other hand
the FSG [3] algorithm adopts a similar edge-based candidate generation strategy
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that increases the substructure size by one edge after each iteration. The popular
Pattern-Growth algorithm gSpan adopts DFS search as opposed to BFS used
inherently in Apriori-like algorithms like AGM or FSG. Each graph is assigned
an unique minimum DFS Code, and a hierarchical search tree is constructed
based on this. After a pre-order DFS traversal of this tree, gSpan discovers all
frequent subgraphs satisfying the minimum support threshold.

For real-time decision making problems like automated traffic control and
dynamic route teller system, fraud/anomaly detection etc., we need a subgraph
mining algorithm that can mine the subgraphs very quickly. However, the search
for a subgraph in a graph is an NP-Complete problem and requires extensive enu-
meration which is a huge overhead in existing methods, including gSpan. These
factors motivated us to design an algorithm that can avoid redundant and false
pattern checking as well as reducing costly isomorphism checking in order to
discover all the resultant frequent subgraphs in real-time. The proposed algo-
rithm in this paper, msiSpan (minimum sequential indexed Subgraph Pattern
Mining), attempts to greatly reduce this overhead by indexing subgraphs with
custom data structures.

2 Proposed Method

In this section, we propose msiSpan algorithm for mining subgraphs from several
graph transactions with necessary definitions and example.

Definition 1. Suppose D is a graph database with N number of graph trans-
actions that is, D = {G1, G2, G3,.....GN}. The Minimum DFS Codes and cor-
responding DFS subscriptings of all the graph transactions are produced. The
roots of all the base subscriptings are connected with a dummy root node. Now
the dummy root node is labeled ‘0’ and the whole supergraph is now traversed in
pre-order and all the nodes are labeled according to their discovery time. Thus
the Minimum Supergraph is formed which represents the whole database.

Definition 2. A compact data structure called Minimum Sequential Index is
proposed to index the occurrences of the rightmost paths of the currently mined
frequent subgraphs. For a particular subgraph S, the Minimum Sequential
Index of S is denoted as MSI(S) = {d1, d2, d3,....dk}, where k is the number of
transactions in the graph database that contains S. Each di is a list containing
the occurrences of the rightmost path of S in the Minimum Supergraph for the
corresponding graph transaction.

Consider a graph database, D = {G1, G2, G3,.....GN}. Si is the set of sub-
graphs consisting only one edge and i is the lexicographical position of the DFS
code of the subgraph. The steps of our proposed algorithm is as follows:

1. Find the Minimum DFS Code of all the graph transactions. The infrequent
edges are replaced by insignificant edges. Once an edge is replaced by an
insignificant edge, it is not considered for further analysis.
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2. The frequent subgraphs with one edge are identified and arranged sequentially
in increasing DFS lexicographic order.

3. The positions of the subgraphs found in step 2 are stored in Minimum
Sequential Index as MSI(Si). Here, Si are the subgraphs containing only
one edge and i = 1,2,3....,n where n is the number of frequent subgraphs
containing one edge, sorted in increasing DFS lexicographic order.

4. The frequent 1 edge subgraphs are extended by adding forward edges to
every node in the rightmost path and both backward and forward edges from
the rightmost node in DFS lexicographic order. In our method, the number
of extension candidates is significantly reduced with the help of Minimum
Sequential Index and Minimum Supergraph. From the MSI, the posi-
tions of a node on the rightmost path can be retrieved. From the Minimum
Supergraph, the adjacent nodes of any node in the rightmost path can be
found. Only those frequent edges are used to extend nodes in the right-
most path which are adjacent to the corresponding node in the Minimum
Supergraph.

5. If an edge can be added to a node on the rightmost path, then the node in
the rightmost path of the newly formed subgraph is added to its Minimum
Sequential Index. The number of lists in the Minimum Sequential Index is
the support count of that subgraph. If it is greater than or equal to the mini-
mum support threshold then it is added to the set of frequent subgraphs. Oth-
erwise it is pruned since no frequent subgraphs can be generated by extending
this subgraph.
Checking the frequency from the Minimum Sequential Index is the most
significant contribution of our work. This technique is efficient since it counts
the frequency of a candidate subgraph after extending one edge at a time from
the occurrences of its parent subgraph. On the other hand, gSpan checks for
the whole subgraph in all transactions of the projected database and this is
an NP-Complete problem.

6. After mining all the descendants of a subgraph, its children are extended
in DFS lexicographic order. This recursive process continues following the
extension rules mentioned above, until no more frequent subgraph can be
mined. If a subgraph cannot be extended further then the recursive function
backtracks.

7. After all the frequent subgraphs containing a subgraph Si are mined, then all
the edges labeled Si in the Minimum Supergraph are replaced by insignif-
icant edges. This essentially shrinks the Minimum Supergraph resulting in
faster processing in the next steps.

It is known that if two graphs have the same Minimum DFS Code then they
are isomorphic [5]. Thus when a subgraph with Minimum DFS Code equal to
the Minimum DFS Code of any previously found subgraph is found, we prune
it thereby avoiding duplicate subgraphs.

Let us consider the graph database in Fig. 1 (Let, Minimum Support Thresh-
old, σ = 2/3). The edges representing single and double bonds are labelled as ‘1’
and ‘2’, respectively as shown in Fig. 2.
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Fig. 1. A graph database. Fig. 2. Graph database after labeling.

Fig. 3. Minimum DFS Code with their
corresponding DFS Trees.

Fig. 4. Minimum Supergraph after re-
moving the non-frequent edges.

The Minimum DFS Codes with the corresponding base subscriptings of the
graph transactions are shown in Fig. 3. The constructed Minimum Supergraph
after adding the roots of the base subscriptings with a common root and replacing
the non-frequent edges with insignificant edges is shown in Fig. 4. The frequent
subgraphs with one edge (in DFS lexicographically sorted order), their Minimum
DFS Codes and Minimum Sequential Indices are shown in Fig. 5.

Figure 6 shows the generated descendants of subgraph Sa. Here, from
MSI(Sa), we see that the rightmost node ‘C’ occurred in the Minimum
Supergraph in positions 1, 2, 6, 7, 12 and 13. From the Minimum Supergraph
it can be seen that they are connected with the nodes labeled ‘N’, ‘S’, ‘O’.

Fig. 5. Frequent subgraphs with 1 edge
and their Minimum Sequential Indices (for
msiSpan).

Fig. 6. Descendants of Sa in case of
msiSpan.
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Therefore, only those frequent edges from the rightmost node ‘C’ are extended.
Likewise, the next rightmost node ‘C’ will be extended. Finally we get the descen-
dant subgraphs Se, Sf , Sg, Sh, Si and Sj . Since the DFS Codes of Sh, Si and Sj

are not as same as their Minimum DFS Codes, they are pruned. The other three
are found frequent. Here the frequency checking cost is significantly reduced
as we only check at the occurrences of Sa from MSI(Sa) in the Minimum
Supergraph. This recursive process is continued until all the frequent subgraphs
are mined.

3 Experimental Results

A comprehensive performance study is performed in our experiments on real life
datasets (Chemical-340, MOLT-4 (Active) and MCF-7 (Active)) found from a
website1. All experiments of our algorithm and gSpan have been performed on
a 2.40 GHz Intel Pentium Core 2 Duo PC with 2 GB RAM, running Windows
7 Operating System. Both algorithms were implemented using C/C++ and on
the same environment and machine. Our experiments show that our proposed
method is more efficient when compared with the well-known graph mining
algorithm gSpan by an order of magnitude.

Figure 7(left) depicts the performance of our proposed method msiSpan
against gSpan with scalability (dataset size vs time) for the Chemical-340
dataset. The dataset size is varied keeping the Minimum Support Threshold
at 10%. The required processing time increases with the increasing dataset size
as expected. Our proposed method is proved to be more efficient.

Figure 7(middle) depicts the performance of our proposed method msiSpan
against gSpan with scalability (dataset size vs time) for the MOLT-4 (Active)
dataset. Here, the dataset size is varied for a constant Minimum Support Thresh-
old of 45%. Here also, the required processing time increases with the increasing
dataset size as expected. Our proposed method is proved to be more efficient
than the existing method.

In Fig. 7(right), the performance of msiSpan is compared with that of gSpan
with respect to scalability (dataset size vs time) for the MCF-7 (Active) dataset.
The dataset size is varied for a fixed Minimum Support Threshold of 40%. Again,
the required processing time increases with the increasing dataset size. msiSpan
is proved to be more efficient when compared to gSpan.

Figure 8(left) depicts the performance of our proposed method msiSpan
against gSpan with efficiency (Minimum Support Threshold vs time) for the
Chemical-340 dataset. The minimum support threshold is varied with respect
to time as the dataset size is fixed. In case of both of the algorithms the
required processing time decreases with increased Minimum Support Thresh-
old as expected. msiSpan is proved to be more effective and efficient.

Figure 8(middle) depicts the performance of msiSpan against gSpan with effi-
ciency (Minimum Support Threshold vs time) for the MOLT-4 (Active) dataset.

1 https://www.cs.ucsb.edu/∼xyan.

https://www.cs.ucsb.edu/~xyan
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Fig. 7. Database Size vs Time (left:Chemical-340, middle:MOLT-4 (Active), right:
MCF-7 (Active)).

Fig. 8. Minimum Support Threshold vs Time(left:Chemical-340, middle:MOLT-4
(Active), right:MCF-7 (Active)).

The minimum support threshold is varied with respect to time as the dataset
size is fixed. The required processing time decreases with increased Minimum
Support Threshold. msiSpan is proved to be more efficient than the existing
method.

In Fig. 8(right), the performance of msiSpan is compared with that of gSpan
with respect to efficiency (Minimum Support Threshold vs time) for the MCF-
7 (Active) dataset. The minimum support threshold is varied with respect to
time as the dataset size is fixed. The required processing time decreases with
increased Minimum Support Threshold. msiSpan is proved to be more efficient
when compared to gSpan.

4 Conclusions

Our research objective is to propose a time-efficient algorithm that mines fre-
quent subgraphs from a graph database and our proposed algorithm, msiSpan,
achieves this goal in an efficient manner. We have implemented our algorithm
successfully and compared its performance with respect to gSpan, the most
widely used algorithm to mine frequent subgraphs. We present several exper-
imental results analyzing the performance of our algorithm. We have a plan to
use distributed memory to reduce the memory overhead as our future work.
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Abstract. During the last decade, image collections have increased con-
siderably. Searching these voluminous image databases over web requires
either visual features or text available in form of captions or tags. Another
issue with visual search is the ambiguity in tagging where same content is
expressed in different words by different users. Therefore textual search,
which is easier for representing information and reliable to access it, is
generally used to explore huge database of images. Another issue with
visual search is the ambiguity in tagging i.e. tagging of the same con-
tent using different words by different users. To address these issues, we
propose a simple and effective image annotation model based on proba-
bilistic latent component analysis (PLCA). In our framework, the prob-
abilistic model serves two fold purpose: firstly to label various textual
words against the images while the second being the identification of the
visual features for tagging. In this paper, we resolve multi-tag problem
against each image. This approach has been rigorously tested on LabelMe
dataset and the results are found to be encouraging. This facilitates the
multiple relevant tags to given input image.

Keywords: Expectation Maximization · Probabilistic latent compo-
nent · Image annotation

1 Introduction

Image annotation is challenging but important task particularly for designing
image retrieval systems. Annotation is defined as multi-label classification prob-
lem in which each image is associated to different number of different semantic
keywords. Traditional solution is to manually annotate images and to search
images based on these annotations. Due to large size of image corpus, automatic
annotation of images is more reliable compared to manual tagging. However,
automatic annotating is challenging task as it is difficult to establish correspon-
dence between the keywords and image regions from the available training data.
Several approaches exist in literature to address annotation task. Some authors
c© Springer International Publishing AG 2017
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consider annotation as translation from image instances to keywords. Yang and
Mori [1], initially considered co-occurrence model for associating words against
image regions. Different variants of this concept has been later published which
differ particularly with respect to the association models. Further, translation
model based approach proposed by Barnard et al. [2] represents each image
as distribution of words. The links between visual words and tags were estab-
lished using latent topic models like latent Dirichlet allocation (LDA). However,
these latent topic models could not accurately model the underlying relation-
ship between tags and words. Moreover, individual pixels or even image regions
may be difficult to associate to tags. To this end, query expansion is a standard
technique for reducing errors by associating context with individual tags.

Annotation can be performed manually using facilities like mechanical turk
or automatically using intelligent algorithms. The reason is that the manual
tagging of images may result in ambiguous tags i.e. annotating same content
with different textual words. These errors are usually untraceable. On the other
hand, automatic image annotation can be broadly categorized into two method-
ologies viz. visual similarity based labeling and semantic labeling. Visual simi-
larity based labeling uses image similarities to transfer textual annotation from
labeled images to unlabeled images under the assumption that similar images
should have similar annotations [3]. While, semantic labeling makes correspon-
dence between text and local image features under the assumption that similar
local features should have similar annotations. The automatic image annotation
based on visual similarity is ambiguous due to texture less regions.

In [4] the objective is to segment the photo into different classes. There may
be ambiguity at local appearance at patch level e.g. a display unit may belong to
TV, mobile, laptop etc. This ambiguity has been resolved fusing other contextual
information from the surrounding for which [4] uses a CRF model. In [2,5–7] the
LDA the statistical topic model approach has been extended to annotate the
images. These approaches are used to learn the joint distribution between the
image features and the corresponding tags associated with the images. These
generative models employ latent variable to represent the underlying correlation
between two modalities. Wherein these latent variables may be shared between
the models or all the models can have their own set of latent variables. Liu
et al. [8] propose a nonparametric approach for object recognition and scene
parsing using label transfer. To segment and recognize the query image, the
approach warps the pre-defined annotations and clubs multiple cues in MRF
framework based on the dense scene correspondences obtained from SIFT flow.
In the above discussion, we have investigated the drawback of both the method-
ologies of image annotation and propose a new methodology to overcome the
drawbacks. In [10] PLCA is used in image for hierarchical classification in semi-
supervised way. In [10] segmented object from the images of scene category is
used to learn the model and these learned models are used for classification. We
have extended this approach to image annotation. The main contribution of this
paper is in adapting the probabilistic latent component analysis (PLCA) [11] for
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categorizing the images into multiple components. Here the components refer to
the objects present in the image.

The major contributions of our work are:

1. In this approach, an image is described using visual components. These com-
ponents are generated using low level features learned using probabilistic
components.

2. The probability of components are used for representation compared to hand-
crafted features used in conventional approaches.

3. For extracting the latent relationship between components and tags, Expec-
tation Maximization approach is used.

The paper is organized as follows. Section 2 describes the proposed frame-
work. In Sect. 3 we present experimental results on image annotation and finally
conclusions are given at the end.

2 Tag Prediction Using Latent Components

In this paper, novel tag prediction approach is proposed using latent compo-
nent analysis. Visual words are extracted from input image using Probabilistic
Latent Component Analysis (PLCA). PLCA is used for categorizing images
into multiple components. Here the components refer to objects present in the
image. The association between visual words (image features) and tags (referred
to as textual words) is established by learning parameters using Expectation
Maximization approach. The performance is further improved by finding visual
co-occurrence of textual as well as visual features. This is done to showcase the
fact that tree cannot occur in indoor images. Thus, probability of occurrence of
tree with table will be significantly low. The detailed description of steps (see
Fig. 1) involved are given below.

2.1 Preliminaries

For learning image annotation task, suppose we have N images I = {i1, i2 . . . iN}
and M semantic labels L = {l1, l2 . . . lM}. Features are extracted for each
image (xi) using bag of words model [12]. The spatial histogram of xi is
abstracted as a K-dimensional data point, where K corresponds to number of
visual words in an image denoted as {c1, c2, . . . , cK}. Each image in the training
set is associated with number of labels (l ⊂ L). Each label vector li ∈ {0, 1}N
is a binary vector such that li(k) = 1 if xi belongs to kth semantic label and 0
otherwise.

2.2 Extracting Visual Words Using PLCA

This paper focuses on adapting probabilistic latent component analysis (PLCA)
for categorizing image as mixture of latent components. The basic idea behind
using latent variable analysis is the Principle of local independence i.e. if a latent
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Fig. 1. Block diagram of proposed transmedia annotation model

variable causes a number of observed variables then the observed variables con-
ditioned on that latent variable must be statistically independent. To find latent
components from each image (xi), we extract the dense image features from the
corpus of images and quantize the feature space according to their statistics.
In our approach we have used k-means clustering algorithm for quantization
(Fig. 1). It may be noted that value of k depends on count of visual words [12].
The joint probability distribution P (v, xi) is given as

P (v, xi) =
∑

z

P (z)P (v|z)P (xi|z) (1)

where v represents visual words of image xi and z is the latent variable cor-
responding to a given component. PLCA framework analyzes the underlying
hidden structure of the given source image by characterizing the generative
distribution. This is done by estimating the parameters of above equation
from the observed P (v, xi). Parameter estimation is done by using expectation-
maximization (EM) algorithm. In the learning stage, the multinomial distrib-
utions for each of the components is denoted by Ps(w|z) and are learned for
every source. The parameters Px(z) and Ps(w|z) are randomly initialized and
estimated iteratively using EM algorithm as given in Algorithm1.

2.3 Visual and Textual Co-Occurrence

Textual co-occurrence based similarity define the closeness between two labels
(for instance a and b). In this paper, textual co-occurrence between two labels
is measured using cosine similarity, defined as

Sll(a, b) = cos(la, lb) =
〈lTa lb〉

||la||||lb|| (2)
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Fig. 2. Computing image to label corre-
spondence using textual co-occurrence

Fig. 3. Illustrating tag prediction using
proposed transmedia annotation model

where la is a binary vector and 〈lTa lb〉 represents common images annotated to
both a and b class. The label similarity matrix (Sll) is symmetric.

In this paper, each image is represented as set of component probabilities (pi)
given as probability density function. The similarity between images (p, q) is
defined using KL-divergence

Sxx(p, q) = KL(p, q) =
K∑

i

p(i) log
p(i)
q(i)

(3)

The similarity between images and labels is equal and symmetric (Fig. 2).
Similarly, image to label similarity (Rxl) is defined for each image (i) that con-
tains annotations {lk|i ∈ lk},

Rxl(i, k) =

∑
k′|i∈lk′ Sll(k, k′)

∑
k|i∈lk

∑
k′|i∈lk′ Sll(k, k′)

(4)

The co-occurrence probabilities helps in assigning larger weights to words (visual
and textual) that occur together for instance probability of word sun co-occurring
with sky but vice versa might not be true.

2.4 Transmedia Association Model

After obtaining component probabilities against each image, machine transla-
tion model is designed from the training database to map visual topics to tags.
To design the language translation model, each input image is represented as
combined tuple of visual and textual words represented a

xi = {Vi,Wi} = {vi1, vi2, . . . , viK , wi1, wi2, . . . , wiL} (5)

where vij is the probability of jth visual component in ith image and wij is
the binary variable indicating whether the jth tag appears in image i. The
significance of mapping model is to find the mixture by which jth visual word
is associated to kth textual word. This association is established through the
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translation matrix (T ). The probability of associating the jth textual word wij

with kth visual component vik is defined as

p(Wi|Vi) =
L∏

l=1

(p(wl|Vi))wil =
L∏

l=1

(
K∑

k=1

Tlkvil

)wil

(6)

The idea is to find the association between components and tags by upgrading
the translation probabilities using all images in the training set. This is achieved
by maximizing the likelihood, given as

L(X) =
N∏

i=1

L(xi) =
N∏

i=1

L(Wi, Vi) =
N∏

i=1

p(Wi|Vi)p(Vi) =
N∏

i=1

L∏

l=1

(
K∑

k=1

Tlkvil

)wil

(7)

The log likelihood function is maximized using

L(X) =
N∑

i=1

L∑

l=1

log

(
K∑

k=1

Tlkvil

)wil

(8)

The expectation maximization approach is used to find the optimal associa-
tion parameters (T ). The probabilities are upgraded iteratively using

Tjk =
∑

i

wij

(
Rxl(i, j)vikTjk∑

k viktjk

)
(9)

2.5 Tag Prediction

After estimating the optimal parameters (T ), the probability of annotating a
test image (y) with a textual word wj is calculated as

p(wj |Vy;T ) ≈
m∑

k=1

Tjkvyk (10)

where Vy is set of visual words extracted from test image (y) using PLCA (see
Fig. 3).

Algorithm 1. PLCA Training
Input: Test, Training images,
no. of basis and Visual BOW
for 1, . . . ,maxiter1 do

E-Step:
Px(z|w) = Px(w|z)P (z)∑

z Px(w|z)P (z)

M-Step:

P (z) =
∑

w Px(w)Px(z|w)
∑

z

∑
w Px(w)Px(z|w)

P (w|z) =
∑

x Px(w)Px(z|w)
∑

x

∑
w Px(w)Px(z|w)

Until Convergence
end for
Output: Component model

Algorithm 2. Transmedia Association
Input: Components and Tags
for 1, . . . ,maxiter2 do

E-Step:

L(X) =
∑N

i=1

∑L
l=1 log

(∑K
k=1 Tlkvil

)wil

M-Step:

Tjk =
∑

i wij

(
Rxl(i,j)vikTjk∑

k viktjk

)

Until Convergence
end for
Output: Optimal association parameter T
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3 Experimental Results

To evaluate the performance of proposed automatic image annotation tool (Algo-
rithms 1 and 2) we have used LabelMe dataset [13]. We have employed Lenovo
P310 workstation with Intel Xenon E3 − 1225v5@3.30 GHz processor and 8 GB
RAM for simulating our proposed approach. The MATLAB 2013a and LabelMe
toolbox softwares are used. The dataset consists of 2689 images with annotations.
For the purpose of evaluation, 80% images in the dataset is taken for training
and the model is evaluated using remaining 20% of images. For the purpose of
evaluation, results are analyzed with micro precision (Micro-P) and micro F1
(Micro-F1). Micro-P and Micro-F1 is defined as

Micro-P =
∑M

i=1 tpi∑M
i=1 tpi +

∑M
i=1 fpi

(11)

Micro-F1 =
2PR

P + R
(12)

where P is precision, R is recall, tp are true positives, fp are false positives
and fn are false negatives. Table 1 demonstrates comparative analysis of various
tag prediction approaches and proves the efficacy of the proposed approach over
state of the art approaches for tag prediction.

Table 1. Performance of various tag prediction approaches

Approach Micro-P Micro-F1

SVM 0.139 0.201

HF 0.127 0.106

RW 0.127 0.106

LS 0.136 0.138

I-BG [14] 0.210 0.311

LGC-BG1 [15] 0.503 0.532

LGC-BG2 [15] 0.506 0.537

Ours 0.633 0.623

4 Conclusion

In this paper we have proposed a probabilistic latent model approach for auto-
matic image annotation using semi-supervised data. Our major contribution lies
in implementing and using PLCA for image data which was previously used for
audio. Further, the idea of associating visual words represented in form of compo-
nents to textual words is achieved using translation model. This helps to achieve
latent relationship between visual words present in the image to textual words.
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The experiments are performed on LabelMe database and it is found that our
approach outperforms state-of-the-art tag prediction approaches. This pioneers
the applicability of the proposed approach in areas like scene understanding and
tag recommendation.
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Abstract. In today’s competitive telecommunication industry under-
standing the causes that influence the revenue is of importance. In a
continuously evolving business environment, the causes that influence
the revenue keeps changing. To understand and quantify the effect of dif-
ferent factors we model it as a non-stationary temporal causal network.
To handle the massive volume of data, we propose a novel framework as
part of which we define rules to identify the concept drift and propose an
incremental algorithm for learning non-stationary temporal causal struc-
ture from streaming data. We apply the framework on a telecommunica-
tion operator’s data and the framework detects the concept drift related
to changes in revenue associated with data usage and the incremental
causal network learning algorithm updates the knowledge accordingly.

Keywords: Causes of effects · Incremental learning · Non-stationary
causal networks

1 Introduction

Telecommunication operator needs to understand the factors that directly influ-
ence revenue, to stop any revenue loss. Factors for revenue loss can either be
internal (Ex.: network quality issues) or external (Ex.: competitive offers). Tra-
ditional machine learning approaches are considered as black boxes. Modelling
this as a causal network [5], helps us determine the various cause effect relation-
ship amongst the variables, quantify how they impact the revenue and helps the
domain expert to interpret (and validate) the learnt model. Most of the exist-
ing causal network learning algorithms require stationarity of time series, but in
the telecommunication domain cause effect relationships undergoes changes with
time and the learning algorithm should be able to capture the non-stationarity
present, without which the causal network will be stale and forecasting of rev-
enues will be less accurate. Also data volumes of the telecommunication sub-
scriber database is huge and subscriber’s call data records are continuous streams
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and it is not possible to aggregate all the data available for learning at one go.
Hence need arises for the learning algorithm to be incremental.

If we try to learn a global model for subscriber’s usage to revenue mapping it
is non-linear. Instead in data there are groups (clusters) of subscribers. Within
the group, a model that maps recharge pattern and service utilization to revenue
is actually linear. Hence we propose to use work of Ickstadt et. al [1] where it
is shown how to learn non-parametric Bayesian network with infinite Gaussian
mixture models (Bayesian network is a causal network if every edge displays
cause effect relationship). It is well established that the mixture of multivari-
ate Gaussian can approximate any density on Rd provided that the number of
components can get arbitrarily large.

Fig. 1. Pictorial representation of non-stationary temporal causal model

To overcome the key challenges of non-stationarity and large volume of data,
we model it as a non-stationary Temporal Causal Network (nsTCN - Fig. 1)
and propose a incremental learning algorithm for learning nsTCN. Learning
of a nsTCN involves learning the infinite Gaussian mixture model followed by
learning transition causal network per cluster. We are learning the temporal net-
work under first order Markovian assumption (FOMA), hence data record used
for learning have variables from 2 successive time instances. Transition Causal
network under first order Markovian assumption learns the cause effect relation-
ship amongst the variables of current time instance along with the transition
causal relationship between variables of previous time instance and current time
instance. We have transition probabilities at cluster level to capture across clus-
ter transition. We also associate hidden parameters with each of the clusters,
which helps us model the hidden external factors (or confounding factors) influ-
encing the cause effect relationship present within the cluster.

Our contributions for incremental learning of nsTCN are:

– Rules to determine concept drift, these rules are triggered on every batch of
incoming data.

– A new algorithm to incrementally learn nsTCN’s from streams of data, trig-
gered only if a concept drift is detected.
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More details on the solution are explained in the subsequent sections.
Section 2 discusses about the related research, Sect. 3 discusses about the pro-
posed solution, Sect. 4 discusses the experiments and its results, Sect. 5 is on
future work and conclusion.

2 Related Research

Most causal discovery methods assume that cause effect relationship are static
and try to learn it from the data. Pearl in her work [5] shows how causal inference
in statistics can be modelled as a graphical model. We extend this to learn nsTCN
in a incremental fashion.

Zhou et al. [6] modelled causal analysis in non-stationary setup as a Granger
causality, instead we are interested in learning the causal network. Huang
et al. [7] in their work, model a time-dependent causal network as part of which
they model time as one of the causes for changing causal influences. They pro-
pose Gaussian Process regression for estimating the causal influence. Gaussian
Process Regression learnt model has a memory requirement of O(ND + N2)
which is quadratic in No. of training samples leading to a practical limit on
No. of samples. Our work is different as (i) we propose an incremental learn-
ing algorithm (ii) we associate re-learning with identifying concept drift. (iii)
we associate our cluster’s with transition probabilities enabling it to forecast
concept drift.

3 Proposed Solution

We cannot continuously learn from streaming data. Instead we first identify
concept drift, if concept drift is detected then incrementally relearn nsTCN.
Hence the proposed framework for incremental learning of nsTCN has following
major tasks

– Rules to determine concept drift
– Algorithm to incrementally learn nsTCN

3.1 Rules to Identify Concept-Drift

A domain is non-stationary if it is associated with concept drift over time. Con-
cept drift (CD) means that the statistical properties of the random variables
have changed over time in unforeseen ways, leading to changes in cause effect
relationship and the strength of their relationships.

Specific to nsTCN, rules are defined to determine the different types of con-
cept drift, so that re-learning can be triggered accordingly.

– First type of concept drift: for new batch of data determine the KL divergence
for subscriber record to cluster distribution, if the KL divergence is beyond a
threshold then re-learning of type 1 is required.
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– Second type of concept drift: For the new batch of data likelihood of the
records associated with the clusters are determined. For any cluster if likeli-
hood has dropped below a threshold re-learning of type 2 is required.
We use these rules in Algorithm 1. The information regarding type of relearn-
ing associated with each type is explained in the following section.

3.2 Algorithm to Incrementally Learn nsTCN

To learn clusters from streaming data we use work proposed by Huynh et al. [2].
We propose changes to conditional independence test equation used in PC-Stable
Algorithm 3.2 to enable incremental learning of causal network per cluster.

Summarizing PC-Stable Algorithm with changes to partial correlation tests [4]

1. Learn skeleton by iteratively verifying pairwise conditional independence of
variables given a set of observed variables {X(r); r ∈ k}. In each iteration the
size of the set {X(r); r ∈ k} (observed variables) is increased by 1.

2. To test whether X(i) ⊥ X(j)|{X(r); r ∈ k} we compute Fisher’s Z-Transform

Z(i, j|k) = 1
2
log

1+ρi,j|k
1−ρi,j|k

3. The partial correlation co-efficient ρi,j|k can be learnt from pairwise
correlation using dynamic programming as it has repetitive sub problem

structure. ρi,j|k =
ρi,j|k\h−ρi,h|k\hρj,h|k\h√
(1−ρ2

i,h|k\h)(1−ρ2
j,h|k\h)

4. When the observed variable set is of size 1 the partial correlation equation
reduces to ρi,j|k =

ρi,j−ρi,kρj,k√
(1−ρ2

i|k\h)(1−ρ2
j|k\h)

.

5. Equation 1 shows how ci − suffStat collected per batch helps determine the
partial correlation without having to visit the actual batch data

ρi,j =
n

∑
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b X

(j)
b − ∑

b∈batches

∑
X

(i)
b

∑
b∈batches

∑
X

(j)
b√

n
∑

b∈batches

∑
X

(i)2

b − (
∑

b∈batches

∑
X

(i)
b )2

·
√

n
∑

b∈batches

∑
X

(j)2

b − (
∑

b∈batches

∑
X

(j)
b )2

(1)

The key factor for designing an incremental algorithm is to identify addi-
tive operations and collect the required ci-sufficient stats. ci − suffStatbc =
(
∑

X
(i)
b X

(j)
b ,

∑
X

(i)
b ,

∑
X

(j)
b ,

∑
X

(i)2

b ,
∑
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b ). Equation 1, show how using
ci − suffStatbc we determine the correlation between pair of variables, which
in turn are rolled up to determine the skeleton.

The over all algorithm which incrementally learns the complete nsTCN from
streaming (batchwise) data is presented in 1. The algorithm is triggered for every
batch of data, which collects and caches the ci − suffStatbc for every cluster,
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Algorithmus 1. Algorithm to detect CD and update the causal networks
procedure batchUpdate(X = Xt−1 ∪ Xt)
cache the ci − suffStat for the current batch triggerRelearning = False
relearningType = 1 #1 for Just learning the causal structure, 2 to relearn the
cluster and causal structure

4: if firstBatch then
triggerRelearning = True
relearningType = 2

end if
conceptDrift, typeOfConceptDrift = Ruledriven #Populated based on the

rules specified for concept drift
8: if conceptDrift then

triggerRelearning = true
relearningType = typeOfConceptDrift

end if
12: if triggerRelearning and relearningType == 1 then

for cluster: clusters do
if cluster distribution has changed then

16: PcAlgo as summarized in 3.2

Update the parameters of the causal network.

end if
end for

20: end if
if triggerRelearning and relearningType == 2 then

newClusters = null
for cluster: clusters do

24: Generate Data using the Causal network

newClusters =stream data to incremental clustering algorithm

end for
28: for cluster: clusters do

for batch: batches do
From the ci-suffStats of a batch Generate Data records.

Identify new cluster allocation per record.

32: Update ci-suffStats per batch per new cluster.

end for
end for
clusters = newClusters

36: for cluster: clusters do
Per cluster run PcAlgo as summarized in 3.2

Update the parameters of the causal network.

end for
Cache the distribution for cluster to subscriber record mapping

40: end if
Forget the ci-suffStat associated with older

end procedure
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determines if concept drift has occurred and updates the causal network accord-
ingly. We have different types of re-learning to be done as re-learning the cluster
is computationally costly and type of relearning is determined by the concept
drift rules.

4 Experimentation

For non-stationary causal analysis of ARPU (Average revenue per user) in
telecommunication domain, raw data for the subscribers (.091 million) were col-
lected, for a 8 month period (Aug 2016 to March 2017), from one of the leading
Indian telecommunication service provider’s database. The features are identi-
fied and a new dataset is built for the study. The dataset has a total of .7 million
records (.091 million * 8 months) and around 32 features (one record includes
subscriber’s info from 2 successive time instance).

Except for GROSS ARPU and NET ARPU, all other features are resultants
of a subscriber’s transaction. A transaction is either of call made/received, sms
sent, datausages and recharge. These transaction values are month-wise aggre-
gated to form features. GROSS ARPU and NET ARPU are the operator deter-
mined values which represent the subscriber’s overall monthly Revenue. Features
are:

Decrement: value which is deducted per transaction from subscriber’s core
balance.

MrpOfRechargeDone: Market retail price of the recharge
TotalOgMou & TotalOgRev: Subscriber’s out going call minutes and associ-

ated revenue generated for operator.
DataUsage, Data revenue & Data Arpu: data usage by subscriber and resul-

tant revenue for the operator.
GrossArpu: GROSS average revenue per user. NetArpu: NET average rev-

enue per user. StdOgMou & StdOgRev: national out going call minutes for the
subscriber and resultant revenue for the operator.

TotalIcMou, TotalLocalIcMou & TotalStdIcMou: Overall, local and Std
incoming call minutes for the subscriber.

LocalOnnetOgMou & LocalNetOgMou: within operator local outgoing call
minutes for the subscriber.

As per the framework proposed, data is fed to the algorithm in batches,
algorithm identified the cluster’s and per cluster learnt associated causal network
which explains how different usages affects the revenue. The framework also
detected concept drift and updated required causal network accordingly.

As can be seen from the Fig. 2a the memory requirement for nsTCN is much
lower than Huang et al.’s [7] GP Regression based causal analysis. The mem-
ory requirement for GP Regression is O(ND + N2) where as for nsTCN it is
O(KB(D2) + KD2) where N is the number of training records (samples), D is
the number of features/random variables, K is the number of cluster identified
and B is the number of batches for which the sufficient statistics are maintained.
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Fig. 2. Comparisons

Now let us discuss results of the algorithm, which identified concept drift and
associated nsTCN, on telecommunication domain’s subscriber dataset. Figure 2b
pictorially depicts cluster density distribution for top 3 clusters. It can be seen
that for the month of December cluster 24 has seen an increase of 30% (from
21139 to 27724) subscriber records mapped to it, and the subscriber from the
cluster 17 and cluster 15 have seen a drop in the subscriber mapped to them.
The KL divergence was 0.09 above the threshold of 0.02.

In Cluster 17 the direct causal factors for Gross ARPU is Decrement. The
direct causal factors for Decrement are TotalOgRev, DataRev, MrpOfRecharge-
Done. Each of the revenues related to call, sms and data are influenced by
respective usages. In Cluster 24 the data revenue did not contribute towards
Gross ARPU of the subscriber.

Fig. 3. Non-stationary temporal causal network associated with clusters’

Figure 3 shows the causal network for subscribers who underwent concept
drift between the months of November and December. The complete disappear-
ance of the edge suggests that the revenue dropped down to zero.

From the difference in causal network we can infer that the factors that caused
the concept drift have to be related to subscriber’s datausage. This heuristic
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matches with the launch of free services by a competitive Indian telecommuni-
cation operator in the month of December 2016 whose data related services were
widely accepted by the subscribers. Using nsTCN to identify the concept drift
and relearning, results in improvement for ARPU forecasting root mean square
error (RMSE) to drop from 85.6 to 27.1.

5 Future Works and Conclusion

We propose a framework to incrementally learn nsTCN, as part of which we
define rules to identify the concept drift and propose an algorithm to incremen-
tally learn non-stationary temporal causal networks associated to a domain. We
use our proposed framework to model real world telecommunication problem
and identify the concept drift that occurred and see how non-stationary causal
modelling helps us understand the impact on revenue. Also the Causal Networks
provides us the insight that was very well matched with the dominant market
forces.

As part of the future work without any modification to the algorithm we can
add new variables in the dataset which captures seasonality and region, helping
us to understand their influence on revenue. Also we can extend the algorithm to
automate identification of hidden external factors based on the heuristic learnt.
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Abstract. Kernel methods are widely used for the classification of
graphs. Different graph kernels have been proposed based on certain
properties of graphs such as shortest paths, random walks, subtree pat-
terns, subgraphs etc. Since shortest paths have been used for different
graph kernel designs, we make a detailed analysis on the effectiveness of
representation and effect of variation in length of shortest paths in clas-
sification of the node labeled graphs. We identified that certain modifica-
tion in their conventional representation and resultant feature extraction
gives better results and/or efficient feature representation rather than
using them in their trivial definition mode. The effectiveness of resulting
representations and length variations are analyzed with their ability to
classify labeled graphs with an appropriate graph kernel design using
support vector machines.

Keywords: Kernel methods · Shortest paths · Graph kernels · Support
vector machines

1 Introduction

Graphs are considered to be universal data structure. It has a philosophical
importance in the sense that any real world phenomena can be represented in
the form of graphs [1]. Nowadays the usage of graphical tools in representing
and analysing real world applications has been increased.

Kernel methods [2,3], which is based on statistical learning theory, have been
applied successfully on various applications like classification of gene expression
data, hand written recognition, text mining etc. The performance of kernel algo-
rithms depends on the reproducing kernel used. The design of kernels that make
use of the domain’s nature and the geometry of data for complex non-vectorial
points like graphs is a developing field of research. The first work on kernel
designs on this direction was done by Haussler (1999) through his R-convolution
kernel [4]. There after a lot graph kernels have been proposed whose designs are
based on some particular properties of the graph [5–7].

c© Springer International Publishing AG 2017
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2 Effect of Shortest Path Representations

We define a graph as a triplet G = (V, E , l), where V is a set of nodes, E is a set
of edges and l is a labeling function l : V → Σ where Σ is an alphabet which
contains all node labels. A labeled graph in this paper refers to an undirected
graph having nodes being labeled according to l.

Let the shortest path of length n be represented as Π(v0, vn) = {v0, v1, v2, ...,
vn} where v0 is the starting node, vn is the destination node and vi is the node
encountering in ith step.

Here we consider the labeled shortest paths for graph classification. The steps
include identifying shortest paths and making a representation of the paths by
constructing a string which constitutes the node labels that encounters at each
node of the shortest path. We studied two ways of representation of the shortest
paths and their representation capacity in classification problems are analyzed
by defining an appropriate graph kernel as discussed below.

2.1 Trivial Representation

In this definition each shortest paths are represented as a string where ith string
component corresponds to the label of ith node encountered in the shortest path
i.e., the paths are represented as

LSP (Π) = {l(v0)l(v1)l(v2) . . . l(vn)}

where l(vi) is the labeling function applied to node vi.

2.2 Encoded Representation

We can think about another representation where we could count the presence
of node labels rather than their order of occurrence as in trivial definition. It is
obvious that this new encoded representation contains lesser number of features
than previous. So in order to minimize the number of features we can introduce
an encoding scheme to each LSP as explained below.

First of all we define a dictionary D where elements of Σ is following a total
ordering. Then separate total ordering is done according to the dictionary to each
LSP in two stages, (1) to the end nodes alone and (2) to the nodes that falls in
between. Let T represents this two stage total ordering procedure. If a separate
ordering is not given to end points, the shortest paths Π(vi, vj) and Π(vj , vi)
between node vi and vj although same, will have two different representations
and it results in an unnecessary increase in number of features.

An example is shown in the Fig. 1. Note that we have included zero length
paths also as part of this feature representation. Zero length paths imply that the
shortest path walker remains still in its starting position without any movements
or equivalently it counts the occurrence of each node labels in the graph.
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Fig. 1. Feature representation of certain shortest paths of length three corresponding
to the highlighted portion of the graph (note that node labels are given inside circles).
The table shows the node labels associated with these paths or trivial representation
and their corresponding encoded representation (Color figure online)

2.3 Other Representation of Shortest Paths in the Literature

Shortest paths have been used widely for the classification purpose. Borgwardt
et al. [6] used a shortest path representation (for the labeled graph) in the form
of a triplet (v1, v2, l), where v1 and v2 are the labels of ordered end nodes and
l ∈ N0 is the length of the path. Shervashidze et al. [7] applied this representation
to their Wiesfeiler-Lehman graph kernel framework.

In the case of unlabeled graphs, Borgwardt et al. [6] represents the path as
a scalar whose value is length of the shortest path. Note that this scalar repre-
sentation can also be used in the case of labeled graphs (neglecting the labels).
We compare the performance of our encodings with these above mentioned rep-
resentations in Sect. 4.6.

2.4 Graph Kernel Definition

Now we apply the encoded representation given in Sect. 2.2 in an appropriate
graph kernel to do the classification and compare the performance of other short-
est path encodings as well as two other graph kernel definitions as explained in
Sect. 4.6. The graph kernel is designed as follows.

Let ΣPk

Gi
, ΣPk

Gj
be the sets containing all the strings produced by T applied

to shortest paths of length k in graphs Gi and Gj .
For assessing the individual prediction capability we define the Labeled Short-

est Path kernel(KLSP ) between graphs Gi and Gj as

KLSP (Gi, Gj) =
pmax∑

k=1

∑

p∈Σ
Pk
Gi

∑

p′∈Σ
Pk
Gj

δ(p, p′)

where pmax ∈ Z+ is the maximum length of the path and δ is the Kronecker
delta function.
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Without loss of generality, same kernel definition can be applied to the strings
produced by trivial representations of the graph where ΣPk

Gi
, ΣPk

Gj
represents the

strings produced by trivial representation of shortest paths.
Note that encoded representation gave better results in graph classification

compared with trivial representation and it also resulted in a large reduction in
number of features as discussed in Sects. 4.3 and 4.4.

3 Effect of Variation in Length of Shortest Paths

In this section we discuss about the effects of constraining shortest path lengths
in graph classification. The overall idea is to compare whether the results got
by using all length shortest paths have an improvement, once we restrict the
shortest path length to a threshold.

The idea stems from the tottering effect observed in graph kernels [8]. It
can be stated as: “by iteratively visiting the same cycle of nodes (tottering), a
walk can generate artificially high similarity values limiting the expressiveness
of resultant kernel definition”. Note that here we are not visiting a node more
than once as per a single shortest path but when we consider several shortest
paths this effect is more. Hence it is natural to limit the length of the shortest
paths to a threshold before being used in the graph kernel definition in order to
minimize tottering effect.

Considering this, we can make a modification in the graph kernel explained
in previous section as explained below.

KLSP (Gi, Gj) =
d∑

k=1

∑

p∈Σ
Pk
Gi

∑

p′∈Σ
Pk
Gj

δ(p, p′)

where d ≤ pmax is the length of the shortest paths upto which we have used for
feature construction or threshold.

Note that the performance under this setting has improved compared with
all shortest paths and the threshold d is fixed through cross validation.

4 Experiment

The efficiency of the proposed approaches was analyzed by subjecting them on
real world data sets and compared its performance with graph kernels utilizing
three shortest path representations mentioned in Sect. 2.3: Shortest Path (SP)
kernel [6] for scalar and triplet representations, Weisfeiler-Lehman (WL)-SP [7]
kernel (utilizing Borgwardt’s [6] triplet representation in WL framework). We
also compared kernel definition based on our encoding scheme with two other
graph kernels namely: Random Walk (RW) kernel [5] (which makes use of ran-
dom walks), and Weisfeiler-Lehman (WL)-subtree kernel [7] (which makes use
of subtree patterns).
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4.1 Datasets

The datasets used were MUTAG, PTC(MR), NCI1, NCI109 and PROTEINS.
MUTAG [9] is a dataset of 188 mutagenic aromatic and heteroaromatic nitro
compounds labeled according to whether or not they have a mutagenic effect on
the Gramnegative bacterium Salmonella typhimurium. NCI1 and NCI109 [10]
are two balanced datasets of chemical compounds (4110 and 4127 respectively)
screened for activity against non-small cell lung cancer and ovarian cancer cell
lines respectively. PTC(MR) [11] dataset describes the carcinogenicity of 344
chemical compounds for male rats. PROTEINS is a dataset of chemical com-
pounds with two classes (enzyme and non-enzyme) introduced in [12].

4.2 Experimental Setup

The validation process were carried out in the following way. Using hold out
technique 80% of the data points were assigned for training and the remaining
for testing. 10 fold cross-validation was done on training data. The above process
was repeated 30 times and the results reported were averaged over these 30
iterations to nullify the effects of fold assignments.

SVM is implemented using Libsvm [13]. The performance parameters used
were accuracy and F-measure.

Accuracy is defined as the percentage of testing points predicted correctly.

Accuracy =
TP + TN

P + N

where TP is “true positive” which is the count of correctly classified points in
positive class, TN is “true negative” which is the count of correctly classified
points in negative class, P and N is the number of testing points belonging to
positive and negative class respectively. F-measure is defined as the harmonic
mean between Precision and Recall, where

Precision =
TP

TP + FP
and Recall =

TP

P

where FP is “false positive” which is the number of negative class data points
misclassified into positive class.

4.3 The Effect of Shortest Path Encodings

Figure 2(a) shows the number of actual features and decrease in number of fea-
tures when shortest path encoding is done.

It should be noted that although we are minimizing the number of features,
it will not affect the classification performance. Figure 2(b) shows the accuracy
with trivial features and encoded features using shortest paths of whole length
(without applying any restriction on length of the path).

Note that the number of features getting reduced eventually depends on the
number of unique labels associated with each graph in a dataset.
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Fig. 2. The effect of shortest path encoding (a) comparison of number of features
(b) comparison of accuracy with trivial features and encoded features

4.4 Effects of Choosing Paths of Different Length

The results in classification performance for varying shortest path lengths are
given in Fig. 3. It is evident that limiting length of the path improves performance
compared with the case where whole paths are used. It is noted that:

1. With shortest paths of length 1 alone accuracy increased to 89.78 from 87.58
in MUTAG dataset.

2. With shortest paths upto 9 length accuracy increased to 81.01 from 80.37 in
NCI1 dataset.

3. With shortest paths upto 10 length accuracy increased to 80.32 from 78.51
in NCI109 dataset.

4. With shortest paths upto 7 length accuracy increased to 62.08 from 60.89 in
PTC dataset.

5. With shortest paths upto 7 length accuracy increased to 71.97 from 71.56 in
PROTEINS dataset.

4.5 Results

The accuracy and F-measure results are tabulated in Tables 1 and 2 respectively.
The best results are given in bold letters.

4.6 Observations

The results reported under LSP kernel are for encoded representations and short-
est path length limited by threshold identified through cross-validation. Proposed
approach performs better than path/walk based kernels, RW kernel [5], Shortest
Path kernel (with scalar and triplet representation) [6] and WL-Shortest Path
kernel [7] and hence our encoding of shortest path performs better than other
encodings. WL kernel [7] is based on subtree patterns and proposed framework
comes second in performance where ever WL is better.
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Fig. 3. The effect of variation in shortest path length in accuracy

Table 1. Accuracy of the proposed shortest path encoding based LSP kernel with
other graph kernels

Kernel MUTAG NCI1 NCI109 PTC(MR) PROTEINS

Kernels utilizing other encodings

SP kernela 88.68 ± 3.96 72.56 ± 1.74 71.73 ± 1.89 58.42 ± 5.87 57.56 ± 2.84

SP kernelb 87.84 ± 5.66 67.15 ± 1.63 70.63 ± 1.80 59.65 ± 6.02 73.83 ± 2.93

WL-SP 85.30 ± 5.08 83.54 ± 1.09 81.92 ± 1.88 59.60 ± 5.68 68.66 ± 3.15

Kernels utilizing other graph properties

RW kernel 81.58 ± 2.67 65.57 ± 0.47 64.61 ± 0.37 53.64 ± 5.83 OUT OF TIME

WL-subtree 85.72 ± 5.81 84.79 ± 1.11 83.81 ± 1.75 60.93 ± 4.66 74.67 ± 2.47

LSP kernel 89.78 ± 3.74 81.01 ± 0.91 80.32 ± 1.14 62.08 ± 4.01 71.52 ± 2.36
aShortest Path kernel applied with scalar representation
bShortest Path kernel applied with triplet representation.

Table 2. F-measure of the proposed shortest path encoding based LSP kernel with
other graph kernels

Kernel MUTAG NCI1 NCI109 PTC(MR) PROTEINS

Kernels utilizing other encodings

SP kernela 89.57 ± 4.59 73.58 ± 2.15 72.44 ± 2.65 52.64 ± 5.84 62.45 ± 2.68

SP kernelb 88.76 ± 3.87 67.56 ± 1.78 71.59 ± 1.72 53.93 ± 7.23 77.74 ± 2.42

WL-SP 86.38 ± 5.42 83.48 ± 1.18 81.56 ± 1.85 52.18 ± 6.07 72.68 ± 3.03

Kernels utilizing other graph properties

RW kernel 83.52 ± 5.61 65.76 ± 0.71 64.34 ± 0.49 46.40 ± 5.74 OUT OF TIME

WL-subtree 88.90 ± 4.35 84.63 ± 1.18 83.41 ± 1.60 52.21 ± 6.30 78.40 ± 2.50

LSP kernel 91.58 ± 3.78 81.00 ± 0.89 80.39 ± 1.16 53.82 ± 5.73 76.28 ± 2.24
aShortest Path kernel applied with scalar representation
bShortest Path kernel applied with triplet representation.
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5 Conclusion

It has been identified that the shortest paths used in their trivial definition is not
as effective as their encoded representation. It helps in decreasing the number of
features to a greater extent. It is also identified that usage of higher lengthened
paths are not contributing significantly to the classification tasks and limiting
the shortest path length to a threshold improves the performance significantly.
So a significant improvement in shortest path based approaches can be achieved
by following the encoded representations and restriction on path length.
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Abstract. Big Data involve composite, undefined volume and unspecified rate
of datasets [1]. The index array lags behind the conventional approaches to
maintain the data velocity by allowing subjective expansion on the boundary of
array dimension. The major concern of large volume applications like “Big
Data” is to perceive data volume and high velocity for further operations. In this
paper we offer a scalable encoding scheme that replaces data block allocation
with segment allocation and reorganizes the n dimensions of array into 2
dimensions only. Hence it requires 2 indices for data encoding and offers low
indexing cost.

Keywords: Array storage � Array indexing � Big data storage � Data encoding

1 Introduction

The territory of data volume progressively expands to terabytes and petabytes and
expected to direct in Exascale computing [1]. Array based model like Conventional
Multidimensional Array (CMA) can dominate other structures for their easy mainte-
nance. But it is not scalable. The Index Array model [2, 3] solves this limitation by
dynamically allocating memory during run time as form of subarrays (SA). But it
cannot meet the expected demand of memory utilization as per the demand of data
volume especially for “Big Data” applications [1] because of address space overflow.
Again it is quite difficult to visualize the large volume of data. [4] mentions a structure
which enhances the data volume capacity of Index Array by dealing address space
overflow. The structure can also visualize the large volume of data by representing
n dimension into 2 dimension only. But the most challenging task in large volume
application is to get useful information as the volume entail sparsity [1]. Data encoding
is an effective way to preserve only those cells that are meaningful and not-empty [5].
In this paper, we acclaim an encoding scheme based on SAI scheme [4]. The scheme is
a segment based structure that encodes 2D indices of the SAI structure. We named the
proposed encoding as Segment based Encoding Scheme and denoted as SES. The
organization of the paper is as follows: Sect. 2 describes some related works. Section 3
revises the SAI model, Sect. 4 explains the proposed encoding scheme, Sect. 5 anal-
yses the performances and Sect. 6 outlines the conclusion.
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2 Related Work

Although large volume is the most needed property in various field of computation, the
main challenge is to extract effective information from the volume due to sparsity. [6]
deals sparsity in collaborative filtering using emotion and semantic based features. [7]
handles sparsity for twitter sentiment analysis. The multi-dimensional indexed array
based encoding scheme using history-offset has been initiated in [8] can also be found
in [9, 10]. [11] shows an encoding scheme that undergoes indexing overhead and it can
efficiently operate up to 4th dimension. [12] offers an encoding scheme where the
compression ratio is not suitable for higher dimensional array. Most of the index model
mentioned above demand nD indexing. In this paper, we represent a scalable segment
based encoding scheme that utilize only 2D indices for an nD array. Therefore, can
illustrate better performance than the other schemes.

3 Segment Based Array Indexing (SAI)

The proposed scheme is a 2D depiction of an nD array that allocates small segments.
Consider an nD Conventional Multidimensional Array (CMA(n)) of size
A l1; l2; . . .; ln½ �. Then \x1; x2; . . .; xn [ be the Real nD Index (RnI); where li is the
length of dimension di. Among CMA(n), n

2

� �
number of odd dimensions fit along row

direction d
0
1 and rest n

2 number of even dimensions fit along column direction d02. The
CMA(n) is converted to A0 l01; l

0
2

� �
and \x01; x

0
2 [ be the Revised 2D Index (R2I)

where l01 and l
0
2 are the length of d01 and d02 respectively. So, <x1, x2,…,xn> to

\x01; x
0
2 [ is done as follows:

x01 ¼ x1l3l5. . .ln�3lr þ x3l5. . .ln�3lr þ . . .þ xr

x
0
2 ¼ x2l4l6. . .ln�3lc þ x4l6. . .ln�3lc þ . . .þ xc

r ¼ n� 1; if n is even

n; if n is odd

�
; c ¼ n� 1; if n is odd

n; if n is even

� ð1Þ

f x01; x
0
2

� � ¼ x01 � l02 þ x02; if d
0
1holds the SA

x02 � l01 þ x01; if d
0
2holds the SA

�

l01 ¼ l1 � l3 � . . .� lr; l02 ¼ l2 � l4 � . . .� lc

ð2Þ

For an extension along di, the SA size (saz) is calculated as saz ¼ Qn
j¼1 lj i 6¼ jð Þ,

where lj is the length of dj. If the direction of SA is on d02, then the segment size sgz is
l01, otherwise l

0
2 and the number of segment is calculated as nos ¼ saz

sgz. Figure 1(a) shows

a CMA(5) of size [2, 2, 2, 2, 2] by a SAI of l01; l
0
2

� �
or [8, 4]. The CMA index <1, 0, 1,

1, 0> is converted to SAI by <6, 1>. Figure 1(b) shows the segmentation of Fig. 1(a).
Here, saz = 32, l02 ¼ 4 and the nos is 32

4 or 8. The SAI includes five types of 2D
Supplementary Tables (ST) for attaining scalability as: History Table (HT) stores
construction history of the; The Index Table (IT) stores the initial index of the
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corresponding extended dimension; Extend Dimension (EDT) tracks the scalable
direction by assigning value 1 to n; Multiplicative Coefficient Table (MCT) stores
co-efficient of x01 or x02 (Eq. 1); Address Table (AT) stores the first address of the first
segment of SA.

Figure 2(a) shows a SAI after extending on d2, d1, d4 respectively. The bold dotted
SA shows an extension on d2. Here, saz is 16 (i:e24), sgz is 8 (i:el01) and nos is 2 (i:e

16
8 ).

The 1st address of the 1st segment (i:e 32) is stored in ST2 [1].AT. The new history is
stored in ST2 [1].HT. The new value of l2 (i.e. 2) is stored in ST2 [1].IT and d2 is stored
in ST2 [1].EDT (i.e. 2). To retrieve a data, let, the row indexes are x1; x3; . . .; xrð Þ and
column indexes are x2; x4; . . .; xcð Þ. Let max() returns the maximum value and Cmax()
returns the count of max(). Find maxr ¼ xa ¼ max x1; x3; . . .; xrð Þ, mr ¼ Cmax x1;ð
x3; . . .; xrÞ and maxc ¼ xb ¼ max x2; x4; . . .; xcð Þ, mc ¼ Cmax x2; x4; . . .xcð Þ, where maxr
is the maximum index value in row direction and xa is the index position of a
dimension in row direction that contains maxr and mr is the count of the indexes that
contain maxr. To find i (or j) from ST1 (or ST2) there can be two cases using mr (or mc)
as follows:

i. If mr ¼ 1; find i such that ST1[i].IT ¼ maxr ¼ xa and ST1[i]. EDT ¼ a
ii. If mr [ 1;mr ¼ a. Let i1;i2;; . . .; ia contains maxr such that ST1[k].IT ¼ maxr ¼ xa

and ST1[k].EDT = a where 1� k� a. Now from i1;i2;; . . .; ia find hmax ¼
max ST1 i1½ �:HT ; ST1 i2½ �:HT ; . . .; ST1 ia½ �:HTð Þ: Find i such that hmax ¼ ST1 i½ �:HT .

Fig. 1. Dimension transformation of a CMA(5)

Fig. 2. A realization of a SES System
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Find Hmax = max(ST1[i].HT, ST2[j].HT) (SA direction) and recall x
0
1; x

0
2 as follows:

x01 ¼ x1ST1 i½ �:MCT 0½ � þ x3ST1 i½ �:MCT 1½ � þ ::þ xrST1 i½ �:MCT
n
2

l m
� 1

h i

x02 ¼ x2ST2 j½ �:MCT 0½ � þ x4ST2 j½ �:MCT 1½ � þ ::þ xcST2 j½ �:MCT
n
2
� 1

h i

If ST1 i½ �:MCTmax is the maximum MCT on ST1, then find start index sx0ð Þ, segment
number (SN), segment’s first address (SFA) and value (VALUE) as follows:

sx0 ¼ ST1 i½ �:IT � ST1 i½ �:MCTmax;when SA exists on d01
ST2 j½ �:IT � ST2 j½ �:MCTmax;when SA exists on d2

�
ð4Þ

SN ¼ x01 � sx0;when SA exists on d01
x02 � sx0;when SA exists on d02

�
ð5Þ

SFA ¼ ST1 i½ �:AT 0½ � þ SN � l02;when SA exists on d01
ST2 j½ �:AT 0½ � þ SN � l01;when SA exists on d02

�
ð6Þ

VALUE ¼ SFAþ x02;when SA exists on d01
SFAþ x01;when SA exists on d02

�
ð7Þ

Let x1; x2; x3; x4; x5ð Þ ¼ 2; 2; 1; 2; 1ð Þ. For row maxr ¼ 2, Cmax 2; 1; 1ð Þ ¼ 1 and
xa ¼ x1 ¼ 2; a ¼ 1. Select ST1 index i = 1 (ST1 1½ �:IT ¼ 2 and ST1 1½ �:EDT ¼ 1). For
column, maxc ¼ 2, Cmax 2; 2ð Þ ¼ 2. Select ST2 index j1 = 1, j2 = 2 and j = 2 (j2 is
larger).

And x01 ¼ 2� 4þ 1� 2þ 1� 1 ¼ 11 and x02 ¼ 2� 1þ 2� 3 ¼ 8 (Eq. 1).
Hmax ¼ ST2 2½ �:HT, sx0 ¼ 2� 3 ¼ 6 (Eq. 4), SN ¼ 8� 6 ¼ 2 (Eq. 5), SFA ¼
72þ 2� 12 ¼ 96 (Eq. 6) and VALUE ¼ 96þ 11 ¼ 107 (Eq. 7).

4 Segment Based Encoding Scheme

In 2D SES scheme, the index that exhibits the SA direction is called major index and
the rest is named as minor index. The 2D Address Table (AT) is replaced by a 1D
Segment Address Table (SAT) that contains each segment’s locations of a SA. For
empty segments, it stores the negation of next available non-empty memory position.
The SES representation of Fig. 2(a) (shaded empty cells) is shown in Fig. 2(b). The
non-empty cells are replaced by its value and minor index. Consider the third segment
of the first SA in Fig. 2(a). The minor index is x02. So three tuples <0; 8>, <2; 10> and
<3; 11> will be stored by SES. The location of tuple <0; 8> will be pointed by SAT[0]
[2]. As, the next segment is empty, it will store −5. To encode an array non-empty cell,
the R2I, Hmax and SN are calculated (see Sect. 3). The segment’s first non-empty cell is
located in SAT[Hmax][SN]. Now, perform a binary search to find the minor index.
Given an RnI x1; x2; x3; x4; x5ð Þ ¼ 2; 2; 0; 2; 0ð Þ. The R2I, Hmax and SN are <8,8>, 3,
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2 respectively. As SAT[Hmax][SN] > 0, the segment is non-empty. Now, minor index
x
0
1 or 8 shows that the value is 104.

5 Performance Analysis

The analysis has been employed in Intel(R) Xeon(R) E5620 @ 2.40 GHz processor
having 8 processors, 32 GB RAM, 1406 MB cache memory. The program is written in
C and the data size is 8 Bytes. The analysis is linked with HSOEA [11], EaCRS [12]. The
cost of EaCRS is always higher compared to others as it requires nD history and column
information and n-1D row information for data encoding. Figure 3 illustrates the storage
requirements. The SES and HSOEA scheme requires two parameters to encode nD data.
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Figure 3(a) shows storage requirement with varying dimensions and Fig. 3(b) shows
storage requirement with varying data density q ¼ number of non�empty cells

total number of cells ; 0� q� 1.

Figure 4 shows the encoding costs. The HSOEA requires nD history, 2D segment
number and 2D offset. The SES beats the others as it requires 2D indices to encode nD
data. The range of usability ðtÞ of an encoding scheme is the greatest q fit for the
compression ratio ðg ¼ size of compessed array

size of uncompressed array\1Þ. The SES and HSOEA points the range

of usability at q = 0.66, which is higher than EaCRS scheme as shown in Fig. 5.
The SES and HSOEA monitors each segment’s first address as the SA is divided into
segments. The EaCRS does not offer segmentation. The HSOEA needs nD indices and
extra metrics after 4th dimension. So, index overhead is less in SES as shown in Fig. 6.

6 Conclusion

The size of data to be needed is expanding gradually. Conversely, in real world the
amount of effective data is very small for the presence of sparsity. It is very challenging
to deal with sparsity while keeping the additional costs like data compression. Here, we
present a 2D encoding scheme for nD array. We have shown that the proposed scheme
can effectively encodes 66% data while reducing the indexing and encoding cost
accordingly. It can be used in big data storage and parallel or multiprocessor
environment.
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Abstract. Covolutional neural networks extract deep features from
input image. The features are invariant to small distortions in the input,
but are sensitive to rotations, which makes them inefficient to classify
rotated images. We propose an architecture that requires training with
images having digits at one orientation, but is able to classify rotated
digits oriented at any angle. Our network is built such that it uses any
simple unit of CNN by training it with single orientation images and uses
it multiple times in testing to accomplish rotation invariant classification.
By using CNNs trained with prominent features of images, we create
a stacked architecture which gives adequately satisfactory classification
accuracy. We demonstrate the architecture on handwritten digit classifi-
cation and on the benchmark mnist-rot-12k. The introduced method is
capable of roughly identifying the orientation of digit in an image.

1 Introduction

Feature extraction and classification have become much more simpler and effi-
cient with the aid of convolutional neural networks(CNN). They use a series
of convolution, non-linear activation, sub-sampling and fully connected layers
to extract deep hierarchical features from the input image. CNNs have exten-
sively been applied for computer vision and classification tasks such as texture
classification [1], image super resolution [2], medical image segmentation [3], etc.

CNN features are highly distinguishable and invariant to scale changes and
distortions in the input. But they are sensitive to rotations in the image. Thus
a CNN trained with images having digits at one orientation may fail to classify
images with rotated digits. Nonetheless, attempts have been made to achieve
rotation independent classification by rotating the training dataset at various
angles and using large rotated dataset for training. This technique is called data
augmentation and has been used in many works including [4,5]. But large train-
ing data requires larger training time. Also, augmented data contains rotated
form of same image, thus it might have redundant features. Another approach
for rotation invariant classification is Spatial Transformer Networks [6] in which
c© Springer International Publishing AG 2017
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they introduce a STN module which has a localisation sub-network that learns
the parameters of transformation from the input image and transforms the fea-
ture maps across a sampling grid using those parameters such that the overall
cost function is minimized. But inserting a STN module in a network makes the
training more complicated.

We introduce an architecture that is trained with images having digits at
single orientation (say 0◦) and is able to classify the digits rotated at any angle.
We introduce multiple instance testing to accomplish the task, which uses a
trained CNN architecture various times in testing and decides the final label
based on the activations obtained from multiple CNNs. CNN has the ability
to include different features in terms of maps to arrive at better classification
or recognition and we have utilized this fact to improve the proposed basic
architecture to achieve even better classification by replicating it with datasets
derived from enhanced features such as edges, morphological operations, etc. The
introduced architecture is also capable of estimating the approximate orientation
of digit in the input image without any additional computations.

2 Proposed Architecture: RIMCNN

In various classification tasks such as digit classification, object classification,
etc., the orientation of digit/object in an image is very crucial. An ideal classifier
should be able to classify all digits irrespective of persons handwriting which
can be erect or slanted. Also, it might benefit automated readability of scanned
documents, as documents scanned in any direction can be correctly read.

We design an architecture that can identify rotated digits at all angles with-
out any complexity in training. It can achieve rotation invariant digit classifica-
tion using multiple instances in training. We will use the abbreviated form of the
architecture ‘RIMCNN’ throughout the paper. The architecture has two stages:
(a) Training (b) Testing

2.1 Training

As mentioned above, the proposed architecture requires simple training, as is
done for any CNN. We construct or choose an existing CNN architecture which is
efficient enough to classify test data having images with digits without rotations,
and train it with available data. We do not introduce any rotation or modification
in the network during training. The selected CNN is trained with stochastic
gradient descent (SGD) approach. This trained network is then used in testing.

2.2 Testing

This is the essential phase of our architecture that differs from other methods
which merely evaluate the trained network with test dataset. It is quiet obvious
and proven that the network trained with images having non-oriented digits is
able to classify the non-oriented test images successfully. But when tested with
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rotated images, the network becomes inefficient. We build a rotation invariant
CNN architecture by using a basic CNN unit multiple times in testing.

The CNN trained in the training phase is used in parallel for N times. The
inputs to CNNs are N rotated versions of original image i.e. original image
rotated at N angles (L1,L2,...,LN ). Thus each test image is rotated N times and
each rotated version is fed to a parallel instance of trained CNN. The motivation
behind the selected approach is that the CNN unit which gets that rotated ver-
sion of test image that has orientation closer to that of training data, will always
produce correct label. Also, it is observed that the activation produced by that
CNN for correct label will always be higher than the activations produced by
all other CNNs for all labels. Thus by selecting the label corresponding to maxi-
mum response is decided as the final label. Thus if we have C classes, then each
CNN will generate C× 1 output. Now if we use N rotations in testing, then we
get N×C responses at the output of RIMCNN. Now final label is the one which
generates the maximum response among N×C outputs.

For handwritten digit classification, LeNet-5 architecture introduced in [7] is
a very efficient architecture. Thus we use the same for evaluating our results.
The RIMCNN test architecture with LeNet is shown in Fig. 1.

Fig. 1. RIMCNN test phase

Number of CNN Units and Rotation Angles. The number of CNN
units(N) and rotation angles(L1,L2,...,LN ) depend on the application. The rota-
tion angles should be selected such that they span the entire range of rotation in
the test data, say (Lmin,Lmax). If rotations in test data are not known in prior,
the angles can be uniformly spaced between 0◦ to 360◦. Higher is the number of
CNN units selected(N), higher is the accuracy for all rotations, but more is the
testing time. so there is always a trade-off between N and classification error.

Orientation of Digit in Test Image. The highest response is obtained from
the angle (say Lk) that brings the digit closer to the orientation that was included
in the training dataset, thus negative of the angle Lk gives the approximate
orientation of the digit in the test image. Now if we wish to get more accurate
orientation, then we can use another stage of RIMCNN that has rotation angles
sampled around Lk. Thus, without any additional complexity, we can obtain the
rough estimation of digit-orientation.
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3 Modified-RIMCNN

The basic RIMCNN discussed above is a simple approach with fair results, but
selecting the final label is merely based on the maximum activation, which might
not be always reliable. To further improve the accuracy in classification, we
apply RIMCNN for some of the enhanced features of the original images, such
as edges, morphological features, etc. However, these features independently do
not improve classification. But when stacked together, they boost up the perfor-
mance of RIMCNN. We extract edges from the original MNIST dataset to obtain
edge dataset. Also, we dilate the original dataset to obtain dilated dataset. Now
we train two different LeNet architectures with edge and dilated datasets respec-
tively. RIMCNN is applied using three LeNets trained individually with original,
edges and dilated images. Now instead of selecting the class corresponding to
maximum activation as the final class, we select the class based on the outputs
of all three LeNets. We find the vector sum of output activations from three
LeNets, for each rotation, and decide the final label as the class which gives the
maximum sum. The modified architecture is shown in Fig. 2.

Fig. 2. Modified RIMCNN with edges and dilation. Lenet-Org, LeNet-Edge and LeNet-
Dil are the LeNet-5 architectures trained on Original, Edges and Dilated datasets
respectively

4 Simulation Results

We applied our architecture for handwritten digit classification using LeNet-5 as
the basic CNN unit and observe that it performs better than LeNet for rotated
test data. All simulations have been performed using a high-level neural networks
library Keras(1.0.5) running on top of Theano(0.8.2). Intel(R) Xeon(R) X5675
computer with 24 GB RAM and NVIDIA Quadro 6000 graphics card is used.
We evaluated our architecture on two datasets:

(i) MNIST [8]
(ii) mnist-rot-12k [9]
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4.1 Performance Evaluation on MNIST Dataset

MNIST dataset consists of 60000 handwritten digits images divided into 50000
images for training and 10000 images for testing. We rotate the test dataset
at different angles to analyse rotation independent abilities of our network. To
account for the boundary distortions caused on rotating an image, we center
the original 28× 28 image in larger image(52× 52). Also, on rotation between
0◦ to 360◦, the class-9 and 6 images may look similar, so we discard all images
belonging to class 9 to avoid any ambiguity in classification. Thus the resultant
9-class dataset contains 54000 images for training and 9000 test images rotated
across center, at steps of 10◦ between 0◦ to 360◦ for testing. We train the LeNet-
5 architecture with 54000 images and use it in RIMCNN for testing with 36
rotated versions of 9000 test images. The results obtained from RIMCNN and
Modified-RIMCNN with N = 12 on modified MNIST dataset and its comparison
with LeNet is shown in Fig. 3.

Fig. 3. Comparison of classification error (Y-axis) between RIMCNN and LeNet for
MNIST test data rotated at various angles (X-axis)

4.2 Performance Evaluation on Mnist-rot-12k Dataset

The dataset mnist-rot-12k [9] is derived by rotating the images of MNIST dataset
at random angles between 0◦ to 360◦. It has 12000 training images and 50000 test
images containing rotated digits. As our architecture has an advantage that it
doesn’t require rotations for training, thus we can use the already existing model
trained with MNIST dataset for testing rotated dataset as well. On using the
same model, as was used in Sect. 2 on MNIST dataset, in RIMCNN with N = 13
and rotations uniformly sampled between 0◦ to 360◦, we achieve the classification
accuracy of 86.73% on test images. RIMCNN takes 649.65 s for testing the given
set of images. On applying modified RIMCNN introduced in Sect. 3 on the same
dataset, accuracy is further improved to 89.36%. We demonstrate test error for
different configurations of RIMCNN in Table 1.
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Table 1. Test error comparison for different configurations of RIMCNN trained with
original MNIST dataset (without rotation) and tested with mnist-rot-12k test data

RIMCNN-N % test error

RIMCNN-6 18.66

RIMCNN-10 14.9

RIMCNN-13 13.27

Mod-RIMCNN-13 10.64

[10] compare their results with other architectures for mnist-rot dataset cre-
ated by them. The approach they use to create their dataset is similar to that
used for mnist-rot-12k, thus both datasets, more or less, are comparable. Almost
all state-of-the-art architectures use rotated data for training. Since our architec-
ture is not trained with rotated samples, whereas all other methods use rotated
samples in some form, our results on classification accuracy cannot be directly
compared with those obtained using state-of-the art methods. For fair compari-
son of our approach with state of the art methods, we include their results when
they are trained on the original training set (without rotation) and
tested with rotated images. ORN [10] achieves the lowest error of 16.21%
against 55.59% error by STN [6], when trained without rotations and tested with
rotated images. We manage to achieve the lowest possible error rates of 13.27%
and 10.64% using RIMCNN and Modified RIMCNN respectively.

From the training time comparison made in [10], we can observe that their
baseline CNN takes the minimum time of 16.4 s per epoch, let us denote this
time by T, then ORN ([10]) and STN [6] take 1.09×T and 1.14×T s respectively,
whereas TI-Pooling [11] takes the maximum time i.e. 7.73×T for one epoch.
If our method is compared with them, it uses only a baseline CNN (LeNet), thus
will take the minimum time for training among all networks.

5 Conclusion and Future Work

The introduced architecture is able to classify handwritten digits even at higher
degree of rotation. It requires minimal training and shows better performance
than LeNet architecture. It has an additional advantage of using pre-trained
deep networks without any fine-tuning.

Its ability to identify rotated digits makes it applicable for rotated
CAPTCHA recognition. It can further be applied to various tasks which demand
rotation invariant classification such as texture classification, object recognition,
etc. It can estimate the orientation of objects in the image, thus can be used in
robotics, object tracking, etc.
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Abstract. Supervised speech enhancement based on machine learning
is a new paradigm for segregating clean speech from background noise.
The current work represents a supervised speech enhancement system
based on a robust deep learning method where the pre-training phase
of deep belief network (DBN) has been conducted by employing fuzzy
restricted Boltzmann machines (FRBM) instead of regular RBM. It has
been observed that the performance of FRBM model is superior to that
of RBM model particularly when the training data is noisy. Our experi-
mental results on various noise scenarios have shown that the proposed
approach outperforms the conventional DNN-based speech enhancement
methods which use regular RBM for unsupervised pre-training.

Keywords: Speech enhancement · Deep learning · Deep neural
network · Restricted Boltzmann machine (RBM) · Fuzzy restricted
Boltzmann machine (FRBM) · Unsupervised pre-training · Speech
quality · Speech intelligibility

1 Introduction

Speech enhancement has received a considerable amount of attention in recent
years as it is often used as an essential pre-processing stage of various speech
communication-based application, including mobile communication and hearing-
aid design. Traditionally, it is performed in the spectral domain by employing
statistical model based single-channel methods. A detailed study of all these
methods can be found in [6,7]. However, recent development in computational
auditory scene analysis [8] and deep learning have introduced new techniques
[5,10,12,13] which have outperformed the conventional classical methods.

In the current work, we have mainly focused on the learning algorithm of deep
neural architecture in the context of speech enhancement application and further
investigated how the performance of these systems can be improved by employing
more robust learning method. The DNN often suffers from vanishing gradient
problem. In order to resolve this issue, Hinton et al. introduced a powerful
multi-layer generative model namely, DBN which can be layer-wise pre-trained
by stacking multiple Restricted Boltzmann Machines (RBM) [4]. Although this
c© Springer International Publishing AG 2017
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technique of initialization of network weights using DBN has been found to be
quite effective in various applications in computer vision and in speech processing
[3], recently many works in single-channel speech separation [5,11,13] avoided
the pre-training phase because they found that the pre-training of DNN using
stacked regular RBM does not significantly improve the performance. One of the
possible reasons may be the constraints due to the structure of regular RBM,
that may lead to many problems: (i) Firstly, the parameters (biases and weights
between hidden and visible units) of regular RBM are assumed to be constants.
As a result, the representation capability of RBM is downgraded by this con-
straint, (ii) the RBM cannot be considered to be adequately robust when noisy
training data are used to train the system, (iii) the learning process of parame-
ters in RBM is confined in a comparatively small space which is in conflict with
the benefits of deep learning.

The above observations have motivated us to employ more robust deep learn-
ing algorithm with robust acoustic features so that the generalization capability
of the DNN-based speech enhancement system (SES) can be enhanced further.
The major contributions of the present work are as follows:

• A DNN-based SES has been proposed where instead of using regular RBM,
the generative training of DBN has been conducted by using fuzzy restricted
Boltzmann machines (FRBM) [1], which has been found to be more effective
when the training data are noisy [1].

• Experimental results have shown that DNN pre-trained with FRBM model
can provide 26.22% improvement in speech quality and 18.33 % in speech
intelligibility compared to a DNN-based SES pre-trained by stacking multiple
regular RBMs.

This paper is organized as follows. In Sect. 2, we present the basic design
methodology of a DNN-based SES with a discussion of relevant training targets
and feature extraction process. Section 3 introduces FRBM model and further
elaborates the learning mechanism of FRBM model. The experimental results
are presented in Sect. 4. Finally, Sect. 5 concludes the paper.

2 DNN-Based Speech Enhancement System

The current work has considered a masking-based continuous training target
Ideal Ratio Mask (IRM) [9] which is proven to be more effective over binary
targets.

2.1 IRM Construction

The audio mixtures are first fed into a 64-channel gammatone filterbank, with
center frequencies equally spaced in the range of 50 Hz-8000 Hz on the equivalent
rectangular bandwidth (ERB) rate scale. The output in each channel is then
segmented into 20 ms frames with 50% overlapping between successive frames.
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This way of processing would produce a time-frequency representation of the
audio mixture, termed as Cochleagram. The IRM is can be defined as [9]:

IRM(n, k) =
(

||S(n, k)||2
||S(n, k)||2 + ||D(n, k)||2

)α

(1)

where ||S(n, k)||2 and ||D(n, k)||2 denote the clean speech energy and the noise
energy, respectively, contained within T-F unit (n, k). α is a tunable parameter
and it has been empirically set to 0.5.

2.2 Acoustic Features and Network Architecture

Each frame is transformed into a complementary subset of various T-F unit level
discriminative features inspired by [2,10]. The feature set includes (i) 31-D Mel
Frequency Cepstral Coefficients (MFCC), (ii) 13-D Relative Spectral Transform-
Perceptual Linear Prediction (RASTA-PLP), (iii) 15-D Amplitude Modulation
Spectrogram (AMS), and (iv) 64-D Gammatone filter bank (GFB) features. In
addition, velocity (delta feature) and acceleration (double-delta feature) coeffi-
cients are computed and appended with the raw features in the conventional way.
A context window of two previous and two future frames are used, hence 1845-
dimensional feature vector from each frame is utilized for training. Furthermore,
zero mean and unit variance normalization are applied to all feature vectors.
We have trained a total 64 sub-band DNNs, one for each sub-band channel as
shown in Fig. 1. Each sub-band DNN follows a feed-forward architecture with
input units equal to the feature dimension and contains 4 hidden layers with
1024 units in each layer, and an output layer with 1 output unit. The rectified
linear unit and the sigmoid function are used as the activation functions for the
hidden units and the output unit, respectively.

Fig. 1. Framework of a deep neural network based speech enhancement system
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3 Training of DNN Using Fuzzy RBM

The effective training strategy of deep architectures consists in greedy layer-
wise unsupervised pre-training followed by supervised fine-tuning. The main
purpose of unsupervised pre-training using the generative model like DBN is to
initialize the model to a point in parameter space which would make the opti-
mization process more effective and fast [3]. To mitigate the flaws of regular RBM
(as discussed in Introduction section) and enhance the deep learning capability,
all the sub-band DNNs used in our system are pre-trained by stacking multiple
FRBMs. This pre-training can be conducted in a greedy layer-wise fashion as
shown in Fig. 2(b). Just like a regular RBM, the FRBM is also represented by an
undirected stochastic graphical model, originally proposed in [1] as illustrated
in Fig. 2(a). Unlike RBM, all the parameters φ̄ = {b̄, c̄, w̄} of the FRBM model
have been replaced by fuzzy numbers. In speech processing application, two
variants of FRBM architectures: BBFRBM and GBFRBM are used to construct
the DBN. As all the acoustic features extracted from the speech signal are real-
valued, the input layer of the DBN is constructed by GBFRBM. The BBFRBM
are used to form the subsequent layers of the DBN. In BBFRBM, both the vis-
ible and the hidden units follow Bernoulli distribution i.e. (v, h) ∈ {0, 1}m+n,
whereas in GBFRBM, the visible units are continuous and follow a normal dis-
tribution and the hidden units follow binary distribution i.e. v ∈ {−∞,∞}m

and h ∈ {0, 1}n. The probability distribution of regular RBM is represented as
a function of energy function:

P (v,h, θ) =
exp(−E(v,h, θ))

Z
(2)

where E(v,h, θ) represent the energy function associated with RBM model and
θ = {b, c,W} is the parameter set. The parameter Z denotes the partition
function. It is necessary to define the fuzzified energy functions [1] to introduce
FRBM model:

E(v,h, θ̄) = −
m∑

i=1

b̄ivi −
n∑

j=1

c̄jhj −
m∑

i=1

n∑
j=1

w̄ijvihj (3)

E(v,h, θ̄) = −
m∑

i=1

(vi − b̄i)2

2σ2
i

−
n∑

j=1

c̄jhj −
m∑

i=1

n∑
j=1

w̄ijhj
vi

σ2
i

(4)

where vi and hj denote the state of the ith visible unit and jth hidden unit,
respectively. wij represent the weight between them. Similarly, bi and cj are
the bias terms related to the ith visible unit and jth hidden unit respectively.
The fuzzy energy functions for BBFRBM and GBFRBM are defined in (3) and
(4), respectively. The fuzzy parameter set for both BBFRBM and GBFRBM is
θ̄ = {b̄, c̄,W̄}. The parameter σ2

i in (4) denotes the variance of the visible units
and it is typically set to one, subjected to that all the visible units are normalized.
Hence, this variance term has not been considered as the fuzzy RBM parameters.
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Fig. 2. (a) FRBM model. (b) Generative and discriminative training of DBN using
stacked FRBM model.

In the learning process of FRBM model, the fuzzy free energy function
(FFEF) needs to be defuzzified before defining the probability distribution.
EFEF [1] can be defined by F̄ (v, θ̄) = − log

∑
h̃ e−Ē(v,h̃,θ̄). Using the exten-

sion principle of fuzzy function, one can derive the fuzzy free energy function
from the crisp energy function as: F(v, θ) = − log

∑
h̃ e−E(v,h,θ). The FFEF can-

not be directly applied to define probability, because then we will end up with
a fuzzy probability. The goal of training the FRBM is to find out optimal fuzzy
parameter set θ̄ that maximizes the probability of data. So, the optimization
process in FRBM learning process becomes a maximum-likelihood problem. We
need to transform the fuzzy energy function into a crisp energy function. By
employing, the centre of area method of defuzzification, the following can be
obtained as [1]:

Fc(v, θ̄) =
∫

θF(v, θ)dθ∫
F(v, θ)dθ

, θ ∈ θ̄ (5)

Then, the probability can be defined by Pc(v, θ̄) =
e−Fc(v,θ̄)

Z , where for

BBRBM Z =
∑

ṽ e−Fc(ṽ,θ̄) and for GBRBM Z =
∫ ∑

ṽ e−Fc(ṽ,θ̄). In FRBM
model, the negative of log-likelihood function is considered as the objective func-
tion which can be given as:

L(θ̄, TD) = −
∑

v∈TD

log[Pc(v, θ̄)] (6)

where TD is the training dataset. The ultimate goal of the learning algorithm
is to determine the optimal solutions of parameters which would minimize the
objective function. So, the optimization problem can be defined as
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θ̄∗ = argmin
θ̄

L(θ̄, TD) (7)

We have employed the SGD method combined with Monte Carlo Markov
chain (MCMC) technique to train the FRBM model as described in [1]. For
more insight and understanding of the learning algorithm of the FRBM, please
refer to [1].

4 Experimental Results

We have created the training and test-stimuli by contaminating 720 Harvard
sentences from IEEE corpus1 by five types of noises: babble, street, transport,
cafeteria and speech-shaped noise (SSN). These noise instances have been taken
from a real-world noise database DEMAND (Diverse Environments Multichannel
Acoustic Noise Database) corpus2 except SSN. In order to create the mixture,
each sentence is mixed with 6 different noise instances at six different SNR
levels (−10, −5, 0, +5, +10 and +15 dB). The training set uses 500 sentences,
validation set uses 100 sentences and test set uses 120 sentences. The noise
segments used for creating those datasets are also completely different. It ensures

Fig. 3. A speech Separation illustration for an IEEE utterance mixed with babble noise
using Cochleagrams: (a) the clean speech. (b) Babble noise. (c) Cochleagram of the
mixture (0 dB SNR). (d) Ideal ratio mask. (e) Estimated ratio mask.(f) Estimated
clean speech.

1 http://www.cs.columbia.edu/hgs/audio/harvard.html.
2 http://parole.loria.fr/DEMAND/.

http://www.cs.columbia.edu/hgs/audio/harvard.html
http://parole.loria.fr/DEMAND/
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Fig. 4. Reconstruction error during Pre-training phase

that there is no overlapping between train, validation and test datasets. An
example of the separation results are illustrated in Fig. 3.

To evaluate the effectiveness of DNN pre-training using FRBM model, we
have created three DNN-based speech enhancement systems, all of which have
the same architecture (as given in Section) and all are trained by the same
aforementioned dataset. The only difference is that the pre-training of one DNN
is conducted by using RBM model, denoted as DNN(RBM) and for the other
two, FRBM is used for pre-training. In these two DNN systems, two differ-
ent types of fuzzy RBM are used: (i) the FRBM with Symmetric Triangular
Fuzzy Number, denoted by DNN(FRBM -STFN) and (ii) the FRBM with
Gaussian Membership Function, denoted by DNN(FRBM -GMF ). The mean
square errors, generated in the pre-training learning phase are illustrated in
Fig. 4. It is quite evident that the FRBM-STFN model generates less reconstruc-
tion error as compared to the RBM model. It indicates that the representation
and learning capabilities of FRBM-model are more accurate than that of the

Table 1. Comparison of average PESQ and STOI Scores for different systems tested
on test dataset (represented as PESQ(STOI) score)

System SNR (in dB)

−10 −5 0 +5

Noisy mixture 1.125(0.332) 1.256(0.467) 1.438(0.682) 1.683(0.729)

DNN (No
pre-training)

1.672(0.398) 1.964(0.604) 2.083(0.712) 2.316(0.848)

DNN(RBM) 1.797(0.408) 2.061(0.684) 2.353(0.793) 2.651(0.848)

Proposed
DNN(FRBM-GMF)

1.897(0.468) 2.564(0.714) 2.921(0.827) 3.316(0.892)

Proposed
DNN(FRBM-STFN)

2.072(0.518) 2.944(0.764) 3.065(0.882) 3.125(0.828)

DNN(RBM)-SVM 1.717(0.458) 2.169(0.654) 2.483(0.793) 2.571(0.838)
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conventional RBM model. The performance of the SES has also been assessed
by using standard objective measures such as: PESQ (Perceptual Evaluation
of Speech Quality) and STOI (Short-Time Objective Intelligibility) metrics
which are highly correlated with the subjective listening test. Comparative study
of average PESQ and STOI scores that are obtained from different systems at
various test SNR levels have been shown in Table 1. It implies that DNN pre-
trained with FRBM-STFN model can provide 26.22% improvement in PESQ
and 18.33 % in STOI compared to DNN(RBM) model.

5 Conclusions

In this article, we have pointed out some of the short-comings of unsupervised
deep learning using regular RBM. We have employed FRBM for the pre-training
phase of DNN since the FRBM model has the ability to represent the probability
distribution of data much accurately than the regular RBM, particularly when
training data are noisy. This benefit comes from the fact that the relationships
between the visible and hidden units are defined by the fuzzy functions. Objec-
tive evaluations have shown that the performance of DNN-based SES can be
improved significantly when it is pre-trained by FRBM.
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Abstract. Person re-identification is a process to identify the same per-
son again viewed by disjoint field of view of cameras. It is a challenging
problem due to visual ambiguity in a person’s appearance across different
camera views. These difficulties are often compounded by low resolution
surveillance images, occlusion, background clutter and varying lighting
conditions. In recent years, person re-identification community obtained
large size of annotated datasets and deep learning architecture based
approaches have obtained significant improvement in the accuracy over
the years as compared to hand-crafted approaches. In this survey paper,
we have classified deep learning based approaches into two categories, i.e.,
image-based and video-based person re-identification. We have also pre-
sented the currently ongoing under developing works, issues and future
directions for person re-identification.

Keywords: Person re-identification · Convolutional neural network

1 Introduction

In automated multi-camera video-surveillance, person re-identification is defined
as whether the same person has been already observed at another place by dif-
ferent camera field of view. It is used for behaviour recognition, person tracking,
image retrieval and safety purpose at public place. For humans to manually mon-
itor video-surveillance systems to identify a probe accurately and efficiently is a
difficult task. It is vary challenging problem due to variation in a person’s appear-
ance across different cameras. Therefore, person observed at multi-camera views
have small inter-class variations and large ambiguities in intra-class variations.

For person re-identification, few surveys have been already exist [1–4]. In
recent years, the availability of large size annotated person re-identification
datasets and great success of deep learning in computer vision for image clas-
sification and object recognition also have made great influence in person re-
identification. In this survey paper, we have presented the deep learning based
approaches for person re-identification on both image and video datasets.

Section 2 present various deep learning approaches for person re-identification
on image datasets. Section 3 describes different types of deep learning approaches
for person re-identification on video datasets and various currently ongoing issues
and future works. In Sect. 4, we have drawn conclusion.
c© Springer International Publishing AG 2017
B.U. Shankar et al. (Eds.): PReMI 2017, LNCS 10597, pp. 543–548, 2017.
https://doi.org/10.1007/978-3-319-69900-4_69
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2 Deep Learning Based Person Re-identification
Approaches on Image Datasets

In year 2012, convolutional neural network based deep learning model has been
presented by Krizhevsky et al. [7] in ILSVRC’12 competition. They won this
competition with a large margin in accuracy. Since then convolutional neural
network based deep learning models have been becomes more popular in com-
puter vision comunity. Yi et al. [5] have been proposed a deep metric learning
approach for person re-identification using a siamese convolutional neural net-
work with a symmetry structure comprising two sub-networks connected by a
cosine layer. A pair of images is used as a input, extracts features from each
image separately and then uses their cosine distance for similarity matching. In
[6] authors have been proposed a siamese architecture wherein a patch-matching
layer is used which multiplies convolutional feature responses from the two inputs
at a variety of horizontal stripes and uses product to compute patch similarity
in similar latitude. Varior et al. [8] have been presented a method by inserting a
gating function after each convolutional layer into the network to find effective
subtle patterns in testing of paired images. In [9], a soft attention based model
has been integrated with a siamese neural network to adaptively focus on the
important local parts of paired input images. Cheng et al. [10] have been pre-
sented a triplet loss function, wherein a triplet of three images as input has been
created. Each image is partitioned into four overlapping body parts after the first
convolutional layer and fusion of all as a final one has been done in the fully-
connected layer. In [12] authors have proposed a pipeline for learning generic
feature representations from multiple domains. They combine all the datasets
together and train a designed convolutional neural network from scratch on com-
bined dataset and a softmax loss is used in the classification. In [13] authors has
presented an approach wherein they construct a single fisher vector [14] for each
image by using SIFT and color histograms aggregation. They have used fisher
vectors as a input and build a fully connected network and linear discriminative
analysis is used as an objective function. In [22] authors have proposed a deep

Table 1. Statistics of benchmark image datasets for person re-identification

Dataset Time #ID #Image #Camera Label

VIPeR [18] 2007 632 1264 2 Hand

iLIDS [17] 2009 119 476 2 Hand

GRID [19] 2009 250 1275 8 Hand

CUHK01 [20] 2012 971 3884 2 Hand

CUHK02 [21] 2013 1816 7264 10 Hand

CUHK03 [6] 2014 1467 13164 2 Hand/DPM

PRID 450S [34] 2014 450 900 2 Hand

Market-1501 [32] 2015 1501 32668 6 Hand/DPM
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Table 2. Rank-1 accuracy of different deep learning approaches for person re-
identification on various image datasets, i.e., (VIPeR, CUHK-01, CUHK-03, PRID,
iLIDS and Market-1501)

Authors/Year Evolution VIPeR CUHK-01 CUHK-03 PRID iLIDS Market-1501

Yi [5] (2014) CMC 28.23% – – – – –

Li [6] (2014) CMC – 27.87% 20.65% – – –

Wu [15] (2016) CMC/mAP – 71.14% 64.80% – – 37.21%

Xiao [12] (2016) CMC 38.6% 66.6% 75.33% 64.0% 64.6% –

Chi-Su [11] (2016) CMC/mAP 43.5% – – 22.6% – 39.4%

Liu [9] (2016) CMC/mAP – 81.04% 65.65% – – 48.24%

Varior [8] (2016) CMC/mAP 37.8% – 68.1% – – 65.88%

Wang [16] (2016) CMC 35.76% 71.80% 52.17% – – –

Geng [22] (2016) CMC/mAP 56.3% – 85.4% – – 83.7%

transfer learning approach wherein one stepped fine-tuning for large person re-
identification datasets (Imagenet → Market-1501) and two stepped fine-tuning
for small datasets (Imagenet → Market-1501 → VIPeR) have been used. We
have taken all the result from existing approaches and observed overwhelming
advantage of deep learning [22] in rank-1 accuracy on largest datasets CUHK03
and Market-1501 so far (Tables 1 and 2).

3 Deep Learning Based Person Re-identification
Approaches on Video Dataset

The deep learning approaches for person re-identification on video datasets are
[23,25,31] wherein appearance features have been used as the starting point into
RNN to obtain the time flow information between frames. McLaughlin et al.
[31] have been presented a framework wherein convolutional neural network is
used to extract features from consecutive video frames and fedded through a
recurrent final layer. In [23] authors have proposed the gated recurrent unit and
an identification loss based recurrent neural network. Yan et al. [25] and Zheng
et al. [33] have proposed a model in which each input video sequence is classifies
into their respective subject by using the identification model. Color and local
binary pattern features are fedded into LSTM cells. Wu et al. [24] has proposed a
model to build a hybrid network by fusing color and LBP features to extract both
spatial-temporal and appearance features from a video sequence. In [30] authors
have presented a method to extract a compact and discriminative appearance
features representation from selected frames based on flow energy profile instead
of the whole sequence (Tables 3 and 4).

Computer vision community is always looking for annotated large size
datasets for supervised learning. This is a challenging problem in person re-
identification. Assigning an id to a pedestrian is not trivial. Open-world person
re-identification can be viewed as a person verification task. Zheng et al. [35] has
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Table 3. Statistics of benchmark video datasets for person re-identification

Dataset Time #ID #Track #Bbox #Camera Label

ETHZ [26] 2007 148 148 8580 1 Hand

3DPES [27] 2011 200 1000 200 k 8 Hand

PRID-2011 [28] 2011 200 400 40 k 2 Hand

iLIDS-VID [29] 2014 300 600 44 k 2 Hand

MARS [33] 2016 1261 20715 1M 6 DPM&GMMCP

Table 4. Rank-1 accuracy of deep learning based approaches for person re-
identification on different datasets, i.e.,(iLIDS-VID and PRIQ-2011)

Authors/Year Evaluation iLIDS-VID PRIQ-2011

Wu [23] (2016) CMC 46.1% 69.0%

Yan [25] (2016) CMC 49.3% 58.2%

McLaughlin [31] (2016) CMC 58% 70%

Zhang [30] (2017) CMC 60.2% 83.3%

been presented a method to achieve low false and high true target recognition.
Liao et al. [36] has proposed a method having two stages, in the first stage, it
finds whether a query subject is present in the gallery or not. In second stage,
assigns an id to the accepted query subject. Open-world person re-identification
is still challenging task as evidenced by the low recognition rate under low false
accept rate as shown in [35,36]. Therefore, there is need to design an efficient
methods to improve both accuracy and efficiency of the person re-id systems.

4 Conclusion

Increasing the demand of saftey at public places gain more interest for person re-
identification. In this survey paper, we have presented deep learning approaches
in both image and video datasets. Solving the data volume issue, re-identification
re-ranking methods, and open world re-identification systems are some important
open issues that may attract further attention from the community.

References

1. D’Orazio, T., Grazia, C.: People re-identification and tracking from multiple cam-
eras: a review. In 19th IEEE International Conference on Image Processing (ICIP),
pp. 1601–1604 (2012)

2. Bedagkar-Gala, A., Shah, S.K.: A survey of approaches and trends in person re-
identification. Image Vis. Comput. 32(4), 270–286 (2014)

3. Gong, S., Cristani, M., Yan, S., Loy, C.C. (eds.): Person Re-Identification. ACVPR,
vol. 1. Springer, London (2014). doi:10.1007/978-1-4471-6296-4

http://dx.doi.org/10.1007/978-1-4471-6296-4


A Study on Deep CNN Based Approaches for Person Re-identification 547

4. Satta, R.: Appearance descriptors for person re-identification: a comprehensive
review. arXiv preprint arXiv1307.5748 (2013)

5. Yi, D., Lei, Z., Liao, S., Li, S.Z.: Deep metric learning for person re-identification.
In: Proceedings of International Conference on Pattern Recognition, pp. 2666–2672
(2014)

6. Li, W., Zhao, R., Xiao, T., Wang, X.: Deepreid: deep filter pairing neural network
for person re-identification. In: Proceedings of the IEEE Conference on Computer
Vision and Pattern Recognition, pp. 152–159 (2014)

7. Krizhevsky, A., Sutskever, I., Hinton, G.E.: Imagenet classification with deep con-
volutional neural networks. In: Advances in Neural Information Processing Sys-
tems, pp. 1097–1105 (2012)

8. Varior, R.R., Haloi, M., Wang, G.: Gated Siamese convolutional neural network
architecture for human re-identification. In: Leibe, B., Matas, J., Sebe, N., Welling,
M. (eds.) ECCV 2016. LNCS, vol. 9912, pp. 791–808. Springer, Cham (2016).
doi:10.1007/978-3-319-46484-8 48

9. Liu, H., Feng, J., Qi, M., Jiang, J., Yan, S.: End-to-end comparative attention
networks for person re-identification, arXiv preprint arXiv:1606.04404 (2016)

10. Cheng, D., Gong, Y., Zhou, S., Wang, J., Zheng, N.: Person re-identification by
multi-channel parts-based CNN with improved triplet loss function. In: Proceed-
ings of the IEEE Conference on Computer Vision and Pattern Recognition, pp.
1335–1344 (2016)

11. Su, C., Zhang, S., Xing, J., Gao, W., Tian, Q.: Deep attributes driven multi-
camera Person re-identification. In: Leibe, B., Matas, J., Sebe, N., Welling, M.
(eds.) ECCV 2016. LNCS, vol. 9906, pp. 475–491. Springer, Cham (2016). doi:10.
1007/978-3-319-46475-6 30

12. Xiao, T., Li, H., Ouyang, W., Wang, X.: Learning deep feature representations
with domain guided dropout for person re-identification. In: Proceedings of the
IEEE Conference on Computer Vision and Pattern Recognition, pp. 1249–1258
(2016)

13. Wu, L., Shen, C., van den Hengel, A.: Deep linear discriminant analysis on fisher
networks: a hybrid architecture for person re-identification. Pattern Recognit.
(2016)

14. Perronnin, F., Sánchez, J., Mensink, T.: Improving the fisher kernel for large-scale
image classification. In: Daniilidis, K., Maragos, P., Paragios, N. (eds.) ECCV
2010. LNCS, vol. 6314, pp. 143–156. Springer, Heidelberg (2010). doi:10.1007/
978-3-642-15561-1 11

15. Wu, L., Shen, C., Hengel, A.V.D.: Personnet: person re-identification with deep
convolutional neural networks. arXiv preprint arXiv:1601.07255 (2016)

16. Wang, F., Zuo, W., Lin, L., Zhang, D., Zhang, L.: Joint learning of single-image
and cross-image representations for person re-identification. In: Proceedings of the
IEEE Conference on Computer Vision and Pattern Recognition, pp. 1288–1296
(2016)

17. Wei-Shi, Z., Shaogang, G., Tao, X.: Associating groups of people. In: Proceedings
of the British Machine Vision Conference, pp. 23.1–23.11 (2009)

18. Gray, D., Tao, H.: Viewpoint invariant pedestrian recognition with an ensem-
ble of localized features. In: Forsyth, D., Torr, P., Zisserman, A. (eds.) ECCV
2008. LNCS, vol. 5302, pp. 262–275. Springer, Heidelberg (2008). doi:10.1007/
978-3-540-88682-2 21

19. Loy, C.C., Xiang, T., Gong, S.: Multi-camera activity correlation analysis. In: IEEE
Conference on Computer Vision and Pattern Recognition, pp. 1988–1995. IEEE
(2009)

http://dx.doi.org/10.1007/978-3-319-46484-8_48
http://arxiv.org/abs/1606.04404
http://dx.doi.org/10.1007/978-3-319-46475-6_30
http://dx.doi.org/10.1007/978-3-319-46475-6_30
http://dx.doi.org/10.1007/978-3-642-15561-1_11
http://dx.doi.org/10.1007/978-3-642-15561-1_11
http://arxiv.org/abs/1601.07255
http://dx.doi.org/10.1007/978-3-540-88682-2_21
http://dx.doi.org/10.1007/978-3-540-88682-2_21


548 H. Chahar and N. Nain

20. Li, W., Zhao, R., Wang, X.: Human reidentification with transferred metric learn-
ing. In: Lee, K.M., Matsushita, Y., Rehg, J.M., Hu, Z. (eds.) ACCV 2012. LNCS,
vol. 7724, pp. 31–44. Springer, Heidelberg (2013). doi:10.1007/978-3-642-37331-2 3

21. Li, W., Wang, X.: Locally aligned feature transforms across views. In: Proceedings
of the IEEE Conference on Computer Vision and Pattern Recognition, pp. 3594–
3601 (2013)

22. Geng, M., Wang, Y., Xiang, T., Tian, Y.: Deep transfer learning for person re-
identification. arXiv preprint arXiv:1611.05244 (2016)

23. Wu, L., Shen, C., Hengel, A.V.D.: Deep recurrent convolutional networks for
video-based person re-identification: an end-to-end approach. arXiv preprint
arXiv:1606.01609 (2016)

24. Wu, Z., Wang, X., Jiang, Y.G., Ye, H., Xue, X.: Modeling spatial-temporal clues
in a hybrid deep learning framework for video classification. In: Proceedings of the
23rd ACM International Conference on Multimedia, pp. 461–470 (2015)

25. Yan, Y., Ni, B., Song, Z., Ma, C., Yan, Y., Yang, X.: Person re-identification via
recurrent feature aggregation. In: Leibe, B., Matas, J., Sebe, N., Welling, M. (eds.)
ECCV 2016. LNCS, vol. 9910, pp. 701–716. Springer, Cham (2016). doi:10.1007/
978-3-319-46466-4 42

26. Ess, A., Leibe, B., Van Gool, L.: Depth and appearance for mobile scene analysis.
In: IEEE 11th International Conference on Computer Vision, pp. 1–8 (2007)

27. Baltieri, D., Vezzani, R., Cucchiara, R.: 3DPeS: 3D people dataset for surveillance
and forensics. In: Proceedings of the 2011 Joint ACM Workshop on Human Gesture
and Behavior Understanding, pp. 59–64 (2011)

28. Hirzer, M., Beleznai, C., Roth, P.M., Bischof, H.: Person re-identification by
descriptive and discriminative classification. In: Heyden, A., Kahl, F. (eds.) SCIA
2011. LNCS, vol. 6688, pp. 91–102. Springer, Heidelberg (2011). doi:10.1007/
978-3-642-21227-7 9

29. Wang, T., Gong, S., Zhu, X., Wang, S.: Person re-identification by video ranking.
In: Fleet, D., Pajdla, T., Schiele, B., Tuytelaars, T. (eds.) ECCV 2014. LNCS, vol.
8692, pp. 688–703. Springer, Cham (2014). doi:10.1007/978-3-319-10593-2 45

30. Zhang, W., Hu, S., Liu, K.: Learning compact appearance representation for video-
based person re-identification. arXiv preprint arXiv:1702.06294 (2017)

31. McLaughlin, N., Martinez del Rincon, J., Miller, P.: Recurrent convolutional net-
work for video-based person re-identification. In: Proceedings of the IEEE Confer-
ence on Computer Vision and Pattern Recognition, pp. 1325–1334 (2016)

32. Zheng, L., Shen, L., Tian, L., Wang, S., Wang, J., Tian, Q.: Scalable person re-
identification: a benchmark. In: Proceedings of the IEEE International Conference
on Computer Vision, pp. 1116–1124 (2015)

33. Zheng, L., Bie, Z., Sun, Y., Wang, J., Su, C., Wang, S., Tian, Q.: MARS: a video
benchmark for large-scale person re-identification. In: Leibe, B., Matas, J., Sebe,
N., Welling, M. (eds.) ECCV 2016. LNCS, vol. 9910, pp. 868–884. Springer, Cham
(2016). doi:10.1007/978-3-319-46466-4 52
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Abstract. This paper presents the results of the exploration of a two-
stream Convolutional Neural Network (2S-CNN) architecture, with a
novel feature fusion technique at multiple levels, to categorize events in
videos. The two streams are a combination of dense optical flow features
with: (a) RGB frames; and (b) salient object regions detected using a fast
space-time saliency method. The main contribution is in the design of a
classifier moderated method to fuse information from the two streams at
multiple stages of the network, which enables capturing the most discrim-
inative and complimentary features for localizing the spatio-temporal
attention for the action being performed. This mutual auto-exchange of
information in local and global contexts, produces an optimal combi-
nation of appearance and dynamism, for enhanced discrimination, thus
producing the best performance of categorization. The network is trained
end-to-end and subsequently evaluated on two challenging human action
recognition benchmark datasets viz. UCF-101 and HMDB-51, where, the
proposed 2S-CNN method outperforms the current state of the art Con-
vNets by a significant margin.
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1 Introduction

Although significant success have come in the area of image recognition domain
through the use of Convolutional Neural Networks (CNNs), the field of videos
still remain unconquered. As the traditional hand-crafted features failed to pro-
duce acceptable classification accuracy for action from videos, CNNs and other
recurrent architectures emerged recently as part of the deep learning (DL) trend.
These models try to learn a set of optimal features for accurate classification in a
supervised manner, hence shifting the research from design of features to build-
ing complex deep networks.

This paper offers a novel value addition to the existing two-stream archi-
tectures by providing an adaptive and controlled multi-stage fusion strategy
between the two pathways. The mutual exchange of information occurs in two
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contexts: (a) local and (b) global. The local context fusion captures the spatio-
temporal cues in a small window of optical flow features centered around an RGB
frame or the saliency map extracted from it, whereas the global fusion aims to
integrate all these local operations and fix any errors accumulated during the
local stage by using a projective Long Short Term Memory (LSTM) architec-
ture [14] with added residual pathways. The local stage also incorporates con-
trolled intermediate classification to automatically capture the spatio-temporal
features for better inter-class discrimination. Experimentations on the popular
real world datasets UCF-101 [16] and HMDB-51 [11] show considerable perfor-
mance gain for the proposed model over the most current state-of-the-art tech-
niques. Recently, deep learning techniques have achieved great success in the field
of object recognition from images. Effective applications include [4,10,15,17] the
use of volumetric or 3D CNNs, Trajectory-Pooled Deep-Convolutional Descrip-
tors, Factorized Spatio-Temporal CNNs and recurrent networks consisting of
LSTM modules.

The proposed Two-Stream Convolutional Neural Network (2S-CNN) archi-
tecture works by computing the optical flow and saliency map using sufficiently
fast and accurate methods. Use of motion features along with the pixel values
of the input frames allow the model to automatically learn the action being per-
formed in each frame. 2S-CNNs have been proposed by Simonyan and Zisserman
[15] based on the primary assumption that action in videos can be decomposed
into spatial and temporal parts. Although they split the network in two parts,
fusion of information takes place only after the class scores are predicted. Our
model aims to rectify this by introducing fusion nodes at multiple stages of the
network for facilitating controlled exchange of information at various scales of
the input, which is a significant contribution of the paper.

2 Two-Stream Multi-level Fusion Architecture

The input to the network (see Fig. 1a) combines stacked optical flow features
with: (a) RGB frames and (b) saliency maps extracted from individual frames.

Optical Flow Stream. Optical flow information is first computed based on
the method proposed by Brox et al. [1]. Affine flow vector compensates the noise
comes from [8]. This can be modeled at a point p = (x, y) at time t, as

waff (pt) =
[
c1(t)
c2(t)

]
+

[
a1(t) a2(t)
a3(t) a4(t)

] [
xt

yt

]
, (1)

where, ci and ai represents the translation, rotation and scaling parameters. The
affine flow vector extracted using Eq. 1 is then subtracted from the original flow
vector wflow, to obtain the final corrected flow field wcor, as:

wcor(pt) = wflow(pt) − waff (pt) (2)
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The obtained flow information between two frames Ft and Ft+1 comprises of
wx

cor and wy
cor, the horizontal and vertical components of the flow field respec-

tively. These two fields are stacked over C number of frames to obtain 2C input
channels, such that they efficiently encode motion information at every point of
the input frame.

Saliency Map Stream. As the proposed architecture aims for categorizing
actions from video data, a fast but accurate saliency method is used which
considers both the spatial (appearance) and temporal information, as proposed
by Zhou et al. [21]. The saliency is computed by first over-segmenting the input
video into color coherent Spatio-Temporal Regions (STR) and subsequently com-
puting three feature vectors encoding the color statistics, normalized histogram
of the flow magnitude and the distribution of flow orientation respectively.

RGB Stream. The RGB stream gets a RGB frame Ft as its input. This cap-
tures the overall visual features from the frame, and is aided at multiple levels
by the optical flow stream to focus its attention to the desired localization of
action in frames.

2.1 Multi-level Feature Fusion in 2S-CNN

The proposed architecture incorporates fusion at three levels as shown in Fig. 1a.
These nodes at the intermediate stages capture information from the two streams
and aid the later part of the network in identifying finer details to classify the
actions more accurately. In the proposed model, the fusion of the two streams is
done adaptively in two modes: (a) Local context and (b) Global context.

Local Context Fusion. This fusion strategy works on a sequence of optical
flow frames {wt

cor ± C} centered at RGB frame Ft at time t. This fuses the
information in a context of 2C clips. Intuitively, the spatial (RGB/Saliency)
stream captures the position of the target motion whereas the temporal (Optical
flow) stream identifies the motion pattern in the local window. The main idea
behind this exchange of information at a local level is to place the pixel-wise
feature responses from the two parallel networks in harmony. The proposed 2S-
CNN architecture uses convolutional fusion guided by internal as well as final
classifiers to achieve this feat, as shown by the blocks FConv 1, FConv 2 and
the penultimate Fully Connected layer in Fig. 1a.

Also, as the model is very deep (51 convolutional layers), residual connections
have been used to ease the training process. Residual networks attain this by
the use of skip connections inserted throughout the network. These units are
represented as: Xl+1 = f(Xl+F ;Wl), where, Xl and Xl+1 denotes the input and
output of the lth layer respectively, F is a nonlinear residual mapping denoted
by the filter weights Wl.

During back propagation, these skip connections help the gradients to prop-
agate directly from the loss layers to any of the previous layers bypassing the
intermediate ones, resulting in vastly diminished chance of vanishing gradients.



552 P. Bhattacharjee and S. Das

The fusion operation can be thought of as a function f : Pa, Pb −→ Q where
Pa, Pb, Q ∈ R

h×w×d, and h, w and d denote the height, width and depth of the
feature maps respectively. The convolution based fusion application stacks the
two corresponding sets of feature maps from the respective streams and applies
a series of convolutional operations to produce the output. In the architecture
shown in Fig. 1a, the stacked output of the fusion node is fed to two convolutional
layers having receptive fields of 1 × 1 and 3 × 3. The purpose of inclusion of the
1 × 1 convolution kernels is to introduce a non-linearity without altering the
size of the feature maps. All the convolutions are followed by a ReLU activation
function [6] and Local Response Normalization (LRN), which aims to imitate
biological neurons by implementing a type of lateral inhibition in the network.
The fusion operation is finalized by normalizing the input batches spatially.

Global Context Fusion. Although the local context fusion captures the cor-
respondences between the spatial and temporal streams for recognizing action,
it often under-performs if the input video has sudden viewpoint changes, unpre-
dictable camera motion or jittery frames. These disturbing artifacts result in
erroneous learning of spatio-temporal features and as the fusion is applied at sev-
eral levels, the error gets accumulated resulting in incorrectly classified action. To
overcome this the proposed method globally fuses the information obtained from
several local context fusion stages over the entire video. This global information
fusion is achieved by the use of stacked deep LSTM units [7] with projection
layers.

Fig. 1. (a) The two-stream multilevel local context fusion model. The dotted arrows
denote the residual connections between two convolutional blocks. (b) The global con-
text fusion stage. Dotted arrows between the LSTMP layers indicate hidden state
outputs. The global stage aggregates all the input video clips and predicts the action
label by pooling the final softmax scores over the entire input video.
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As the training of LSTM layers are computationally expensive for large mod-
els, the proposed method uses Long Short-Term Memory Projected (LSTMP)
architecture [14]. The computational complexity of learning LSTM models per
time step is O(N) and is dominated by the factor nc × (4 × nc + no) where nc

and no are respectively the number of memory cells and output units. Hence in
a large network similar to the proposed one, the learning time becomes infea-
sible for even a moderate number of output dimensions and cells. The LSTMP
architecture reduces the computational cost by inserting a projection or recur-
rent layer after the normal LSTM unit and forwarding the output to the input
module. In this case, the cost of computation is dominated by nr × (4×nc +no)
where nr denotes the number of projection layer units. This use of projection
layer results in reduced number of parameters from the LSTM module by a factor
of nr

nc
and helps to increase the memory capacity of the model substantially.

3 Experimentation and Results

Rigorous experimentations are done for comparison of the performance for the
2S-CNN architecture with multi-level fusion on two real-word moderately large
datasets: (a) UCF-101[16] and (b) HMDB-51[11].

3.1 Evaluation of Performance

The selection of fusion stages. The network is first trained in the local
context level mentioned in Sect. 2.1 using multiple combinations of fusions at
several stages, separately over the two datasets described above. The results,
listed in Table 1 follow the trend observed in [4], that fusing information at the
earlier stages show less impact on the overall classification accuracy. Amongst the
different experimental combinations the highest performance gain was noticed
by implementing the fusion before three levels in the network, viz. Conv 2, Conv
3 and the final fully connected layer, as shown in Fig. 1a. Table 1 compares the
performance of the network under different combination of local fusion with and
without the auxiliary classifiers introduced.

Training the Global Context Level. The global context stage is implemented
using 1, 2 and 3 levels of LSTMP layers to capture the motion over the whole
video. Comparison of the results in Tables 2 and 3 exhibit that the addition of
this global fusion strategy achieves superior performance gain over classification
accuracy using only the extracted local features (see Sect. 2.1) from the short
chunks of the input. As the gain in accuracy was insignificant in case of inserting
the third LSTMP layer over the previous case of two stacked LSTMP layers and
also due to the high computational cost of BPTT for deeper recurrent networks,
experimentation with more layers were not performed.

As evident from Tables 1 and 3, the global context fusion provides a signifi-
cant improvement on predicting actions in the HMDB-51 dataset over the local
stage of the network. Reason behind this is the fact that for HMDB-51 videos
have high intra-class variations and several challenges in the form of camera
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Table 1. Classification accuracy achieved on different combinations of feature fusion
at several stages of the network, by the local context fusion stage. Results are shown
on the split 1 of UCF-101 dataset [16]. Similar trend was observed on the HMDB-51
dataset [11] too.

Fusion Stages Conv 3 Conv 4 Conv 5 FC 1 Conv 1 + Conv 2 + Conv 2 +

Conv 4 Conv 3 Conv 3 +

FC 1

Accuracy (without
auxiliary classifiers)

81.82% 82.64% 84.01% 84.98% 85.17% 88.11% 90.72%

Accuracy (with
auxiliary classifiers)

82.27% 83.34% 84.92% 85.44% 86.01% 88.89% 91.25%

Table 2. Results for the local fusion
network using combination of flow fea-
tures with saliency maps and RGB
frames. All the results are on split 1
of UCF-101 and HMDB-51.

Method UCF-101 HMDB-51

Optical flow +
RGB frames

94.19% 70.36%

Optical flow +
Saliency maps

94.79% 70.96%

Table 3. Classification accuracy for the
global context network using several levels
of LSTMP units.

Method UCF-101 HMDB-51

Fusion + 1-LSTMP 91.91% 67.32%

Fusion + 2-LSTMP 93.87% 69.95%

Fusion + 3-LSTMP 94.19% 70.36%

motion, jitter and low quality. As the features get fine tuned at the local stage,
the final global fusion module takes the advantage of temporal modeling of the
learned features to better discriminate them.

Combination of Optical Flow with Saliency Maps. The model was
trained both using the RGB and saliency maps obtained using the methodology
described in Sect. 2. For both the datasets, using the saliency maps coupled with
optical flow features result in better performance (as in Table 2) than the use
of plain RGB frames. This is due to the fact that the segmented salient regions
give a clue for the model to localize the distinguishing features better from those
parts, while suppressing noisy areas which otherwise would have contributed to
outliers, thus reducing the classification accuracy.

Finally, results in Table 4 compare the performance of the proposed archi-
tecture with other state-of-the-art and recent methods, utilizing hand-crafted
and deep learned features, revealing the superiority of performance on both the
challenging datasets.
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Table 4. Comparison of the proposed 2S-CNN architecture with the state-of-the-art
methods. (*) corresponds to methods using Improved Dense Trajectory (IDT) fea-
tures. Missing numbers indicate unavailability of performance data or the correspond-
ing method in the published article on the particular dataset.

Method UCF-101 HMDB-51

Hybrid + BoW* [13] 87.9% 61.1%

Multi-resolution CNN [10] 65.4% –

Two-stream CNN [15] 88.0% 59.4%

Long-term recurrent convolutional network [2] 82.9% –

Factorized spatio-temporal CNN [17] 88.1% 59.1%

Multi scheme feature tracking [12] 89.1% 65.1%

Actions ∼ transformations Siamese CNN [19] 92.0% 62.0%

3D CNN* [9] 90.4% –

Rank pooling [5] – 63.7%

TDD* [18] 91.5% 65.9%

Adaptive multi-stream fusion [20] 92.6% –

Stacked FVs + FV [13] – 66.8%

Two-stream CNN with 3D pooling* [4] 93.5% 69.2%

Spatio-temporal residual net* [3] 94.6% 70.3%

Ours 94.79% 70.96%

Ours* 95.81% 73.76%

4 Conclusion

The two-stream CNN along with adaptive fusion strategy incorporated at dif-
ferent contextual levels shows best performance on two of the most popular and
challenging action datasets. A controlled and adaptive multi-level fusion strategy
at both local and global context is the highlight of this paper. Use of saliency
maps with a combination of optical flow provides performance gain over the use
of direct RGB frames as evident from the results in Table 2. Also, incorporating
the fusion of information at two contexts results in significant improvement in
performance.
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Abstract. Closing loops for pose graph optimization, by recognising
previously mapped places is an essential step for performing Simulta-
neous Localisation and Mapping (SLAM). The traditional approaches
for recognising known places follow a feature-based bag-of-words model
while discarding certain geometric and structural information. In order
to improve real-time query performance, we take a slightly different app-
roach by learning low-dimensional global representation vectors using
a deconvolution net. Proposed 12-layer deconvolution net encodes and
decodes an image to itself and in the process learns a representation
of the image in a reduced feature space, it is then used for comparing
one image with another to identify loop closures. Sequences from KITTI
Visual Odometry dataset are used for evaluation and performance is
compared with state-of-the-art techniques. Perceptual aliasing common
in most place recognition approaches, is considerably less in ours.

Keywords: SLAM · Loop closure detection · Deconvolution net

1 Introduction

In the context of robot navigation with vision, the task of Simultaneous Local-
ization And Mapping (SLAM) is an important task. The entire SLAM process
relies on recognizing the places the robot has already visited to achieve visual
loop closure detection. The major tasks are like representing the frames with the
help of visual descriptors and subsequently judging the similarity between the
frames based on the descriptors. It is to be noted that in the context of this work
place recognition refers to recognising whether a place has been visited previ-
ously or not. Various approaches have been followed by the researchers. Some of
the major approaches are as follows.

1.1 BoW Based Approaches

The BoW (Bag-of-words) approach was first successfully applied to image clas-
sification and retrieval [19]. Here, a fixed size vocabulary is used as a vector
quantizer to classify descriptors in an image frame. The vectors consists of
c© Springer International Publishing AG 2017
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image patches which acts as features and are generally chosen randomly from
image patches with textured neighbourhood. The FABMAP model [4] considers
a sequence of non-overlapping frames and checks if each frame belongs to an
already visited place. It suffers from the problem of perceptual aliasing. In order
to deal with the issue of perceptual aliasing as prevalent in FABMAP, methods
like SeqSLAM [15] perform correlation-based matching on short sequences of
images instead of depending directly on individual image frames. Voting based
methods [9,13,20] perform a nearest neighbour search on the image descrip-
tor space to identify potential matches. It is quite similar to the original bag
of words approach. Sometimes image descriptors like SIFT [12], BRISK [11] or
FREAK [1] are also used to form the descriptor vector. For fast and accurate
nearest neighbour search in loop closure detection, it is essential to reduce the
feature dimensions. Several Methods [2,13] have been presented in this direction.
By means of majority voting, similar images are identified and loop closure is
detected by thresholding on the similarity value.

1.2 Deep Learning Based Approaches

Convolutional neural network (CNN) based approaches have been developed for
loop closure detection. Chen et al. [3] used the Overfeat network [17] trained
on the ImageNet dataset to extract features from the image frames. Using a
sequence of convolution and pooling operations, it is possible to obtain dense
representations of the images and perform search on the low dimensional vector
space. However, in this approach the network was pre-trained on the ImageNet
dataset [5] and thus it is optimized mainly for object recognition and not ori-
ented towards place recognition as desired for loop closure detection. Denoising
autoencoders (DA) have also been used for localization tasks [18]. It uses a
denoising autoencoder with fully connected layers to extract features for com-
paring structural similarity of two images.

Designing the descriptors suitable for loop closure detection is quite chal-
lenging. It depends on the scenes and conditions under consideration. It has
motivated us to rely on deep learning that can automatically extract the fea-
tures and can be utilized for place recognition. The paper is organized as follows.
Brief introduction and survey is followed by proposed methodology in Sect. 2.
Experimental result and conclusion are placed in Sects. 3 and 4 respectively.

2 Proposed Methodology

In this work we propose an autoencoder based deep learning network that
extracts a lower dimensional vector representation of an image. With an autoen-
coder trained to encode and decode an image, the task of loop detection reduces
to finding the distance between the encoded vectors of the query image and the
input image. Whenever the distance falls below a certain threshold a loop clo-
sure can be reported. The value of the threshold can be either learned or tuned
based on previous experience about the alteration limits of the environment.
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The reconstruction process in this case uses the concept of switch matrix which
holds the position of the pixel selected during a pooling layer of the encoder so
that proper mapping can be done during decoding. The methodology is detailed
in the subsequent subsections.

Some of the important aspects of our research are:

– Our 12 layer architecture with LCA layers reduces the input image of 96×336
i.e. 32256 pixels to only 200 dimensional feature vectors

– The quality of reconstruction from the decoder part of the network ensures
that the 200 features extracted by our method capture important structural
properties of the image.

– While detecting loop closures, it is often encountered that the objects of a
place we had previously visited, have shifted by a few metres (or pixels) by
the time we are arriving back at that place. Also, the camera poses of the two
time instants are likely to be different. Hence, it is important that the features
extracted from the image are translationally invariant to some extent, which
is guaranteed by the pooling layers of the encoder network.

– Compared to traditional approaches of computing expensive features from
an image, our deep features are generated by a series of dot products, non-
linearities and pooling operations, which boosts real time performance signif-
icantly.

2.1 Architecture

At the heart of the proposed architecture lies a deconvolution net. It is further
modified by adding a layer of locally connected autoencoders to map an image
frame into a representation vector of n dimensions. The higher the value of n,
the greater is the capability of the vector to encode unique macro level features
of the scene in each of its elements. The choice of optimal size for the vector is
subjected to further research. The value of n is empirically chosen as 200 in this
work. We discuss the architecture in the following two subsections.

Deconvolution Net: Deep autoencoders were initially studied by Hinton
et al. [8] for reducing the dimensionality of raw input data with neural networks.
This approach was later extended for image [10] and document retrieval [7]
tasks. But when working with images, fully connected autoencoders ignore local
2D image structure and hence suffer from a redundancy in learning the para-
meters. The visual field of the features are made to span the entire input thus
destroying local structural information. In this case enforcing local connectivity
and weight sharing [14,21] not only scales well for realistic image sizes, but also
removes redundancies in the input to model discriminative representations.

Proposed architecture is essentially a 12 layer deep deconvolution net with
only the middle layer as a layer of locally connected autoencoders. The first
six layers are for encoding and the last six layers are for reconstructing the
input which structurally is the mirror image of the encoding network. The fea-
tures of the 6th layer (the layer of locally connected autoencoders) are used as
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representations for the image frames. Here, the stride of both convolution and
pooling layers defines the number of pixels the kernel shifts. The pad defines the
number of extra zero value pixels padded on the boundary after convolution or
pooling. In our case we have chosen the zero-pad as 1, stride for convolution as
1 and kernels of dimensions 3 × 3, similar to the architecture of Noh et al. [16].

As deep learning involves huge amount of matrix computation, to speed up
the process without significant loss of accuracy pooling technique is used. The
image size to next convolution layer is diminished by selecting one pixel value of
the next layer input, from a patch of the output image of the previous convolution
layer. Max-pooling selects the pixel value which is maximum within the patch.
Table 1 presents the complete architecture in tabular form.

Table 1. Description of the proposed network: The first half consists of convolution
(conv) and pool layers, followed by encoding and decoding (LCA) and finally a number
of deconvolution (deconv) and unpooling layers.

Layer Kernel size Stride Pad Output dim.

Input – – – 1 × 96 × 336

Conv-1 3 × 3 1 1 2 × 96 × 336

Conv-2 3 × 3 1 1 3 × 96 × 336

Pool-1 2 × 2 2 0 3 × 48 × 168

Conv-3 3 × 3 1 1 5 × 48 × 168

Conv-4 3 × 3 1 1 8 × 48 × 168

Pool-2 2 × 2 2 0 8 × 24 × 84

Conv-5 3 × 3 1 1 5 × 24 × 84

Pool-3 2 × 2 2 0 5 × 12 × 42

LCA-enc – – – 5 × 40

LCA-dec – – – 5 × 12 × 42

Unpool-1 2 × 2 2 0 5 × 24 × 84

Deconv-1 3 × 3 1 1 8 × 24 × 84

Unpool-2 2 × 2 2 0 8 × 48 × 168

Deconv-2 3 × 3 1 1 5 × 48 × 168

Deconv-3 3 × 3 1 1 3 × 48 × 168

Unpool-3 2 × 2 2 0 3 × 96 × 336

Deconv-4 3 × 3 1 1 2 × 96 × 336

Deconv-5 3 × 3 1 1 1 × 96 × 336

Locally Connected Autoencoders: The feature maps at the output of the
6th layer are passed through a layer of locally connected autoencoders (LCA) to
learn a further lower dimensional representation. An LCA is a fully connected
2 layer feedforward neural network where the number of input neurons is equal
to the number of output neurons and the number of hidden neurons is equal to
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the dimension of the autoencoder, which in this case is 40. Each of the 5 feature
maps are passed through an autoencoder and projected into a representation
vector of 40 dimensions. All such representations are stacked on top of one
another to form the 200 dimensional representation of the image frame. Using
local connections instead of using a fully connected layer not only helps capturing
distinguishing features from each feature map separately but also reduces the
number of parameters to be learned.

Proposed approach is to some extent similar to the approach presented in [18].
But instead of a fully-connected autoencoder, in the proposed architecture decon-
volution net is used for following reasons: (a) weight sharing (as done in convolu-
tion layers) extracts more meaningful and significant features when dealing with
raw image data, (b) The features extracted by the proposed model are six layers
deep and hence are more abstract compared to the features extracted by their
1 layer deep denoising autoencoder, (c) More importantly, pooling operations in
the encoder of the deconvolution net introduce some translational invariance in
the features extracted which is a very essential characteristic for detecting loop
closures.

2.2 Training Methodology

The training is the commonly used two stage process [8] namely, greedy layer-
wise unsupervised pretraining and global fine-tuning. The greedy unsupervised
pretraining proceeds in a layerwise fashion. Keeping in mind the difficulty of
jointly training a deep neural network architecture with respect to a global objec-
tive, at this stage, each layer is pretrained in an unsupervised fashion by taking
the output of the previous layer and producing a new representation as out-
put. This phase is called layer-wise because only the parameters of one layer
are updated at a time keeping the others fixed. Normally fine tuning phase is
supervised. However it has been shown [8] that for autoencoder networks, test
accuracy improves significantly when the fine tuning phase is also unsupervised.
Based on that observation, we have also adopted unsupervised fine tuning. Once
the full autoencoder network is trained with respect to a global objective, the
output of the LCA (locally connected autoencoder) layer are used as the learnt
representations of the images in the dataset.

3 Results and Analysis

In order to carry out the experiment we have worked with the KITTI Odome-
try dataset [6]. For training, we used Sequences 0–4 with dataset augmentation
(approximately, 100,000 images). Sequences 9 and 10 are used for validation and
tested with sequences 5–8. Total time taken to train the network, was approxi-
mately 3.5 days for pretarining and 1.5 days for fine tuning, on an NVidia Quadro
M5000 GPU with 8 GB VRAM. It is to be mentioned that during test, proposed
method can process approximately 150 frames per second. On a machine with
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1.4 Ghz Intel i5 CPU with 4 GB RAM, FABMAP has a maximum speed of 40FPS
whereas our method operates at 110FPS, image dimension being 336 × 96.

For each of the test sequences 5, 6, 7 and 8, the generated confusion matri-
ces are shown in Fig. 1 at a scale of 0 to 255. It shows the Euclidean distance
between the learnt representation vector of the images in the sequence. It may be
noted that along the diagonal the distance should be zero (as it is the distance
with itself). By applying a threshold on the distances (similarity)loop closure
is detected. The threshold on distance should be low enough to avoid the false
detection. It has to be chosen keeping in mind that when the robot revisits the
place there may be change in illumination, angle of view or even dynamic objects
may also get shifted. In our experiment, it is empirically taken as 5. Image vec-
tors with a distance less than the threshold qualify for a loop closure. In KITTI
dataset, sequence 5 contains loop closure. Hence we have tested with the same
and compared the outcome with OpenFabmap [4] and OpenSeqSlam [15]. The
loop closure detection matrices are shown in Fig. 2. White denotes loop closure.
It is clear in Fig. 2 that like others proposed methodology detects the closures
successfully. It is to be noted that OpenSeqSlam suffers from over detection and
significant miss is also present in both OpenSeqSlam and OpenFabmap. On the
other hand, miss and false detection both are less for the proposed methodology.
It may be noted that comparison was done by thresholding and then comparing
it with ground truth confusion matrix on a pixel to pixel basis.

Fig. 1. Confusion matrices for sequences 5, 6, 7 and 8 of KITTI dataset. Darker the
value, images are more similar.
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Fig. 2. Loop Closure Detection: ground truth matrix (top left) matrices for proposed
methodology (top right), OpenSeqSlam [15] (bottom left) and OpenFabmap [4] (bot-
tom right).

4 Conclusion

In this work we have proposed a deep learning autoencoder network that can rep-
resent an image with significantly lower dimension. But it preserves considerably
the contextual and spatial information. As a result such representation becomes
useful for applications like loop closure detection in SLAM. In our approach, we
tried to combine the best of both the deep learning approaches (weight sharing
in CNNs and unsupervised feature learning in DAs) in a deconvolution net. The
advantage of this approach is that vectors generated for two frames of the same
scene which differ geometrically but are similar contextually and by content, are
quite close to each other. Thus the approach works in general place recognition
tasks also and holds the promise to be extended to context and content based
image matching problems.
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Abstract. Deep convolutional neural networks (DCNN) successfully
exhibit exceptionally good classification performance, despite their mas-
sive size. The effect of a large value of noise term, as irreducible error in
Expected Prediction Error (EPE) is first discussed. Through extensive
systematic experiments, we show how in extreme conditions the tradi-
tional approaches fare at par with large neural networks, which generalize
well in practice. Specifically, our experiments establish that state-of-the-
art convolutional networks trained for classification barely fit a random
labeling of the training data as an extreme condition to learn. This phe-
nomenon is quantitatively unaffected even if we train the CNNs with
completely inseparable data. This can be due to large degree of corrup-
tion of the entire data by random noise or random labels associated with
data due to observation error. We corroborate these experimental find-
ings by showing that depth six CNN (VGG-6) fails to overcome large
noise in image signals.

Keywords: Convolutional neural networks · Noise · Classification ·
SVM · EPE

1 Introduction

Convolutional neural network (CNN) models have become the state-of-the-art to
solve hard classification problems and have significantly improved the accuracy
for classifications. Traditional statistical machine learning methods require a
human domain expert that can construct a good set of features as input dataset,
while deep learning models waives the requirement of a hand crafted feature
set. Hence it is more powerful and suitable for hard Artificial Intelligence tasks
such as speech recognition or visual object classification. CNN based machine
learning models can learn a hierarchy of features with complex and overlapping
distributions on its own within the first few convolutional layers of CNN model,
without any hand crafting of the raw input data. In the deepest layer of the
model, a weighted set of selected features for each output is used to generate
a prediction. Deep learning (DL) often outperforms traditional approaches [18],
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for those hard classification problems in terms of performance accuracy, since
the inevitable human error in feature selection can be easily avoided.

In the recent past, researchers have reported exciting results in various
domains of computer vision and machine learning using convolutional neural
networks (CNN). Still two questions [21] remains as the major interest about
CNNs. The first question is about the power of the architecture − which classes
of functions can it approximate well? The second question is; are good min-
ima easier to find in deep rather than in shallow networks? In this paper we
provide a set of experimental results for empirical evaluation, of both CNN and
shallow methods, that puts some light into answers as to why and when deep net-
works fail or perform at par with the traditional shallow algorithms in complex
and extreme conditions of data distributions. We define an extreme condition in
labeled data, where the distributions overlap and nearest neighbors are randomly
available with equal probability for all classes.

This paper compares shallow algorithms with deep networks, when we train
both of them with different data distributions. The logic of the paper is as
follows:

– Both shallow algorithms and deep networks are universal, that is they can
approximate arbitrarily well any continuous function of d variables on a com-
pact domain, but both of them fail to learn approximations with massive
overlap.

– Many natural signals such as images and text require compositional algo-
rithms that can be well approximated by Deep Convolutional Networks due
to the basic properties of scalability and shift invariance. Of course, there are
many situations that do not require shift invariant, scalable algorithms. For
many functions that are not compositional do we expect any advantage of
deep convolutional networks? [21]

Although difficult to prove this analytically, in spite of recent advances in
concepts of Statistical Learning theory and deep artificial neural network ana-
lytics, we are forced to take the help of empirical studies to justify our logic
and show-case the performance of CNN in extreme conditions. Recent reports
by Thomas Poggio [21,22] reveal that DL algorithms for CNN are scalable and
shift-invariant, and can approximate functions better than shallow methods. A
recent work [1] shows that deep-CNN cannot handle distribution variations in
the context of Transfer Learning and Domain Adaptation. None of these report
any results of performance for deep learning algorithms on extreme conditions.
This has been the main motivation of our work.

2 Related Work

Most publications on DL these days start with Hinton’s back-propagation [17]
and with Lecun’s convolutional networks [19] (see [18] for a nice review). The
works proposed in [24–26] mainly deal with a multi-stage complex system, which
take the convolutional features obtained from their model and then use PCA
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(Principal Component Analysis) for dimensionality reduction, followed by classi-
fication using SVM. Other significant works in this area are [1,4,14,16,17,20,23],
which use CNN for object recognition, video classification, image captioning and
character recognition tasks.

Several popular Machine Learning (ML) techniques had been originally
designed and proposed for the solution of binary classification problems. Tra-
ditionally among them, one can mention the Support Vector Machines (SVMs)
[7], the Perceptron [13] and the RIPPER algorithms [5]. Many algorithms devel-
oped by the machine learning community focus on learning in pre-defined feature
spaces. However, many real-world classification tasks exist that involve features
where such algorithms could not be applied [11]. This paper also reports that
Naive Bayes’ outperformed C4.5 induction algorithm based on empirical eval-
uations. In such cases, the non-parametric classification algorithms like k-NN
perform better. Currently very few work focuses on the traditional culture (pre-
dominant in Digital Signal/Image Processing and Communications field) of per-
formance degradation in the presence of noise. One assumes that training may
provide the system the power to overcome noise or overlapping distributions of
data. But, is it really so? There lies the motivation and focus of our work.

3 Analysis Using Expected Prediction Error (EPE)

Based on the concept of Bias-variance decomposition [12], one can write
EPE(Y |X) = σ2 + B2 + V ; where σ2 is the irreducible error due to noise
and the two other terms (Bias and Variance) are model and dimension depen-
dent. In the presence of a large amount of noise (σ >> 1, say) in data, the error
dominates resulting in degraded accuracy. In such a case, the prediction will
generate random output in most cases. Figure 1 shows the EPE plot as demon-
strated in [3]. For highly complex models (assuming for large orders, this metric
is hypothetically equivalent to the ‘power’ of a deep-CNN) the error reaches
50% asymptotically. From a performance perspective, this can be visualized to
be EPE(Y |X) = B2

n + Vn, where Bn >> B and Vn >> V ; i.e. a system ran-
domly produces accurate results at most only for half of the cases (� 50%). We
show this empirically using performance analysis of deep and shallow networks.

Noise is the unavoidable component of the loss, incurred independently of
the learning algorithm. One always favor a more complex model if we assess
that the ‘goodness’ of a model fits on the training data, as a more complex
model will be able to capture small, random trends in the data due to noise
[10]. Too large a model complexity/order causes overfitting. Overfitting occurs
when an estimator is too flexible, allowing it to capture illusory trends in the
data. These illusory trends are often the result of the noise in the observations. Its
reasonable to assume that CNN models have extremely large complexity/order to
deal with large variations of training samples. The above synthetic curve (Fig. 1)
shows that for large order the test error will asymptotically touch 50%. The gap
between total error and variance is due to noise in signal/data and perhaps
so even for kernel based models (theoretical proof open for researchers). This
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Fig. 1. Bias-variance trade-off (courtesy [3]).

trend should definitely be followed by all statistical classifiers [3] and even kernel
models (e.g. SVM). The question remains, can CNN with its heavy training
requirements overcome this and reduce the performance gap due to irreducible
error. No formal proof is available, but one can empirically test to verify this, as
for now.

For large noise, will performance of shallow models be weaker than CNN?
How do you simulate this large noise? Either perturb the data samples or their
class labels. We did this in an alternative way - make data points of two classes
(binary classification problem) to overlap by a large extent. This in effect can be
thought to be equivalently simulating a scenario of heavy noise on class labels.
The noise level however cannot be quantified, other than a completely different
mode of theoretical analytics, which is beyond the scope of the current paper.
We quantify this noise by the amount of data overlap, with 100% data overlap
indicating the maximum level of noise (SNR � 0) where one may assume to
have completely over-corrupted the input data (both class-wise distributions of
training and testing data completely overlap with similar distributions).

Anyway, noise can play a significant role in the EPE as per bias-variance
analysis. Indeed, according to Domingos [10], with the 0/1 loss the noise is
linearly added to the error with a coefficient equal to 2PD(fD(x) = y) − 1.
Hence, if the classifier is accurate, that is, if PD(fD(x) = y) >> 0.5, then the
noise N(x), if present, influences the expected loss. In the opposite situation
also, with very bad classifiers, that is when PD(fD(x) = y) << 0.5, the noise
influences the overall error in the opposite sense: it reduces the expected loss. If
PD(fD(x) = y) ≈ 0.5, that is if the classifier provides a sort of random guessing,
then 2PD(fD(x) = y) − 1 ≈ 0 is the estimate of the noise in real data sets (as
shown in [10]). A straightforward approach simply consists in disregarding it,
but in this way we could overestimate the bias. Some heuristics are proposed in
[15], but the problem remains substantially unresolved. Given these unanswered
questions, we resort to empirical studies, as also suggested in [10] with noise.
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4 Details of CNN and Datasets Used

The ‘Wt. layer’ in VGG-6 network [23] consists of a convolutional layer with the
same kernel size and number of filters as proposed by the authors. The FC layers
corresponds to the fully connected layers of the network. with two 50% Dropout
layers. This moderately deep network is used for the empirical verification of the
data. VGG-6 has been used for the object recognition tasks in [23].

4.1 Synthetic Scatter Dataset

Experimentations have been carried on two separate sets of data to study the
effect of noise on the deep learning model compared with vanilla shallow super-
vised as well as non-parametric algorithms. The first set consists of two-class
synthetically generated random data distributions, while the second consists of
the Chars74K dataset [9].

Synthetic Data - To test the accuracy of the different algorithms, we have
synthetically generated random data belonging to two classes. The distribution
is considered to be elliptical for scatter generation (see Fig. 2) For a 2-class
classification problem, dataset is generated as: (a) 50-dimensional data and (b)
100-dimensional data. The scatter is generated randomly and produced with 7
levels of overlap (difficulty) as described below (illustrated using 3-d scatters):

Fig. 2. Scatter Plots showing 3D Data: (a) Non-overlapping; (b) Barely touching;
Overlap of: (c) 25%; (d) 50%; (e) 75%; (f) Fully Overlapping; (g) Random class labels
(best viewed in color).

– Non-overlapping (Fig. 2(a)) - The scatter for classes are completely
separated, and they are separated from each other. This is the most easiest
and favorable case.
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– Adjacent (Fig. 2(b))- The data are completely separated, but they are
touching each other at a single point.

– Overlap (25%) (Fig. 2(c))- 25% of the data from both classes overlap.
– Overlap (50%) (Fig. 2(d))- 50% of the data from both classes overlap.
– Overlap (75%) (Fig. 2(e))- 75% of the data from both classes overlap.
– Completely overlapping (Fig. 2(f))- The entire data from bothy classes

(of decision regions) completely overlaps with each other. The class means,
variances and boundaries are all identical.

– Random (Fig. 2(g))- The data is separated in 2 clusters as in non-
overlapping case, but each cluster have a complete mixture of the two class
labels randomly.

The extreme conditions are in Figs. 2(e)-(g). These are considered the most
extreme and hard to solve by a machine. The datasets used are partitioned in
a 10-fold cross-validation setting using {60 : 30 : 10} as train, test & validation
sets. For both the 50D and 100D data, 1 million data points/class are generated
for the two class problem.

The Chars74K dataset [9] - Invariance of the CNN model to noise is further
experimented on a benchmark real-world dataset for character recognition with
62992 synthesized characters from computer fonts (refer Fig. 3 for samples in the
dataset). The dataset has 62 classes (0 − 9, A − Z, a − z). The VGG-6 model is
trained on all these 62992 characters. The testing set is generated using Additive
White Gaussian Noise (AWGN) [2] as shown in Fig. 4.

Fig. 3. A few examples from the Chars74K dataset [9].

Fig. 4. An example showing the effect of AWGN on a character template, with increas-
ing variance of noise.
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5 Experimental Results

Experiments have been carried on the the synthetic datasets using SVM [6], k-
NN, Naive Bayes and VGG-6 [23]. Figure 5(A) shows the accuracy of the tradi-
tional shallow learning methods for 50D data along with the VGG-6 CNN model.
The plot reveals a constant drop in accuracy of the classification with increas-
ing amount of overlap. The experiments are studied in 10-fold cross-validation
mode. We observe the performance with increasing extremity (i.e. more over-
lap and similar boundaries of scatters). The Completely overlapping (CO) and
the Random (RM) cases exhibit the poorest performance of the classifier since
the accuracy of the binary classifier is around 50%, indicating the presence of
extreme distribution overlap in the data over a pair of classes. Similar setup
has been experimented on the 100D data where the deep VGG-6 model shows
a similar trend in Fig. 5(B) along with the other classifiers. Note here that, the
non-parametric classifier though performs worse than deep-CNN at low levels of
overlap in class-wise data distributions, catches up quite well to produce a sim-
ilar degraded performance under extreme overlap (CO and RM) conditions. A
recognition accuracy of � 50% at (f) and (g) indices in Fig. 5(B) show that deep-
CNN has no advantage over other simple shallow classifier in extreme conditions.
This is one of the main outcomes of this empirical study. At full overlap (labels
are random) the CNN performs similar to the shallow learning algorithms.

Fig. 5. Plots for accuracies of (A) 50D and (B) 100D data on the 7 different data
distributions as shown in Fig. 2; (a) Non-overlapping; (b) Barely touching; Overlap of:
(c) 25%; (d) 50%; (e) 75%; (f) Fully Overlapping; and (g) Random class labels.

The VGG-6 model is trained on the clear images of the Chars74K dataset
and tested on the images with added noise (see Fig. 3). Figure 6(A) shows plots
of accuracy of classification obtained by the VGG-6 model with increasing num-
ber of epochs (during training), when tested with image samples of low noise
levels of perturbations of the image signal. Figure 6(B) shows the decrease in
accuracy of the SVM (based on the HOG [8] feature extracted on the images)
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and VGG-6 models with increase in the variance of noise incorporated in the
images. For natural images, we can infer that the CNNs are barely competent
than shallow methods even when a small amount of noise degrades the images,
and the performance of the CNN also falls rapidly with increasing levels of noise
in data.

Fig. 6. Curve showing (A) the effect of noise with increasing number of Epochs in
training the VGG-6 ; (B) effect on the accuracy of classification using SVM and VGG-
6 (after 400 epochs) with increasing levels of noise; on the Chars74K dataset [9].

6 Conclusion

This paper reveals that many state-of-the-art classifiers provide equivalently
degraded performance under extreme conditions of the data. When the data
is corrupted by large levels of noise or overlapping scatter distributions, even
a recent state-of-the-art CNN model randomly classifies the data. In case of
Natural images, the DL methods cannot handle extreme conditions (large noise).
Being a supervised technique, the CNN models need a mechanism to overcome
noise in the data to approximate and classify them more accurately.
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Abstract. Text summarization is the process of generating a shorter
version of the input text which captures its most important information.
This paper addresses and tries to solve the problem of extractive text
summarization which works by selecting a subset of phrases or sentences
from the original document(s) to form a summary. Selections of such
sentences are done based on certain criteria which formulates a feature
set. Multilayer ELM (Extreme Learning Machine) which is based on the
underlying deep network architecture is trained over this feature set to
classify the sentences as important or unimportant. The used approach
is unique and highlights the effectiveness of Multilayer ELM and its sta-
bility for usage in the domain of text summarization. Effectiveness of
Multilayer ELM is justified by the experimental results on DUC and
TAC datasets wherein it significantly outperforms the other well known
classifiers.

Keywords: Deep learning · Extractive · ML-ELM · Rouge score ·
Summarization

1 Introduction

In this data driven world, more than 2.5 quintillion bytes of data are gener-
ated every day. However, since this huge quantity of data requires tremendous
amount of processing, most of the data is never analyzed and we are still learn-
ing to make sense out of it. A large fraction of this data is in the form of text
documents ranging from news articles to e-books. Often these documents are ver-
bose and require long reading time which one typically wants to avoid. Hence,
the need of summarizing these documents arises. Moreover, to process the large
amount data efficiently, the technique of summarization needs to be automated.
Two most common methods used for automatic text summarization are Extrac-
tive where important sentences and phrases are extracted from the original text
without modifying the sentences themselves and Abstractive which involves para-
phrasing parts of the original source text [1]. Multi-document summarization is
c© Springer International Publishing AG 2017
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a technique which can able to generate summaries from huge volume of docu-
ments. Many active research works have done in this domain [2–4]. This paper
uses the extractive approach for the process of multi-document summarization.
Given a corpus of documents, the proposed methodology gives a summary by
extracting the most important sentences from the corpus using Multilayer ELM
(ML-ELM), a classifier which is getting rapidly recognized in the machine learn-
ing domain having easy to implement and capable of handling large volume of
data with high processing speed [5]. For generating the summaries algorithmi-
cally, the classifier is trained over a dataset and the trained model predicts the
importance of the sentence in each document of the corpus. Identifying the fea-
ture set over which the training will occur is hence a crucial step in the process.
Nine important features are identified by the proposed approach which are likely
to be a part of a sentence in the summary. Experimental results on DUC and
TAC datasets show that ML-ELM can outperform other traditional classifiers
in the field of text summarization.

Remaining sections of the paper are as follows: Sect. 2 briefly discusses the
basics of ML-ELM. The proposed approach is discussed in Sect. 3. Section 4
covers the experimental work and Sect. 5 concludes the paper.

2 Basic Preliminaries

2.1 Extreme Learning Machine

Huang et al. [6] suggested a feed forward neural network having single layer and
named it as Extreme Learning Machine (ELM). Many important characteristics
of ELM such as no back propagation, extremely fast learning speed, able to man-
age large dataset etc. make ELM more popular compared to other established
classifiers.

Mathematically: Consider N different examples (xi, yi), where xi =
[xi1, xi2, ..., xin]T ∈ Rn and yi = [yi1, yi2, ..., yim]T ∈ Rm, such that (xi, yi) ∈
Rn × Rm, i = 1, 2, ..., N . ELM has an activation function g(x) and L hidden
layer nodes. Given input x, ELM output function can be written as

yj =
L∑

i=1

βig(wi · xj + bi) (1)

where j = 1, ..., N , wi and bi are randomly generated hidden node parameters.
wi = [wi1, wi2, wi3, ..., win]T is the weight vector that joins the ‘n’ input nodes
to the ith hidden node and bi is the bias of the ith hidden node. β is the weight
vector that connects each hidden node to every output node and is represented
as β = [β1, ..., βL]T . Equation 1 in a reduce form can be written as Hβ = Y ,
where Y and H are the output and hidden layer matrix respectively.
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2.2 Multilayer ELM

An artificial neural network having multiple hidden layers called Multilayer ELM
is proposed by Kasun et al. [7] which possesses all the properties of ELM since
it combines ELM with ELM-autoencoder (ELM-AE). Parameters that repre-
sent ML-ELM are trained layer-wise using ELM-AE in an unsupervised manner.
During the training time, no iteration takes place and hence the unsupervised
training is very fast. The architectures of ELM-AE and ELM are almost similar
except that ELM is supervised in nature, while ELM-AE is unsupervised and it
can be stacked and trained in a progressive way. The stacked ELM-AEs will learn
how to represent the data, the first level has a basic representation, the second
level combines that representation to create a higher-level representation and so
on. Using the Eq. 2, ML-ELM transfers the data between the hidden layers. The
general architecture of ML-ELM is shown in Fig. 1.

Hi = g((βi)THi-1) (2)

where Hi is the ith hidden layer output matrix and βi is the output weight
vector of ELM-AE placed before the ith hidden layer. i = 0, represents the input
layer x. Regularized least square technique is used to calculate analytically the
output weights of the connection between last hidden layer and nodes of the
output layer.

Fig. 1. Multilayer ELM and ELM Autoencoder

3 Proposed Approach

3.1 Identifying Important Features and Generating
the Feature Vector

The proposed approach identified nine important features of a sentence which
are described below. This nine-dimensional feature vector along with the class
label form the feature vector for each sentence s of a document d belongs to the
corpus C.
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1. Length of the sentence: This feature is defined as how large a given sen-
tence is by computing its size (i.e. the number of terms it contains).

2. Weight of the sentence: Term Frequency (TF ) measures the frequency
of a term t in d where as Inverse Document Frequency (IDF ) measures the
importance of t in the entire corpus C. TF-IDF value of a term is computed as
TF -IDFt,d = TFt,d × IDFt. Score for a sentence s is computed by summing
up the TF -IDF values of all the terms belong to that sentence.

3. Density of the sentence: The density of a sentence s is computed by
taking the ratio between the total count of keywords in s and the total count
of words which includes all stop-words of s. For each s ∈ d:
i. extract the keywords1 from s and let the count of keywords be n.
ii. compute the score as n

N , where N is number of words in s including
stop-words.

4. Presence of named entities in the sentence: Named-entities are the
terms which are generally proper nouns and they belong to the categories
such as ‘names of people’, ‘organization’, ‘locations’ ‘quantities’ etc. Sen-
tences having these named-entities are usually important because they tend
to directly talk about an object. To detect the presence of such terms in a
sentence, Stanford NER Tagger2 is used. Score of a sentence is the number
of named entities it contains.

5. Presence of cue-phrases in the sentence: In general, sentences that con-
tain the phrases like ‘in summary’, ‘our investigation’, ‘in conclusion’, ‘the
paper describes’ and the ones which highlight the quality such as ‘important’,
‘the best’, ‘hardly’, ‘significantly’, ‘in particular’ etc. are important because
they happen to be a good source of significant information in a document.
Sentences which contain such cue-phrases given a score of 1 and the rest are
given 0. WordNet3 has been used to find such words/phrases.

6. Relative offset of the sentence: Sentences that are located in the begin-
ning or towards the end of a document tend to be more imperative as they
carry relevant information like definitions and conclusions. Such sentences
receive a score 1, otherwise 0.

7. Presence of title words in the sentence: A document is best described
by those sentences that contain a part or all the words present in the title
of that document and hence such sentences are considered as important. The
score of sentence s is computed using Eq. 3.

score of s =
common words between the title and s

total number of words in the title
(3)

8. Presence of quoted text in the sentence: Sentences which have a part of
their text within quotation marks assert something specific and that informa-
tion is important. For each s ∈ d, if it contains the words/phrases that reside
within “ ” (double quotation) marks then it receives the score 1, otherwise 0.

1 NLTK is used to extract the keywords.
2 http://nlp.stanford.edu/software/CRF-NER.shtml.
3 https://wordnet.princeton.edu/.

http://nlp.stanford.edu/software/CRF-NER.shtml
https://wordnet.princeton.edu/


Deep Learning in the Domain of Multi-Document Text Summarization 579

9. Presence of upper-case words in the sentence: This feature checks the
presence of words/phrases that are upper-case in a sentence. These upper-
case words/phrases are likely to refer the important acronyms, names, places,
etc. Such sentences receive a score 1, otherwise 0.

3.2 Deciding the Class Label for Each Sentence

The class label for each sentence is either important (+1) or unimportant (-1).
Those sentences of a document which are labeled as “important” will constitute
the summary for that document.

4 Experimental Analysis

For ELM and ML-ELM, the code is run using different number of hidden nodes
(n) and layers and only those number of nodes and layers are considered on
which the best results are obtained. Every DUC4 and TAC5 datasets contain
four human written gold summary. For DUC-2006 and 2007, ELM with n = ‘175’
achieved the maximum F-measure. For ML-ELM, n is considered as ‘50’ and ‘30’
respectively and the number of hidden layers = ‘5’ on which the best results is
obtained. Tables 1 and 2 show the performance of different classifiers on these two
DUC datasets. Similarly, for TAC-2008 and 2009, ELM with n = ‘175’ and ML-
ELM using n = ‘100’ and hidden layers = ‘5’ achieved the maximum F-measure.
The results on these two TAC datasets are shown in Tables 3 and 4 respectively.
The Recall-Oriented Understudy for Gisting Evaluation (ROUGE) score6 of ML-
ELM with extractive gold summary and human-written gold summary on both
datasets are shown in Tables 5 and 6 respectively. For unigram and bigram
matching, recall computation is required and hence ROUGE-1 and ROUGE-2
are used. Similarly, another ROUGE score called ROUGE-SU4 [8] is also used for
recall computation and it uses the technique “skip-bigram with unigram having
maximum gap length of 4” for matching. As the human-written gold summaries
most likely use words that are not a part of the original document and people
tend to paraphrase them in their own way while using words, thus evaluating
ROUGE scores using human-written gold summaries results low score as shown
in Table 6. Since system generated summaries are extractive in nature, they
strictly make use of the n-gram structure of the original set of documents. This
results in a very less n-gram overlap between the human-written gold summaries
and the system generated summaries. ROUGE essentially relies on the n-gram
recall and hence the scores generated tend to be low. But if we create a set
of extractive gold summaries using the human-written gold summaries and use
them along with the system generated summaries, ROUGE scores tend to be
good as shown in Table 5 because there is a sufficient n-gram recall between
the two sets. From the tables, it is observed that F-measure (bold indicates the
maximum) of ML-ELM is better than other established classifiers.
4 http://www.duc.nist.gov.
5 http://www.nist.gov/tac/data.
6 http://www.berouge.com/Pages/default.aspx.
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Table 1. DUC 2006 (train and test)

Classifier Precision Recall F-measure

ELM 0.710 0.879 0.786

ML-ELM 0.748 0.853 0.797

SVM
(LinearSVC)

0.743 0.795 0.768

SVM (Linear
kernel)

0.687 0.692 0.689

Decision tree 0.657 0.667 0.662

M-NB 0.713 0.833 0.768

B-NB 0.646 0.656 0.651

G-NB 0.702 0.693 0.697

kNN 0.726 0.736 0.731

Random forest 0.745 0.692 0.718

Gradient
boosting

0.738 0.715 0.726

Extra trees 0.734 0.698 0.716

Table 2. DUC 2007 (train and test)

Classifier Precision Recall F-measure

ELM 0.801 0.713 0.754

ML-ELM 0.795 0.730 0.761

SVM (Linear
SVC)

0.764 0.730 0.746

SVM (Linear
kernel)

0.702 0.711 0.706

Decision tree 0.711 0.649 0.679

M-NB 0.791 0.687 0.735

B-NB 0.708 0.648 0.677

G-NB 0.712 0.694 0.703

k-NN 0.763 0.654 0.704

Random forest 0.726 0.718 0.722

Gradient
boosting

0.694 0.674 0.684

Extra trees 0.735 0.702 0.718

Table 3. TAC 2008 (train and test)

Classifier Precision Recall F-measure

ELM 0.732 0.785 0.758

ML-ELM 0.737 0.806 0.77

SVM
(LinearSVC)

0.682 0.842 0.754

SVM (Linear
kernel)

0.683 0.675 0.678

Decision tree 0.657 0.653 0.655

M-NB 0.726 0.742 0.734

B-NB 0.663 0.734 0.697

G-NB 0.683 0.702 0.692

k-NN 0.705 0.710 0.707

Random forest 0.674 0.663 0.668

Gradient
boosting

0.653 0.645 0.649

Extra trees 0.677 0.694 0.685

Table 4. TAC 2009 (train and test)

Classifier Precision Recall F-measure

ELM 0.732 0.797 0.763

ML-ELM 0.731 0.806 0.767

SVM (Linear
SVC)

0.703 0.810 0.753

SVM (Linear
kernel)

0.728 0.711 0.719

Decision tree 0.661 0.69 0.675

M-NB 0.749 0.730 0.739

B-NB 0.704 0.652 0.677

G-NB 0.724 0.701 0.712

k-NN 0.714 0.700 0.707

Random forest 0.701 0.689 0.695

Gradient
boosting

0.684 0.693 0.688

Extra trees 0.708 0.703 0.705

5 Conclusion

This paper discussed an automatic text summarization technique using ML-
ELM. The proposed approach has identified nine important features of a sen-
tence to form the feature vector. ML-ELM is used on test datasets to find out
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Table 5. ROUGE of ML-ELM (Extractive
gold summary)

Dataset ROUGE-1 ROUGE-2 ROUGE-SU4

DUC 2006 0.684 0.469 0.501

DUC 2007 0.715 0.482 0.515

TAC 2008 0.73 0.500 0.533

TAC 2009 0.711 0.494 0.523

Table 6. ROUGE of ML-ELM (Human-
written gold summary)

Dataset ROUGE-1 ROUGE-2 ROUGE-SU4

DUC 2006 0.097 0.041 0.051

DUC 2007 0.121 0.050 0.062

TAC 2008 0.062 0.027 0.032

TAC 2009 0.061 0.026 0.032

those sentences which are important for building the summary. For experimen-
tal purpose, different DUC and TAC datasets are used. ROUGE scores in terms
of average F-measure are calculated using ML-ELM and the results show that
ML-ELM performs better than other classifiers. This demonstrates that deep
learning has high influence on summarization of textual data. This work can be
extended by using the proposed technique to built a recommendation system for
different electronic devices. Also, by combining the feature space of ML-ELM
with other classifiers will improve the classification results further.
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Abstract. This paper introduces a novel end-to-end deep learning
framework to learn space-time super-resolution (SR) process. We pro-
pose a coupled deep convolutional auto-encoder (CDCA) which learns
the non-linear mapping between convolutional features of up-sampled
low-resolution (LR) video sequence patches and convolutional features
of high-resolution (HR) video sequence patches. The upsampling in LR
video refers to tri-cubic interpolation both in space and time. We also
propose a H.264/AVC compatible video space-time SR framework by
using learned CDCA, which enables to super-resolve compressed LR
video with less computational complexity. The experimental results prove
that the proposed H.264/AVC compatible framework performs better
than the state-of-art techniques on space-time SR in terms of quality
and time complexity.

Keywords: Deep learning · Image and video super-resolution · Space-
time super-resolution · H.264/AVC

1 Introduction

Super-resolution (SR) of videos can be categorized into spatial SR and temporal
SR. The recovery of HR video frames from LR video frames is termed as spatial
SR. On the other hand, temporal SR is the retrieval of those dynamic events
which occur faster than provided frame-rate by predicting mid-frame informa-
tion. Although much work has been done on natural images SR [1–4] and spatial
SR [5–8] of videos, but few advancement have been made to achieve simul-
taneous space-time SR. This problem is more interesting and useful in many
computer vision and biomedical tasks for pre-processing of videos. One class of
space-time SR methods [9,10] takes multiple LR video sequences at the input.
Another class of space-time SR methods is to super-resolve video in space and
time using only single video [11]. Existed work on space-time SR from single
LR video doesn’t provide significant improvement. There is still much scope for
simultaneous space-time resolution enhancement.

In this paper, we propose a novel deep learning based method which we
call coupled deep convolutional auto-encoder (CDCA) to learn the relationship
c© Springer International Publishing AG 2017
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between up-sampled (both in space and time by tri-cubic interpolation) LR and
corresponding HR video sequence spatial patches. The proposed method simul-
taneously calculates the convolutional feature map of up-sampled LR and HR
video frame spatial patches using convolutional auto-encoder (CAE) and learns
the relationship between these feature maps using the convolutional neural net-
work. Our framework is motivated by an machine learning-based method [2]
for natural images SR, we adopt similar framework with some major improve-
ment for space-time SR. In contrast to autoencoder used by Zeng et al. [2] that
computed intrinsic features, convolutional auto-encoder (CAE) was used in our
framework to extract the features since CAE provides a better representation
of image patches [12] in comparison to simple auto-encoder. Additionally, in
our framework, the convolutional neural network is used to learn the mapping
between convolutional features of LR and HR patches. We learn the mapping
between spatial patches of up-sampled LR and HR video sequences instead of
3D space-time patches for the optimization of computation complexity. Learning
on 3D space-time patches will provide better high temporal frequency informa-
tion at the cost of high computational complexity. We also extend the use of
CDCA to propose H.264/AVC compatible framework, which enables to super-
resolve videos in a compressed domain with less computing complexity. Existing
works on video super-resolution were limited to raw videos, but almost all of
the videos on the web and other sources are encoded (compressed) due to band-
width and memory limitation. First, one has to convert encoded video into the
raw video, then that video can be super-resolved. But, our proposed architecture
can directly super-resolve encoded video during the decoding (decompression)
process with less computational complexity, which makes it more suitable for
real-time space-time video SR.

2 Space-Time Super-Resolution Using CDCA

Our LR video sequence has a dimension (W × L × T) and corresponding HR
video sequence and up-sampled LR have a dimension (S.W × S.L × S.T). Here
S is the space-time SR factor. The CDCA given in Fig. 1 has a three-stage archi-
tecture. In Fig. 1, we term up-sampled LR frame as LR frame. The first and third
stage consist of two convolutional auto-encoder (CAE) to learn the convolutional
feature map of up-sampled LR (both in space and time) and corresponding HR
video frame spatial patches, respectively. This results in weights/filters of CAE to
learn useful features which can reconstruct back the original video frame spatial
patches. After that, we make the algorithm to learn the non-linearities between
LR and HR video frame spatial patches convolutional feature map by using sim-
ple one layer convolutional neural network (CNN) in the second stage. Here,
weights/filters are learned to obtain the map between convolutional feature map
of LR and HR video frame spatial patches. After having learned weights/filters
of all stages, we put all three stages together to form one network as shown in
Fig. 1. Then this network is fine-tuned on space-time super-resolution dataset
which has up-sampled LR video frame spatial patches as input and HR video
frame spatial patches as the target.
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Fig. 1. Block Diagram of CDCA

We consider the up-sampled LR video frame spatial patches Yi and learn
mapping with corresponding HR video frame patches Xi : ∀i = 1, 2..n where n
is the total number of patches in training database. As a pre-processing step, we
normalize the patch elements between [0 1]. Then convolutional feature map for
LR video frame spatial patches is given by,

fk
i,L = max(0,W k

1 ∗ Yi + bk1) (1)

and, LR video frame spatial patches are reconstructed back by convolutional
feature map as,

Ŷi = max(0,
∑

k∈N

fk
i,L ∗ W

′k
1 + c1) (2)

by, minimizing the loss function,

lossLR =
1
n

n∑

i=1

1
2

‖ Yi − Ŷi ‖22 (3)

Here N is the total number of feature maps of LR video frame spatial patches.
Similarly, convolutional feature maps for HR video frame spatial patches is given
by,

fk
i,H = max(0,W

′k
3 ∗ Xi + bk3) (4)
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reconstruction of HR video frame patches as,

X̂i = max(0,
∑

k∈M

fk
i,H ∗ W k

3 + c3) (5)

by, minimizing the loss function,

lossHR =
1
n

n∑

i=1

1
2

‖ Xi − X̂i ‖22 (6)

here, M is the total number of convolutional feature maps of HR video frame
spatial patches. M should be lesser than N(M << N) to enforce sparsity and
the relation between fk

L and fk
H is represented as,

f̂k
i,H = max(0,W k

2 ∗ fk
i,L + bk2) (7)

Mapping between fk
L and fk

H is learned by minimizing the loss function,

loss =
1
n

n∑

i=1

1
2

‖ fk
i,H − f̂k

i,H ‖22 (8)

After having pre-trained CDCA parameters W1,W2,W3, b1, b2, c3, we fine-
tune all the parameters of combined framework CDCA on space-time SR
data-set.

2.1 H.264/AVC Compatible Framework for Space-Time SR

We propose a novel H.264/AVC Compatible video SR framework which is using
space-time SR algorithm, motion vector, spatial prediction parameters and resid-
ual error information to get HR video sequence from compressed LR video bit-
stream. The proposed framework is given in Fig. 2. Our proposed video space-
time SR framework uses different approaches for super-resolving I slices and P/B
slices macro-blocks for optimization of computational cost. The working of this
framework is described below:

1. In Fig. 2, encoded LR video bit-steam is the input for the standard H.264
decoder.

2. The motion vector (MV), residual error, spatial parameter and previously
stored frame information are extracted from standard H.264 video decoder
and are given to video space-time SR module.

3. All macro-blocks of I-slices and intra-predicted macro-blocks of P and B-slices
are spatially super-resolved by applying spatial SR module block after spatial
compensation process as given in lower part of video SR module. These macro-
blocks are super-resolved by adding residues to the spatially compensated
macro-blocks and then, followed by spatial SR module (i.e. CDCA learned
on SRCNN [1] training dataset).
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Fig. 2. Block Diagram of H.264 Compatible Space-Time SR Framework

4. The P and B-slices inter-predicted macro-blocks are super-resolved in space
and time by using information of residue, MV, and space-time SR module as
given in Fig. 2.

5. If the residue is greater than the threshold (as shown by middle part of
video SR module), then the HR macro-blocks sequences are inter-predicted
by adding residues to motion compensated macro-blocks sequences, and then
followed by space-time SR module (input to space-time SR module is 3D
up-sampled LR macro-blocks sequences).

6. If the residue is less than a threshold (as given in upper part of video SR
module), MV and residue are up-scaled (both in space and time). HR macro-
blocks sequences are predicted by adding re-scaled residues to the motion
compensated macro-blocks sequences.

7. All HR macro-blocks sequences are arranged together to form a super-resolved
video sequence.

8. Super-resolved I frame are stored as a reference frame, to be used as a refer-
ence for future P and B-frames.
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The framework is also compatible with HEVC encoding scheme since HEVC
has almost similar compression and decompression framework as H.264 with
some extra features like adaptive Loop Filter, more number of intra-predicted
modes and DCT based interpolation for luminance etc.

3 Results

Video sequences are taken from [11] to generate training data-set. LR video
sequences are generated by 3D (space-time) down-sampling of HR video
sequences. For the comparison of the qualitative performance of our H.264/AVC
compatible framework with the existing state-of-the-art video spatial super-
resolution methods, we take test sequences similar to those used in [7] to compute
the results. To verify the effectiveness of proposed framework for spatial video
SR, we conducted experiments on different standard video sequences. We com-
pared proposed framework with state-of-the-art video SR algorithms as shown in

Fig. 3. Comparison between performance and runtime of different algorithms

Table 1. Average PSNR and SSIM comparison of different Video SR algorithms for
different sequences

Sequence Scale Bayesian – Enhancer – VSRnet – ESPCN – Proposed –

[5] [6] [7] [8]

– – PSNR SSIM PSNR SSIM PSNR SSIM PSNR SSIM PSNR SSIM

Myanmar 2 35.56 0.9515 35.94 0.9588 38.48 0.9679 38.37 0.9605 38.42 0.9612

Myanmar 3 32.20 0.9203 32.50 0.9099 34.42 0.9247 34.31 0.9239 34.50 0.9288

Myanmar 4 30.68 0.8895 30.23 0.8681 31.85 0.8834 31.53 0.8816 31.98 0.8871

Videoset4 2 29.69 0.9055 30.40 0.9141 31.30 0.9278 31.14 0.9237 31.34 0.9300

Videoset4 3 25.82 0.8328 26.34 0.7948 26.79 0.8098 26.44 0.8023 26.74 0.8097

Videoset4 4 25.06 0.7466 24.55 0.6877 24.84 0.7049 24.79 0.7008 25.09 0.7178

Foreman 2 35.88 0.9652 37.22 0.9693 38.52 0.9738 38.29 0.9721 38.59 0.9758

Foreman 3 33.81 0.9098 34.12 0.9105 35.74 0.9243 35.62 0.9234 35.82 0.9334

Foreman 4 33.26 0.8787 33.76 0.8808 34.69 0.8926 34.46 0.8879 34.76 0.9095
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Table 1. Results show that proposed framework is comparable with state-of-the-
art techniques. The experiment was conducted with a Linux work-station con-
taining an Intel Xeon E5-2687W v3 processor with 3.1 GHz and 64 GB RAM.
The graphics card used was NVIDIA GeForce GTX 980 with 2084 cores. In
Fig. 3, we plot the average PSNR and run-time of different SR algorithms to 3×
super-resolve per frame from the Myanmar and Videoset4 test sequence with a
704 × 576 resolution. Figure 3 clearly shows reduced computing complexity of our
proposed framework in comparison of existing state-of-the-art video space-time
SR techniques.

Motion aliasing occurs when the camera frame rate is lower than the temporal
frequency of a fast moving object in video sequences. Observed object seems to
be in false trajectory or distorted. Wagon wheel effect given in [11] is one of
the best examples of motion aliasing effect; here the fan seems to be rotating in

Fig. 4. Temporal SR comparison (3×) between Bayesian approach (left) and our app-
roach (right) [upper and lower one are key frames and mid frames are predicted one]

Fig. 5. Temporal SR (3×) on Flag sequence using (a) Tri-cubic interpolation. (b) [11].
(c) Proposed.
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counter clock-wise direction [look at upper and lower key frames] but the actual
rotation is in a clock-wise direction. This effect can be reduced by predicting
mid-frame information. In Fig. 4, we show the comparison of our space-temporal
SR approach with a Bayesian approach to reduce motion aliasing effect. We can
easily visualize that quality of mid-frame is better and accurate in our approach.
Some-times fast moving objects results in bad object shapes and blurriness along
their motion trajectory. This effect becomes more prominent with an increase
in object motion speed. It can be reduced by improving space-temporal SR.
In Fig. 5, we show the comparison of different temporal SR approaches. Our
framework is providing more visually pleasing video frames in comparison of
exiting work and helps in reducing fast motion effects like, blurring and shape
distortion.

4 Conclusions

We have proposed CDCA to learn space-time SR process and H.264/AVC com-
patible video space-time SR framework. Proposed H.264/AVC compatible frame-
work outperforms all existing approaches for video spatial SR and space-time
SR. The proposed framework drastically reduces the implementation complex-
ity of space-time super-resolution learning algorithm in videos. This reduction
in complexity and its implementation in GPU results in real-time space-time
up-scaling of videos with improved quality.
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Abstract. The dynamic scene in a video comprises of a specific spatio-
temporal pattern. A mask can learn the features efficiently compared
to a sliding kernel approach as in a convolutional neural network that
shrinks many parameters with respect to non-sliding or fully connected
neural networks. In this paper, 3DPyraNet-F a discriminative approach
of spatio-temporal feature learning is proposed for dynamic scene recog-
nition. It performs transfer learning by considering the highest layer of
the learned network structure and combines it with a linear-SVM clas-
sifier, in a way that enhances dynamic scenes in videos. Encouraging
results are achieved despite the lower computational cost, fewer para-
meters, and camera-induced motion. It outperforms the state-of-the-art
for MaryLand-in-the-wild and shows a comparable result for YUPPEN
dataset.

1 Introduction

Dynamic natural scene recognition (e.g. Beach, Storms, Fire, etc.) in a video clip
is a highly researched area of computer vision (CV ) and machine learning (ML)
having applications in robotics and autonomous cars etc. Despite advances in
image classification, recognition of dynamic scene (DS ) from one single frame
is unfeasible as it is insufficient information. Incorporating temporal informa-
tion – that is considering consecutive frames – can improve the effectiveness
of classifiers, but remains challenging as motion is often correlated with many
artifacts: shadows, lighting variations, specular effects, camera-induced motion
and more. Some of the well-known temporal models are reported in [1–3]. All
these and many other recent papers claim 90+% efficiency on specifically focused
scenarios. However, this performance is overly optimistic, as scenes change dra-
matically from one frame to the next due to occlusions and illumination in the
surrounding environment.

The recent trend for dynamic scene recognition (DSR) [4,5] is to build deep
neural networks (DNN ) by learning more discriminative and flexible features.
These models received great attention due to their huge success on large-scale
datasets [5,6] and due to the idea that they can perform well for scene recognition
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as well as other recognition tasks [4,5]. The key characteristic of convolutional
DNN models is its kernel sharing and learning methodology. In comparison to
fully connected NN models, this features decreases parameters as well as their
discriminative power while considering large input frames from a video.

While many classical CV approaches use a coarse to fine refinement approach,
recent deep learning (DL) models do not. The idea underlying the refinement
is to build a hierarchy of features – a pyramid – and to finally select the most
discriminative ones for the classification step as used in different feature extrac-
tors/descriptors, e.g. Steerable/Laplacian pyramids [7], SIFT [8], SPM [9] and
more. Similarly, previously most models were following biological plausible pyra-
midal structure [10,11]. On the contrary, recent (DNN ) models do not, resulting
in an increase in convergence time, ambiguity, and number of parameters.

The key features of proposed 3DPyraNet-F model are: (a) 3DPyraNet is
adopted in combination with linear-SVM classifier to learn and classify spatio-
temporal features, (b) the weighting scheme is more suitable for learning the
features from videos containing camera induced motion, and (c) the proposed
model can be applied in multiple applications (with slight tuning), unlike hand-
crafted features. The paper is structured as: a motive behind 3d model is given
in Sect. 2. Further, its sub-sections explain the present techniques, which are
extended to proposed model. Section 3 explains proposed 3DPyraNet-F. Section 4
discuss datasets and achieved results whereas, Sect. 5 concludes this work.

2 3DPyraNet

3DPyraNet is based on the concept of coarse to fine refinement or the decision
making pyramidal structure of a brain [12]. This approach is widely used in
NN models [10,13–15]. In addition, the structure of image pyramids and NN is
quite similar. 3DPyraNet shows that following/designing models in pyramidal
structure enhance performance in-comparison to non-pyramidal despite simple
configuration, less feature maps and hidden layers. 3DPyraNet model consists of
three main hidden layers as shown in Fig. 2. The given input is pre-processed i.e.
normalized in zero mean unit variance. 3DPyraNet key features i.e. weighting
scheme, 3D correlation and pooling layers makes it different than 3DCNN [2].

Weighting Scheme. 3DPyraNet has a weight matrix that has equal size as
input image/feature map at a lower layer [12]. To calculate an output neuron, a
unique 3D partially shared kernel is extracted from the 3D weight matrix with
the help of calculated receptive field as shown in Fig. 1. Parameter sharing may
not be so useful in some cases [16], however, in DSR e.g. beach, where clouds or
sky is always expected on upper position with sandy texture and water waves on
the bottom, it is better to avoid the traditional sharing scheme, and use a partial
sharing scheme that may give additional power to the model as proposed in [12].
Basic 3DPyraNet consists of mainly two 3DCORR, a 3DPOOL, and a FC layer
as shown in Fig. 2. It’s extensions includes a linear classifier layer (SVM) which
is discussed in Sect. 3.
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Fig. 1. Weighted scheme for 2D vs our 3D scheme

Fig. 2. Proposed 3DPyraNet-F (3DCorr (blue), Normalization (gray), Pool (brown)
represents Pool, and bright blue represents FC layer) (Color figure online)

3D Correlation (3DCorr) Layer. A DS can be recognized by similar struc-
ture. Correlation operation with the ability to learn similarity and the proposed
3D weighting scheme is most suitable in this scenario due to the existence of
correlation among consecutive frames. The output neuron ylnu,v,z on z feature
map in the ln layer is given by the Eq. 1.

ylnu,v,z = fln

(∑D
d=1

∑
(i,j,m)∈Rln,d

(u,v,z)

((
wln

(i,j,d) . y
ln−1

(i,j,m)

)
+ bln(u,v,z)

))
(1)

Where fln represents an activation function used at current layer ln. In these
models, ‘D’ is equal to 3. The output neuron position is represented by (u, v) at
the current output feature map z. This z is generated by a set of input maps
(represented by m) in the temporal direction, where m is calculated by ‘d+z−1’
from layer ln−1 as shown in Eq. 2 third row. Where dlow and dhigh are set equal
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to 1 and D, respectively. i, j in the current map m at the lower layer is calculated
by Rln,m

(u,v,z), the receptive field for each neuron (u, v) in z output map. Here, rln
in Eq. 2. represents the size of receptive field. 3DPyraNet use one bias for each
neuron in an output feature map.

Rln,d
(u,v,z) =

⎧
⎨
⎩

(i, j,m) | (u − 1) + 1 ≤ i ≤ (u − 1) + rln ;
(v − 1) + 1 ≤ j ≤ (v − 1) + rln ;

(dlow + z − 1) ≤ m ≤ (dhigh + z − 1)

⎫
⎬
⎭ (2)

3D Temporal Pooling Layer 3DPOOL. 3DPyraNet performs 3DPOOL
(max-pooling) that helps in reducing the dimensionality not only in spatial
domain, but also in the temporal domain. In traditional pooling layers where
there are no weight parameters or bias’s, 3DPyraNet model consists of a weight
parameter for each output maximum value as shown by Eq. 3.

ylnu,v,z=fln

((
wln

u,v . max1≤d≤D

(
max

(i,j,m)∈ R
ln−1,d
u,v,z

(
y
ln−1
i,j,m

)))
+ blnu,v,z

)
(3)

The size of the receptive field (RF also represented as ‘rln ’ in Eq. 2) is different
than the receptive field of 3DCorr layer. In current model, the RF and O is
taken as 2 and 0 in 3DPOOL3 layer.

Fully Connected (FC) Layer. Maps from (NORM6) layer are converted into
a 1D column vector that consists of motion information encoded in multiple
adjacent frames. The size of this feature vector rely on the input size, total
number of layers (L), RF, O, and D. Read [12] for training the model.

3 Proposed 3DPyraNet-F a Spatio-temporal Feature
Learning Approach

The position oriented features of 3DPyraNet can capture the required spatial
information as a whole for recognizing DS in the videos [17], It generates sparse
features as compared to the convolutional kernel and are learned using mod-
ified back-propagation. A variety of deep architectures can be designed from
3DPyraNet based on its application, input image size, the number of layers, or
a combination of multiple models to enhance the performance. However, here
a global fusion based feature extraction technique is adopted which is an inspi-
ration from the work done in [5]. Mainly, we have added a linear-SVM with
3DPyraNet and enlarged the network size by giving large size input compare to
input given to 3DPyraNet in [12].

3DPyraNet-F Architecture. Selecting an optimal architecture is a challeng-
ing problem [17]. A general model is shown in Fig. 2. It consists of two 3DCORR
layers, a 3DPOOL, a FC layer, and a linear-SVM classifier layer. When the
model is trained, feature vectors from the last Norm6 layer are extracted and
fused in a single column feature vector. This fusion approach is similar to early
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or global fusion that provides a balanced mixture of spatial and temporal infor-
mation. This spatio-temporal information is progressively assessed by SVM. The
trained SVM model is ultimately used to classify the feature vectors produced
by the trained model. Binary classification of One-vs-rest approach is adopted.
The size of the network (depth and width) and the resulting size of the feature
vector rely on the given input, RF, and overlap (O).

4 Results and Discussion

In this work, 3DPyraNet-F is further assessed with videos recorded with camera-
induced motion unlike [17]. It is compared to state-of-the-art handcrafted and
features learning methods for DS recognition. The input size is large compared
to previous model used in [12], i.e. 64 × 48 × 13 and similar to the size used in
[17] i.e. 80×100×13 resulting in a feature vector of size 33075. We have a stride
of 7 frames, resulting in fewer frames compared to previous models [3,4]. As an
example, [4] used 128 × 171 × 16 frames in a clip. From each frame, few random
crops of size 112 × 112 × 16 are extracted to augment the data. A mini batch of
size 100 clips are used to train the model with SGD approach. The learning rate
is taken as 0.000015, initially. It is decayed after every 4 epochs by multiplying
it with 0.9. Early stopping criteria is adopted where the stop criteria are based
on non-improvement of testing/validation performance.

Datasets. DS are categorized by a collection of dynamic patterns and their
spatial layout, as recorded in small video clips. DSR in videos, recorded by mov-
ing cameras has proven to be more challenging as compared to static cameras.
YUPENN and MaryLand are two DSR benchmarks. The videos are recorded
in the real world with a static camera and a camera-induced motion, respec-
tively. YUPENN has 420 fixed size videos of 14 type of scenes, i.e. beach, city
street, etc. Similarly, MaryLand consists of 130 nonfixed size videos of 13 scene
categories e.g. Avalanche, Boiling Water, etc.

Results. 3DPyraNet shows good performance for MaryLand dataset despite
the camera-induced motion. In multi-class problem, 3DPyraNet gave almost
similar accuracy as [18] with only 0.7% difference as shown in Table 1. In case of
YUPENN dataset, 3DPyraNet didn’t perform as expected. One of the reasons
could be that 3DPyraNet performs better when there is a presence of motion
in the videos as it is the case in MaryLand dataset. Another reason could be
that the model needs further tuning to give optimal results in the case of the
YUPENN dataset. 3DPyraNet-F resulted in 96.2134% accuracy for YUPENN
in 25 epochs. However, the resulting mean one-vs-all mean classification accuracy
is 93.67% [17]. The results show optimal performance in comparison to [18,19],
still it has 5.33% fewer accuracy than [20]. One of the reasons could be that the
model in [20] combined complex pre-processing and feature extraction techniques
(PCA, LLC, GMM, IFV, static pooling and their proposed dynamic spacetime
pyramid pooling in SPM) that overcome even previous optimal results provided
by C3D. Further, in comparison to C3D, one possible reason is the fact that C3D
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Table 1. Accuracy’s for Dynamic Scene Recognition (YUPENN and MaryLand)
datasets, Layers represents main layers, Parameters are in million, and size is in MB

Model (Classifier) YUPENN MaryLand Layers Parameters in millions
(Size in MB)

C3D (SVM) [4] 98.1 87.7 15 17.5 (305.14)

ImageNet [4] 96.7 87.7 8 17.5 (305.14)

3DPyraNet 45 67 4 0.83 (14.58)

3DPyraNet-F 93.67 94.83 4 0.83 (14.58)

Christoph’s (SVM) [20] 99 80 - -

Christoph’s (SVM) [3] 96.2 77.7 - -

Christoph’s (SVM) [18] 86.0 67.7 - -

[4] has high resolution, uses augmentation, and it is trained on Sports 1-Million
videos dataset [5], whereas 3DPyraNet-F is trained on the same small dataset.
Yet, 3DPyraNet-F gave proportionate results, i.e. 93.67%; a strong motivation
for future evaluation of 3DPyraNet-F on a big dataset. Christoph’s et al. model
[3] performance, as shown in Table 1 is better than ours by 1.5%, but their result
is based on majority voting for video classification. Unlike ours, whereas in our
case each clip is individually classified.

Secondly, 3DPyraNet-F is tested with MaryLand dataset that includes cam-
era induced motion. Despite camera motion, we achieved a state-of-the-art accu-
racy of 94.83% as shown in Table 1, representing the discriminative power of
the proposed model. 3DPyraNet-F outperforms state-of-the-art method [4] by
7.17%. Whereas, state-of-the-art model in-terms of YUPENN by 14.87%. Classes
such as Boiling water, fountain, iceberg collapse, whirlpool shows slight poor
results. A reason could be that all the classes contain some sort of similarity, i.e.
water, which brings ambiguity making it hard to classify correctly.

Parameters Reduction. Immense parameters (in a trained model) requires
more disk space, hence it is a substantial issue in application space [4,6,16,21,22].
A separate consideration should be made about the reduction of parameters. We
compare our model against a state-of-the-art C3D model in terms of performance
and fewer parameters. C3D has about 17.5M parameters, whereas this model
consists of 0.83M parameters. Disk occupancy is very low in comparison to C3D
model as shown in Table 1; it can be of great aid where memory is a problem
e.g. in embedded systems and mobile devices.

5 Conclusion

3DPyraNet-F, due to its biologically inspired pyramid structure is a deep model
that is capable to learn effective features in fewer layers and far fewer parameters
as compared to its recent deep competitors, despite camera induced motion. It
has been shown here that a good architecture can achieve competitive results



A Spatio-temporal Feature Learning Approach 597

even with a limited amount of data on different video analysis benchmarks for
DSR. In the future, the widespread applicability of 3DPyraNet-F will be verified
by validating it on further challenging datasets. Based on our experience, we
expect that it will give high performance regardless of the difficulty of the focus
task.
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Abstract. Patients in rural India cannot able to enquire about their health using
appropriate disease related keywords, submitted as query. Lack of domain knowl‐
edge prevents the patients to refine the query using well-known feedback mech‐
anism. Moreover, due to scarcity of doctors in rural India, the health assistants
who run the health centers do not have enough knowledge to treat the patients
based on the imprecise query. In the paper, we propose an autonomous provisional
disease diagnosis system by classifying the query, which has been expanded using
semantic of the domain knowledge. First, we apply spatial distribution based
nearest neighbor spacing distribution (NNSD) on the disease related medical
document corpus (MDC) to find the relevant terms, mostly symptoms with respect
to different diseases. We frame a symptom vocabulary (SV) with the unique terms
present in different diseases, known apriori. Each query is expanded as bag of
symptoms (BoS) using 5-gram collocation model and log likelihood ratio (LLR)
to measure the association between the query and the terms in the MDC. The
terms in the BoS may not exactly match with the symptoms in the SV but have
contextual similarity. We propose a novel approach to know which symptoms in
the SV are nearest in context to the corresponding terms in the BoS. The feature
vector is obtained by encoding the SV with respect to (w.r.t.) each BoS, which is
sparse in nature. We apply sparse representation based classifier (SRC) to classify
the query into a particular disease. Proposed nearest neighbor spacing distribution
based sparse representation classifier (NNSD-SRC) shows promising perform‐
ance considering MDC dataset and we validate the results with the doctors
showing negligible error.

Keywords: Spatial distribution · Provisional diagnosis · Sparse classifier

1 Introduction

The goal of query classification is to identify the category label known a priori that best
represents the domain of the keywords submitted in a query. However, the performance
of a query based classifier largely depends on the keywords submitted by the users which
often do not express the underlying information is searched for. Such keywords are
called noise terms and cannot unambiguously represent the actual context of the query,
resulting error in classification. Selection of more appropriate keywords, represent the
context of the query enhances performance of the classifier.
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In most of the cases, feedback mechanism [1] performs well when user can modify
the query based on the suggestions provided by the search engine. However, there is no
scope of query refinement using feedback when the user does not have any domain
knowledge and this scenario is very common in rural healthcare sector of India. The
healthcare services to remote villages face real challenge due to scarcity of doctors.
Generally, health assistants manage the rural health centers but they have lack of exper‐
tise to refine the patient’s query containing noise terms. In [2], a query classification
system has been proposed for diagnosis of the disease at primary level by processing
the imprecise query keywords with the help of experts’ knowledge base. Therefore, the
aim of the paper is to develop an autonomous provisional disease diagnosis system using
statistical and computational methods, which effectively can monitor the health of the
rural people.

It has been observed that the relevant words are spatially distributed while irrelevant
words are randomly distributed in the document. Therefore, there is enormous difference
in the pattern of occurrences between the relevant and the non-relevant terms in the
document. A spatial distribution based method has been proposed for obtaining the
symptoms related terms from the disease-related document corpus. In level statistical
analysis of quantum disordered system, “energy level” of a word within an “energy
spectrum” is considered as spatial distribution of the word to extract the relevant words
whose energy levels attract each other [3]. In this paper, we propose a nearest-neighbour
spacing distribution (NNSD) based approach to obtain symptoms w.r.t the disease-
classes, known apriori. A symptom vocabulary (SV) is constructed using the unique
symptoms present in the disease-classes [4]. We build a disease-symptom matrix (DSM)
consisting of number of symptoms present in the SV and the number of corresponding
diseases where each element of the matrix denotes tf-score [5] of the respective
symptom, considering the disease related MDC. The DSM is built by extracting knowl‐
edge from the MDC and sparse in nature.

After knowledge extraction, the imprecise query submitted by the patient is
expanded using the terms, which have strong association with the query keyword. For
measuring association, suitable adaptive technique is needed which represent context
of the query more precisely. In this paper, for expanding the query 5-gram collocation
model and log-likelihood ratio (LLR) are employed to measure the association [6]. For
a query keyword five co-occurred terms are considered as expanded query, called bag-
of-symptoms (BoS). Each term in the BoS might not exactly match with the terms in
the SV, though semantically or contextually similar. Here, we propose a novel approach
for finding the most similar terms in the SV w.r.t each term in the BoS using distributional
similarity measure. Finally, the SV is encoded with tf value of the terms in the BoS and
considered as the feature vector (FV). Since the terms in a BoS are very specific, the FV
is sparse and used as the test pattern for predicting the disease. We utilize sparse DSM
and sparse test pattern for predicting the disease of a patient by applying Sparse Repre‐
sentation based Classifier(SRC) [7]. The proposed system is described in Fig. 1.

This paper is divided into four sections. Section 2 describes the methodology. Results
are summarized in Sect. 3 and conclusions are arrived at Sect. 4.
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Fig. 1. Architecture of the proposed system

2 Methodology

In the paper, we propose an autonomous provisional disease identification system based
on the patient’s query keyword which is often imprecise consisting of noise terms. First
contribution of the paper is knowledge extraction by analyzing the pre-defined disease
related document corpuses collected from different medical sources.

2.1 Disease-Class Generation

Here, we utilize NNSD of words (or symptoms) over the documents for finding the
relevant symptoms to a disease. The spacing distribution P(d) of a word w is obtained
as the normalized histogram of the set of distances or spacing (d1, d2, …, dm) between
consecutive occurrences of a word w in the documents, where m is the number of times
the word w occurs in the document [4]. It has been observed that a non-relevant word
like “and” is placed at random in the document, whereas a relevant word like “angina”
appears in the “heart-disease” related document following spatial distribution P(d).
Therefore, the level of attraction of relevant words is higher than the level of attraction
of irrelevant words. The relevance of a word is defined using the parameter ρ where

𝜌 =
𝜎

d
, d is the average distance and σ is the standard deviation 

√
d2 − d

2
 for distribution

P(d). For different words, ρ value is used for comparing the distributional similarity.
When the words are uncorrelated they follow Poisson distribution.

The relevant words follow a correlated spatial distribution and form a group w.r.t a
disease based on ρ. In this paper, we obtain group of relevant words as symptoms for
each disease class by applying NNSD to each word in the document. From Fig. 2 it is
evident that the relevant words “heart”, “angina” and “Palpitation” follow similar type
of distribution with different mean and standard deviation while the non-relevant term
“called” and “high” follow random distribution.

The symptoms in different disease classes are thus obtained and a Symptom Vocabu‐
lary (SV) is built with k number of unique symptoms (n << k) present in n different
disease-classes. A disease-symptom-matrix (DSM)n×k is built as measurement space,
each element of which is calculated using Eq. (1),
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DSM
[
ij
]
= log

(
1 + fw,D

)
; if jth term of SV presents in disease - class i

= 0, otherwise
(1)

Where fw,D is the count of the term w in D [5].
The DSM is a sparse matrix as most of the symptoms are unique for a disease and

used to classify the query keyword submitted by the patient.

2.2 Query Expansion Model

In the proposed query expansion model, the query of a patient has been expanded using
5-gram collocation by consulting the same MDC. We find the co-occurred terms of the
query keyword using LLR as association measure. It has been observed that beyond 5-
gram, the co-occurred terms are redundant [8]. The expanded query consisting of five
co-occurred terms and defined as bag-of- symptoms (BoS). The BoSs are not unique
and there may be multiple BoSs for each keyword due to associations with different
words throughout the document. From multiple BoSs the highest LLR scored BoS has
been chosen as expanded query. For example, if a patient enquires about “heart” related
problems, the keyword “heart” is expanded and the top scored BoS: (heartbeat angina
heart disease nausea) is considered as expanded query.

Each BoS is used to generate the feature vector (FV) by comparing each term of the
BoS with the symptoms in SV depending on the ρ value. The symptom in the SV, which
is closest to the term of a BoS is encoded with the tf score [5] of the respective term. In
case multiple terms of a BoS are mapped to the same symptom of the SV, highest tf
score is used to encode the respective symptom. Remaining elements of the SV are set
to zero and so the FV is sparse in nature.

Fig. 2. Distribution of different keywords
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2.3 Sparse Representation Based Classification of Query

The FV is represented by vector y, which is sparse and we apply SRC to classify the
query by reconstruction using Eq. (2).

𝐲T = DSMT
∗ 𝐖 (2)

Where W is the co-efficient vector and is sparse since not all elements of the disease-
classes contribute to reconstruct the query sample y.

The sparsest solution can be obtained by solving the following optimization problem,
given in Eq. (3),

𝐖0 = arg min‖‖𝐖0
‖‖, subject toDSMT ∗ 𝐖 = yT (3)

Where ‖.‖0 is the L0 - norm, counting the number of non-zero entries in the co-
efficient vector. This problem has been solved in polynomial time by standard linear
programming algorithm [8]. After the sparsest solution say, ŵ1 is obtained, the SRC [7]
is performed in the following way.

For each disease-class i, let 𝜕i:ℝS
→ ℝ

S be the characteristic function that selects the
co-efficient associated with the ith class. Using only the co-efficient associated with the
ith class, reconstruction has been performed for a given test sample y as
yi

new

T
= DSMT ∗ 𝜕i

(
Ŵ1

)
 where 𝐲i

new
 is called the prototype of class i with respect to the

sample y. Equation (4) calculates the residual distance between the actual and its proto‐
type of class i,

ri(y) =
‖‖y − yi

new
‖‖2 (4)

The SRC decision rule: If rm(𝐲) = mini ri(𝐲), y is assigned to the class m [9].

Example 

Step1. The BoS corresponding to the patient’s keyword ‘Angina’ is (Fatigue Coro‐
nary Palpitation Heart Nausea]T

Step2: Encode the expanded query as test pattern y using SV (1×70). The term “Coro‐
nary” is not present in SV, so replace “Coronary” with most similar symptom
“Heart” by comparing ρ value. FV y is given as follows:
y(1×70) = [ 0, 0. …, 0, 1.27, …, 0, 0, …, 0, 0.3, …, 0, 0, …, 0, 0.3, …, 0, 0, …,
0, 0.9, …, 0, 0 ]T

Step3: Considering y as the encoded test sample and DSM (4 × 70) as training set,
obtain the sparse coding vector W4×1 using following Eq. (3)
W4×1 = [0.12 0.03 –0.04 –0.005]T

Step4: Reconstruct y (𝐲i
𝐧𝐞𝐰

) for every non-zero coefficient in Wi for the ith disease class
label.

Step5: Residual distance for each class i is given using Eq. (4).
ri = [1.88 1.97 2.03 2]T
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Step6: Minimum residual distance is 2.01 corresponding to i = 1. Therefore, the query
is classified as disease-class “Heart-Disease”.

3 Results and Discussions

In our experiment, a large medical document corpus (MDC) is prepared by consulting
several medical websites (webmd.com, mayoclinic.org, healthcare.com) and literatures
[10]. There are 260 documents divided into four sub-corpuses representing diseases,
namely “Heart-disease”, “Diabetes”, “Diarrhea” and “Lung-disease”.

The NNSD-SRC method has been applied on four different sub-corpuses to extract
the relevant terms, which are symptoms and the dimension of the SV is 70. We sample
200 patients’ query from a rural health kiosk in a span of one week and classify the query
using 10-fold cross validation technique. NNSD-SRC method shows significant
improvement in accuracy and guarantees lower rate of misclassification while

Table 1. Comparisons using different classifiers

Classifiers Accuracy (%) Precision Recall F-measure Specificity
NB 94 0.94 0.94 0.94 0.98
MLP 90 0.9 0.9 0.9 0.97
SVM 86 0.87 0.86 0.86 0.96
RT 84 0.84 0.83 0.83 0.95
NNSD-SRC 96 0.97 0.98 0.98 0.96

Fig. 3. ROC curve using different classifiers
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comparing with other classifiers, as given in Table 1. High precision and recall value
ensures that NNSD-SRC performs better than other classifiers. ROC curves for different
classifiers are given in Fig. 3, which demonstrates best performance of the NNSD-SRC.

4 Conclusions

The proposed NNSD-SRC based provisional disease diagnosis method, which mini‐
mizes the experts’ involvement. The patient’s query has been expanded moderately
based on 5-gram collocation approach. For classification of the query sparse represen‐
tation based classifier (SRC) is employed which utilizes sparsity of the feature vector
and the DSM matrix. The SRC based classifier outperforms other classifiers showing
significant improvement in accuracy and sensitivity on different data sets. In the work,
we prepare a benchmark data set MDC of medical documents related to “Heart-disease”,
“Diabetes”, “Diarrhea” and “Lung-disease” and verified with the experts. The perform‐
ance of the system is satisfactory and used in rural healthcare in India where scarcity of
doctors is a real challenge.
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Abstract. High-throughput identification of digital traits encapsulat-
ing the changes in plant’s internal structure under drought stress, based
on hyperspectral imaging (HSI) is a challenging task. This is due to the
high spectral and spatial resolution of HSI data and lack of labelled data.
Therefore, this work proposes a novel framework for phenotypic discov-
ery based on autoencoders, which is trained using Simple Linear Iterative
Clustering (SLIC) superpixels. The distinctive archetypes from the learnt
digital traits are selected using simplex volume maximisation (SiVM).
Their accumulation maps are employed to reveal differential drought
responses of wheat cultivars based on t-distributed stochastic neighbour
embedding (t-SNE) and the separability is quantified using cluster sil-
houette index. Unlike prior methods using raw pixels or feature vectors
computed by fusing predefined indices as phenotypic traits, our proposed
framework shows potential by separating the plant responses into three
classes with a finer granularity. This capability shows the potential of
our framework for the discovery of data-driven phenotypes to quantify
drought stress responses.

Keywords: Autoencoders · SLIC superpixels · Hyperspectral · Drought
stress · t-SNE · Deep learning · SiVM

1 Introduction

Drought stress is a major limiting factor for crop productivity. To select high
yielding cultivars under drought conditions, current strategies depend on both
(a) genotypic data of the cultivar and (b) quantification of its physiological and
structural characteristics (phenotypic data) [1]. In this context, digital traits
based on hyperspectral imaging (HSI) data have the potential to reveal changes
in the plant’s internal structure non-destructively [1]. Previous studies are based
on extraction of single vegetation indices computed using two or three spectral
bands. However, using single vegetation indices only quantifies specific changes to
detect drought stress [2]. Behmann et al. [3] formulated a feature based on fusion
of all the vegetation indices to characterise different stages of leaf senescence,
whereas Römer et al. [4] used the entire spectra of the pixels in the HSI data.
Since the stress labels for the pixels are not available, extracting digital traits to
c© Springer International Publishing AG 2017
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study drought is an unsupervised task. Behmann et al. employed a framework
combining k -means to extract drought clusters and based on these cluster labels,
used Support Vector Machine (SVM) for drought stress classification. Here, the
number of cluster centres and annotation of each cluster centre to its correspond-
ing drought level was performed manually by an expert. Similarly, Römer et al.
employed simplex volume maximisation (SiVM) to extract archetypes from the
raw spectra of the pixels. To avoid the selection of noisy spectra as an archetype,
an expert manually extracted only the spectrum belonging to plant pixels based
on the domain knowledge.

Recent establishment of phenotyping platforms provides automated imaging
of large number of experimental plants for drought stress study [1]. Since, the
aforementioned approaches rely on experts, these will scale badly to this growing
amount of data and are also prone to human bias. Thus, RGB imaging modules
available in these platforms have been frequently exploited in contrast to HSI for
drought analysis [1]. But, HSI data can capture intricate phenotypic information
as compared to the corresponding RGB representations of the plant canopy [1].
Therefore, we propose a framework based on single-layer and multi-layer stacked
autoencoders (AE) [5] to learn shallow and deep features respectively from HSI
data in an unsupervised manner. The compact representations obtained from
these networks were utilized to select distinctive archetypes using SiVM [6].
To identify different clusters that represent different degrees of drought stress
level using the agglomerative representation computed from these archetypes for
each HSI data, t-SNE [7] was employed. The separability of these clusters was
quantified using Silhouette coefficient [8]. Although many methods have been
proposed for the purpose of drought stress identification [9,10], but to the best
of our knowledge, this is the first work that utilizes deep networks on HSI data to
learn an implicit representation of features for drought stress characterization.
To show the eligibility of our proposed approach based on the separation of
different responses effectively, we empirically compared the silhouette coefficient
with the (a) classical approach of using raw pixel spectra [4] and (b) feature
comprising of different indices [3].

The rest of the paper is organised as follows: In Sect. 2 the dataset is
described, Sect. 3 explains the methodology and in Sect. 4 the results are
discussed.

2 Dataset

The drought experiment was conducted on wheat pots at the Plant Phenomics
Facility, Indian Agricultural Research Institute (IARI), Pusa, New-Delhi dur-
ing Rabi season of 2016. To examine the differential responses of drought, two
genotypes of wheat crop: C-306 (drought tolerant) and HD-2967 (drought sen-
sitive) were investigated for a period of 5 continuous days. Both genotypes were
divided into three groups (six replicates each) in terms of water intensity i.e.
well-watered, reduced watered and unwatered. HSI data was captured in the
spectral range of 400 nm to 1000 nm at equal wavelength intervals resulting in
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Fig. 1. Selected archetypes representation on C-306 (control)

108 bands and a corresponding pseudo colour image was also collected along the
side view.

3 Methodology

The steps of the proposed framework to study the temporal dynamics of drought
stress are explained in the following subsections.

3.1 Pre-processing Step

The HSI data contains wheat canopy and non-canopy elements such as soil,
water and background. The segmentation of pseudo image is obtained graph-cut
algorithm [11]. In addition to using the color features for each pixel as an input
to the graph-cut, texture features [12] are also computed. The texture response
is given by: f(I;β, r, σH , σL) = exp(β/(Hr ∗ Ii +(GσH

∗ Ij −GσL
∗ Ij))) where, I

is the pseudo image, GσH
and GσL

are Gaussian filters with σH and σL respec-
tively, difference of the Gaussian kernels highlights high texture regions, Hr is
a uniform circular filter with radius r that highlights the smooth regions in the
image and β is the fall-off rate. The segmented pseudo image is used as a mask
to extract the plant pixels from all the hyperspectral bands. Due to the highly
correlated spectra of the neighbouring pixels in the segmented HSI data, super-
pixels based on Simple Linear Iterative Clustering (SLIC) [13] are extracted.
The homogeneous regions obtained using SLIC computes a better representa-
tive spectra with less noise than the use of raw pixel spectra for subsequent
analysis.

3.2 Feature Learning

The superpixels extracted from the HSI data were used to train the autoencoder
and stacked autoencoder to learn shallow and deep features respectively in an
unsupervised manner. The autoencoder (AE) [5] comprises of an encoder and a
decoder. The encoder obtains the latent representation of dimension H < M from
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the input features x ∈ R
M given by: h = φ(Px+b), where P ∈ R

H×M is a matrix
of learned weights, b ∈ R

H is bias vector and φ is an activation function. We used
logistic sigmoid function as the activation function. A decoder reconstructs the
input features x̂ using the latent representation given by: x̂ = ε(P′h + b′), where
ε is a logistic sigmoid activation function, P′ is the weight matrix and b′ the bias
vector. Beginning with random initialisation of {P,P′, b, b′}, the training process
is formulated as an unsupervised optimisation of a cost function which measures
the error between the input and its reconstruction given by: θ = argminθ L(x, x̂)
with respect to the parameters θ = {P,P′, b, b′}, whereL is defined as the squared
difference between x and x̂. The weights are updated with stochastic gradient
descent which can be efficiently implemented using the Back-Propagation algo-
rithm. In order to avoid over-fitting, a standard L2 norm weight regularisation [14]
is employed for the elements of P. For H hidden nodes, N training examples and
M features (spectral bands) in the training data, this is given by:

ηw =
H∑

h

N∑

j

M∑

i

(wji
h)2 (1)

Using the Kullback-Leibler (KL) divergence, sparsity regularisation [15] is
included with sparsity (ρ = .5) and is computed as shown below:

ηs =
H∑

i

ρ log
( ρ

ρ̂i

)
+ (1 − ρ) log

( 1 − ρ

1 − ρ̂i

)
(2)

The cost function for the unsupervised optimisation problem is given by:

E =
1
N

N∑

j

ηj + ληw + βηs (3)

where, ηj is the squared error for the jth training data, λ and β is set to .01
and .5 respectively.

Stacked autoencoders (SAE) [5] are constructed using greedy layer wise strat-
egy on the learnt AE. The learnt representation h of the input feature x is used
as an input to another autoencoder which learns a latent representation v and so
on. A deep network is obtained by stacking the layer wise trained autoencoders.
The latent representation obtained from both the aforementioned architectures
is then employed to quantify drought stress response, as explained in the next
subsection.

3.3 Drought Stress Quantification

At the pixel level, well defined labels to denote different drought stress responses
(DSR) are not available. Thus, to obtain distinctive archetypes characterising
drought stages from the learnt features, SiVM is employed. SiVM extracts the
archetypes by fitting a simplex with the maximum volume to the data. It selects
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the archetypes from the data matrix V. Thus, the matrix W is defined as
W = VG with n data points and k selected archetypes where, G ∈ R

n×k and is
restricted to unary column vectors and H is restricted to convexity. The number
of extreme archetypes is chosen based on the increase in the accumulated maps
of the selected archetypes [4]. If Wm is the matrix of selected m archetypes,
hdm is the normalised aggregation (belongingness histogram) of Hdm of dth HSI
data where d = 1, 2, · · · , N images, then (m+1)th archetype is added to Wm, if
E[hd(m+1) − hdm] ≥ 0.1. Thus, only those archetypes are selected which results
in significant accumulation of the plant pixels in all HSI data. Belongingness
histogram are represented in a 2D space using t-SNE [7] to study the clus-
ters or patterns in terms of drought responses. t-SNE maps a high dimensional
data into a lower dimension space by computing pair-wise similarity matrix
and simultaneously preserving local and global structure of the data, whereas
other classical approaches such as principal component analysis (PCA) [7], mul-
tidimensional scaling (MDS) [7] may not capture the non-linear relationship in
high dimensional data. The stress responses obtained from t-SNE are evaluated
using silhouette coefficient [8]. It is used to quantify the separability of different
responses.

Fig. 2. Drought stress characterisation

4 Results

The segmented pseudo image, with the corresponding SLIC superpixels is shown
in Fig. 1(b) and (c) respectively. 160, 000 superpixels obtained from six images
belonging to different irrigation treatments were used to train the autoencoder.
The autoencoder was trained in an unsupervised manner and no supervised fine
tuning was applied. To improve the convergence of the training algorithms, data
was normalised, i.e. the spectral band with zero mean and the spectral values
normalised to unit variance. The learning rate was kept low i.e. 10−4. In the first
AE, the 108 spectral bands were mapped to a latent representation in a subspace
with a hidden layer of 80 nodes. For a deep representation of the input spectra,
the latent representation obtained was used to train the second AE. The hidden
layer of this second AE was estimated to be 30, based on the small reconstruction
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error. The trained model was validated based on mean square error of the test
data, which was of the order of 10−2 and lower as compared to the first AE. Thus
for the subsequent drought stress analysis, stacked AE model was employed. The
representation obtained for the SLIC pixels, was used as an input to SiVM and
four archetypes were selected automatically based on the aforementioned criteria
in Sect. 3.3. The visualisation of the accumulation map of C-306 cultivar (control
day 1) corresponding to the 1st and 2nd archetype is shown in Fig. 1(d) and (e)
respectively. The pixels belonging to high intensity shows high similarity to the
archetype. The 1st latent representation selected encapsulates the spectra of the
healthy leaves and the 2nd representation captures the leaves with senescence.
This illustrates the effectiveness of the autoencoder to separate the different
drought responses within the plant canopy based on unsupervised dimensional-
ity reduction. Although training the weight matrix requires a large amount of
computation time, but once the trained model is obtained the encoding of the
data to extract the compact features is fast.

Since drought symptoms do not manifest over local regions but the entire
plant (as shown in Fig. 1), aggregated belongingness for all the pixels in each
HSI data represents the overall stress response of the plant. To uncover the
different set of drought responses captured using these learnt features, t-SNE
(with perplexity = 5) was employed and silhouette coefficient was used to validate
the separability. The t-SNE computed for the learnt feature is shown in Fig. 2(a).
The significance of the groups was obtained by linking image to the genotype and
drought/control day. It was discovered that in Fig. 2(a), one cluster consisted of
the plants belonging to the control group, the second cluster belonged to the
C-306 replicates at drought days 3, 4, 5 and the third clusters comprised of the
HD-2967 replicates at the same drought days (silhouette coefficient .811). This
shows a statistical difference between the drought response of both the varieties
on the same day of drought stress, which was successfully captured using the
learnt features. On the other hand, based on the archetypes selected from (a)
raw spectra [4] and (b) the feature vector comprising of indices [3], only two
distinct clusters: control and drought (with silhouette coefficient 0.711 and 0.69
respectively) were identified. This finer granularity in classification shows the
potential of our framework to reveal data-driven phenotypic patterns.

5 Conclusion

In this article, we presented a novel framework that provides phenotypic expres-
sion of drought stress based on deep learning and based on these expressions,
captured the phenotypic difference between a drought susceptible cultivar (HD-
2967) and a drought tolerant cultivar (C-306). The findings contribute to the
ongoing studies to predict drought stress based on phenotypic traits. The applica-
tion of deep networks for drought study based on HSI data is largely unexplored,
thus more investigations of the learnt features and its relation to different phys-
iological responses in plants is essential for an accurate and high throughput
drought characterization.
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Abstract. This paper proposes a space-time model for prediction of
meteorological time series data. The proposed prediction model is based
on a spatially extended Bayesian network (SpaBN), which helps to effi-
ciently model the complex spatio-temporal dependency among large num-
ber of spatially distributed variables. Validation has been made with
respect to prediction of daily temperature, humidity, and precipitation
rate around the spatial region of Kolkata, India. Comparative study with
the benchmark and state-of-the-art prediction techniques demonstrates
the superiority of the proposed spatio-temporal prediction model.

Keywords: Space-time model · Time series prediction · Spatial
Bayesian network · Meteorology

1 Introduction

Spatio-temporal data are ubiquitous in the nature. The meteorological time
series data, as collected from spatially distributed weather stations or from sen-
sor networks, are one of the prominent examples in this respect. Prediction of
meteorological time series is essential not only to anticipate the weather condi-
tion for taking adequate measures, but also it helps in proper management of
energy [6]. However, the major challenge in meteorological time series prediction
is the complex spatio-temporal inter-relationships among the variables. Modeling
such space-time dependency becomes more complicated when the number of spa-
tially distributed influencing variables becomes considerably large. For the same
reason, the effectiveness of many of the existing space-time prediction models,
especially those are based on graph-based approaches, are significantly hindered.

In the present work, we have proposed an improved, graph-based, proba-
bilistic model, so as to handle such spatio-temporal prediction scenario. The
approach is based on the spatial Bayesian network (SpaBN) [3], which can
efficiently model the influence from large number of spatially distributed vari-
ables. Previously, SpaBN has shown encouraging performance in the domain of
hydrology [3]. In the present work, we have applied SpaBN as the base technology
behind our proposed space-time model for meteorological time series prediction.
c© Springer International Publishing AG 2017
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1.1 Problem Statement and Contributions

The relevant prediction problem can be formally stated as follows:

– Given, the historical daily time series data set over n meteorological variables
in M = {m1, m2, · · · , mn} , corresponding to a set of l spatial locations L =
{l1, l2, · · · , ll} for previous t years: {y1, y2, · · · , yt}. The problem is to determine
the daily times series of the variables in M , for any location x ∈ (L∪Z), for future
q years

{
y(t+1), y(t+2), ..., y(t+q)

}
, where, (Z ∩ L) = φ and q is a positive integer.

In this context, spatio-temporal prediction of any meteorological variable m ∈ M
needs to consider influences of its co-located variables in M , from several spa-
tially distributed locations in L. Though the graphical models, like Bayesian
networks, are highly suitable for modeling such influences [2], however, consider-
ing separate influencing nodes corresponding to each location li ∈ L makes the
graphical structure as well as the analysis process extremely complex.

Present work attempts to address this issue by utilizing the effective modeling
ability of the spatial Bayesian network (SpaBN). The major contributions in this
regard are as follows:

– Exploring the spatial Bayesian network (SpaBN) analysis in multivariate pre-
diction of meteorological time series data;

– Proposing SpaBN based spatio-temporal prediction model which is capable of
efficiently modeling complex inter-variable dependency over space and time;

– Validating the proposed space-time model with respect to prediction of daily
temperature, humidity and precipitation rate around Kolkata, India;

– Demonstrating the effectiveness of the proposed prediction model in compar-
ison with benchmark and state-of-the-art space-time prediction techniques;

The remainder of the paper is organized as follows. The details of the proposed
space-time model has been illustrated in Sect. 2. The results of empirical study
have been reported in Sect. 3. Finally, we conclude in Sect. 4.

2 Proposed Space-Time Model

As depicted in the Fig. 1, the proposed prediction model comprises of three
key steps: (i) data pre-processing, (ii) spatial weight calculation, and (iii) spatio-
temporal prediction. Each of these steps are illustrated below:

2.1 Data Pre-processing

The main objective of the data pre-processing step is to discretize the continuous
meteorological variables, so as to make these suitable for the discrete Bayesian
analysis of SpaBN in the subsequent steps. The discretization is performed by
considering maximum and minimum observed value (max(mi) and min(mi)) in
the historical time series for each continuous variable mi ∈ M , and then dividing
the whole range into appropriate number (R) of bins or sub-ranges of desired size
size(subRange) = max(mi)−min(mi)

R . The value of R is determined empirically.
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Fig. 1. Framework of the proposed spatio-temporal prediction model

Moreover, in the pre-processing step we also optimize the size of training
data set with consideration to the temporal variability of the meteorological
variables within short period of time. For example, in general, rainfall shows
monthly variation. Therefore, in order to make prediction for a particular day,
the rainfall data of the associated month is considered rather than considering
the rainfall data of the whole year.

2.2 Spatial Weight/Importance Calculation

This step aims at determining the spatial importance or spatial weight (SWi)
of each location li ∈ L, with respect to the prediction location. The spatial
weight SWi is measured based on the spatial distance (SDi) and the correlation
between the time series of each variable in the neighborhood locations and that
in the prediction location. Suppose, NCorrimj

is the normalized correlation value
between the time series of variable mj in the i-th neighborhood location and that
in the prediction location, such that NCorrimj

∈ [0, 1]. Then, the spatial weight
of the location is determined as follows:

SWi =

∑|M |
j=1 NCorrimj

+ NISDi
∑|L|

k=1(
∑|M |

j=1 NCorrkmj
+ NISDk)

(1)

where, NISDi is the normalized inverse spatial distance of i-th location from
the prediction location, such that NISDi ∈ [0, 1].

2.3 Spatio-Temporal Prediction

During the prediction process in the proposed space-time model, the effect of
spatial influence of the meteorological variables are learnt with the help of SpaBN
analysis. In order to describe the learning process, let’s consider an example
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scenario, where M1,M2 and M3 are three arbitrary meteorological variables.
Also let M1 is independent, M2 is influenced by M1, and M3 is influenced by M1

and M2. Now, because of the inherent spatio-temporal inter-relationships among
these variables, variable at one location is also influenced by the variables in
its neighborhood locations. Therefore, considering a causal dependency graph,
comprising of the representative variables from all the neighboring locations, will
ultimately lead to a complex graphical structure for capturing spatio-temporal
inter-relationships among the variables (refer Fig. 2a).

In such scenario, spatial Bayesian network (SpaBN) can be an appropriate
tool for modeling these spatio-temporal inter-relationships in an efficient manner.
As shown in the SpaBN structure (refer Fig. 2b), all the standard/classical nodes
associated with the same but spatially distributed variable have been replaced
with composite nodes, denoted by double lined circles. The replacement of all
such standard nodes with a single composite node reduces both the structural
and the algorithmic complexity in Bayesian analysis to a great extent.

(a) (b)

Fig. 2. Graph based modeling of spatio-temporal inter-relationships among the three
meteorological variables: (a) a complex causal dependency graph of standard BN, (b)
equivalent SpaBN structure [considering no. of locations |L| = 6]

Let |L| be the number of neighboring locations considered. Then, according
to the principle of SpaBN, the marginal and conditional probabilities of the
variables in Fig. 2b are estimated in following fashion:

P (M1) = γ ·
⎡

⎣
|L|∑

i=1

P (M i
1) · SWi

⎤

⎦ (2)

P (M2) = γ ·
⎡

⎣
|L|∑

i=1

P (M i
2) · SWi

⎤

⎦ (3)

P (M3) = γ ·
⎡

⎣
|L|∑

i=1

P (M i
3) · SWi

⎤

⎦ (4)
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P (M2|M1) = γ ·
⎡

⎣
|L|∑

i=1

n(M i
1, M

i
2)

n(M i
1)

· SWi

⎤

⎦ (5)

P (M3|M1, M2) = γ ·
⎡

⎣
|L|∑

i=1

n(M i
1, M

i
2, M

i
3)

n(M i
1, M

i
2)

· SWi

⎤

⎦ (6)

where, SWi is the spatial weight/importance of the i-th neighboring location
with respect to the prediction location; γ is the normalization constant; and
n(< · >) is the count of observation for the variable value combination < · >.

Now, in order to capture the temporal evolution of the inter-variable depen-
dencies, the SpaBN based learning process (as described above) is performed
with historical data of each year separately, and finally the probabilistic estimates
are combined in a weighted manner, so as to achieve the probability distribu-
tions corresponding to the inter-variable dependencies in the prediction year.
Higher temporal weight (tw) is assigned to a year which is temporally nearer
to the prediction year. The overall process of space-time learning is summarized
through Algorithm 1, considering immediately next prediction year y(t+1).

Algorithm 1. Space-time learning using SpaBN
1: Input: Historical data set H =

{
Hy1 , · · · , Hyt

}
for the past t years: {y1, · · · , yt}; Causal

dependency graph over all meteorological variables m ∈ M
2: Output: Probabilistic relationships among the meteorological variables for the prediction year.

3: Pm
F = Final probability estimate for a variable m.

4: Pm
i = Probability estimate corresponding to the the variable m, for the training year yi

5: for each training year yi, (0 ≤ i ≤ t) do

6: Apply SpaBN analysis to learn the probabilistic relationships among the variables using Hyi
.

7: for each considered meteorological variable m do
8: for each probability estimate Pm

i in the probability table of m do

9: di =
[
y(t+1) − yi

]
; /* calculating temporal distance of yi from prediction year */

10: twi =

(
1
di∑t

j=1
1
dj

)

; /* Estimating temporal weight/importance for the year yi */

11: Pm
F = Pm

F + (twi × Pm
i ); /* probability updating for the prediction year */

12: end for

13: end for

14: end for

15: return Pm
F for all m in the causal dependency graph of SpaBN

Once the parameter learning is over, the inference is generated as per SpaBN
by utilizing the spatial weights (SWi). For example, let the observed/ evidence
variables are: M1 and M2, from which the value of M3 is to be inferred.

Then, as per the principle of SpaBN,

Inferred value of M3 =

|L|∑

i=1

P (M i
3|M i

1, M
i
2) · SWi (7)

where the value for P (M i
3|M i

1,M
i
2) can be determined from the conditional prob-

ability table for the variable M3. Among these inferred values, the predicted value
becomes the one corresponding to the maximum probability.
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3 Experimental Evaluation

This section describes the empirical study carried out for evaluating our proposed
space-time prediction model.

3.1 Data Set and Study Area

The proposed prediction model has been validated by forecasting daily time
series of three primary meteorological variables, namely Temperature, relative
Humidity, and Precipitation rate, around Kolkata [22.57 ◦N, 88.36 ◦E], India.
The corresponding historical daily time series data have been collected from the
FetchClimate Explorer [4] for a span of 10 years (2006–2015). Predictions have
been carried out for two locations (Loc-1 [22.93◦N, 87.25◦E] and Loc-2 [22.82◦N,
88.29◦E]), for the year 2016 (refer Fig. 3).

Fig. 3. Study Area around Kolkata [22.57◦N, 88.36◦E] in West Bengal (India)

3.2 Results

The comparative study has been made with benchmark prediction techniques,
like automated ARIMA (R-Tool), standard BN (SBN), ANN (MATLAB nnTool)
etc. and state-of-the-art space-time models, namely hierarchical Bayesian auto-
regressive (HBAR) model [5], and spatio-temporal ordinary Kriging (ST-OK) [1].
The prediction performance has been measured in terms of four popular statis-
tical measures, namely normalized root mean square deviation (NRMSD) [3],
Pearson’s correlation coefficient (CC), mean absolute error (MAE), and mean
absolute percentage error (MAPE) [2]. The best-fit between the observed and
predicted value yields NRMSD = 0, CC = 1, MAE = 0 and MAPE = 0. The
results of prediction have been summarized in Tables 1, 2 and 3.

Discussions: On analyzing the results, presented in Tables 1, 2 and 3, the fol-
lowing inferences can be drawn:
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Table 1. Comparative study of Temperature prediction

Prediction approaches Loc-1 Loc-2

Prediction metrics Prediction metrics

NRMSD MAE MAPE CC NRMSD MAE MAPE CC

A-ARIMA 0.329 3.219 7.463 0.098 0.211 3.064 7.278 0.137

ANN 0.212 1.771 3.698 0.711 0.569 0.761 2.529 0.929

SBN 0.099 1.035 0.147 0.935 0.951 1.028 0.085 0.929

HBAR 0.203 2.245 2.336 0.756 0.221 2.371 3.899 0.687

ST-OK 0.191 2.175 0.179 0.778 0.248 2.300 0.179 0.805

Proposed approach 0.098 1.003 0.038 0.937 0.101 0.997 0.072 0.936

Table 2. Comparative study of Relative humidity prediction

Prediction approaches Loc-1 Loc-2

Prediction metrics Prediction metrics

NRMSD MAE MAPE CC NRMSD MAE MAPE CC

A-ARIMA 0.323 8.333 2.187 0.603 0.325 8.873 2.093 0.606

ANN 0.158 3.038 4.068 0.942 0.252 6.077 6.524 0.791

SBN 0.077 1.976 2.029 0.980 0.171 2.850 4.080 0.922

HBAR 0.156 3.696 2.782 0.910 0.150 3.353 1.357 0.904

ST-OK 0.192 4.970 0.789 0.868 0.288 6.255 4.463 0.790

Proposed approach 0.069 1.328 0.669 0.989 0.064 1.315 1.150 0.985

– In all the cases, the proposed prediction model produces the least NRMSDs
and MAEs, which are significantly lesser than the other prediction techniques
considered. This indicates superiority of our SpaBN based prediction, com-
pared to the others.

– The high values of CC (≈1) (refer Tables 1, 2 and 3) reveals that the series
predicted by our model have the best match with the observed time series.

– The least MAPE values corresponding to the proposed space-time prediction
model also demonstrate its better efficacy in comparison with the others.

Moreover, the improvement in computation time of the proposed model, with
respect to standard Bayesian network (SBN) based prediction, has also been
studied considering number of neighboring location |L| = 6, and variable domain
size R = 3. The result (refer Table 4) proves the effectiveness of using SpaBN for
modeling spatio-temporal dependency among the spatially distributed meteoro-
logical variables, as accomplished by our proposed space-time prediction model.
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Table 3. Comparative study of Precipitation rate prediction

Prediction approaches Loc-1 Loc-2

Prediction metrics Prediction metrics

NRMSD MAE MAPE CC NRMSD MAE MAPE CC

A-ARIMA 0.401 81.274 37.245 0.388 0.410 86.448 37.718 0.387

ANN 0.202 28.286 20.277 0.912 0.153 24.462 15.913 0.940

SBN 0.217 12.947 19.572 0.985 0.098 21.457 11.917 0.976

HBAR 0.410 92.910 81.257 0.840 0.374 88.518 71.203 0.863

ST-OK 0.260 51.856 5.175 0.797 0.259 51.869 5.346 0.807

Proposed approach 0.063 11.684 1.602 0.990 0.038 06.818 1.449 0.996

Table 4. Comparative study of computation time (considering |L| = 6, R = 3, single
prediction day, and SBN with spatially distributed variables)

Prediction techniques Standard BN (SBN) Proposed approach

Execution time (s) 1500.254 0.068195

4 Conclusions

The objective of the present work is to address the challenge of handling complex
spatio-temporal dependency among the meteorological variables during multi-
variate time series prediction. For that purpose, we have proposed a space-time
model based on spatial Bayesian network (SpaBN) which is inherently capable
of efficiently modeling the inter-dependency among large number of spatially
distributed variables. Experimental study has been carried out in comparison
with several benchmarks (ARIMA, SBN, ANN) and state-of-the-art prediction
techniques (HBAR, ST-OK). Overall, the proposed space-time model has shown
encouraging performance with respect to both accuracy and computational cost
in meteorological time series prediction.
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Abstract. TerraSAR-X image registration is a forerunner for remote
sensing application like target detection, which need accurate spatial
transformation between the real time sensed image and the reference
off-line image. It is observed that the outcome of registration of two Ter-
raSAR images even when acquired from the same sensor is unpredictable
with all the parameters of the feature extraction, matching and trans-
formation algorithm are fixed. Hence we have approached the problem
by trying to predict if the given TerraSAR-X images that can be regis-
tered without actually registering them. The proposed adaptive image
registration (AIR) approach incorporates a classifier into the standard
pipeline of feature based image registration. The attributes for the clas-
sifier model are derived from fusing the spatial parameters of the feature
detector with the descriptor vector in Fisher kernel framework. We have
demonstrated that the proposed AIR approach saves the time of feature
matching and transformation estimation for SAR images which cannot
be registered.

1 Introduction

TerraSAR-X image registration is the fundamental task in real time target detec-
tion [1][2]. This application aims to detect target from a sequence of SAR images
obtained from a reconnaissance platform in real time. In such scenarios, the
processing time taken in finding whether the sensed images can be registered with
reference image constitute an overhead. Hence we have approached the problem
by predetermining the given TerraSAR images that can be registered without
actually registering them. This has been achieved by fusing the spatial parame-
ters of the feature detector with the descriptor vector in Fisher vector framework
[3][4]. The standard pipeline of feature based image registration consists of four
important stages [5–7]. They are feature detection, feature description, feature
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matching and transformation estimation. In the proposed adaptive TerraSAR
image registration (AIR) features are extracted and described in first stage.
However before proceeding to the feature matching and transformation estima-
tion, we feed the features to a prediction model which predicts if the images
can be registered or not. Our contribution is twofold: (1) Incorporate knowledge
into the standard feature based image registration pipeline by building a predic-
tion model which can be used for real time registration of TerraSAR-X images.
(2) Incorporate spatial information for prediction model under the Fisher kernel
framework, where Gaussian mixture model fuses the spatial information (XY-
location and Scale of detected feature) with feature descriptor during the learning
of local features. Automatic prediction of TerraSAR-X image registration is a
recent development in remote sensing and the literature is limited. The paper is
organized as follows: Methodology of the proposed image registration approach
is illustrated in Sects. 2, 3 reports the experimental results and in Sect. 4 the
conclusion of the paper is presented.

2 Methodology of Adaptive TerraSAR-X Image
Registration Approach(AIR)

The proposed approach can be divided into four main stages, (i) Local invari-
ant feature extraction (ii) Prediction model using Fisher Kernel framework (iii)
Feature correspondence (iv) Transformation Estimation

Stage 1- Local Invariant Feature Extraction
Let Ir represent off-line reference image and Isi represent sequence of real time
sensed TerraSAR-X images obtained from a reconnaissance platform, where
i ∈ 1, 2, ...n. In the first stage, local affine invariant feature points are detected
from given input TerraSAR image pairs using Hessian Affine detector [8][9].
Each detected feature point is characterized by a seven element vector con-
sisting of XY-locations, scale-λ and 4 values of affine transformation matrix
a11, a12, a21, a22 . The detected feature points are described using the recent
SIFT [10] modification-RootSIFT [11].

Stage 2-Prediction Model using Fisher Kernel Framework
Fisher vector built using descriptor and detector parameters closely represents
these differences in both radiometric and spatial domains [12],[13]. Hence the
distance between such vectors has been used as attributes for prediction model.

The features extracted from stage 1 are fed to prediction model. The predic-
tion model has two phases 1. Spatial Fisher vector encoding 2. Classifier.

In this paper, the Fisher vector encoding aggregates feature detector and
descriptor vectors into high dimensional vector representation unlike standard
FV [3]. Figure 1 shows the spatial Fisher vector encoding framework to obtain
the TerraSAR image representation. The Visual word dictionary is generated by
learning GMM obtained from local feature detector and descriptor. Let {Lr,s

i =
Lr,s
1 , Lr,s

2 ....Lr,s
n },{Sr,s

i = Sr,s
1 , Sr,s

2 ....Sr,s
n } and {Dr,s

i = Dr,s
1 ,Dr,s

2 ....Dr,s
n } be the



Adaptive TerraSAR-X Image Registration (AIR) Using Spatial FKF 625

Fig. 1. Proposed spatial fisher vector encoding framework for the representation of
TerraSAR-X imagery.

location-XY, scale and descriptors of reference and sensed SAR image. The prob-
ability density function of local detector and descriptor is

p(Lr,s
i , Sr,s

i ,Dr,s
i |λ) =

N∑

i=1

wipi(L
r,s
i , Sr,s

i ,Dr,s
i |λ) (1)

where λ = {wi, μi,
∑

i}, i={1, 2, ....N} N=Number of Gaussian components, wi

= relative frequency, μi = mean,
∑

i= mean variation of a visual word. The
diagonal covariance matrix

∑
k = diagσ2

k. GMM are trained with
∑

k diagonal
covariance matrix and reflect on the derivatives of Gaussian mean and Gaussian
variance. The soft-assignment γt(i) of given detector,descriptor to cluster i is

γt(i) =
wipi((L

r,s
i , Sr,s

i ,Dr,s
i )

∑k
j=1

wjpj((L
r,s
i , Sr,s

i ,Dr,s
i ) (2)

The Fisher vector representation captures the first and second order difference
among the features to each GMM clusters.

Gd
μ,i =

1
T

√
wi

T∑

t=1

γt(μ, i)
(Lr,s

i , Sr,s
i ,Dr,s

i ) − μd
i

σd
i

(3)

Gd
σ,i =

1
T

√
2wi

T∑

t=1

γt(μ, i)
(Lr,s

i , Sr,s
i ,Dr,s

i ) − μ2d
i

σ2d
i

− 1 (4)

The final gradient vector G is obtained by concatenation of Gd
σ,i and Gd

μ,i.
The dimensionality of the spatial Fisher vector is 2Kd, where k is the number
of Gaussian components in Gaussian mixture model, d is the dimensionality
of the concatenated feature detector and descriptor vector. The classification
performance of spatial fisher vector is further improved by power and L2 nor-
malization. Finally, the distance between two SAR images If and Im obtained
by computing the Euclidean distance between the representations.

d(If , Im) =‖ SFVf − SFVm ‖ (5)
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This distance forms the attribute for classifier which has been trained and vali-
dated. If the classifier predicts that images cannot be aligned, subsequent image
is taken for registering with reference image or else it proceeds to feature match-
ing and transformation estimation stage. Feature descriptors of sets Df and Dm

are matched using a threshold on nearest neighbour ratio of distances. (X,Y)
locations of matched descriptors are fed to RANSAC which estimates the trans-
formation matrix H, in addition to finding inlier among the matches. The sensed
image Isi can be transformed using H-matrix to the coordinate system of refer-
ence image Ir.

3 Experiment Results

In this section, we report experimental results of proposed AIR framework on
540 training images and 54 test images. Performance and robustness of the
framework is assessed by two evaluations (1) Time analysis of proposed AIR
framework. (2) Qualitative assessment of prediction model using Fisher kernel
framework.

3.1 Time Analysis of Proposed AIR Framework

This sub-section reports time analysis of proposed AIR framework when exe-
cuted on 2.19 Ghz/3 MB cache IntelCoreTM i7, 8 GB RAM, x64 bit. The Fig. 2
(a) shows time taken for each stage of AIR framework. The analysis is done by
comparing the processing time taken for below two scenarios. (1) If image pair
is predicted to be “registered” then it proceeds to feature matching and trans-
formation estimation stage. (2) If image pair is predicted to be “not registered”
then subsequent image is taken for registration. This saves the effort and time
in finding feature correspondences and homography estimation. It is observed
from the Fig. 2 (b) that AIR framework takes 8 additional time units if the SAR
image pair gets registered and saves 21.5 time units if image pairs could not be
registered. Out of 594 synthetic TerraSAR image pairs fed to AIR framework,
220 images are predicted to be registered and 374 are not registered. It is clear
that we save 8041 time units using proposed approach.

3.2 Qualitative Assessment of Prediction Model Using Fisher
Kernel Framework

The possibility to register SAR image pair mainly depends on the kind and
amount of deformation between the images. Since image registration aims to find
a spatial transformation between the images. The spatial information present in
key point locations has been exploited by using it in Fisher kernel model along
with the descriptor vector. The effectiveness of the spatial fisher vector repre-
sentation is tested and analyzed with three classification algorithms,viz., Naive
Bayes, SVM [11] and J48 using 540 training images with tenfold cross valida-
tion. The performance of the model is evaluated and compared with Bag of



Adaptive TerraSAR-X Image Registration (AIR) Using Spatial FKF 627

Fig. 2. Figure(a) Processing time for each stage of AIR.(b)Time analysis of FIR and
AIR framework, when SAR images are subjected to registered and not registered cases.

Visual Words (BoW) [14], VLAD [15] and standard Fisher vector image rep-
resentations in terms of accuracy, precision, recall, F measure and ROC area
on 540 SAR images across deformations. Table 1 shows the performance when
a classifier trained on 10 datasets (D1 to D10-540 SAR images) and tested on
dataset 11(D11-54 SAR images). The experimental results reported in table 1
establishes that the BoW, VLAD, standard Fisher vector model falls short of its
expected performance when used for predetermining possibility of image regis-
tration. The accuracy of proposed spatial Fisher vector is 90.8142%. Hence it is
evident from table 1 that, accuracy of the prediction framework increases only
when the spatial information extracted from feature detector is considered along
with descriptor information. It is noted that feature detector location parameter
(XY) plays a significant role in improving the classification accuracy irrespective
to the type of classifier.

Table 1. Prediction model results on 540 training images (D1 TO D10) and 54 (D11)
test images using 10 fold cross validation.

Attributes Accuracy TP rate FP rate Precision Recall Fmeasure ROC area

J48 Bag of Visual Words 73.3942 0.734 0.317 0.763 0.733 0.715 0.756
VLAD 62.9542 0.629 0.409 0.625 0.628 0.616 0.618
Standard FisherVector 87.0542 0.87 0.143 0.871 0.869 0.869 0.888
Proposed FisherVector 90.2042 0.889 0.123 0.888 0.899 0.898 0.918

SVM Bag of Visual Words 73.2042 0.732 0.32 0.761 0.731 0.712 0.705
VLAD 70.8742 0.609 0.538 0.603 0.608 0.689 0.684
Standard FisherVector 87.0542 0.87 0.137 0.869 0.869 0.869 0.866
Proposed FisherVector 90.8242 0.899 0.112 0.928 0.918 0.898 0.918

Nave Bayes Bag of Visual Words 73.3942 0.734 0.317 0.763 0.733 0.715 0.76
VLAD 62.9542 0.629 0.409 0.625 0.628 0.616 0.617
Standard FisherVector 88.3842 0.884 0.123 0.883 0.883 0.883 0.926
Proposed FisherVector 89.9242 0.879 0.134 0.868 0.897 0.888 0.898

54 Test Images (D11)

SVM Bag of Visual Words 73.2042 0.732 0.32 0.761 0.731 0.712 0.705
VLAD 61.5742 0.576 0.378 0.634 0.675 0.544 0.66
Standard FisherVector 84.2442 0.842 0.16 0.841 0.841 0.848 0.84
Proposed FisherVector 90.8142 0.899 0.12 0.902 0.902 0.901 0.909
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4 Conclusion

Look-angle varied TerraSAR image registration is a challenging task as slight
shift in look-angle alters the geometric and photometric characteristics of the
images. The proposed framework can predetermine if the given TerraSAR
image pairs can be accurately registered. The asset of this framework is that,
the attributes required for prediction model are computed from the features
extracted as part of registration pipeline using spatial Fisher vector framework.
It is established that detector parameters when fused with the descriptor in
Fisher vector framework improves prediction accuracy. While registering two
TerraSAR images without prior knowledge of deformation, the fused detector,
descriptor parameters in the scrim of spatial Fisher vector framework, is pro-
ductive in predicting registration outcome.
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Abstract. We analyze the performance of international ODI cricket
teams through a hierarchical ranking scheme. Players are represented as
the nodes of a graph with batsmen as authorities, and bowlers as hubs.
Low level player ratings determined using weighted HITS algorithm, are
fed into a higher level Elo rating system to rank teams. Strike rate,
economy rate, number of boundaries, etc. determine the edge weights for
player graph. Match characteristics like margin of victory, winning style
and player rankings determine the K-factor in Elo ratings. We show that
player composition along with match characteristics is also an impor-
tant aspect of team ranking, which has not explored previously. We
report significant improvements in predicting match outcomes against
other ranking schemes.

Keywords: Cricket team rankings · Player ratings · Weighted HITS ·
Elo rating · Hierarchical ranking

1 Introduction

Cricket is a team sport in which a team of 11 players play against an opponent
team. The team scoring more runs is declared as the winner. As with any sport
being played for more than 30 years, cricket has a vast collection of open access
historical match data comprising of match outcomes and player performances.
However, rigorous analysis of the factors affecting team rankings and their cor-
relation with player performance are very scarce. Such a study can aid selection
committees in identifying players’ strengths and weaknesses against a particular
team, and selecting a high performing balanced team.

We address the problem of ranking cricket teams in One Day International
(ODI) format of the game. A challenge in cricket team ranking is that it is often
impossible for all the pairs of teams to compete against each other. Then, the
set of opponents depends on players in each team such that ranking teams by
simply counting the number of wins and losses is inappropriate. Thus, along with
the past winning characteristics of the teams, team composition and individual
player performance should also be incorporated in computing the team rankings.

A. Agarwalla and M. Mantri—Equal contribution.

c© Springer International Publishing AG 2017
B.U. Shankar et al. (Eds.): PReMI 2017, LNCS 10597, pp. 633–638, 2017.
https://doi.org/10.1007/978-3-319-69900-4_80

http://orcid.org/0000-0002-3389-5061
http://orcid.org/0000-0001-9844-7852
http://orcid.org/0000-0003-0621-8919


634 A. Agarwalla et al.

Fig. 1. Hierarchical ranking model for cricket teams

Our aim is not only to find a preference function or a binary response prediction
but the complete set of team rankings. We use a hierarchical ranking approach, as
depicted in Fig. 1. First, players are ranked using HITS [1]. Then, player rankings
along with match characteristics are utilised to calculate team ranking using Elo
ratings [2]. We essentially combine network based and pair-wise rankings in a
hierarchical fashion, which has not been explored earlier.

2 Related Work

There have been many studies to rank players as well as teams in football, bas-
ketball, tennis, etc., which is well summarized in Daniel et al. [3]. They compared
8 different methods tested on 4 datasets for baseball, football and basketball.

Anthony et al. [4], Fainmesser et al. [5] and Anjela et al. [6] discussed rank
aggregation, and storing two ranks inside a single node. [7] utilised temporal
information in data using a dynamic network based ranking method.

For ranking cricket teams, ICC follows a set of pre-defined rules [8]. It assigns
higher weights to recent matches which has not been captured in existing work.
On the other hand, it has a number of drawbacks too: 1. They do not account for
venue of match, and time of the day which greatly influences the pitch type, bat-
ting and bowling conditions. 2. Margin of victory is unaccounted for. 3. Impor-
tance of the match is unaccounted for. 4. Team composition for a particular
match is ignored. 5. No additional point is awarded for winning a series.

Recent approaches account for these pitfalls. Daud and Muhammad [9]
devised T-index for analysing team performance which is based on h-index com-
putation. T-index is motivated by the need to account for margin of victory.
They also explored graphical methods such as PageRank [10] along with its
weighted and unified variants. They use 60-20-20 for weighing final result, runs
and wickets without any proper justification for the numbers.

Our main contribution is a novel hierarchical approach for ranking cricket
teams, which efficiently captures team performance using player ratings and
match characteristics. We also modify Elo rating scheme to incorporate margin
of victory and winning style. Our approach explicitly models the batting and
bowling strength of the teams.

3 Rating Methodology

3.1 Player Ranking Using HITS

Hyperlink-Induced Topic Search (HITS) [1] is a link analysis algorithm, which was
initially introduced to rank web pages. It models web as hubs and authorities,
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which are nodes with multiple outgoing and incoming links respectively. It assigns
an authority and a hub score to every node. A higher authority score occurs if the
page is referred by pages with high hub scores and vice-versa. We extend the algo-
rithm by modelling players as nodes, and directed edges from bowlers to batsmen.
Each player p has an authority score ap, and a hub score hp, which represent the
batting and bowling strength respectively. A player with a higher ap number is
a better batsman, and player with a higher hp number a better bowler. B(p) and
F (p) denote the set of players who bowled to, and were bowled by player p, respec-
tively. The scores are computed iteratively until convergence.

We weight every edge from one player p to player q in a weighted HITS setting
[11] as given by Eq. 1. We model edge weights(w) as a weighted combination of
number of games played(Gi,j), the total runs scores(Ri,j), number of sixes(Si,j),
fours(Fi,j), dots(Di,j), and the total number of balls played(Bi,j) between players
i and j as given in Eq. 2.

ap =
∑

q∈B(p)

waq
∗ hq and hp =

∑

q∈F (p)

whq
∗ aq (1)

w = α1Gi,j + α2
Ri,j

Bi,j
+ α3

Di,j

Bi,j
+ α4Si,j + α5Fi,j (2)

Let A be the weighted adjacency matrix of the player graph, and u and v
denote the hub and authority score vectors.

v =
[
a1 a2 . . . an

]T
and u =

[
h1 h2 . . . hn

]T (3)

Then the two update operations can be represented in matrix form as:

v = At.u and u = At.v (4)

3.2 Team Ranking Using Modified Elo Rating

Elo rating [2] method is a widely used method for rating players in 2-player games
like chess and Go. In Elo rating scheme, competing teams either give or take
points from another team depending on whether it looses, or wins respectively.
Point difference is also limited by the strength of competing teams. A strong
team would gain little on winning from a weak team, but loose many points on
loosing from that team. Elo rating scheme is given by Eqs. 5 and 6. ra,new and
ra,old denote new and old ratings respectively. α is set to 1 if Team A wins against
Team B, 0.5 in case of a draw and 0 otherwise. sA calculates the probability of
Team A winning against Team B.

rA,new = rA,old + k(α − sA) (5)

sA =
1

1 + c
rB,old−rA,old

d

, sB = 1 − sA (6)

Parameters c, d are set to default values 10 and 400 as they only change the
rating scale. The maximum point difference after a match is limited by k, which
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controls the volatility of the ratings. Changes in ratings should be in modest
increments, but at the same time, not too modest that it takes a season for
a declining teams rating to reflect its form. k can be taken as a function of
ratings, as frequently done in chess. We represent k as a function of margin of
victory, total runs scored, wickets taken, innings played and player ratings to
appropriately model the game of cricket.

k = (1 + δbat)λbat(1 + δbowl)λbowl ∗
{

ko,r(1 + δr)λr run margin
ko,w(1 + δw)λw wicket margin

(7)

δbat =
∑

i∈players

(aA(i) − aB(i)), δbowl =
∑

i∈players

(hA(i) − hB(i)) (8)

In cricket, a team can either win by wickets or by runs. Addressing this issue,
δr and δw denote the margin of victory over runs and wickets respectively. δbat

and δbowl accumulates the difference in the batting and bowling ratings of both
the teams. These correspond to the authority and hubs scores obtained from the
player graph. A sub-graph of the top batsmen and bowlers is depicted in Fig. 2a.
The authority scores increase with the brightness of the node. ko,r, ko,w, λr and
λp are scaling parameters for run and wicket margin.

Fig. 2. (a) Player graph for top players (b) Modified Elo Rankings

4 Implementation and Results

We crawl ball by ball match data1 for international ODI cricket matches during
2005-2017. Our data comprises of 1312 matches, 12 teams, 1385 players with
776 batsman and 609 bowlers. We divide our data into training, validation and
test set consisting of 656, 328 and 328 matches respectively. The match statistics
includes: venue, date, teams competing, toss results, playing-11 for both teams,
match results, batsman and bowler for each ball. The data was preprocessed to
1 http://cricsheet.org.

http://cricsheet.org
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make it suitable for our algorithm. For computing player ranks, weighted directed
graphs are constructed using adjacency matrices. These are updated after every
match either by adding new edges or updating existing weights. To evaluate our
ranking, we measure their match outcome prediction capacity. If team A has
higher ratings than team B before the match, then it would win the match. We
employ a rolling validation approach, and report prediction accuracy and log-loss
in Table 1. All the hyper-parameters, namely {λbat, λbowl, λr, λw, ko,r, ko,w} for
Elo and {α1 .. α5} for HITS, are optimised using Bayesian optimisation [12]. W1
and W2 correspond to uniform weighting, and weights obtained from Bayesian
optimisation respectively.

Even though we do not utilise the match characteristics like venue, time of
match, playing-11, etc. which are known before the next match, predictive accu-
racy is high. On using only the match characteristics data and ignoring the player
performance, we observe that simple ranking schemes like Elo-method with opti-
mal parameters give better results than network based methods like PageRank
and Weighted PageRank. We also observe that incorporating the player perfor-
mance data hierarchically further improves ranking accuracy. However, different
weighing functions in HITS for player ranking give similar results. The obtained
rankings are stable, as visualized in Fig. 2b. A closer look reveals the rise of
Australian cricket team around 2010, and the recent rise of Indian cricket team,
which correlates with the actual ODI performance.

Table 1. Test set accuracies of weighting function used

S.No Model Accuracy(%) Log-Loss

1 PageRank 57.24 0.692

2 Weighted PageRank 67.73 0.685

3 Elo (without HITS) 96.8 0.166

4 Elo + HITS (W1) 97.17 0.140

5 Elo + HITS (W2) 97.52 0.086

5 Conclusion

The acquisition of large amount of player and game data is providing researchers
with an unprecedented amount of information to resolve difficult ranking prob-
lems. With these large quantities of data comes the increasing challenge regard-
ing the best methods of analysis. Focusing specifically on the network based
algorithms, we suggest that traditional non-hierarchical methods are inadequate
for these highly heterogeneous data sets specially in team sports, and that
researchers employ more sophisticated ranking algorithms in their analysis. If
we are to best extract the information present in these data sets, a sound under-
standing of basics of the sport combined with modern analytical techniques is
necessary.
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We observe that simple ranking algorithms like Elo rating method perform
better than graph-based algorithms like PageRank and it’s variants due to their
inability to use player level data. We proposed a novel hierarchical approach
to incorporate player data in team ranking using weighted HITS algorithm.
Weighted HITS enabled us to analyse the batting and bowling strengths of
the players separately. On testing several versions of the algorithms proposed,
we observe that adding more information like team composition, player ratings
and winning style in a hierarchical fashion results in improvement in terms of
accuracy and stability.

Fitting arbitrary weighing functions and learning a model for edge weights,
can be used for better approximation of the winning probability. This motivates
the need for more sophisticated approaches for modelling weighting functions
which is left to future work.
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Abstract. This paper presents a context-aware ontology driven app-
roach to water resource management in smart cities for providing ade-
quate water supply to the citizens. The appropriate management of water
requires exploitation of efficient action plan to review the prevailing
causes of water shortage in a geospatial environment. This involves analy-
sis of historical and real-time water specific information captured through
heterogeneous sensors. Since the gathered contextual data is available in
different formats so interoperability across diverse data requires convert-
ing it into a common perceivable RDF format. As the perceptual model
of the Smart Water domain comprises of observable media properties of
the concepts so to achieve context-aware data fusion we have employed
multimedia ontology based semantic mapping. The multimedia ontol-
ogy encoded in Multimedia Web Ontology Language (MOWL) forms
the core of our IoT based smart water application. It supports Dynamic
Bayesian Network based probabilistic reasoning to predict the chang-
ing situations in a real-time irregular environment patterns. Ultimately,
the paper presents a context-aware approach to deal with uncertainties in
water resource in the face of environment variability and offer timely con-
veyance to water authorities by circulating warnings via text-messages
or emails. To illustrate the usability of the presented approach we have
utilized the online available sample water data-sets.

1 Introduction

Water is a vital natural resource which drives our ecosystem but rise in popula-
tion growth and urbanization has put a limit to the water supply and even led
to water crisis. In these conditions, successful management of water resources
requires deploying IoT technologies and utilizing efficient planning methodolo-
gies to predict causes responsible for shortage of water in a smart city. This
will provide an accurate knowledge of the available water resources to meet
the competing demands. The knowledge about the water domain constitutes of
water quantity, it’s quality etc. which is time-consuming and expensive to ana-
lyze using existing approaches. Moreover, the present water management system
such as ICT lacks inter-operability standards and results in low monitoring effi-
cacy. Thus, use of IoT technologies [2] such as smart water meters, soil sensors
c© Springer International Publishing AG 2017
B.U. Shankar et al. (Eds.): PReMI 2017, LNCS 10597, pp. 639–646, 2017.
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to estimate moisture or chemical substance in the ground area etc. offers sig-
nificant tracking capabilities to manage the issues generated as a consequence
of lack of available water resources [1]. The data captured by the assortment of
devices are of different media formats so to enable integration and for concep-
tual inter-operability a formal semantic representation is required. The author in
[4] proposed semantic based knowledge management system for water flow and
quality modeling. The work in [5] presents a concept which combines actors,
hydro logic concepts and relationships among them to offer a unified approach
to manage water related issues. The authors in [8] presented a concept of linked
water data to create an integrated graph of information required for manag-
ing water effectively. These systems failed to reason with uncertainties involved
in multimedia observations which impedes the desired vision. So, a multime-
dia ontology encoded in MOWL [3] would be useful for flexible media data
representation. MOWL allows to represent the data with semantic properties
and supports Dynamic Bayesian Networks (DBN) [7] as a probabilistic reason-
ing model that captures the dependencies among variables and utilizes context
developed over time [6]. In smart water scenario the level of uncertainty origi-
nate from various knowledge perspectives such as unpredictable climate varia-
tion, water contamination, water pH etc. which involves ambiguities. To under-
stand the environment and water availability over a range of temporal scales the
pre-requisite context information is obtained through intelligent devices. The
proposed framework utilizes this information to achieve context-aware semantic
mapping so as to support data fusion and automatic interpretation of the con-
text. Further, DBN based reasoning capabilities of MOWL helps to analyze the
source of water and predict the uncertain environmental situation responsible
for water shortage in the specific context. The predictability of these situations
in real-time will help to provide guidance to the local water authorities about
lower water supply under which management can be performed.

2 Multimedia Ontology in Smart Water Domain

In an IoT environment, use of semantic web technologies provides a common
platform for knowledge access and interchange by minimizing the semantic het-
erogeneity that exists between various devices. The existing semantic approaches
such as OWL supports conceptual modelling but fails to interpret the percep-
tual world due to the semantic gap that exists between the perceptual media
features and the real world. The perceptual modelling comprises of observable
media properties of the concepts which are useful for concept recognition or
semantic interpretation of multimedia documents. So, MOWL [3] can be used
as an alternate ontology representation language which associate different media
features in different type of media format and at different levels of abstraction
with the concepts. MOWL assumes causal model of world and supports proba-
bilistic association of media properties with the domain concepts. MOWL based
knowledge representation graph is composed of the following parameters:

(i) {C,Mp,Me} where, C is the set of concepts, Mp and Me are the set of
media patterns and media examples respectively; (ii) relation {Rp, Rh} which
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organizes concepts and properties in a hierarchical structure, where Rp specifies
the propagation of media properties between a concept and its related concepts
while Rh represents the set of hierarchy among the concepts.

In smart water domain, knowledge representation in MOWL consists of
water-specific concepts, with its expected media properties to deal with inherent
uncertainties in observation of media patterns by setting Conditional Probabil-
ity Tables (CPT’s). The sensory inputs such as water-pH reading, water flow
reading etc. forms the basis of context which are modeled as media patterns
in the ontology. The snippet ontology using MOWL constructs shown in Fig. 1
specifies event and device ontology. Event ontology incorporates set of activities
such as river-level, ground water-level etc. at a given location and time while
device ontology describes the devices which are capable of monitoring objects.
In figure, ellipse nodes represent domain concepts while rectangular nodes rep-
resent their observable media properties which are linked through edges. The
concept is recognized on the basis of gathered evidences as a result of detec-
tion of expected media patterns. The vision to build context-aware services by
aggregating knowledge from IoT devices is achieved by using DBN.

Fig. 1. Snippet ontology in smart water application

2.1 Dynamic Context-Aware Situation Modelling

Figure 2 depicts a MOWL based DBN model for context-aware situation tracking
in real-time. It consists of sensor information, context state and situation state at
time interval say t1 and t2. The situations at time slice t1 to t2 are linked through
transition links (red color). The reasoning process derives a sub-graph Obser-
vation Model (OM), at each time step for concept recognition which contains
the situation hierarchy and other concepts related to situation, thus enabling
the modelling of dynamic situation. Here, the belief at each level is computed
by considering current evidences along with prior inferred situations. The state
transitions at different time stamps (say t1 to t2) allows to deal with changing
situations in the dynamic environment. The DBN formulation on the sequence
of S states and E sensor observations is as:
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P (S,E) =
∏T−1

t=1 P (St|St−1)
∏T−1

t=0 P (Et|St) P (S0); where P (S0) specifies
likelihood of initial state, P (St|St−1) describes temporal state transitions and
P (Et|St) specifies probability distribution for sensor observations.

Fig. 2. DBN based situation evolution (Color figure online)

3 Ontology Based Smart Water Architecture

The management of water resource is an uncertain and dynamically complex
problem. An ontology-driven smart water framework in context-aware perspec-
tive requires pre-requisite information about the change in climate, environment
conditions, water quality etc. to understand the water availability over a range of
temporal scales. The multimedia ontology based architecture as shown in Fig. 3
consists of the following main elements:

– Data-acquisition Layer: This layer is responsible for monitoring and
acquiring data from multiple sources using IoT devices. The sensors and envi-
ronment indicators such as smart water meters, climate sensors, water-level
sensors etc. helps to sense the information of the water quality, its surround-
ings and communicates the collected data over a network (such as 3G, Wi-Fi
etc.) for analysis. The transferred data is of different formats so to produce
accurate and complete information, this low-level context information is con-
verted into a higher-level context using a common understandable RDF for-
mat discussed in next phase.

– Context-aware Service Layer: The middle-tier operates in a bi-directional
mode which integrates disparate sensor data to establish a common under-
standing of context by employing semantic web technologies. This context
data serves as key source of information for inferencing and predicting
dynamic situations. We have chosen MOWL for knowledge representation in
smart water domain. It allows for semantic interpretation of media documents
and deals with uncertainties involved in the media manifestations. MOWL
uses DBN based probabilistic reasoning to track situations in a dynamic world
which is passed on to the next phase depending on which appropriate recom-
mendations are given.
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– Application Layer: This phase ensures clear and accurate presentation,
visualization of resulting information to the users. As the proof-of-concept in
the Smart Water application, the derived knowledge from the previous layer
is utilized to give appropriate recommendations or warnings to the water
authorities to take suitable actions in water deficit areas. The warnings can
be disseminated through via e-mail, text messages thus, offering optimum
water supply to the users.

Fig. 3. Smart water architecture

4 Problem Formulation

The outdated water-infrastructure, situations such as drought, flood etc. caused
due to randomly occurring climate and monsoon patterns, etc. has led to the
emergence of water crisis in urban areas. Therefore, proper water management is
required to overcome the imbalances caused by shortage of water. The real-time
scenario which addresses the need for proper water management and planning
is for example, the two consecutive droughts in Latur Maharashtra, 2016 caused
acute water scarcity in the Marathwada region. The absence of timely guidance
about the monsoon failure and thus, a lack of management to deal water crisis
resulted in death of several farmers. So as a solution to address these shortfalls,
we have come up with MOWL based inferential reasoning process in IoT domain.
This allows to consider the historical data or past actions along with real-time
data to assess the situation responsible for water scarcity and provide timely
assistance to water authorities to take immediate actions.

4.1 Theoretical Analysis

This section allows to observe water-specific parameters collected from the dis-
tributed sensors so as to provide essential information about the quality of water
and take effective decisions based on it. We referred to water quality data avail-
able on the site1 (Avalon Peninsula) and collected samples of Faridabad city
1 http://www.mae.gov.nl.ca/wrmd/ADRS/v6/Graphs List.asp.

http://www.mae.gov.nl.ca/wrmd/ADRS/v6/Graphs_List.asp
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for analysis and assessment of the situation causing shortage of water. The
water specific attributes pertaining to the individual datasets are mapped to
the ontology concepts leading to updated posterior probabilities in the network.
The associated semantics (such as perceiving different water-concentrations and
indicators to classify water as clear, hard or acidic) and the dynamic reason-
ing process helped to infer the real-time situation. For instance, in the former
data set the context state ClearWater at very time step lead to NormalWa-
terSituation with the probability value of 0.78 while in latter the context state
HardWater pointed to ContaminatedWaterSituation with probability 0.74.

Fig. 4. Plot of few water parameters

Fig. 5. MOWL based situation tracking

As there was not much variation among the pH values and other water
concentrations so at every time stamp the same situations got recognized in
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both the scenarios. To demonstrate the real time state transitions and dynam-
icity of the framework for example: clear water getting contaminated due to
exposure to chemical concentrations we combined few samples from both of
the datasets to form a new relevant dataset. Some of the parameters corre-
sponding to the dataset are plotted as shown in Fig. 4. The transition from
ClearWater to HardWater is represented through transition links in the ontol-
ogy. The use of transition links in the MOWL support setting of prior condi-
tional probabilities for switching between dynamic situations. DBN depicted in
Fig. 5 extrapolate results at time step t-1 and t to track the current situation
responsible for water crisis. To illustrate the process, let the prior probability
of ClearWater and HardWater based on the transition links be P(ClearWater
| HighTDS, HighChemicalConcentration, HighTurbidity) = 0.15, P(HardWater
| ClearWater, HighTDS, HighChemicalConcentration, HighTurbidity) = 0.95.
Following DBN based inferencing scheme, the updated posterior probability
obtained for states P(ClearWater) = 0.34 and P(HardWater) = 0.76 which
leads to P(NormalWaterSituation) = 0.26 and P(ContaminatedWaterSituation)
= 0.68, and contributes to higher possibility of ContaminatedWaterSituation
over NormalWaterSituation. The use of standard Bayesian Network approach
would not have been sufficient enough to capture these dynamic transitions.
Figure 6 plots the probability estimates for ContaminatedWaterSituation and
NormalWaterSituation. The results shows the abrupt rise in ContaminatedWa-
terSituation after three time slices due to the presence of evidences affecting
water quality based on which alerts can be given to water authorities to take
corrective actions for hygienic water-supply, which shows efficacy of our app-
roach.

Fig. 6. Probability variation between NormalWaterSituation and ContaminatedWa-
terSituation

5 Conclusion

We have presented a novel semantic based context-aware framework which can
dynamically acquire a range of water-specific information in an IoT environment.
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This information constitutes context required for understanding the causal rela-
tionships among the concepts and to predict changing situations. The envisioned
smart water architecture utilizes MOWL to enable integration and semantic
interpretation of complex sensory data. MOWL inferencing with DBN helps to
tackle the uncertainties involved in water domain such as change in climate
which highly impacts the water service. The proposed approach would assist
urban water authorities to grapple with shortfalls causing chronic water crisis
under which water management is possible.
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Abstract. Music mood is one of the most frequently used descriptors
when people search for music, but due to its subjective nature, it is diffi-
cult to accurately estimate mood. In this work, we propose a structured
prediction framework to model the valence and arousal dimensions of
mood jointly without requiring multiple regressors. A confidence-interval
based estimated consensus from crowdsourced annotations is first learned
along with reliabilities of various annotators to serve as the ground truth
and is shown to perform better than using the average annotation values.
A variational Bayesian approach is used to learn the Gaussian mixture
model representation for acoustic features. Using an efficient implemen-
tation of Twin Gaussian process for structured regression, the proposed
work achieves an improvement in R2 of 9.3% for arousal and 18.2% for
valence relative to state-of-the-art techniques.

Keywords: Music mood · Structured prediction · Crowdsourced
annotations

1 Introduction

Mood as a music descriptor is frequently used as a social tag and can be used
for organizing large music collection on various smart devices thus requiring
modern user interfaces for intuitive music selection and automatic playlist gen-
eration. However, the perception of music mood is difficult to quantify due to
its subjective nature. Dimensional responses across valence and arousal (VA)
are preferred over categorical labels to correspond to the internal human rep-
resentations as well as to effectively cover all possible mood states [1,2]. It is
worthwhile to note that these two dimensions are not completely uncorrelated
[3], hence a structured prediction framework [4] is needed to computationally
model the affective content of music mood.

1.1 Related Work

The task of music mood estimation is an active research topic [5–8] due to its
predominant difficulty in accurately characterizing valence and a comprehen-
sive review of this task is presented in [9]. Music mood being a highly subjec-
tive phenomena, multiple annotations per each music clip are required through
c© Springer International Publishing AG 2017
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crowdsourcing to capture the variability of responses. An often over-looked (and
less reliable) assumption in most supervised learning techniques for music mood
estimation is that the average VA value of multiple annotator responses serves
as the ground truth. This leads to the problem of truth discovery analysis for
finding the estimated consensus among various annotators [5,10,11]. For feature
representation, an appropriate prototype is needed for modeling the acoustic
features to avoid the curse of dimensionality [7]. The commonly used regression
models such as Support Vector Regression (SVR), Adaboost.RT, and Gaussian
Process Regression (GPR) do not handle multi-variate responses, thus 2 differ-
ent models need to be trained for VA responses. GPR [12] has been shown to
outperform SVR for music emotion recognition task [13] due to its capability of
hyper-parameter learning and also providing uncertainties in output prediction
resulting in soft decision which is suitable for music mood data. Recently, struc-
tured regression was performed for computer vision tasks (human pose estima-
tion) [4,14] using Twin Gaussian process (TGP) to predict multi-variate output
effectively.

The contributions of this work are two-fold: first, we develop an algorithm
for determining the estimated consensus of VA values from crowdsourced anno-
tations by tackling the long-tail phenomena; second, we use variational Bayesian
inference to compute acoustic posterior features and apply them for structured
prediction of music mood using TGP at linear computational cost with a single
regression model.

2 Proposed Methodology

2.1 Crowdsourced Annotations and Estimated Consensus

We use the AMG1608 dataset [15] that contains crowdsourced annotations of
1608 songs annotated by 665 users, along valence and arousal (VA) dimensions
with values in the range [−1, 1]. The distribution of all annotations of this dataset
is shown in Fig. 1(a), where we observe that the dataset comprises of music clips
with mood that cover the complete range with more annotated clips in the 1st

quadrant. Since there is no gold standard response available for each music clip,
we must estimate it from the available crowdsourced data. A trivial approach
is to compute average values along valence and arousal dimensions, however,
this assumes that all annotators are equally reliable which may not be true in
practice. Extending the work of learning from crowdsourced data [16] for single-
dimension target regression case, we derive a maximum-likelihood solution to
determine the two-dimensional estimated consensus as well as the reliability
(variance) of each annotator.

Consider the dataset D = {y1
i ,y

2
i , . . . ,y

R
i }N

i=1 containing two-dimensional
VA responses of N music clips by maximum R annotators. Assume a Gaussian
distribution model N (yj

i |yi, α
j) with αj as variance of the jth annotator, yi as

the unknown VA ground truth, and yj
i as the response of jth annotator for ith

music clip. The parameters to be estimated are θ = {α,y} with the likelihood
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Fig. 1. (a) Annotation distribution of AMG1608 dataset, (b) annotations for a sample
clip (artist : Coldplay − song : Yellow) of AMG1608 with variances of 15 annotators,
average and estimated consensus values (Color figure online)

given by Eq. (1) assuming all clips are annotated independently by R annota-
tors. In general, since not all instances will be annotated by each annotator, we
define Ti as the set of annotators providing response for ith clip and Tj as the set
of response provided clips by the jth annotator. Obtaining the gradients of log-
likelihood with respect to the parameters results in the maximum likelihood solu-
tion given by Eq. (2). This is equivalent to the EM (Expectation-Maximization)
algorithm where the E-step determines annotator reliabilities (variances α̂j) and
the M-step determines the estimated consensus ŷi; these two steps are iterated
till convergence (e.g. delta change < 10−6). The procedure is initialized with ŷi

as the average of available annotations for ith music clip.

P (D|θ) =
N∏

i=1

R∏

j=1

1√
2παj

exp
[

−1
2αj

‖yj
i − yi‖22

]
(1)

α̂j =
1

|Tj |
∑

i∈Tj

‖yj
i − ŷi‖22 , ŷi =

∑
j∈Ti

yj
i/α̂j

∑
j∈Ti

1/α̂j
(2)

Since the AMG1608 dataset has the (commonly occurring) long-tail problem,
the solution of Eq. (2) will be over-optimistic since very few annotators (36 out
of 665) provided response to more than 200 music clips and most of the clips
were annotated by few users. To handle this problem, we consider the (1 − β)
confidence interval (CI) of annotator reliability where β is the significance value
(e.g. 5%). Since the sum of squares of Gaussian random variables follows a
Chi-square distribution, we obtain the (1−β) confidence interval given by Eq. (3).

1
αj

∑

i∈Tj

‖yj
i −ŷi‖22 =

|Tj |α̂j

αj
∼ χ2(|Tj |); CI1−β =

{
|Tj |α̂j

χ2
(1− β

2 ,|Tj |)
,

|Tj |α̂j

χ2
( β
2 ,|Tj |)

}
(3)
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α̂j =
1

χ2
( β
2 ,|Tj |)

∑

i∈Tj

‖yj
i − ŷi‖22 , ŷi = wMedian

(
yj

i ,
1
α̂j

)

j∈Ti

(4)

From Table 1, we observe that annotator ID 542 and ID 647 obtained similar
variance α̂j with Eq. (2), whereas the upper bound (UB) of confidence interval
provides a realistic solution. Also, since outliers may exist in the annotated data,
instead of removing these outliers with techniques such as minimum covariance
determinant (MCD), we propose to use weighted median which is less sensitive to
outliers compared to weighted mean. The resulting equations for estimated con-
sensus are given by Eq. (4), which are iterated till convergence. An example of the
estimated consensus for a sample clip of AMG1608 is shown in Fig. 1(b) where
we observe that annotators having high variance (less reliability) are given less
importance for estimating the consensus, whereas the average value gets biased
due to few outliers. To further improve the estimated consensus, dependence on
input acoustic features needs to be considered; we leave this for future work.

Table 1. Confidence intervals of estimated annotator reliabilities for AMG1608

AnnotatorID #Annotations Variance (2) 95% Conf. Int. (3)

159 924 0.4150 (0.3664, 0,4270)

664 240 0.3879 (0.3143, 0,4247)

216 48 0.3724 (0.2774, 0,5462)

542 12 0.4985 (0.2709, 1.0901)

647 2 0.4981 (0.1903, 11.1160)

2.2 Bayesian Acoustic GMM Feature Representation

For each music clip in the dataset, we compute standard acoustic features across
four categories: dynamics (root-mean-square energy), spectral (centroid, spread,
skewness, kurtosis, entropy, flatness, 85% roll-off, 95% roll-off, brightness, rough-
ness, irregularity), timbral (zero-crossing rate, flux, 13-dimensional MFCCs,
delta MFCCs, delta-delta MFCCs) and tonal (key clarity, musical mode, har-
monic change likelihood, 12-bin chroma vector, chroma peak, chroma centroid),
resulting in 70-dimensional feature vector per frame of 50 msec duration with
50% overlap [7]. Each feature dimension is normalized to zero mean and unit
standard deviation. Block-level features are used to capture temporal character-
istics across frames where each block comprises of 16 consecutive frames with
overlap of 12 frames. The block-level feature vector rt consists of mean and stan-
dard deviation of frame-based feature vectors [8]. To represent the block-level
features as a fixed dimensional vector, [13] computes the mean and standard
deviation across all frames and stacks these into a single vector. For an effective
prototypical representation, we adopt the EM-GMM clustering approach of [7]
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resulting in AGMM (Acoustic Gaussian Mixture Model) posterior probabilities
xnk given by Eq. (5), where the universal background model (UBM) parameters
{πk, μk, Σk} indicate the weight, mean and covariance of kth latent audio topic
(or mixture), and xn is the 1 × K acoustic posterior probability feature vector
of song sn consisting of Fn blocks. Using EM algorithm [17], the UBM model is
trained with randomly selected 25% block-level feature vectors across the entire
dataset (spanning whole range of VA space) resulting in 215, 000 vectors.

p(rt) =
K∑

k=1

πkN (rt|μk, Σk) ; xnk =
1

Fn

Fn∑

t=1

(
πkN (rt|μk, Σk)

∑K
h=1 πhN (rt|μh, Σh)

)
(5)

The most crucial problem of AGMM is determining the exact number of
latent audio topics K that can explain the given data. In [7], various values
of K (16, 32, 64, 128, 256, 512) were used to determine the regression per-
formance. However, this is ad-hoc as it could lead to over-fitting of data. To
determine the optimal number of mixtures, we resort to variational Bayesian
inference framework [17] resulting in Bayesian Acoustic GMM (BAGMM) pos-
terior probability feature representation for each music clip. With the Bayesian
treatment, all parameters of AGMM are given priors: the weight is assigned
Dirichlet prior and mean and covariance are assigned Gaussian-Wishart prior.
We refer the reader to [17] (Chap. 10) for detailed formulation of variational
posteriors and variational EM algorithm. The algorithm is initialized with α0

(hyper-parameter of Dirichlet prior) as 0.001, m0 (hyper-parameter of Gaussian
prior) as k-means centroid of training data (to speed up the convergence), and
W0 (hyper-parameter of Wishart prior) as 10I to avoid mixtures getting trapped
in local maximum (here, I is the identity matrix). The expected value of mixing
weights in the posterior distribution of BAGMM is given by Eq. (6) with Nk as
the responsibility of kth mixture, where we observe that for uninformative priors
(α0 → ∞), the expected value converges to a small value of ξ (0 < ξ < 1/K).

E[πk] =
αk + Nk

Kα0 +
∑K

j=1 Nj

=
α0 + 2Nk

Kα0 + N
≈ α0/N

Kα0/N + 1
=

1
K + N/α0

(6)

BAGMM determines the optimal number of latent audio topics without using
cross-validation (Kopt = 117 in this work), solves the problem of singularity [17]
that occurs in AGMM, and prevents over-fitting of data. Each music clip is thus
represented as 1×Kopt acoustic posterior probability feature vector xn, with the
corresponding estimated consensus ŷn (cf. Sect. 2.1), denoted as yn hereafter.

2.3 Structured Prediction

The conventional regression approach of building independently two different
regressors does not consider any correlation that may exist in the multi-variate
response. From the estimated consensus of AMG1608 dataset, we find that the
correlation coefficient between valence and arousal is 0.312, which should be
accounted for during training of the regression model. We follow the work of [4]
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that introduced Twin Gaussian Processes (TGP) with Kullback-Leibler (KL)
divergence measure for structured prediction to model not only the input but also
the output covariance for effective regression performance. A generalized version
of TGP was proposed in [14] with Sharma-Mittal (SM) divergence measure and
was shown to perform better than KLTGP for structured prediction. However,
both KLTGP and SMTGP suffer from high computational complexity since
they need to solve a non-linear optimization problem requiring L-BFGS solver.
An efficient approach termed as direct TGP (dTGP) was proposed in [18] that
require only O(N) computations compared to O(N2) of KLTGP and SMTGP.

l
′
y = min ((1 + λy)1,max (0, μ̂KY ux)) ; ux = K−1

X Kx
X ; η = KX − Kx

X
T ux (7)

μ̂ =
−η +

√
η2 + 4uT

xKY ux (1 + λy)
2uT

xKY ux
; γ̂m =

l
′
y,m∑M

m=1 l′
y,m

; y
′
=

M∑

m=1

γ̂my
′
m (8)

Given N training instances of input BAGMM feature vectors X ∈ R
N×Kopt

and corresponding output estimated consensus Y ∈ R
N×2, dTGP optimizes the

value of output kernel function ly = Ky
Y with its solution l

′
y shown in Eq. (7)

obtained via simple algebra, instead of optimizing for response variable y directly
as is done in KLTGP and SMTGP. To simplify computations, dTGP further
finds M nearest neighbors for a specific test input based on γ̂m and computes
the predicted bi-variate output y

′
as the weighted sum of M nearest training

instances (M = 30 set empirically) given by Eq. (8). The weight γ̂m captures
the input-output as well as between-output correlation for structured prediction
[18]. The input and output kernel functions for Gaussian processes are given by
Eq. (9) with the kernel parameters (ρ = kernel bandwidth, λ = regularization
parameter) determined experimentally via a grid-search [4].

KX (xi,xj) = e
− ‖xi−xj‖2

2ρ2
x + λxδij ; KY (yi,yj) = e

− ‖yi−yj‖2

2ρ2
y + λyδij (9)

3 Experimental Results

We perform evaluation on AMG1608 dataset with two metrics: R2 (coefficient of
determination) and RMSE (root mean square error) to measure the regression
performance between predicted VA values and the estimated consensus.

Table 2 shows the performance of existing state-of-the-art techniques and pro-
posed work. For [13], conventional acoustic features aggregated with mean and
standard deviation were used and GPR was used with combination of Squared
Exponential and Rational Quadratic kernels [12]. For histogram density mod-
eling (HDM) of mood annotations, the number of latent histograms was set to
K = 256 as reported in [8]. For [6], conventional acoustic features were used
with adaptive aggregation of GP regressors. For GPR [13] and Aggregate GPR
[6], two independent regression models were used for valence and arousal esti-
mation with average annotation value set as the ground truth, while HDM [8]
needed fine-tuning of number of latent histograms to model each latent audio
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Table 2. Performance of estimating music mood with 10-fold cross-validation

Method R2
Arousal RMSEArousal R2

Valence RMSEValence

GPR [13] 0.654 ± 0.058 0.247 ± 0.011 0.429 ± 0.082 0.283 ± 0.073

HDM (G = 7) [8] 0.632 ± 0.045 0.258 ± 0.013 0.352 ± 0.056 0.291 ± 0.027

Aggregate GPR [6] 0.678 ± 0.095 0.203 ± 0.010 0.437 ± 0.053 0.236 ± 0.013

KLTGP [4] 0.717 ± 0.061 0.184 ± 0.015 0.502 ± 0.049 0.237 ± 0.046

SMTGP [14] 0.721 ± 0.026 0.165 ± 0.055 0.512 ± 0.028 0.224 ± 0.014

Proposed 0.715 ± 0.022 0.172 ± 0.043 0.507 ± 0.021 0.235 ± 0.037

topic as well as choice of grid size G×G to represent the VA space as a heatmap.
We evaluate the structured prediction performance of TGPs using the proposed
BAGMM feature representation and estimated consensus set as ground truth
with a single regression model. Though SMTGP performs slightly better than
KLTGP, it incurs quadratic computational complexity due to inversion of kernel
matrices during optimization. The performance of proposed work with dTGP is
similar to KLTGP but at a linear computational cost. All values were calculated
with 10 different combinations of training and test data and the means and stan-
dard deviations of these values are reported to measure the performance (10-fold
cross-validation). Overall, we observe an improvement in R2 of 9.3% for arousal
and 18.2% for valence relative to GPR [13].

4 Conclusion

A structured prediction framework is presented in this work for affective mod-
eling of music mood using TGPs and is shown to perform better than indepen-
dently learning different regressors for valence and arousal dimensions. An EM-
type algorithm is proposed to determine the confidence-interval based estimated
consensus to serve as the ground truth for regression. Using Bayesian inference,
acoustic features are represented with BAGMM posterior probabilities where the
optimal number of Gaussian mixtures are determined automatically from the
training data and the drawback of singularity and over-fitting of conventional
GMM is simultaneously avoided. The proposed framework achieves improve-
ment in music mood prediction with direct TGP implementation that achieves
optimization with simple algebra and avoids the use of non-linear quadratic opti-
mization of KLTGP and SMTGP. The future work includes deriving estimated
consensus by considering dependence of response on input acoustic features and
solving the problem of covariate shift [18] across various music mood datasets.

Acknowledgments. The authors thank Yi-Hsuan Yang for sharing the music clips
of AMG1608 dataset and Mohamed Elhoseiny for sharing SMTGP implementation via
personal communication.
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Abstract. In handwritten Bank cheques, addition of new words using
similar color pen can cause huge loss. Hence, it is important to differenti-
ate pen ink used in these types of documents. In this work, we propose a
non-destructive pen ink differentiation method using statistical features
of ink and multi-layer perceptron (MLP) classifier. Large sample of blue
and black pen ink is acquired from 112 Bank cheque leaves, written by
nine different volunteers using fourteen different blue and black pens.
Handwritten words are extracted from scanned cheque images manually.
Pen ink pixels are identified using K-means binarization. Fifteen statis-
tical features from each color handwritten words are extracted and are
used to formulate the problem as a binary classification problem. MLP
classifier is used to train the model for differentiating pen ink in hand-
written Bank cheques. The proposed method performs efficiently on both
known and unknown pen samples with an average accuracy of 94.6% and
93.5% respectively. We have compared the proposed method with other
existing method to show its efficiency.

Keywords: Bank cheques · Handwritten forensics · Ink analysis ·
K−means clustering · MLP · Statistical features

1 Introduction

Forensics in handwritten Bank cheques from the perspective of differentiating
pen ink have great importance to the judicial system. In handwritten Bank
cheque forensics, it is often important to establish a relation between the pen
inks. It helps to identify whether a single pen has been used to write the Bank
cheque or multiple pens. Numerous possibilities of fraud exist in handwritten
Bank cheques. In this work, we focus only on pen ink differentiation in Bank
cheques. Possibilities of fraud in any Bank cheque and its consequences helps to
understand the importance of the work.

Example of new words addition in Bank cheque using a different pen is
depicted in Fig. 1 which is elaborated as follows. The cheque was initially issued
c© Springer International Publishing AG 2017
B.U. Shankar et al. (Eds.): PReMI 2017, LNCS 10597, pp. 655–663, 2017.
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to Mr. Ravi Kumar Singh, amounting to Seventy thousand only. Later, forger
appended new words in pay name and amount section as marked by red circles
in Fig. 1. This difference in pen ink can not be always perceived by naked eye.
This type of case helps us to understand the possibility of addition of new words
in handwritten Bank cheques. A number of handwritten document frauds are
possible in bill, business agreement, educational documents, etc. This motivates
us to differentiate pen ink in Bank cheques.

Fig. 1. Addition of handwritten words (marked by red circles) in a Bank cheque image.
(Color figure online)

Pen ink analysis techniques can be categorized in two major pathways:
destructive and non-destructive techniques. Merrill and Bartick [1] have used
infrared spectrum to differentiate pen ink. Taylor [2] has proposed a method
to analyze intersecting lines using stereo microscope, distilled water, and wax
lift techniques. Taylor [3] has also proposed TLC plate analysis method using
solvent and micro-dispenser for pen ink classification. The second category of
technique includes non-destructive techniques, which include modern chromato-
graphic, image processing, and pattern recognition techniques. Khan et al. [4]
have used spectral response and K-means clustering algorithm for pen ink differ-
ence identification. Khan et al. [5] have also used Principal Component Analysis
for spectral response feature reduction. Then K-means clustering has been done
to differentiate pen ink. Dasari and Bhagvati [6] have proposed statistical fea-
tures of ink pixels from HSV color channel and distance measure based classifi-
cation is performed. Kumar et al. [7,8] have shared statistical features as gray-
level co-occurrence (GLCM), geometric, and legendre moments from Y CbCr and
opponent color models. In these methods, nearest neighbor and Support Vector
Machine with feature selection have been used as classifiers to differentiate pen
ink. Gorai et al. [9] have extracted twelve feature images from color input image
and corresponding gray version using local binary pattern and Gabor filters. In
this method, histograms of pen ink pixels from feature images are calculated and
histogram matching has been performed to identify the ink mismatch.
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It is observed that most of the works in the area of non-destructive ink
analysis ranges from hyper-spectral and microscopic imaging to chromatographic
technique. This requires high configuration hardwares those are too costly as well
as rarely available in market. In this paper, we have proposed a method that
is capable of differentiating pen ink using simple standard scanning devices.
Such devices are easily available and at the same time cost effective. In this
method, pen ink samples are extracted manually from scanned Bank cheque
leaves. K−means binarization has been used to identify ink pixels from each
color channel of word images. Statistical features of ink pixels are extracted
from each channel. Extracted feature set is used to train the MLP classifier for
pen ink difference identification.

The rest of the paper is organized as follows. Section 2 discusses the proposed
methodology for pen ink differentiation in handwritten Bank cheques. Experi-
mental results and relevant discussion are presented in Sect. 3. The concluding
remarks are given in Sect. 4.

2 Proposed Model

In this proposed method, pair of words have been analyzed to detect whether
they have been written by same pen or not. Pen ink differentiation problem
is formulated into a binary classification problem where two different pens are
used to write on a particular Bank cheque. If two different pens are used to write
word-pairs in a same Bank cheque, then it is labeled as class-I; otherwise it is
labeled as class-II. The system architecture of the proposed method is depicted
in Fig. 2.

Fig. 2. System architecture of the proposed method.

2.1 K-means Algorithm Based Foreground Pixel Identification

Pen ink pixels (PI) identification is an important task in handwritten Bank
cheque for differentiating pen ink. We have used K-means algorithm to binarize



658 P. Dansena et al.

the word images for this purpose. Basic idea behind K-means is to minimize
the objective function (i.e., inter cluster Euclidean distance), where K is an
user defined parameter. In our experiment, we have chosen K = 2 to identify
PI as foreground pixels. Color handwritten word image extracted from Fig. 1 is
taken as input (Fig. 3a) and corresponding gray image is obtained. Gray version
of input is used to identify the PI in color handwritten word image. K-means
binarization partitions n gray values into K clusters, which separates the fore-
ground from the background. This binarization method is used to identify PI
as foreground pixels as depicted in Fig. 3b. This method works well for ink pix-
els identification because foreground and background intensity profiles are not
overlapping in handwritten word images.

Fig. 3. K-means image binarization: (a) Color input image; (b) Binarized output
image.

2.2 Extraction of Statistical Features from Ink Pixels

Once coordinates of ink pixels (i, j) are identified using K-means binarization,
following five statistical features are extracted from each color channel of ink
pixels.

(a) Mean:- The Mean (m̄) for ink pixels is defined by

m̄ = mxy

N , where (1)

mxy =
∑y

j=0

∑x
i=0 wk(i, j) | (i, j)εPI (2)

N =
∑y

j=0

∑x
i=0 1 | (i, j)εPI (3)

(b) Variance:- The Variance (V ar) for ink pixels is defined by

V ar = 1
N−1

∑y
j=0

∑x
i=0 [wk(i, j) − m̄]2 | (i, j)εPI (4)

(c) Skewness:- The Skewness (Skew) for ink pixels is defined by

Skew = 1
N

∑y
j=0

∑x
i=0

[
wk(i,j)−m̄√

V ar

]3
| (i, j)εPI (5)
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(d) Kurtosis:- The Kurtosis (Kurt) for ink pixels is defined by

Kurt =
{

1
N

∑y
j=0

∑x
i=0

[
wk(i,j)−m̄√

V ar

]4
− 3

}

| (i, j)εPI (6)

(e) Mean Absolute Deviation:- The Mean Absolute Deviation (MAD) for
ink pixels is defined by

MAD = 1
N

∑y
j=0

∑x
i=0 |wk(i, j) − m̄| | (i, j)εPI (7)

Where N is total number of foreground pixels, defined by the Eq. 3. Foreground
pixels of handwritten word (w(i, j)) is defined by PI using K-means binarization.
Handwritten word from each color channel R, G, and B are denoted by wk(i, j),
where k = {R,G,B} and (i, j) is coordinates of ink pixels.

2.3 Differentiation of Pen Ink Using MLP Classifier

MLP classifier is used for differentiating pen inks. MLP architecture with input
layer, output layer, and one hidden layer with seventeen computational nodes
is considered for our experimental purpose. Sigmoid activation function is used
in our MLP architecture. Features from two words under consideration are fed
into the MLP network to identify whether same pen has been used or not. This
MLP architecture is trained with 5000 iterations at learning rate α = 0.2. Post
training MLP architecture is used for classification of known and unknown pen
samples.

3 Experimental Results and Discussion

3.1 Data Set Acquisition

Data is extracted from the IDRBT Cheque Image Dataset [10] with diverse
texture and ink color. Total 112 cheque leaves from four different Indian Banks
are used as source document. In order to simulate the pen ink difference in
cheque leaves, seven blue and seven black pens are used. To avoid biasness due
to writing, nine different volunteers have taken active participation to prepare
data set. A total of 14× 9 = 126 pen−volunteer combinations (fourteen pens
and nine volunteers) are used for pen ink data generation. In practical scenario,
similar color pens are used for addition of new words in source document. Each
cheque is written by two volunteers using two different pens (either blue or
black). Hence, data set is created with 2 × 7C2 = 42 possible combinations of
blue and black pens. All the cheque leaves are scanned in normal scanner at
300 dpi resolution. Handwritten words from each scanned cheque are cropped
manually and grouped based on pen used to write the words.
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Table 1. Proposed method accuracy for known and unknown pen.

S.N Pen Combination

kept out

Known Pen

Accuracy(%)

Unknown Pen

Accuracy(%)

1 P1P2 93.34 93.85

2 P1P3 95.37 93.07

3 P1P4 94.02 93.52

4 P1P5 94.86 93.65

5 P1P6 94.42 94.13

6 P1P7 94.80 93.10

7 P2P3 95.68 93.29

8 P2P4 93.96 93.54

9 P2P5 95.33 93.46

10 P2P6 95.39 92.95

11 P2P7 95.57 93.63

12 P3P4 95.50 92.49

13 P3P5 96.11 93.10

14 P3P6 95.77 93.74

15 P3P7 96.75 92.83

16 P4P5 94.86 93.56

17 P4P6 94.96 92.71

18 P4P7 95.19 93.25

19 P5P6 96.94 92.69

20 P5P7 96.01 92.22

21 P6P7 94.89 93.09

22 P8P9 94.53 93.61

23 P8P10 93.81 94.40

24 P8P11 92.90 93.91

25 P8P12 94.32 94.11

26 P8P13 93.57 93.68

27 P8P14 93.32 94.41

28 P9P10 94.80 93.73

29 P9P11 94.42 92.72

30 P9P12 95.66 93.25

31 P9P13 93.48 93.74

32 P9P14 94.13 94.39

33 P10P11 94.12 93.13

34 P10P12 94.47 93.97

35 P10P13 94.58 93.83

36 P10P14 93.65 93.23

37 P11P12 94.47 94.23

38 P11P13 93.39 93.46

39 P11P14 92.62 93.32

40 P12P13 94.25 93.52

41 P12P14 95.20 93.95

42 P13P14 91.86 94.58

Average Accuracy - 94.60 93.50

3.2 Experimental Set-up

In each cheque, two pens Pi and Pj are used for writing m and n number of
different words respectively. Set Wpi

and Wpj
contains words written by Pi and
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Pj respectively, where WPi
= {m1, m2,. . ., mm} and WPj

= {n1, n2,. . ., nn}.
The word pairs written by different and same pens are considered in case-I and
case-II respectively.

Case-I: Two different pens are used to write the word pairs. The Cartesian prod-
uct of WPi

×WPj
+ WPj

×WPi
includes the total number of word-pairs written

using different pens, where WPi
× WPj

= {(mi, nj) | mi ε WPi
∧ nj ε WPj

}
and WPj

×WPi
= {(nj , mi) | nj ε WPj

∧ mi ε WPi
}. Thus, total number of

word-pairs for class-I will be 2 × (m × n).

Case-II: Same pen is used to write the word pairs. The Cartesian product of
WPi

×WPi
+ WPj

×WPj
includes the total number of word-pairs written using

same pen, where WPi
×WPi

= {(mi, mi) | mi ε WPi
} and WPj

×WPj
= {(nj , nj)

| nj ε WPj
}. Thus, total number of word-pairs for class-II will be {(m × m)-m} +

{(n × n)-n}, after excluding the pairs of word with itself. For each cheque, total
instances of class-I and class-II are calculated and stored. The number of word
pairs for case-I and case-II in Fig. 1 can be calculated as follows. Set of words
written using pens P1 and P2 are WP1 = {J, Two, lakh} and WP2 = {Ravi,
Kumar, Singh, Seventy, thousand} respectively. The total number of word pairs
for case-I are (3 × 5) + (5 × 3) = 30. The number of word pairs belongs to the
case-II are ({3 × 3) − 3} + {(5 × 5) − 5} = 26. Thus, total instances including
class-I (30) and class-II (26) are 30 + 26 = 56.

To simulate pen ink difference identification, seven blue and seven black pens
are used on Bank cheques. Each instance has thirty features and a class value.
For each instance, 2 × 15 = 30 features are extracted from each handwritten
word pair under consideration. The whole data set is divided into three subsets,
namely training, validation, and test set using leave-k-out method. K = 2 is used
to keep two unknown pen samples out for testing and performance evaluation
of MLP classifier. Keeping two pens out, total possibilities are 2×7C2 = 42 for
both blue and black pen samples. Remaining data set after excluding the test
subset is partitioned into ten approximately equal parts. One of ten data parts is
kept as validation set remaining partitions are used as training set. The process
of selecting validation set is repeated ten times, with each one of the ten data
parts exactly once. Training set is used to train the MLP model inter and intra
class difference. Validation is performed to check MLP classifier performance on
known pen ink samples. Model testing is performed on the test set to check the
performance of the MLP model on unknown pen ink samples.

3.3 Experimental Results and Comparison

We evaluate the performance of the binary classification problem for differen-
tiating pen ink in handwritten Bank cheque. Both blue and black pen average
accuracy of MLP classifier is presented in Table 1 for known and unknown pen
samples, where P1–P7 and P8–P14 are black and blue pens respectively. To show
the efficiency of the proposed work, result analysis is performed using leave 2 pen
out method. The average accuracy on both blue and black pen of MLP classifier
is 94.60% and 93.50% for known and unknown pen samples respectively.
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Table 2. Comparison in between proposed and existing method.

Method Black Pen
Accuracy(%)

Blue Pen
Accuracy(%)

Average
Accuracy(%)

Gorai et al. [9] 54.71 54.8 54.76

Proposed method 93.77 93.23 93.50

We have compared our result with Gorai et al. [9], which introduced tech-
nique for ink analysis and difference identification using simple scanning devices.
Moreover, this method [9] did not take biasness due to writer into consideration.
Our proposed method has taken this issue into consideration and provides better
results than the previous one. A comparative analysis of proposed method with
method in [9] is presented in Table 2.

4 Conclusion

In this paper, we have proposed pen ink difference identification method in
handwritten Bank cheques. Differentiation of pen ink problem is formulated as
a binary classification problem. Thirty features for each instance of word pair are
extracted. These extracted features are used to train the MLP classifier on known
pen ink pixels. Performance of MLP classifier is evaluated on both known and
unknown pen ink pixels. Result analysis and comparison shows the superiority
of the proposes method over the existing method on both black and blue pen
samples.

Acknowledgment. A part of this work is sponsored by the project “Design and
Implementation of Multiple Strategies to Identify Handwritten Forgery Activities in
Legal Documents” (No. ECR/2016/001251, Dt.16.03.2017), SERB, Govt. of India.
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Abstract. Proper understanding of dynamics of equity markets in long run and
short run is extremely critical for investors, speculators and arbitrageurs. It is
essential to delve into causal interrelationships among different financial markets
in order to assess the impact of ongoing inter country trades and forecast future
movements. In this paper, initially effort has been made to comprehend the nature
of temporal movements and interactions among four Asian stock indices namely,
Bombay Stock Exchange (BSE), Taiwan Stock Exchange (TWSE), Jakarta Stock
Exchange (JSX) and Korea Composite Stock Price Exchange (KOSPI) through
conventional Econometric and Statistical methods. Subsequently a granular fore‐
casting model comprising Maximal Overlap Discrete Wavelet Transformation
(MODWT) and Support Vector Regression (SVR) has been utilized to predict the
future prices of the respective indices in univariate framework.

1 Introduction

Financial markets representing developed and emerging economies largely influ‐
ence intraday trading, portfolio construction and rebalancing, volatility trading in
options markets, resource allocation, etc. [1–3]. Market is said to be inefficient if it
is governed by distinct pattern consists of trend and periodic components thus
enabling investors to wreak mayhem. Due to globalization, ease of investing in
financial assets of other countries, trades, penetration of foreign institutional
investors (FII) etc. shocks and volatility transmit from one country to other. So apart
from evaluating individual markets to test random walk hypothesis and judging stat‐
istical properties, it is essential to study the interrelationships of different markets
as well. The key endeavors of this research work are to present an integrated frame‐
work to critically extract the key characteristics of temporal behavior financial
markets, to assess their causal interactions and to develop predictive model for fore‐
casting future figures. Four Asian financial markets, Bombay Stock Exchange
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(BSE), Taiwan Stock Exchange (TWSE), Jakarta Stock Exchange (JSX) and Korea
Composite Stock Price Exchange (KOSPI) have been considered in this study. To
critically examine the nexus among four indices, Pearson’s correlation coefficient
and cross correlation function (CCF) for checking correlations at different lags have
been calculated to carry out systematic test of association. Granger causality (GC)
analysis has been performed to decode the causal interactions. Next, maximal overlap
discrete wavelet transformation (MODWT) is applied to decompose the stock indices
into linear (detail part) and nonlinear (approximation part) components to deal with
nonlinearity and presence of other erratic features in financial time series. Then
support vector regression (SVR), a kernel based advanced machine learning algo‐
rithm, has been applied on decomposed components to discover the inherent patterns
and make predictions. Final forecast is obtained by aggregating the obtained fore‐
casts from individual components. As it has been well argued that the global finan‐
cial markets often exhibit high volatility due to various macroeconomic and other
events [4, 5]. Hence traditional forecasting models viz. autoregressive moving
average (ARMA), autoregressive integrated moving average (ARIMA), autoregres‐
sive conditional heteroscedasticity (ARCH), autoregressive distributed lag (ARDL)
models, etc. fail to yield good forecasts. That is why MODWT-SVR based approach
has been considered in this study for predictive modelling as MODWT assists in
identifying the significant nonlinear components in time series and accordingly the
parameters of SVR can be well tuned to capture the pattern.

Rest of the article is planned as follows. Section 2 briefly discusses the relevant
literature. Overview of the data and empirical findings are presented in Sect. 3. Causality
analysis through statistical and econometric tools are narrated in Sect. 4. Section 5
elucidates the MODWT and SVR in details. Results of applied predictive modelling are
highlighted and discussed in Sect. 6. Finally we conclude the paper in Sect. 7 mentioning
the future research scopes.

2 Related Work

Due to its attached importance in overall economic development of a country, financial
market has garnered lot of attention among academicians and practitioners worldwide. Liu
and Morley [6] showed the supremacy of performance of generalized autoregressive
conditional heteroscedasticity (GARCH) models in predicting the historical volatility of
Hang Seng index over traditional historical average method. Sharma and Vipul [7] made a
comparative research utilizing GARCH and exponential GARCH (EGARCH) models to
predict conditional variance of sixteen international stock indices for a period of about
fourteen years. Priyadarshini and Babu [8] utilized conventional rescaled range (R/S) anal‐
ysis to estimate Hurst exponent and fractal dimensional index to investigate whether Indian
stock market and mutual funds follows random walk or fractional Brownian motion. Find‐
ings strongly suggested that they followed Fractional Brownian Motion. Yin et al. [9]
studied fractal nature of Chinese gold market applied both single fractal model and multi
fractal detrended fluctuation analysis (MFDFA) model and identified the key responsible
factors for multi fractal characteristics of the said market. Sun et al. [10] applied partition
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function based multifractal analysis to analyze the multifractal nature of Hang Seng Index
(HSI) data for individual trading days for the timespan of January 3, 1994 to May 28, 1997.
Lahmiri [11] used DWT and back propagation neural network (BPNN) that outperformed
traditional ARMA model for predictive modelling of S&P 500 price index and closing
prices of six different stocks during February 28, 2011 to March 11, 2011. Ramsey and
Zhang [12] adopted wavelet decomposition to comprehend and model the foreign exchange
rate dynamics. Study made by Gencay et al. [13] showed the effectiveness of Wavelet
filtering to deal with nonstationary and time varying features of time series. Ben Ammou
and Ben Mabrouk [14] carried out wavelet analysis to assess the nexus between stock
returns and systematic risk in the capital asset pricing model. Jothimani et al. [15] proposed
a novel framework combining MODWT and state-of-the-arts machine learning models
namely, artificial neural network (ANN) and SVR to carry out predictive modelling exer‐
cise on NIFTY Index during September 2007 to July 2015.

3 Data and Empirical Results

We have collected the daily closing prices of BSE, TWSE, JSX and KOSPI during April
20, 2010 to April 20, 2017 from Yahoo Finance data repository for analysis. Before
proceeding with the causal association analysis and predictive modelling some key stat‐
istical properties have been estimated to get deeper insights about the nature of temporal
movements of the considered indices as shown in Table 1.

Table 1. Key properties of BSE, TWSE, JSX and KOSPI

Measures BSE TWSE JSX KOSPI
Mean 22152.91 8417.477 4451.828 1964.747
Median 20425.02 8435.329 4499.108 1978.13
Maximum 29974.24 9973.084 5680.239 2228.96
Minimum 15175.08 6633.306 2514.044 1560.83
Std. dev. 4349.962 749.9225 688.5594 103.7268
Skewness 0.246451 −0.06122 −0.41591 −0.67622
Kurtosis 1.487282 2.100136 2.426667 3.894359
Jarque-Bera 182.7786*** 59.45067*** 72.72089*** 189.8351***
Shapiro-Wilk test 0.8911*** 0.9811*** 0.9676*** 0.9691***
ADF test −0.73805# −1.97070# −1.66328# −3.79419**
PP test −0.68139# −1.80331# −1.62591# −3.72562**
ARCH LM test 3594.340*** 3.606* 14.821*** 0.007#
Hurst exponent 0.8820 0.8857 0.8775 0.8837

***Significant at 1% level of significance, **Significant at 5% level of significance, *Significant at 10% level of significance,
#Not Significant.

Jarque-Bera and Shapiro-Wilk test statistic reveal that none of the indices adhere to
normal distribution. Augmented-Dickey-Fuller (ADF) and Philips-Peron (PP) tests
confirm that except KOSPI, other three induces are not stationary. ARCH-Lagrange
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multiplier (LM) test suggests the presence of conditional heteroscedasticity in BSE,
TWSE and JSX. As the estimated values of Hurst Exponent for all four indices are well
above 0.5, inferences can be drawn that the indices are governed by biased random walk
or fractional Brownian motion.

4 Test of Associations and Causal Interactions

To identify and determine the impact of nexus among the four stock indices Pearson’s
correlation and GC tests have been performed to execute systematic check of association
and causality. Results of bivariate pointwise correlation to measure association are
tabulated below (Table 2).

Table 2. Pearson’s correlation test

Pairs Correlation coefficient Significance
BSE and TWSE 0.794 **
BSE and JSX 0.790 **
BSE and KOSPI 0.459 **
TWSE and JSX 0.634 **
TWSE and KOSPI 0.670 **
JSX and KOSPI 0.515 **

**Significant at 5% level.

Table 3. Results of lag selection

Lag LR FPE AIC SC HQ
1 27976.56 2.11E + 14 44.33592 44.40000* 44.35964*
2 36.58604 2.11E + 14 44.3331 44.44844 44.3758
3 43.16432 2.09E + 14 44.32633 44.49292 44.38801
4 46.60691 2.07E + 14 44.31744 44.53529 44.3981
5 48.84663 2.05E + 14 44.30716 44.57626 44.40679
6 64.95924 2.01E + 14 44.28716 44.60753 44.40577
7 101.9001 1.93E + 14 44.24493 44.61655 44.38252
8 74.11622 1.88E + 14* 44.21924* 44.64213 44.37581
9 28.07441 1.88E + 14 44.22119 44.69533 44.39673

10 29.60939* 1.89E + 14 44.22216 44.74757 44.41669
11 13.10434 1.91E + 14 44.23309 44.80975 44.44659
12 18.61316 1.92E + 14 44.24065 44.86857 44.47313

*Indicates lag order selected by the criterion, LR: sequential modified LR test statistic (each test at 5% level), FPE: Final
prediction error, AIC: Akaike information criterion, SC: Schwarz information criterion, HQ: Hannan-Quinn information
criterion.

It is quite evident that significant high positive associations exist between BSE-
TWSE, BSE-JSX, TWSE-JSX and TWSE-KOSPI pairs. However mere study of
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association cannot provide insights related to existing causal influence among each
other. To examine causal interactions, GC test in pair wise manner has been conducted.
It is well known that outcome of GC test is highly sensitive to the lag order of the
variables which also termed as structural instability. To overcome this problem, lag order
selection criteria in vector auto regression (VAR) framework is utilized to find appro‐
priate leg length. Table 3 portrays the results.

Minimum AIC value corresponds to lag order of 8. Hence GC test has been
performed keeping lag order of 8. Table 4 narrates the findings of causality analysis.

Table 4. Findings of causality analysis

Null hypothesis F-Statistic Probability
TWSE does not Granger Cause BSE 3.16377 0.0015
BSE does not Granger Cause TWSE 5.30035 0.0000
JSX does not Granger Cause BSE 1.43128 0.1784
BSE does not Granger Cause JSX 1.7662 0.0793
KOSPI does not Granger Cause BSE 6.02818 0.0000
BSE does not Granger Cause KOSPI 1.08244 0.3724
JSX does not Granger Cause TWSE 3.83517 0.0002
TWSE does not Granger Cause JSX 2.11015 0.0320
KOSPI does not Granger Cause TWSE 23.5388 0.0000
TWSE does not Granger Cause KOSPI 1.43937 0.1751
KOSPI does not Granger Cause JSX 1.41008 0.1872
JSX does not Granger Cause KOSPI 3.12493 0.0016

It can be observed that there exists a bidirectional causal interaction between the
pairs TWSE-BSE and JSX-BSE at 5% level of significance. KOSPI is found to have
significant unidirectional causal influence on BSE. Similarly TWSE is significantly
influenced by KOSPI. Only JSX is observed to possess significant causal influence over
KOSPI.

5 Methodology for Predictive Modelling

5.1 Maximal Overlap Discrete Wavelet Transform (MODWT)

It is a novel filtering technique that segregates a time series observations into coefficients
related to variation over a set of scales while preserving orthogonality to carry out
multiresolution analysis. Basically it decomposes any time series data into a nonlinear
(approximation) component and a series of linear components (details). In the wavelet
analysis, the original function is translated and dilated onto father and mother wavelets
at different scales. The mother wavelets account for the details part having unit energy
and zero mean while the father wavelet defines the approximations part with mean value
of one. There are several advantages of MODWT over DWT for decomposition of time
series. First of all, unlike DWT, MODWT does not require the dataset to be dyadic.
Secondly it is also invariant to circular shift.
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5.2 Support Vector Regression

It is a kernel based machine learning model which has been widely used in various
predictive modelling problems. Originated by Vapnik [16], it performs regression tasks
[17, 18] to analyze the nonlinear patterns by projecting the original data set into high
dimensional feature space and finding linear separation boundary in high dimensional
space via quadratic optimization process. The input data xi 𝜖 Rp is first mapped onto a
high dimensional feature space using a nonlinear mapping function 𝜙(x) and then a linear
model is constructed in this space with a weight w and bias b given by Eq. 1.

f (x) = wT𝜙(x) + b (1)

6 Results and Analysis

In this research, ‘haar’ wavelets are used for six levels of decomposition in MODWT
framework for individual stock indices. The following figures graphically illustrate the
MODWT decomposition of BSE, TWSE, JSX and KOSPI (Figs. 1, 2, 3 and 4).

Fig. 1. Wavelets of BSE index

Fig. 2. Wavelets of TWSE
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Fig. 3. Wavelets of JSX

Fig. 4. Wavelets of KOSPI

To evaluate the performance of predictive modelling, three quantitative measures
namely, Nash Schutcliffe Coefficients (NSE), Index of Agreement (IA) and Theil
Inequality (TI) are computed. The value of NSE range between −∞ to 1. Essentially
closer the value of NSE to 1, better is the predictive performance. The range of IA lies
between 0 (no fit) and 1 (perfect fit). TI value should be close to 0 for good prediction
while a value close to 1 implies no prediction at all. Parameters of the SVR algorithm
have been varied to perform ten experimental trials. Average values of the performance
measures have been reported here. Table 5 summarizes the predictive performance of
univariate MODWT-SVR framework considering one day lagged, two days lagged,
three days lagged and four days lagged values as predictors.

Table 5. Predictive performance of MODWT-SVR

Index Performance evaluator (training dataset)
NSE IA TI

BSE 0.9924 0.999 0.0059
TWSE 0.9947 0.9994 0.0052
JSX 0.9931 0.9982 0.0063
KOSPI 0.9886 0.9976 0.0087
Index Performance evaluator (test dataset)

NSE IA TI
BSE 0.9904 0.9975 0.0077
TWSE 0.9911 0.9972 0.0087
JSX 0.9894 0.9954 0.0096
KOSPI 0.9835 0.9939 0.0113
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As the values of NSE and IA are very close to 1 and TI values are substantially low
for MODWT-SVR framework on both train and test data set, it is evident that the future
prices of BSE, TWSE, JSX and KOSPI can be predicted with high degree of precision.

7 Conclusion and Future Scope

In this paper, an integrated research framework is presented to study the temporal
dynamics, causal interrelationships and to perform predictive modelling in financial
markets of selected countries in Asia. The MODWT-SVR based univariate framework
can effectively be applied to predict future movements. Causality analysis assists heavily
to understand nature of influence of one stock market to another which eventually can
lead into proper construction of portfolios. Long run co-movements of the stock indices
can be analyzed using Johansen’s co-integration test. Also other advanced Machine
Learning algorithms such as random forest (RF), multiple adaptive regression splines
(MARS), elastic net (EN), adaptive boosting (AdaBoost), etc. can be utilized in conju‐
gation with MODWT for forecasting performance and comparative performance study
can be made.
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Abstract. Opinions of other people always carry a very important
source of information that has a major impact on the entire decision
making process. With the emerging availability and popularity of online
reviews, opinions, feedback and suggestions, people now actively employ
these views for better decision making. Opinion mining is a natural lan-
guage processing and information extraction task that aims to exam-
ine people’s opinions, sentiments, emotions and attitudes about a prod-
uct. This paper presents an opinion classifier based on Support Vector
Machines (SVM) algorithm that can be used to analyze data for classi-
fying opinions. We design a classifier to determine opinion from Bangla
text data. We evaluate the performance and analyze comparative results.

Keywords: Machine learning · Supervised learning · Opinion mining ·
Support vector machine · Sentiment detection · Opinion strength · Text
classification

1 Introduction

The opinion of others has a great impact on most of us while we make a decision.
With the availability of World Wide Web, now we can easily understand the peo-
ple’s opinion about anything that we want to know. The awareness of web made
it possible to get the opinions or experiences of the people who are completely
unknown to us. This paper focuses on classifying opinions from text with Web
based Diverse Data. It is a challenging task to perform opinion mining from
Bangla data as the corpus is very small in size. The Internet has turned into a
well-situated medium for people to express their feelings, emotions, attitude and
opinions. Automatic opinion mining is a very useful for applications such as news
reviews, blog reviews, stock market reviews, movie reviews, travel advice, social
issue discussions, consumer complaints, etc. Opinion mining becomes a great
interest to the social networking media such as Facebook, Twitter, Instagram,
Google+ as well. Using the mined opinion, they can detect some unanticipated
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posts, shares and comments. But these involve analyzing many languages. This
work is done by resource generation which implies building the annotated dataset
form Internet. The dataset we used are in English from the web specially from
both Amazon product reviews and twitter. We translate these to generate Bangla
corpus which are used in this research. We use Support Vector Machine (SVM)
for classification task. SVM is not necessarily better than other machine learn-
ing methods, but it performs at the state-of-the-art level and has much current
theoretical and empirical appeal. Related experimental results show that SVM is
subject to attain significantly higher accuracy than traditional mining schemes.
We also propose a method to assume polarity strength of an opinion. We label
the polarity of each opinion as weak, steady and strong. The accuracy of our
classifier for Bangla data shows that our generated Bangla corpus works fine to
classify an unknown Bangla opinion with promising accuracy.

2 Related Works

Opinion mining from Bangla text is still in exploratory stage. Some researches
have been conducted on sentiment detection, opinion mining and polarity clas-
sification of Bangla sentences. Contextual valency is used to detect sentiment
from Bangla text. This work uses SentiWordNet for predefined polarity of each
words [1]. Another work on sentiment analyzer that constructs phrase patterns
and measures sentiment orientation using prior patterns [2]. Opinions or senti-
ments can be expressed as emotions or feelings, or as opinions, ideas or judgments
colored by emotions [3]. Opinion mining deals with the computational treatment
of opinion or sentiment in text [4]. Some supervised learning methods to classify
Bangla text based on these ideas have been proposed in this decade. A classifier
is designed to determine the opinion expressed in both English and Bangla using
Naive Bayes. Here strength of each opinion polarity is assumed by probability [5].
The SVM classification algorithm outperforms the others and good results can
be achieved using unigrams as features with presence or absence binary values
rather than term frequency, unlike what usually happens in topic-based catego-
rization [6]. A hybrid system is proposed to classify overall opinion polarity from
less privileged Bangla language that works with linguistic syntactic features [7].
A hybrid approach of Support Vector Machine and Particle Swarm Optimiza-
tion is used to mine opinion of movie reviews that was effective to increase the
accuracy [8].

3 Resource Acquisition

Most opinion mining research efforts in the last decade deal with English text and
little work with Bangla text. As Bangla is a less computational ruling language,
it is a leading task to build-up a Bangla corpus. The construction of large corpus
for Bangla language has historically been a difficult task. Although Bangla text
from blogs, newspapers, Twitter, Facebook and many other online sources are
available nowadays, it remains crucial to collect a usable set of text, carefully
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balanced in opinion. Our Bangla corpus is generated from two well-used English
datasets. We used Amazon’s watches online reviews [9] with 8,000 opinions for
each positive and negative polarity. We ignored neutral reviews with rating 3.
Each review is of very high polarity contains up to 10,000 characters. We also
used a corpus of already classified tweets in terms of sentiment. This corpus
is based on Twitter Sentiment Corpus collected from Sentiment140 [10]. The
Twitter Sentiment Analysis Dataset contains 6,00,000 classified tweets. All these
tweets are classified by emotion. For example, tweets with emoticon ’:)’ and ’:(’
are classified as positive and negative respectively.

We originate our Bangla corpus from these English datasets using Google
Translator in two different ways [5]. A tool is used to translate every single
opinion at a time. This may not bear the accurate meaning, but contains enough
information with polarity. Another method is dictionary based translation. A
dictionary is designed with all of the words from English dataset and each opinion
is converted to Bangla word by word. This method also removes noise from
Bangla data.

Table 1. Effects of negation (BANGLA)

Negation plays an influential role in natural language. It inverses the polar-
ity of a sentence. In Bangla, negation is marked by some specific words (e.g.,

). As most of the generated sentences contain only ‘ ’, ‘ ’ and ‘ ’, we
consider these three as negation words for Bangla data. In some cases, generated
Bangla sentence contains no negation word, though it should. As detecting the
influence of negation in Bangla text is problematic, we consider every word in a
sentence is compromised and a new feature is created as shown in Table 1.
The scope of negation cannot be properly modeled with this representation.

4 Methodology

A support vector machine (SVM) is a supervised learning technique used for
both regression and classification based on the concept of decision planes. In
mathematical term, SVM constructs separating hyperplane in high-dimensional
vector spaces. Suppose, Data points are viewed as (x, y) tuples where xj is the
feature values and y is the class. If we consider multi dimensional feature space,
we can define the hyperplane as

b.x + b0 = 0 (1)
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This can be defined as following formula:

f(x∗) = b.x∗ + b0 (2)

We have to find b and b0 so that we find maximal margin hyperplane.
To maximize margin, each data point must be on the correct side of the

hyperplane and at least a distance M from it. We need to relax this requirement
to allows some observations to be on the incorrect side of the margin which is
called soft margin. So new parameter ε and C are introduced to allow violation.
Maximize margin M such that:

p∑

j=1

bj
2 = 1 (3)

and
yi(b.x + b0) ≥ M(1 − εi),∀i = 1, ..., n (4)

where,

εi ≥ 0,

n∑

i=1

εi ≤ C

Parameter C collectively controls how much the individual εi can be modified
to violate the margin. We used this classifier in our experiment.

We have implemented our experiments using scikit-learn [11] tools designed
for data mining and data analysis. As text data is not suitable for SVM, we
extracted features from raw data in a numerical format. We have used Tfidf
Vectorizer that converts a collection of text documents to a matrix of token
counts and then transforms it to a normalized representation. We have applied
Truncated SVD to perform linear dimensionality reduction using randomized
feature selection to keep fixed dimensional vector space. We have used LinearSVC
as our classifier which is implemented in terms of liblinear.

5 Experimental Results

In order to test our system, we used inverse-document-frequency for vectorization
and selected 2000 features using randomized feature selection. This customized
classifier is used in our experiment. 16,000 identical reviews for both Bangla and
English from the watch review corpus described in Sect. 3 have been used. Of
them, 13,000 reviews are used for training and 3,000 for testing. We have found
86.8% accuracy for Bangla when we consider the negation. And when we ignore
negation the accuracy decreases to 85.5%. This is a clear improvement over the
85.0% that results when Nave Bayes is applied for Bangla [5]. Table 2 shows the
accuracy of our dataset for both Bangla and English. In Twitter dataset, there
are total 6,00,000 data. From these data, 5,99,500 data are selected as training
dataset and 500 as testing dataset. We get accuracy 82.0% for SVM and 78.8%
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Table 2. Accuracy comparison

Dataset Without negation With negation

Amazon Watches(EN) Training 98.5% 98.9%

Testing 89.2% 87.8%

Amazon Watches(BN) Training 96.8% 98.0%

Testing 85.5% 86.8%

Tweeter (EN) Training 84.8% 86.0%

Testing 82.0% 82.2%

Tweeter (BN) Training 75.6% 77.1%

Testing 77.3% 76.9%

for Nave Bayes when we ignore negation. Then by considering negation, accuracy
for SVM increases to 82.2% but for Nave Bayes accuracy decreases to 77.6%.
For similar Bangla corpus, SVM performs better without negation and gives
accuracy 77.3%.

We classify each polarity with weak, steady and strong label. The confidence
score of a classified data point is used to label the polarity. For example, if a
data point is classified as negative and confidence score is poor, we assumed this
data as weak negative. From our experiment we see that confidence score of all
data point forms a normal distribution. We divide this score range to label our
classified polarity. Table 3 shows the ranges to label positive and negative polar-
ity. We divide the range [μ− 3.0α, μ+3.0α] into 6 portions where μ is the mean
and α is the standard deviation. As score vector forms a normal distribution,
99.9% of the variance retains within this range. To verify the above decisions,
we collect some reviews from different individuals about their own watches or
products. Each review is then marked as positive or negative according to their
opinion in Bangla. We translate these reviews to corresponding English with
same meaning and sentiment. Finally, we use these reviews to test our classifier.
We observe that our classifier for Bangla which is trained with translated data
can identify actual polarity of our collected reviews.

Table 3. Confidence score range to label polarity

Polarity Label Range

Positive Week (0, μ + 0.75α]

Steady (μ + 0.75α, μ + 1.75α]

Strong (μ + 1.75α, μ + 3.0α]

Negative Week [μ − 0.75α, 0)

Steady [μ − 1.75α, μ − 0.75α)

Strong [μ − 3.0α, μ − 1.75α)
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6 Conclusion

We developed a classifier to identify the polarity of both Bangla and English
text data. We proposed a method to assume the strength of classified polarity
based on SVM. For Bangla, we generated dataset using translation method. We
removed noise from data to make them suitable for classification. We applied sup-
port vector machine as supervised learning method and got satisfactory results.
We observed that classification using SVM for Bangla outperforms Naive Bayes
as well. Reviews from individuals are also used to check accuracy of our classifier
and found accurate outcome.
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Abstract. Detection of sarcasm in Indian languages is one of the most
challenging tasks of Natural Language Processing (NLP) because Indian
languages are ambiguous in nature and rich in morphology. Though
Hindi is the fourth popular language in the world, sarcasm detection
in it remains unexplored. One of the reasons is the lack of annotated
resources. In the absence of sufficient resources, processing the NLP tasks
such as POS tagging, sentiment analysis, text mining, sarcasm detection,
etc., becomes tough for researchers. Here, we proposed a framework for
sarcasm detection in Hindi tweets using online news. In this article, the
online news is considered as the context of a given tweet during the detec-
tion of sarcasm. The proposed framework attains an accuracy of 79.4%.

Keywords: Hindi tweets · NLP · Online news · Sarcasm · Sentiment

1 Introduction

With 490 million speakers [1] across the world, Hindi stands fourth in popularity
after Mandarin, Spanish, and English [2]. In social media such as Twitter, Face-
book, WhatsApp, etc., most of the Indians now prefer Hindi for communication,
and this generates large volumes of data. The manual process of mining the
sentiments from these large data is a tedious job for individuals as well as orga-
nizations. Therefore, an automated system is required to identify the sentiment
automatically from Hindi text.

Sentiment analysis is a task which identifies the orientation of a text towards
a specific target such as products, individuals, organizations, etc. With the pres-
ence of sarcasm, the prediction of sentiment in text often goes wrong in the
analysis. Sarcasm often conveys negative meaning using positive or intensified
positive words. For example, “I love waiting forever for the doctor”. In the first
look, the sentence conveys positive sentiment; but, it is sarcastic. Due to this,
most of the existing sentiment analyzers fail to detect real sentiment.

Recently, many sarcasm detectors were developed by researchers for text
scripted in English [3–9]. But, there is only one reported work available for
detection of sarcasm in Hindi scripted text [10]. The existing work [10] does
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not consider the natural Hindi tweets1 for the experiment. Their training and
testing set consists of Hindi tweets translated from English scripted tweets. In
this article, we proposed a framework for sarcasm detection in natural Hindi
tweets using online Hindi news as the context. A sample of natural Hindi sarcastic
tweets is shown in Fig. 1.

Fig. 1. A sample of Hindi sarcastic tweets.

Tweets and news are very similar in nature as both describes current happen-
ings in their way. The news gives us the authenticated knowledge about real-time
happenings across the world. Similarly, users‘ from worldwide shares their feel-
ing on current happening through tweets. It may or may not be authentic. It
depends on the individual user and their likes and dislikes. If a user likes any
current happenings, then they will share positive feeling on that happenings. If
they do not like, then they may share either direct negative or sarcastic feeling.
In this approach, news has been utilized as the context of the given tweet to
predict the authenticity of the tweet with the truth. If a given tweet follows the
orientation of the related news, then is be considered as a simple tweet, and the
obtained sentiment is correct. If the tweet does not follow the orientation of the
related news, then the tweet is classified as sarcastic, and the obtained sentiment
is opposite.

The rest of the paper is organized as follows: Sect. 2 describes related work.
The proposed scheme is discussed in Sect. 3. Analysis of the results are given in
Sect. 4 and conclusion of the article is drawn in Sect. 5.

2 Related Work

Sarcasm detection in resource rich language like English is well explored [3–9].
In the context of Indian languages, it is yet to be explored. The main reason is
the unavailability of benchmark resources for training and testing.

1 A natural Hindi tweet is a tweet that is available on Twitter in natural Hindi language
unlike translated from English to Hindi.
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Desai and Dave [10] proposed a Support Vector Machine (SVM) based sar-
casm detector for Hindi sentences. They used Hindi tweets as the dataset for
training and testing using SVM classifier. In the absence of annotated datasets
for training and testing, they converted English tweets into Hindi. Therefore,
they focused on a similar set of features like emoticons and punctuation marks
for sarcasm detection in English text. These methods are not applied directly
for the natural Hindi sarcastic tweets as shown in Fig. 1.

3 Proposed Scheme

This section describes the proposed framework for sarcasm detection in Hindi
tweets as shown in Fig. 2. Here, online news is used as a context which authen-
ticates the given tweets with actual happenings. Here, we assume that online
news is correct and authenticated.

Fig. 2. Proposed framework for sarcasm detection in Hindi tweets.

For every news in the authenticated news corpus, keywords are extracted
using Algorithm 1. These keywords are used to obtain the possible tweets. Fur-
ther, for prediction of a sarcastic tweet, it takes a tweet as an input and extracts
the important keywords using Algorithm1. Then, the extracted keywords are
used to map the related authenticated news in news corpus. Finally, it fed both
the sets of keywords (input tweet and related news) to sarcasm detection algo-
rithm to classify the tweet is sarcastic or not.

3.1 News Collection

After browsing several online news sources, we have collected a total of around
5000 one liner Hindi news manually on recent topics from top rated news sources
as mentioned in Fig. 3. The collected news belongs to different categories such
as sports, movies, business, politics, etc. In the preprocessing, redundant news
are eliminated. News related to murder, rape, bomb blast, etc. were discarded.
We believe that sarcastic tweets will not be floated on serious topics. It was
thus eliminated. After preprocessing, the news corpus consists of a total of 2000
authenticated unique news.
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Fig. 3. Procedure for news collection.

3.2 Keyword Extraction

This section describes the procedure of keyword extraction from sentences as
shown in Algorithm1.

Algorithm 1. Keywords Extraction Algorithm
Data: dataset := Corpus of authenticated news (�)
Result: classification := 〈Set of Keywords〉 for every news in the corpus
Notation: ADJ : Adjective, V : Verb, ADV : Adverb, NN : Noun, NS: News sentence,

�: Corpus, T : Tag, K: Keyword, NTS: News-wise tagged set, NKS: News-wise set of
keywords, LoK: List of Keywords.

Initialization : NKS = { φ }, LoK = { φ }
while NS in � do

NTS = find POS tag (NS)
while T in NTS do

if (T == (ADJ ||V ||ADV ||NN)) then
K ← Keyword[T ]

end
〈NKS〉 ← NKS ∪K

end
LoK ← LoK ∪ 〈NKS〉

end

Algorithm 1 takes authenticated news corpus (�) as an input and find Part-of-
Speech (POS) tag information for every news in the corpus. For every news, the
tags noun (NN), verb (V), adjective (ADJ) and adverb (ADV) are extracted from
the tagged set, and the corresponding tokens are extracted as 〈Set of Keywords〉
for that news.

POS Tagging. To identify the POS tag information in Hindi sentences, we have
developed a Hidden Markov Model (HMM) based POS tagger. It uses Indian
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Language (IL) standard tagset which consists of 24 tags [11]. For example, the
POS tag information of Hindi sentence is - WQ
| - PRP | - NN | - NNP | - VAUX | ? - SYM |. The Hindi
POS tagger tool is available on URL: http://www.taghindi.herokuapp.com.

3.3 Tweets Collection

To get the news related tweets, we used extracted 〈Set of keywords〉 for every
news from news corpus to collect the possible tweets from Twitter as shown in
Fig. 4. On deploying all the sets of keywords from 2000 unique news, a total
of around 5000 Hindi tweets is collected. A sample set of news and related
tweets are released on URL: https://github.com/rkp768/hindi-pos-tagger/tree/
master/News%20and%20tweets.

Fig. 4. Procedure of tweets collection.

3.4 Sarcasm Detection

In this section, an algorithm is proposed to classify the tweet as sarcastic or not
in the context of online news information. The procedure of identifying sarcastic
tweet is given in Algorithm 2.

The Algorithm 2 takes both the sets of keywords (one for input tweet and
other for related news) as the input. Then, it compares both the sets of key-
words. If both the sets contain similar keywords, it means the orientation of
the news and tweet are same. Therefore, the tweet is authentic and not sarcas-
tic. If both sets do not contain similar keywords, then it calculates the num-
ber of positive and negative keywords in both news and tweet using a prede-
fined list of Hindi words with polarity value. The list of Hindi SentiWordNet is
available on URL: https://github.com/smadha/SarcasmDetector/blob/master/
Hindi%20SentiWordNet/HSWN WN.txt. Further, it compares the count of pos-
itive and negative keywords. If the news contains more positive keywords than an
input tweet, it indicates the user intentionally negate the temporal fact (news).
In this case, the orientation of the news is positive, and the orientation of the
tweet is negative. Due to this contradiction, given input tweet is classified as sar-
castic. Similarly, in the case of more negative keywords in the news than input
tweet, given tweet is classified as sarcastic. For rest of the cases, tweets are not
sarcastic.

http://www.taghindi.herokuapp.com
https://github.com/rkp768/hindi-pos-tagger/tree/master/News%20and%20tweets
https://github.com/rkp768/hindi-pos-tagger/tree/master/News%20and%20tweets
https://github.com/smadha/SarcasmDetector/blob/master/Hindi%20SentiWordNet/HSWN_WN.txt
https://github.com/smadha/SarcasmDetector/blob/master/Hindi%20SentiWordNet/HSWN_WN.txt


684 S.K. Bharti et al.

Algorithm 2. Sarcasm Detection using Online News
Data: dataset := 〈Set of Keywords〉 for both input tweet and corresponding

related news.
Result: classification := Input tweet is sarcastic or not.
Notation: 〈SoK〉n: Set of Keywords for news, 〈SoK〉t: Set of Keywords for
input tweet, (PKC)n: positive keywords in news, (PKC)t: positive keywords in
input tweet, (NKC)n: negative keywords in news, (NKC)t: negative keywords
in input tweet
if (〈SoK〉n == 〈SoK〉t) then

Tweet is not sarcastic.
end
else

(PKC)n = Count postive keywords(〈SoK〉n)
(NKC)n = Count negative keywords(〈SoK〉n)
(PKC)t = Count postive keywords(〈SoK〉t)
(NKC)t = Count negative keywords(〈SoK〉t)

end
if (PKC)n > (PKC)t then

Tweet is sarcastic.
end
else if (NKC)n > (NKC)t then

Tweet is sarcastic.
end
else

Tweet is not sarcastic.
end

4 Results and Discussion

This section describes the experimental results of the proposed approach to iden-
tify sarcasm in Hindi tweets. To test the performance, four experimental parame-
ters have been used namely, Precision, Recall, F1-measure and Accuracy. A set
of 500 random tweets from collected Hindi tweets corpus is used as a testing set
to experiment. To annotate the testing set as sarcastic or not, three annotators
are used, and the results of annotators are used as ground truth while testing. A
confusion matrix for identifying sarcasm in 500 tweets are given in Table 1. Using
the confusion matrix given in Table 1, the values of precision, recall, F1-measure
and accuracy attained by the proposed approach for identifying sarcasm in Hindi
tweets are given in Table 2.

Table 1. Confusion matrix for sarcasm detection in Hindi tweets.

Proposed approach No. of tweets Tp Tn Fp Fn

Identifying sarcasm 500 137 260 51 56
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Table 2. Precision, Recall, F1-measure and Accuracy attained by proposed approach

Proposed approach Precision Recall F1-measure Accuracy(%)

Identifying sarcasm 0.736 0.717 0.726 79.4

While identifying sarcasm in Hindi tweets concerning news context, we con-
sider the comparison of 〈Set of Keywords〉 for both input tweet and corre-
sponding related news. We assume all the news have neutral sentiments whereas
tweets contain either positive, negative or neutral sentiment. Therefore, instead
of sentiment comparison, we preferred the comparison of individual keywords
and its orientation. If both news and tweets describe same orientation, then
the tweet is non-sarcastic. If the orientation of news and tweet are not same, it
means the user is trying to negate this temporal fact intentionally. Hence, the
given input tweet is sarcastic.

Limitations. The proposed framework has the following limitations:

1. In this research, news time-stamp is not available. Hence, while mapping a
tweet to a unique related news, we are fully dependent on keywords, which
does not give full assurance that the news and tweet belong to the same
time-stamp.

2. If few keywords are matched for news and tweet, but both belong to differ-
ent time-stamp. In such situation prediction of sarcasm may or may not be
correct.

5 Conclusion and Future Direction

In the absence of sufficient annotated dataset for training and testing, one can
not apply traditional methods for sarcasm detection in Hindi tweets that are
used in examples. Therefore, this article proposes a novel framework for sarcasm
detection in Hindi tweets using the online news as context. As news usually carry
neutral sentiment, we used the important keywords for both input tweet and its
related news to decide the tweet is sarcastic or not concerning the related news.
The proposed approach attains 79.4% accuracy.

In future, we will resolve the current limitation of the article. The framework
will be updated with time-stamp verification while mapping a tweet to the news.
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Abstract. Research Paper Recommender Systems are developed to deal
with the increasing amount of published information over web and pro-
vide recommendations for research articles based on the user preferences.
Researchers invest their huge time in literature search to carry out the
research work. To provide ease in building literature and finding use-
ful research articles in less time, a novel concept-based recommendation
approach is proposed that represents research article in terms of its con-
cept or semantics, used to recommend conceptually related papers (based
on the higher relevance of concepts) to researchers. This paper provides
a brief overview of popular algorithms and previous systems developed
to solve the problem of information explosion. Then, discuss the pro-
posed approach with implementation details and a comparative analysis
is presented between the proposed approach and baseline method.

Keywords: Research paper recommendation · Recommender system ·
Distributed representation · Concept-based approach · Semantics ·
Paragraph vector

1 Introduction

Due to the increasing number of articles, researchers find it difficult to search for
the suitable paper. Recommender systems were developed to solve the problem
of information overload and provide suggestions to choose appropriate article
from a large set of available articles. Research paper recommender system finds
relevant papers based on the users current requirements which can be gathered
explicitly or implicitly through ratings, user profile, and text reviews.

Renown algorithms for paper recommendation are content-based filtering,
collaborative filtering, co-occurrence based approaches and citation-based algo-
rithms [1]. Content-based approaches works on the document text to find simi-
larity between articles. For this purpose, most commonly used technique is bag-
of-words (BOW) model. As this model works on word-matching principle, it do
not consider the natural language ambiguities like synonym, polysemy, homonym
etc. To overcome the drawbacks of existing approaches, we introduce a novel app-
roach for recommendation which captures the semantic meaning of documents
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via distributed representation and is used to recommend conceptually relevant
papers. This paper organizes as follows: Sect. 2 presents a short survey on pre-
vious recommendation system, its approaches and their shortcomings. Section 3
discusses the proposed recommendation approach in detail. Section 4 examines
the training parameter, evaluation scheme and implementation results. Finally,
Sect. 5 concludes this work with future directions. In this paper, we will use the
terms research paper, article and document interchangeably.

2 Related Work

The very first initiative in this field was the development of CiteSeer autonomous
indexing system [6,8] which helps in developing the background knowledge by
providing research articles that cites a given paper and it also displays the con-
text of citation. Open archives were developed to offer storage and sharing of
information along with recommendation services [9]. Various literature manage-
ments tools were developed like Papits [15], an academic literature suite, Docear
[2,3] to facilitate writing, sharing, retrieving, classifying, annotating and recom-
mending research articles.

Most of the research paper recommender systems use content-based
approaches based on key-phrase searching [7,10,13] and document content analy-
sis [14]. Most commonly used technique for natural language processing is Bag-of-
Words model and its variants like Term Frequency-Inverse Document Frequency
(TF-IDF), bag-of-n-grams etc. The basic model represents text as set of words
and forms a matrix where each column represents a unique term from vocabulary
and row represents the document vectors. These vectors are the sequence of 0s
and 1s, 0 indicates the absence of words and 1 is used to show that the word is
present in the document. Other variants this is widely used approach due to its
simplicity but it has some limitations as it is completely based on the syntactic
representation of the document, it is unable to capture word order and context.
However, word order is considered by bag-of-n-grams in short context but strives
against the curse of dimensionality. Both algorithms have little knowledge about
the word semantics.

To bridge this gap, distributed representations came into existence which was
first used by Bengio et al. for statistical language modeling [4]. These neural nets
are used to learn a vector representation for each term, called word embedding.
Later, concept of deep learning is applied to neural networks for developing deep
architectures that outperform state-of-the-art in several applications [5].

3 Proposed Approach

This approach is based on the idea of representing every document in terms of its
concept or semantics by constructing distributed representation in high dimen-
sional space. This unique representation is used to find articles in accordance
with the user requirements. The whole process of recommendation is bifurcated
into two stages as vector generation for candidate papers and recommendation
algorithm.
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3.1 Vector Generation for Candidate Papers

To visualize documents (candidate papers) in high dimensional space where sim-
ilar documents sharing related concepts appear in the same area of space, we
employed an unsupervised algorithm called Paragraph Vector [12] which extend
the methods for learning the word vectors and term ‘paragraph’ is used to refer
text of variable length which is research document in our case. In this frame-
work, every column of matrix D represents a unique vector for every document.
Similarly, every word is mapped to a unique vector represented by a column in
matrix W. Paragraph vectors are asked to predict the next word given a set of
contexts, sampled from a sliding window that runs over a document. Stochastic
gradient descent is used to train word vectors and paragraph vectors. At every
step of training, fixed-length context is drawn from a random paragraph to figure
out the gradient error and is used to update the model parameters. At the time
of prediction, an inference step is performed to calculate vector for an unseen
paragraph. Total words present in all papers forms the training vocabulary V
which is used to train the given model.

More formally, consider a set of words w1, w2, w3.....w|V |, the paragraph vec-
tor aims to maximize the below mentioned average log probability [12]

1
|V |

|V |−i∑

v=i

logp(wv|wv−i, ....., wv+i). (1)

The model is trained for prediction tasks which is carried out using multi-class
classifier. So, we have given equation [12]

p(wv|wv−i, ..., wv+i) =
eywv

∑
j e

yj
. (2)

Here, yj is un-normalized log probability for output word j which can be evalu-
ated using following equation [12]

y = a + Kh(wv−i, ...., wv+i;V ). (3)

where a, K denotes the softmax parameters and h is constructed using matrix
D and concatenation of word vectors from W. When the training converges,
every document is represented by a unique n-dimension vector that captures the
semantic meaning of the document and these vectors are stored in database.

3.2 Recommendation Algorithm

Now, every research article is mapped to a unique n-dimension vector which
is used to find research papers that interests to the target user. Preferences
of researcher are recorded by collecting papers of their interest which are then
transformed to n-dimension vector using the aforementioned algorithm. Later,
a similarity measure is applied to derive likeness between the concepts of input
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paper and the candidate papers. For this, we have used the cosine similarity as
follows

S(I, C) =

∑n
j=1 IjCj√∑n

j=1 Ij
2
√∑n

j=1 Cj
2
. (4)

where, Ij and Cj denotes the distributed representation for input paper and
candidate paper respectively. Here, Cj belongs to C and C denotes the set of
candidate papers. S(I, C) varies between −1 and 1. Value tending towards posi-
tive one shows higher relevance in concepts and is negative for distinct concepts.
Based on the higher similarity, N-most relevant research papers are fetched and
given as recommendation.

4 Results and Discussion

We have developed a set of candidate research papers for recommendation.
These are available online in PDF format, transformed to text format for further
processing. Vector generation module which is based on unsupervised algorithm,
distributed-memory paragraph vector [12] takes text document as input.

We have prepared our own dataset by downloading research articles freely
available over internet which are categorized into six specialized fields of com-
puter Science. To train the model for generating feature vector, we have set the
value of certain parameters and default value is used for the rest. Size of feature
vector is set equal to 300 i.e. each document is represented by a unique vector
of size 300. Initial learning rate is set to 0.025 which is nearly drop to 0 with a
step size of 0.002. Minimum count parameter is kept equal to 5 which ignores all
words with frequency less than 5 and context window size as 10 which denotes
the number of words taken into account to predict the next word.

To evaluate the proposed algorithm, Normalized Discounted Cumulative
Gain (NDCG) [11] is used which measures accuracy of the recommendation
algorithm by assigning more weight to top-ranked documents and considers two
relevance levels (relevant and irrelevant) through different gain values.

DCG(r) =

{
G(1) if r = 1,
DCG(r − 1) + G(r)

log(r) otherwise

where, r specifies the document position in recommendation list. Here, binary
notion denotes relevance level (0 and 1), depending on whether recommended
articles are relevant or not. G(r) is equal to 1 if research document is relevant to
the user and is 0 for irrelevant papers.

After the realization of proposed approach and to validate the results, we
used a set of 30 users for evaluation. For every user, 10-most relevant articles
were retrieved and NDCG@10 is calculated. This measure was averaged over the
entire set of users to determine the overall accuracy of our recommendation algo-
rithm. We have also implemented the baseline model of content-based technique
(BOW model) for the same set of data and results were compared with the pro-
posed approach. Figure 1 shows the normalized discounted cumulative gain value
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Fig. 1. Recommendation accuracy evaluated with NDCG@10

for all 30 users. These values are averaged over all the users and it is noted that
our approach outperforms the baseline method. We have achieved recommen-
dation accuracy (NDGC@10 ) of 61.38% for content-based filtering and 74.09%
is recorded for the concept-based approach. Content-based algorithm achieved
higher accuracy for papers where the same terminologies were used to represent
similar concepts and in some cases, it is found that low similarity was predicted
for related papers because authors have used different terms for indicating sim-
ilar ideas. On the other hand, proposed method performs well and is able to
recommend related documents to most of the users.

5 Conclusion and Future Work

Researchers have to spend a lot of time in searching for research papers of their
interest. Content-based filtering is one of the most popular and widely used
algorithms for research paper recommendation which is based on syntactic rep-
resentation of document, so it is unable to capture word ordering and semantics.
To overcome this limitation, we have proposed a novel concept-based approach
that recommends research articles based on their semantic relatedness. Recom-
mendation process is divided into two phases, first is vector generation which
assigns a unique vector to every document and other is recommendation algo-
rithm which make use of these vectors to recommend useful research articles. In
future, this algorithm can be tested for finding the optimal value of parameters.
Secondly, distributed representation of words can be combined to determine a
unique vector for candidate documents which is further utilize to recommend
papers, one can also compare it with the proposed algorithm.
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