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Abstract. This work presents the problem of adaptive optimal control law for a
class of continuous-time systems with input disturbance and unknown param-
eters. The main objective is to find an adaptive optimal control law based on the
adaptive dynamic programming (ADP) method and it is able to stabilize the
closed-loop system. Besides, the convergence properties of proposed algorithm
is pointed out. The theoretical analysis and simulation results demonstrate the
performance of the proposed algorithm for inverted pendulum.
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1 Introduction

In order to design optimal control law for uncertain systems, the approximate/adaptive
dynamic programming (ADP) approach is a biologically – inspired, non-model-based,
computational method that has been used in numerous researches [1], such that
appropriate reinforcement learning systems design by Werbos or neuro-dynamic pro-
gramming by Bertsekas. In [1], the recent development of ADP theory consist of three
approaches: operations research, real-time control problems for dynamical systems,
applying previous ADP to nonlinear uncertain systems.

The non-model-based approach has been extensively implemented to investigate
adaptive optimal stabilization and corresponding tracking problems [5, 6]. In [5], the
control law was obtained after transforming the robust control problem into an optimal
control problem. The corresponding optimal control depend on discrete-time HJB
equation and it was solved by using a neural network. The proposed control law in [5]
ensures closed-loop locally asymptotic stability of uncertain nonlinear system with an
inequality condition. In [6], Fan et al. proposed the sliding mode controller based on
adaptive optimal control theory for partially unknown nonlinear systems with input
disturbances. The nearly optimal control design ensures stability of the equivalent
sliding-mode dynamics by using policy iteration algorithm [6]. The critic network is
utilized to approximate the cost function to overcome the difficulty at the second step of
policy iteration algorithm. The proposed controller in [6] ensures closed-loop UUB
stability of uncertain nonlinear system depend on the property of bounded signal.
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In [7], Jiang and Jiang pointed out the control design based on continuous time
systems and the equivalent HJB equation. However, the analytical solution of HJB
equation is difficult to be obtained and [7] proposed the PI online technique. The
stability analysis of closed-loop system pointed out input state stability (ISS) property
and the estimation of attraction region depend on KL functions. In [8], Jiang proposed
adaptive optimal control law based on algebraic Ricatti equation for uncertain linear
systems without external disturbance. The computational adaptive optimal control
algorithm was developed from Kleinman (1968) result. In [2, 9], the discretized model
is utilized to propose PI, VI – based output ADP design control techniques. However,
the results of these proposed control law much depend on the sample time of discrete
systems.

Remarkably, this paper extends [2, 9], which focuses on the continuous time
systems with external disturbance, to robust control law of uncertain systems. Addi-
tionally, we develop a new adaptive optimal control for continuous-time systems with
uncertainties under the framework of the idea of ADP problem and external
disturbances.

2 Adaptive Optimal Control Design

In this paper, we study a class of continuous-time systems described by:

_z ¼ g z; y; vð Þ
_x ¼ AxþB uþD z; y; vð Þð ÞþDv
_v ¼ Ev
e ¼ CxþFv

8>><
>>: ð1Þ

where x 2 R
n is the measured component of the state available for feedback control,

u 2 R
m is the input, y ¼ Cx 2 R

r represents the output of plant, yd ¼ �Fv 2 R
r is the

reference signal to be tracked, e 2 R
r is tracking error. z 2 R

p; v 2 R
q are the states of

the exosystem. The functions g : Rp � R
r � R

q ! R
p and D : Rp � R

r � R
q ! R

m

are two locally Lipschitz functions satisfying, g 0; 0; 0ð Þ ¼ 0 and D 0; 0; 0ð Þ ¼ 0. Sup-
pose A 2 R

n�n; B 2 R
n�m;C 2 R

r�n; D 2 R
n�q; E 2 R

q�q; F 2 R
r�q; g 2 R

p; D 2 R
m

are unknown and z; v; y; yd are unmeasurable.
The control objective is to find the adaptive optimal control law based on an

iterative algorithm ensures that tracking errors converge to zero and convergence
properties of this iterative algorithm in presence of uncertain and external disturbance
in system. It is known from the adaptive optimal control literature that the following
assumptions are given for solving the classical adaptive optimal control problem.

Assumption 1: The pair A;Bð Þ is controllable.
Assumption 2: The transmission zeros condition holds, i.e.,

rank
A� kI B

C 0

� �
¼ nþ r; 8k 2 d Eð Þ:
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Assumption 3: The minimal polynomial of E is available, which is:

CE sð Þ ¼
YM
i¼1

s� kið Þaj
YN
j¼1

s2 � 2ljsþ l2j þx2
j

� �bj

with degree qE � q and ai; bj are positive integers and ki; lj;xj 2 R for

i ¼ 1;M; j ¼ 1;N.

Assumption 4: There exists functions bz; bD of class KL and a function cz; cD of class
K, both of which are independent of any v satisfies:

z tð Þk k� bz z 0ð Þk k; tð Þþ cz ek kð Þ
D tð Þk k� bz D 0ð Þk k; tð Þþ cz ek kð Þ

Assumption 5: There exist a continuously differentiable, positive definite and radially
unbounded function P : Rp ! R and two constant c1 [ 0; c2 [ 0, such that:

@P
@z

g z; y; vð Þ� � c1 D z; y; vð Þj j2 þ c2 ej j2;
8z 2 R

p; y 2 R
r

Assumption 6: There exists a constant known number n[ 0 such that matrix C
satisfied Ck k� n.

Remark 1: It is different from [2], this paper implement class of systems satisfying
z; v; y; yd are unmeasurable and x; u; e are measurable.

We introduce the classical theorem (Kleinman 1968-Method) [4]: Let K0 be any
stabilizing feedback gain matrix, and repeat the following steps for k ¼ 0; 1; . . .

Step 1: Solve for the real symmetric positive definite solution Pk of the Lyapunov
equation:

AT
k Pk þPkAk þQþKT

k Kk ¼ 0 ð2Þ

Step 2: Update the feedback gain matrix by:

Kkþ 1 ¼ BTPk ð3Þ

Then, the following properties hold:

(1) A� BKk is Hurwitz.
(2) P� �Pkþ 1 �Pk

(3) lim
k!1

Kk ¼ K�; lim
k!1

Pk ¼ P�
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We propose the adaptive optimal control law based on the next theorems described
as follows:

Theorem 1: We denote e ¼ x� Xv, if a controller is designed as u ¼ �K�eþUv
where X;U solve the following regulator equation:

XE ¼ AX þBUþD
0 ¼ CXþF

�

and K� ¼ BTP� with the symmetric matrix P� [ 0 is the unique solution of the
well-known algebraic Riccati equation:

P�AþATP� þQ� P�BBTP� ¼ 0 ð4Þ

and the weighting matrices Q in (4) satisfying kmin Qð Þ[ c:n2 [ c2
c1
:n2 then the

closed-loop system achieves disturbance rejection and asymptotic tracking.

Proof: Using assumption 2 implies the regulator equation is solvable for any matrices
D;F.

e ¼ x� Xv ð5Þ

) _e ¼ _x� X _v

) _e ¼ AxþB uþD z; y; vð Þð ÞþDv� XEv ) _e ¼ A eþXvð ÞþB uþD z; y; vð Þð ÞþDv� XEv

) _e ¼ AeþB u� UvþD z; y; vð Þð Þ

e ¼ y� yd ¼ CxþFv ¼ C eþXvð ÞþFv ) e ¼ Ce ð6Þ

Define V1 ¼ eTP�e, we have:

_V1 ¼ eTP� AeþB �K�eþDð Þð Þþ AeþB �K�eþDð Þð ÞTP�e

¼ eT P� A� BK�ð Þ þ A� BK�ð ÞTP�� �
eþ eTP�BDþDTBTP�e

¼ eT �Q� P�BBTP�� �
eþ 2eTP�BD ¼ �eTQe� BTP�e� D

		 		2 þ Dj j2

By using assumption 6, we have:

Q� kmin Qð Þ:I[ c:n2 � c: Ck k2 � cCTC ð7Þ

Then

_V1 � � ceTCTCeþ Dj j2¼ �c ej j2 þ Dj j2
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Setting V ¼ V1 þ 1
c1
P zð Þ, by using assumption 5, we have:

_V � � c ej j2 þ Dj j2 þ 1
c1

�c1 Dj j2 þ c2 ej j2
� �

) _V � � c� c2
c1


 �
ej j2

It is clear that a direct application of LaSalle’s Invariance Principle yields the GAS
property of the closed-loop system.

Theorem 2: There exists a small constant a[ 0, such that for all symmetric matrix
P[ 0 satisfying P� P�j j\a, the overall system is GAS with controller is
u ¼ �BTPeþUv.

Proof: Since (4), for any symmetric matrix P[ 0 we have:
ATPþPAþ bQ � PBBTP ¼ 0.

where:

bQ ¼ Qþ P� � Pð ÞAþAT P� � Pð ÞþPBBTP� P�BBTP�

Since (7), we have Q[ cCTC then exists a constant l[ 0 such that: Q�
cCTC[ lI .Then, by continuity, there exists a[ 0, such that for all symmetric matrix
P[ 0 satisfying P� P�j j\a we have bQ[Q� lI, which implies bQ[ cCTC.
Therefore, by Theorem 1, the control u ¼ �BTPeþUv globally asymptotically sta-
bilizes system.

Remark 2: The proposed optimal control law guarantees the GAS property of the
closed-loop system in presence of uncertain parameters and external disturbances.

Using assumption 3, we can always find a vector �v tð Þ 2 R
qE and a matrix

�E 2 R
qE�qE such that:

_�v tð Þ ¼ �E:�v tð Þ
v tð Þ ¼ G:�v tð Þ ð8Þ

with G 2 R
q�qE is an unknown constant matrix.

From (5); (8) and Theorem 1, the LOORP is solved, if we design a controller
u ¼ K� x� XG�v tð Þð ÞþUG�v tð Þ
PI based output ADP design:

Suppose D is available during the learning phase.

_e ¼ AeþB u� UG�vþD z; y; vð Þð Þ ¼ A� BKkð ÞeþB uþKke� UG�vþDð Þ
_e ¼ AkeþB wþKke� UG�vð Þ
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Define �Pk ¼ CTPkC (8), from (6), we have:

e tþ dtð ÞTPke tþ dtð Þ � e tð ÞTPke tð Þ ¼ e tþ dtð ÞTPke tþ dtð Þ � e tð ÞTPke tð Þ
¼ Rtþ dt

t
eT AT

k Pk þPkAk
� �

eþ 2 wþKke� UG�vð ÞTBTPke
� 

ds
ð9Þ

¼ �
Ztþ dt

t

eT QþKT
k Kk

� �
edsþ 2

Ztþ dt

t

wþKkeð ÞTKkþ 1eds� 2
Ztþ dt

t

�vT UGð ÞTKkþ 1eds ð10Þ

Define XG ¼ �X;UG ¼ �U;QþKT
k Kk ¼ Qk: ð11Þ

Since (5); (8); (11), we have:

eT QþKT
k Kk

� �
e ¼ xT � �vT �XT

� �
Qk x� �X�vð Þ

¼ xTQkx� �vT �XTQkx� xTQk �X�vþ�vT �XTQk �X�v

wþKkeð ÞTKkþ 1e ¼ wTKkþ 1eþ eTKT
k Kkþ 1e ¼ wTKkþ 1 x� �X�vð Þþ xT � �vT �XT

� �
KT
k Kkþ 1 x� �X�vð Þ

¼ wTKkþ 1x� wTKkþ 1�X�vþ xTKT
k Kkþ 1x� �vT �XTKT

k Kkþ 1x� xTKT
k Kkþ 1�X�vþ�vT �XTKT

k Kkþ 1�X�v

�vT UGð ÞTKkþ 1e ¼ �vT �UTKkþ 1 x� �X�vð Þ ¼ �vT �UTKkþ 1x� �vT �UTKkþ 1�X�v

Then

e tþ dtð ÞTPke tþ dtð Þ � e tð ÞTPke tð Þ

¼ �
Ztþ dt

t

xTQkx� �vT �XTQkx� xTQk �X�vþ�vT �XTQk �X�v
� 

dsþ 2
Ztþ dt

t

wTKkþ 1x� wTKkþ 1�X�v

þ xTKT
k Kkþ 1x� �vT �XTKT

k Kkþ 1x

�xTKT
k Kkþ 1�X�vþ�vT �XTKT

k Kkþ 1�X�v

2
64

3
75ds

� 2
Ztþ dt

t

�vT �UTKkþ 1x� �vT �UTKkþ 1�X�v
� 

ds

¼ 2
Ztþ dt

t

wTKkþ 1x
� �

ds� 2
Ztþ dt

t

wTKkþ 1�X�v
� �

dsþ
Ztþ dt

t

xT 2KT
k Kkþ 1 � Qk

� �
xdsþ

Ztþ dt

t

xT Qk � 2KT
k Kkþ 1

� �
�X�vds

þ
Ztþ dt

t

�vT �XT Qk � 2KT
k Kkþ 1

� �
xdsþ þ

Ztþ dt

t

�vT �XT 2KT
k Kkþ 1 � Qk

� �þ 2�UTKkþ 1
� 

�X�vdsþ � 2
Ztþ dt

t

�vT �UTKkþ 1x
� �

ds

¼ 2
Ztþ dt

t

wTKkþ 1x
� �

ds� 2
Ztþ dt

t

wTKkþ 1�X�v
� �

dsþ 2
Ztþ dt

t

xTKT
k Kkþ 1xds�

Ztþ dt

t

xTQkxds

þ 2
Ztþ dt

t

xT Qk � 2KT
k Kkþ 1

� �
�X�vdsþ

Ztþ dt

t

�vT �XT 2KT
k Kkþ 1 � Qk

� �þ 2�UTKkþ 1
� 

�X�vds� 2
Ztþ dt

t

�vT �UTKkþ 1x
� �

ds
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Applying Kronecker product representation gives:

eTPke ¼ eT � eT
� �

vec Pk
� �

;wTKkþ 1x ¼ xT � wT
� �

vec Kkþ 1ð Þ;wTKkþ 1�X�v
¼ �vT � wT

� �
vec Kkþ 1�Xð Þ;

xTKT
k Kkþ 1x ¼ xT � Kkxð ÞT� �

vec Kkþ 1ð Þ; xT Qk � 2KT
k Kkþ 1

� �
�X�v

¼ �vT � xT
� �

vec Qk � 2KT
k Kkþ 1

� �
�X

� �
;

�vT �XT 2KT
k Kkþ 1 � Qk

� �þ 2�UTKkþ 1
� 

�X�v ¼ �vT � �vT
� �

vec �XT 2KT
k Kkþ 1 � Qk

� �þ 2�UTKkþ 1
� 

�X
� 

�vT �UTKkþ 1x ¼ xT � �vT
� �

vec �UTKkþ 1
� �

;

Define: Qk � 2KT
k Kkþ 1

� �
�X ¼ G1;k;

�XT 2KT
k Kkþ 1 � Qk

� �þ 2�UTKkþ 1
� 

�X ¼ G2;k; �U
TKkþ 1 ¼ G3;k

Uk ¼

! t kð Þ
0

� �
# t kð Þ

0

� �
m t kð Þ

0

� �
v t kð Þ

0

� �
p t kð Þ

0

� �
r t kð Þ

0

� �
! t kð Þ

1

� �
# t kð Þ

1

� �
m t kð Þ

1

� �
v t kð Þ

1

� �
p t kð Þ

1

� �
r t kð Þ

1

� �
. . . . . . . . . . . . . . . . . .

! t kð Þ
l�1

� �
# t kð Þ

l�1

� �
m t kð Þ

l�1

� �
v t kð Þ

l�1

� �
p t kð Þ

l�1

� �
r t kð Þ

l�1

� �

2
6666664

3
7777775;Wk ¼

q t kð Þ
0

� �
q t kð Þ

1

� �
. . .

q t kð Þ
l�1

� �

2
666666664

3
777777775

! tð Þ ¼ eT tð Þ � eT tð Þ � eT tþ dtð Þ � eT tþ dtð Þ;# tð Þ ¼ 2
Ztþ dt

t

xT � wþKkxð ÞT� �
ds

m tð Þ ¼ �2
Ztþ dt

t

�vT � wT
� �

ds; v tð Þ ¼ 2
Ztþ dt

t

�vT � xT
� �

ds; p tð Þ ¼
Ztþ dt

t

�vT � �vT
� �

ds

d tð Þ ¼ �2
Ztþ dt

t

xT � �vT
� �

ds; q tð Þ ¼
Ztþ dt

t

xTQkxds

Consequently, we have:

Uk:

vec �Pkð Þ
vec Kkþ 1ð Þ
vec Kkþ 1�Xð Þ
vec G1;k

� �
vec G2;k

� �
vec G3;k

� �

2
6666664

3
7777775 ¼ Wk ð12Þ
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Assumption 7: For each k ¼ 1; 2; . . . there exists an integer N such that, when k�N,
the following rank condition holds:

rank Ukð Þ ¼ n nþ 1ð Þ
2

þ mþ qð Þn

By assumption 7, then

vec �Pkð Þ; vec Kkþ 1ð Þ; vec Kkþ 1�Xð Þ; vec G1;k
� �

; vec G2;k
� �

; vec G3;k
� �� T

can be
uniquely determined by:

vec �Pkð Þ; vec Kkþ 1ð Þ; vec Kkþ 1�Xð Þ; vec G1;k
� �

; vec G2;k
� �

; vec G3;k
� �� T

¼ UT
kUk

� ��1
UT

kUk ð13Þ

Assumption 2 implies that B is in full column rank, so Kkþ 1 ¼ BTPk is in full row
rank, then:

�UT ¼ G3;k:K
T
kþ 1: Kkþ 1:K

T
kþ 1

� ��1 ð14Þ

Remark 3: It is different from [2], we obtain the adaptive optimal control law for
continuous time systems affected by external disturbances.

Now, we are ready to propose the following adaptive optimal control algorithm for
practical online implementation.

uk ¼ �Kj� :eþ G3;j� :K
T
j� þ 1: Kj� þ 1:K

T
j� þ 1

� ��1

 �T

�v
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Theorem 3: Let K0 be any stailizing feedback gain matrix, and let Pk;Kkþ 1; �Uð Þ be
obtained from Algorithm 1. Then, under assumption 7, the following properties hold:

(1) A� BKk is Hurwitz.
(2) P� �Pkþ 1 �Pk

(3) lim
k!1

Kk ¼ K�; lim
k!1

Pk ¼ P�

Proof: From (9); (10) one sees that the Pk;Kkþ 1ð Þ obtained from (2); (3) must satisfy
the condition (12). In addition, by assumption 7, it is unique. Therefore, the solution in
theorem Kleinman 1968 is the same as the solution in (13) for any k�N.

3 Simulation Results

_x

€x
_/
€/

2
6664

3
7775 ¼

0 1 0 0

0
� Iþml2ð Þb

I Mþmð ÞþMml2
m2gl2

I Mþmð ÞþMml2 0

0 0 0 1

0 �mlb
I Mþmð ÞþMml2

mgl Mþmð Þ
I Mþmð ÞþMml2 0

2
66664

3
77775

x

_x

/
_/

2
6664

3
7775þ

0
Iþml2

I Mþmð ÞþMml2

0
ml

I Mþmð ÞþMml2

2
66664

3
77775u

y ¼ 1 0 0 0

0 0 1 0

� � x

_x

/
_/

2
6664

3
7775þ 0

0

� �
u

ð15Þ

In this section, we apply the proposed adaptive optimal control law to an inverted
pendulum on a cart described as (15) and Table 1. The simulation results in Fig. 1
show the convergence of matrix P and K of proposed algorithm and the tracking errors
converge to zero.

Table 1. The parameters of inverted pendullum

M Weight of car 8.378 kg
m Weight of link 0.051 kg
B Friction coefficient 12.98 Ns/m
L ½ length of link 0.325 m
I Inertial moment of link 1.796 � 10−03 kg.m2

G Gravity 9.81 m/s2
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4 Conclusion

This paper presents an adaptive optimal control algorithm for practical online imple-
mentation of continuous-time systems with unknown system dynamics and external
disturbance. The proposed algorithm pointed out the global asymptotical stability
property and convergence properties. The theory and simulation results illustrate the
effectiveness of proposed algorithm.

(c)(b)

(a)

Fig. 1. Convergence of matrix P, K and tracking errors
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