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Abstract. With explosive growth of Android malware and due to its
damage to smart phone users, the detection of Android malware is one of
the cybersecurity topics that are of great interests. To protect legitimate
users from the evolving Android malware attacks, systems using machine
learning techniques have been successfully deployed and offer unparal-
leled flexibility in automatic Android malware detection. Unfortunately,
as machine learning based classifiers become more widely deployed, the
incentive for defeating them increases. In this paper, we explore the secu-
rity of machine learning in Android malware detection on the basis of
a learning-based classifier with the input of Application Programming
Interface (API) calls extracted from the smali files. In particular, we
consider different levels of the attackers’ capability and present a set of
corresponding evasion attacks to thoroughly assess the security of the
classifier. To effectively counter these evasion attacks, we then propose
a robust secure-learning paradigm and show that it can improve system
security against a wide class of evasion attacks. The proposed model can
also be readily applied to other security tasks, such as anti-spam and
fraud detection.

Keywords: Adversarial machine learning · Android malware detection ·
Evasion attack

1 Introduction

Due to their mobility and ever expanding capabilities, smart phones have been
widely used to perform the tasks, such as banking and automated home con-
trol, in people’s daily life. In recent years, there has been an exponential growth
in the number of smart phone users around the world and it is estimated that
77.7% of all devices connected to the Internet will be smart phones in 2019
[13]. Designed as an open, free, and programmable operation system, Android
as one of the most popular smart phone platforms dominates the current market
share [1]. However, the openness of Android not only attracts the developers for
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producing legitimate applications (apps), but also attackers to deliver malware
(short for ma licious software) onto unsuspecting users to disrupt the mobile
operations. Today, a lot of android malware (e.g., Geinimi, DriodKungfu and
Hongtoutou) is released on the markets [25], which poses serious threats to smart
phone users, such as stealing user information and sending SMS advertisement
spams without the user’s permission [9]. According to Symantec’s recent Internet
Security Threat Report [21], one in every five Android apps were actually mal-
ware. To protect legitimate users from the attacks of Android malware, intelli-
gent systems using machine learning techniques have been successfully developed
in recent years [11,12,23,24,26,29]. Though these machine learning techniques
offer exceptional performance in automatic Android malware detection, machine
learning itself may open the possibility for an adversary who maliciously “mis-
trains” a classifier (e.g., by changing data distribution or feature importance)
in a detection system. When the learning system is deployed in a real-world
environment, it is of a great interest for the attackers to actively manipulate the
data to make the classifier producing minimum true positive (i.e., maximumly
misclassifying Android malware as benign).

Android malware attackers and anti-malware defenders are actually engaged
in a never-ending arms race, where both the attackers and defenders analyze the
vulnerabilities of each other, and develop their own optimal strategies to over-
come the opponents [5,18]. For example, attackers use repackaging and obfusca-
tion to evade the anti-malware venders’ detection. Though, the issues of machine
learning security are starting to be leveraged [3,4,6,7,16,19,20,30], most exist-
ing researches for adversarial machine learning focus in the area of spam email
detection, but rarely for Android malware detection. However, with the popu-
larity of machine learning based detections, such adversaries will sooner or later
present. In this paper, with the inputs of Application Programming Interface
(API) calls extracted from the smali files (smali is an assemble/dissembler for
the Dalvid executable (dex) files and provides readable code in smali language),
we explore the security of machine learning in Android malware detection on
the basis of a learning-based classifier. The major contributions of our work can
be summarized as follows:

– Thorough exploration of Android malware evasion attacks under different sce-
narios: The attacker may have different levels of knowledge of the targeted
learning system [19]. We define a set of evasion attacks corresponding to the
different scenarios, and implement a thorough security analysis of a learning-
based classifier.

– An adversarial machine learning model against the evasion attacks: Based on
the learning system tainted by the attacks, we present an adversarial learning
model against the evasion attacks in Android malware detection, in which
we incorporate evasion data manipulation into the learning algorithm and
enhance the robustness of the classifier using the security regularization term
over the evasion cost.

– Comprehensive experimental study on a real sample collection from an anti-
malware industry company: We collect the sample set from Comodo Cloud
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Security Center, and provide a series of comprehensive experiments to empir-
ically access the performances of our proposed methods.

The rest of the paper is organized as follows. Section 2 defines the problem of
machine learning based Android malware detection. Section 3 describes the eva-
sion attacks under different scenarios and their corresponding implementations.
Section 4 introduces an adversarial learning model against the evasion attacks.
Section 5 systematically evaluates the effectiveness of the proposed methods.
Section 6 discusses the related work. Finally, Sect. 7 concludes.

2 Machine Learning Based Android Malware Detection

Based on the collected Android apps, without loss of generality, in this paper, we
extract API calls from the smali files as the features, since they are used by the
apps in order to access operating system functionality and system resources and
thus can be used as representations of the behaviors of an app [12]. To extract
the API calls, the Android app is first unzipped to provide the dex file, and then
the dex file is further decompiled into smali code (i.e., the interpreted, interme-
diate code between Java and DalvikVM [8]) using a well-known reverse engi-
neering tool APKTool [2]. The converted smali code can then be parsed for API
call extraction. For example, the API calls of “Lorg/apache/http/HttpRequest;
→containsHeader” and “Lorg/apache/ http/ HttpRequest; →addHeader” can be
extracted from “winterbird.apk” (MD5: 53cec6444101d19 76af1b253ff5b2226 )
which is a theme wallpaper app embedded with malicious code that can
steal user’s credential. Note that other feature representations, either static
or dynamic, are also applicable in our further investigation. Resting on the
extracted API calls, we denote our dataset D to be of the form D = {xi, yi}n

i=1

of n apps, where xi is the set of API calls extracted from app i, and yi is the
class label of app i, where yi ∈ {+1,−1, 0} (+1 denotes malicious, −1 denotes
benign, and 0 denotes unknown). Let d be the number of all extracted API calls
in the dataset D. Each of the app can be represented by a binary feature vector:

xi =< xi1, xi2, xi3, ..., xid >, (1)

where xi ∈ R
d, and xij = {0, 1} (i.e., if app i includes APIj , then xij = 1;

otherwise, xij = 0).
The problem of machine learning based Android malware detection can be

stated in the form of: f : X → Y which assigns a label y ∈ Y (i.e., −1 or
+1) to an input app x ∈ X through the learning function f . A general linear
classification model for Android malware detection can be thereby denoted as:

f = sign(f(X)) = sign(XT w + h), (2)

where f is a vector, each of whose elements is the label (i.e., malicious or benign)
of an app to be predicted, each column of matrix X is the API feature vector of
an app, w is the coefficients and h is the biases. More specifically, the machine
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learning on the basis of a linear classifier can be formalized as an optimization
problem [28]:

argmin
f ,w,h;ξ

1
2
||y − f ||2 +

1
2β

wT w +
1
2γ

hT h + ξT (f − XT w − h) (3)

subject to Eq. 2, where y is the labeled information vector, ξ is Lagrange mul-
tiplier, β and γ are the regularization parameters. Note that Eq. 3 is a typical
linear classification model consisting of specific loss function and regularization
terms. Without loss of generality, the equation can be transformed into different
linear models depending on the choices of loss function and regularization terms.

3 Implementation of Evasion Attacks

Considering that the attackers may know differently about: (i) the feature space,
(ii) the training sample set, and (iii) the learning algorithm [19], we characterize
their knowledge in terms of a space Γ that encodes knowledge of the feature
space X, the training sample set D, and the classification function f . To this
end, we present three well-defined evasion attacks to facilitate our analysis: (1)
Mimicry Attacks: The attackers are assumed to know the feature space and
be able to obtain a collection of apps to imitate the original training dataset,
i.e., Γ = (X, D̂). (2) Imperfect-knowledge Attacks: In this case, it’s assumed
that both the feature space and the original training sample set can be fully
controlled by the attackers, i.e., Γ = (X,D). (3) Ideal-knowledge Attacks : This
is the worst case where the learning algorithm is also known to the attackers,
i.e., Γ = (X,D, f), allowing them to perfectly access to the learning system.

3.1 Evasion Cost

Evasion attacks are universally modeled as an optimization problem: given an
original malicious app x ∈ X+, the evasion attacks attempt to manipulate it to
be detected as benign (i.e., x′ ∈ X −), with the minimal evasion cost. Consid-
ering API calls of each app is formatted as a binary vector, the cost of feature
manipulation (addition or elimination), can be encoded as the distance between
x and x′:

c(x′,x) = ||aT (x′ − x)||pp, (4)

where p is a real number and a is a weight vector, each of which denotes the
relative cost of changing a feature. The cost function can be considered as �1-
norm or �2-norm depending on the feature space. For the attackers, to evade
the detection, adding or hiding some API calls in a malicious app does not seem
difficult. However, some specific API calls may affect the structure for intrusive
functionality, which may be more expensive to be modified. Therefore we view
the evasion cost c practically significant. Accordingly, there is an upper limit of
the maximum manipulations that can be made to the original malicious app x.
Therefore, the manipulation function A(x) can be formulated as



An Adversarial Machine Learning Model 47

A(x) =

{
x′ sign(f(x′)) = −1 and c(x′,x) ≤ δmax

x otherwise
, (5)

where the malicious app is manipulated to be misclassified as benign only if
the evasion cost is less than or equal to a maximum cost δmax. Let f ′ =
sign(f(A(X))), then the main idea for an evasion attack is to maximize the
total loss of classification (i.e., argmax 1

2 ||y − f ′||2), which means that the more
malicious Android apps are misclassified as benign, the more effective the evasion
attack could be. An ideal evasion attack modifies a small but optimal portion
of features of the malware with minimal evasion cost, while makes the classifier
achieve lowest true positive rate.

3.2 Evasion Attack Method

To implement the evasion attack, it’s necessary for the attackers to choose a
relevant subset of API calls applied for feature manipulations. To evade the
detection with lower evasion cost, the attackers may inject the API calls most
relevant to benign apps while remove the ones more relevant to malware. To
stimulate the attacks, we rank each API call using Max-Relevance algorithm
[17] which has been successfully applied in malware detection [27]. Based on a
real sample collection of 2, 334 Android apps (1, 216 malicious and 1, 118 benign)
obtained from Comodo Cloud Security Center, 1, 022 API calls are extracted.
Figure 1 shows the Cumulative Distribution Function (CDF) of the API calls’
relevance scores, from which we can see that (1) for different API calls, some
are explicitly relevant to malware, while some have high influence on benign
apps; and (2) those API calls with extremely low relevance scores (below 0.06
in our case) have limited or no contributions in malware detection, thus we
exclude them for feature manipulations. Therefore, we rank each API call and
group them into two sets for feature manipulations: M (those highly relevant to
malware) and B (those highly relevant to benign apps) in the descent order of
I(x,+1) and I(x,−1) respectively.

Fig. 1. Relevance score CDF of API calls

To evaluate the capability of an evasion attack, we further define a function
g(A(X)) to represent the accessibility to the learning system by the attack:
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g(A(X)) = ||y − f ′||2, (6)

which implies the number of malicious apps being misclassified as benign. The
underlying idea of our evasion attack EvAttack is to perform feature manipula-
tions with minimum evasion cost while maximize the total loss of classification in
Eq. (6). Specifically, we conduct bi-directional feature selection, that is, forward
feature addition performed on B and backward feature elimination performed
on M. At each iteration, an API call will be selected for addition or elimina-
tion depending on the fact how it influences the value of g(A(X)). The evasion
attack θ = {θ+,θ−} will be drawn from the iterations, where θ+,θ− ∈ {0, 1}d

(if APIi is selected for elimination (or addition), then θ+i (θ−
i ) = 1; otherwise,

θ+i (θ−
i ) = 0). The iterations will end at the point where the evasion cost reaches

to maximum (δmax), or the features available for addition and elimination are
all manipulated. Given m = max(|M|, |B|), EvAttack requires O(ntm(μ++μ−))
queries, in which nt is the number of malicious apps that the attackers want to
evade the detection, μ+ and μ− are the numbers of selected features for elimi-
nation and addition respectively (μ+ � d, μ− � d, m � d).

4 Adversarial Machine Learning Model Against Evasion
Attacks

To be resilient against the evasion attacks, an anti-malware defender may modify
features of the training dataset, or analyze the attacks and retrain the classifier
accordingly to counter the adversary’s strategy [18]. However, these methods
typically suffer from assumption of specific attack models or substantial modifi-
cations of learning algorithms [15]. In this paper, we provide a systematic model
to formalize the impact of the evasion attacks with respect to system security
and robustness in Android malware detection. To this end, we perform our secu-
rity analysis of the learning-based classifier resting on the application setting
that the defender draws the well-crafted EvAttack from the observed sample
space, since the attack is modeled as optimization under generic framework in
which the attackers try to (1) maximize the number of malicious apps being
classified as benign, and (2) minimizes the evasion cost for optimal attacks over
the learning-based classifier [15].

Incorporating the evasion attack θ into the learning algorithm can be per-
formed through computing a Stackelberg game [20] or adding adversarial sam-
ples [15], which enables us to provide a significant connection between training
and the adversarial action. An adversarial learning model for Android malware
detection is supposed to be more resilient to the evasion attacks. It’s recalled
that an optimal evasion attack aims to manipulate a subset of the features with
minimum evasion cost while maximize the total loss of classification. In contrast,
to secure the classifier in Android malware detection, we would maximize the
evasion cost for the attacks [30]: from the analysis of the adversary problem
[4,14], we can find that the larger the evasion cost, the more manipulations need
to be performed, and the more difficult the attack is. Therefore, in our proposed
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adversarial learning model, we will not only incorporate the evasion attack θ
into the learning algorithm, but also enhance the classifier by using a security
regularization term based on the evasion cost.

We first define the resilience coefficient of a classifier as:

s(A(x),x) = 1/c(A(x),x), (7)

subject to Eq. 4, which is converse to the evasion cost. We then define a diagonal
matrix for the adversary action denoted as S ∈ R

n×n, where the diagonal ele-
ment Sii = s(A(xi),xi) and the remaining elements in the matrix are 0. Based
on the concept of label smoothness, we can secure the classifier with the con-
straint as f ′T Sy. Since the learning based Android malware detection can be
formalized as an optimization problem denoted by Eq. 3, we can then bring a
security regularization term to enhance its security. This constraint penalizes
parameter choices, smooths the effects the attack may cause, and in turn helps
to promote the optimal solution for the local minima in the optimization prob-
lem. Therefore, to minimize classifier sensitivity to feature manipulation, we can
minimize the security regularization term. Based on Eq. 3, we can formulate an
adversarial learning model against evasion attacks as:

argmin
f ′,w,h;ξ

1
2
||y − f ′||2 +

α

2
f ′T Sy +

1
2β

wT w +
1
2γ

hT h + ξT (f ′ − X′T w − h) (8)

subject to f ′ = sign(f(A(X))) and X′ = A(X), where α is the regularization
parameter for the security constraint. To solve the problem in Eq. 8, let

L(f ′,w,h; ξ) =
1
2
||y− f ′||2 +

α

2
f ′T Sy+

1
2β

wT w+
1
2γ

hT h+ ξT (f ′ −X′T w−h).

(9)
As ∂L

∂w = 0, ∂L
∂h = 0, ∂L

∂ξ = 0, ∂L
∂f ′ = 0, we have

w = βX′ξ, (10)

h = γξ, (11)

f ′ = X′T w + h, (12)

f ′ = y − α

2
Sy − ξ. (13)

Based on the derivation from Eqs. 10, 11 and 12, we have

ξ = (βX′T X′ + γI)−1f ′. (14)
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We substitute Eqs. 14 to 13, then we can get our adversarial model in malware
detection (AdvMD) as:

((βX′T X′ + γI) + I)f ′ = (I − α

2
S)(βX′T X′ + γI)y. (15)

Since the size of X′ is d×n, the computational complexity for Eq. 15 is O(n3).
If d < n, we can follow Woodbury identity [22] to transform Eqs. 15 to 16 and
reduce the complexity to O(d3).

(I + γ−1I − γ−1X′T (γβ−1I + X′X′T )−1X′)f ′ = (I − α

2
S)y. (16)

To solve the above secure learning in Eq. 15, conjugate gradient descent
method can be applied, which is also applicable to Eq. 16, provided that all
the variables are configured as the correct initializations.

5 Experimental Results and Analysis

In this section, three sets of experiments are conducted to evaluate our proposed
methods. The real sample collection obtained from Comodo Cloud Security Cen-
ter contains 2, 334 apps (1, 216 malicious and 1, 118 benign) with 1, 022 extracted
API calls. In our experiments, we use k-fold cross-validations for performance
evaluations. We evaluate the detection performance of different methods using
TP (true positive), TN (true negative), FP (false positive), FN (false negative),
TPR (TP rate), FPR (FP rate), FNR (FN rate), and ACC (accuracy).

According to the relevance scores analyzed in Sect. 3.2, those API calls whose
relevance scores are lower than the empirical threshold (i.e., 0.06 in our appli-
cation) will be excluded from consideration. Therefore, |M| = 199, |B| = 333.
Considering different weights for API calls, we optimize the weight for each fea-
ture (a ∈ [0, 1]). We exploit the average number of API calls that each app
possesses (i.e., 127) to define δmax based on the CDF drawn from all these num-
bers. When we set δmax as 20% of the average number of API calls that each app
possesses (i.e., 25), the average feature manipulation of each app is about 10%
of its extracted API calls, which could be considered as a reasonable trade-off
to conduct the evasion attacks considering the feature number and manipula-
tion cost. Therefore, we run our evaluation of the proposed evasion attacks with
δmax = 25.

5.1 Evaluation of EvAttack Under Different Scenarios

Given δmax = 25, we first evaluate EvAttack under different scenarios: (1) In
mimicry (MMC) attack, i.e., Γ = (X, D̂), we select 200 random apps (100 mal-
ware and 100 benign apps) from our collected sample set (excluding those ones
for testing) as our mimic dataset and utilize linear Support Vector Machine
(SVM) as the surrogate classifier to train these app samples. (2) In imperfect-
knowledge (IPK) attack, i.e., Γ = (X,D), we implement this attack in a con-
sistent manner as MMC attack where the only difference is that we apply 90%
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of the collected apps to train SVM. (3) In Ideal-knowledge (IDK) attack, i.e.,
Γ = (X,D, f), we conduct EvAttack based on all the collected apps and the
learning model in Eq. 3. Note that, EvAttack is applied to all these scenarios rest-
ing on the same δmax, and each attack is performed by 10-fold cross-validation.
The experimental results are shown in Table 1, which illustrate that the perfor-
mance of the attack significantly relies on the available knowledge the attackers
have. In ideal-knowledge scenarios, the FNR of IDK reaches to 0.7227 (i.e.,
72.27% of testing malicious apps are misclassified as benign) that is superior to
MMC and IPK.

Table 1. Evaluation of the evasion attacks under different scenarios

Scenarios TP FN ACC FNR

Before attack 111 8 96.12% 0.0672

MMC attack 85 34 84.91% 0.2857

IPK attack 48 71 68.97% 0.5966

IDK attack 33 86 62.50% 0.7227

5.2 Comparisons of EvAttack and Other Attacks

We further compare EvAttack with other attack methods including: (1) only
injecting API calls from B (Method 1 ); (2) only eliminating API calls from
M (Method 2 ); (3) injecting (1/2 × δmax) API calls from B and eliminating
(1/2 × δmax) API calls from M (Method 3 ); (4) simulating anonymous attack
by randomly manipulating API calls for addition and elimination (Method 4 ).
The experimental results which average over the 10-fold cross-validations shown
in Fig. 2 demonstrate that the performances of the attacks vary when using
different feature manipulation methods (Method 0 is the baseline before attack
and Method 5 denotes the EvAttack) with the same evasion cost δmax: (1) Method
2 performs worst with the lowest FNR which denotes that elimination is not
as effective as others; (2) Method 3 performs better than the methods only
applying feature addition or elimination, and the anonymous attack, due to
its bi-directional feature manipulation over B and M; (3) EvAttack can greatly
improve the FNR to 0.7227 and degrade the detection accuracy ACC to 62.50%,
which outperforms other four feature manipulation methods for its well-crafted
attack strategy.

5.3 Evaluation of AdvMD Against Evasion Attacks

In this set of experiments, we validate the effectiveness of AdvMD to the well-
crafted attacks. We use EvAttack to taint the malicious apps in the testing set,
and access the performances in different ways: (1) the baseline before attack;
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Fig. 2. FNRs and accuracies of different attacks.

(2) the classifier under attack; (3) the classifier retrained using the updated
training dataset [15,20]; (4) AdvMD. We conduct the 10-fold cross-validations,
experimental results of different learning models are shown in Fig. 3. Figure 3(a)
shows the comparisons of FPR, TPR and ACC for different learning models
before/against EvAttack, and Fig. 3(b) illustrates the ROC curves of different
learning models before/against EvAttack. From Fig. 3, we can observe that (i)
the retraining techniques can somehow defense the evasion attacks, but the per-
formance still remain unsatisfied; while (ii) AdvMD can significantly improve the
TPR and ACC, and bring the malware detection system back up to the desired
performance level, the accuracy of which is 91.81%, approaching the detection
results before the attack. We also implement the anonymous attack by randomly
selecting the features for manipulation. Under the anonymous attack, AdvMD
has zero knowledge of what the attack is. Even in such case, AdvMD can still
improve the TPR from 0.7815 to 0.8367. Based on these properties, AdvMD can
be a resilient solution in Andriod malware detection.

Fig. 3. Comparisons of different learning models before/against EvAttack.

6 Related Work

Adversarial machine learning problems are starting to be leveraged from either
adversarial or defensive perspectives in some domains, such as anti-spam and
intrusion detection. Lowd and Meek [16] introduced an ACRE framework to
study how an adversary can learn sufficient information from the features to
construct targeted attacks using minimal adversarial cost. Zhang et al. [30],
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Li et al. [15], and Biggio et al. [4] took gradient steps to find the closest evasion
point x′ to the malicious sample x. Haghtalab et al. [10] proposed to learn the
behavioral model of a bounded rational attacker by observing how the attacker
responded to three defender strategies. To combat the evasion attacks, ample
research efforts have been devoted to the security of machine learning. Wang
et al. [20] modeled the adversary action as it controlling a vector α to modify
the training dataset x. Debarr et al. [7] explored randomization to generalize
learning model to estimate some parameters that fit the data best. Kolcz and
Teo [14] investigated a feature reweighting technique to avoid single feature
over-weighting. More recently, robust feature selection methods have also been
proposed to counter some kinds of evasion data manipulations [20,30]. However,
most of these works rarely investigate the security of machine learning in Android
malware detection. Different from the existing works, we explore the adversarial
machine learning in Android malware detection by providing a set of evasion
attacks to access the security of the classifier over different capabilities of the
attackers and enhancing the learning algorithm using evasion action and security
regularization term.

7 Conclusion and Future Work

In this paper, we take insights into the machine learning based model and its eva-
sion attacks. Considering different knowledge of the attackers, we implement an
evasion attack EvAttack under three scenarios by manipulating an optimal por-
tion of the features to evade the detection. Accordingly, an adversarial learning
model AdvMD, enhanced by evasion data manipulation and security regulariza-
tion term, is presented against these attacks. Three sets of experiments based on
the real sample collection from Comodo Cloud Security Center are conducted to
empirically validate the proposed approaches. The experimental results demon-
strate that EvAttack can greatly evade the detection, while AdvMD can be a
robust and practical solution against the evasion attacks in Android malware
detection. In our future work, we will further explore the poisoning attacks in
which the attackers alter the training precess through influence over the training
data, as well as its resilient detection.
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