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Abstract. To combat with the evolving malware attacks, many research
efforts have been conducted on developing intelligent malware detection
systems. In most of the existing systems, resting on the analysis of file
contents extracted from the file samples (e.g., binary n-grams, system
calls), data mining techniques such as classification and clustering have
been used for malware detection. However, ignoring the social relations
among these file samples (i.e., utilizing file contents only) is a significant
limitation of these malware detection methods. In this paper, (1) instead
of using file contents extracted from the collected samples, we conduct
deep analysis of the social relation network among file samples and study
how it can be used for malware detection; (2) resting on the constructed
file relation graph, we perform large scale inference by propagating infor-
mation from the labeled samples (either benign or malicious) to detect
newly unknown malware. A comprehensive experimental study on a large
collection of file sample relations obtained from Comodo Cloud Security
Center is performed to compare various malware detection approaches.
Promising experimental results demonstrate that the accuracy and effi-
ciency of our proposed method outperform other alternate data mining
based detection techniques.

Keywords: Malware detection · Social relation network · Graph
inference

1 Introduction

Nowadays, as computers and Internet become increasingly ubiquitous, especially
the rapid development of e-commerce, computer security becomes more and more
important. Malware (short for mal icious software) is software that deliberately
fulfills the harmful intent of an attacker [3], such as viruses, trojans, worms and
botnets. It has been used as the major weapon by the cyber-criminals to launch
a wide range of security attacks which present serious damages and significant
financial loss to Internet users [10]: the average infected computers per day was
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between 2–5 millions [14] and the average loss caused by malware attacks was
around $345,000 dollars per incident [11]. To protect legitimate users from the
attacks, the most significant line of defense against malware is anti-malware
software products, such as Comodo, Kaspersky and Symantec Anti-Virus. Typi-
cally, these widely used malware detection software tools use the signature-based
method [4] to recognize threats. However, driven by considerable economic ben-
efits, malware attackers have invented automated malware development toolkits
(such as Zeus [23]) to create and mutate thousands of malicious codes per day
which can bypass the traditional signature-based detection. In order to effectively
and automatically detect these large new generated malware samples, intelligent
malware detection systems have been developed by applying data mining tech-
niques [2,13,15,21,26,28,29]. Such techniques have successes in classifying or
clustering particular sets of malware samples.

Although utilizing file contents only, either static or dynamic extractions, and
simply treating the files as independent samples may allow many off-the-shelf
classification or clustering tools to be directly adapted for malware detection,
ignoring the social relations among file samples can be a significant limitation
of current malware detection methods, since the usual i.i.d (independent and
identical distributed) assumption may not hold for malware samples. Actually,
the social relations among the file samples (e.g., whether the files co-exist in the
users’ computers, whether the files are created at the same time, etc.) may imply
the inter-dependence among them and can provide invaluable information about
their properties. For example, if a file is always associated with many trojans in
users’ computers, then most likely, it is a malicious Trojan-Downloader file. In
this paper, instead of using file contents extracted from the collected samples, we
conduct deep analysis of the social relation network among file samples and study
how it can be used for malware detection. Based on the constructed file relation
graph, large scale inference by propagating information from the labeled samples
(either benign or malicious) is performed to detect newly unknown malware. A
comprehensive experimental study on a large collection of file sample relations
obtained from Comodo Cloud Security Center is performed to compare various
malware detection approaches. Promising experimental results demonstrate that
the accuracy and efficiency of our proposed method outperform other alternate
data mining based detection techniques. The contributions of this paper can be
summarized as follows:

– Deep Analysis of Malware’s Social Relation Network: Different from file con-
tent based detection, we analyze and utilize the social relations among file
samples (i.e., co-existences of the files) collected from the user clients to con-
struct file relation graph for malware detection. The newly unknown malware
can be detected by its association with the known files (benign or malicious).

– An Improved Graph Inference Algorithm for Unknown File Labeling: Belief
Propagation (BP) algorithm is a promising method for solving inference prob-
lems over graphs and it has also been successfully used in many domains (e.g.,
computer vision, coding theory) [30]. However, in our application, the algo-
rithm should be greatly adapted, which is not a trivial process: we fine tune
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various components used in the algorithm and carefully design the message
update and belief read-out functions for malware detection.

– A Comprehensive Experimental Study based on Real Data Collection from
Industry: Based on the real sample set and the co-existence relationship
among the files obtained from Comodo Cloud Security Center, we construct
the file relation graph and provide a comprehensive experimental study to
evaluate our proposed method.

The rest of the paper is organized as follows. Section 2 discusses the related
work. Section 3 presents file relation graph construction method and provides
a deep analysis of malware’s social relation network. Section 4 introduces our
proposed graph inference algorithm for malware detection based on the con-
structed file relation graph. In Sect. 5, using the real data collection obtained
from Comodo Cloud Security Center, we systematically evaluate the effective-
ness and efficiency of our proposed method in comparison with other alternate
data mining approaches. Finally, Sect. 6 concludes.

2 Related Work

Signature-based method [4] is widely used in anti-malware industry for mal-
ware detection. However, malware attackers can easily evade this signature-based
method through techniques such as encryption, packing, obfuscation, polymor-
phism, and metamorphism [5]. To gain profits, today’s malware samples are
created at a high speed (thousand per day). In order to remain effective, intel-
ligent malware detection systems have been developed by applying data min-
ing and machine learning techniques [1,2,15,16,25,26,29]. In these systems, the
detection process is generally divided into two steps: feature extraction and
classification/clustering. In the first step, various features, such as Windows
Application Programming Interface (API) calls [29], program strings [15,20],
and behavior based features [12], are extracted to capture the characteristics of
the file samples. In the second step, classification or clustering techniques are
used to automatically classify the file samples into different classes based on
computational analysis of the feature representations. These intelligent malware
detection systems are varied in their use of feature representations and clas-
sification/clustering methods. Most of such techniques simply treat the files as
independent samples, however, the social relations among file samples may imply
the inter-dependence among them and the usual i.i.d (independent and iden-
tical distributed) assumption may not hold for malware samples. As a result,
ignoring the relations among file samples is a significant limitation of current
malware detection methods.

Actually, besides file contents, the social relations between file samples (e.g.,
file co-existences, file co-operations) can provide invaluable information about
the properties of file samples [27]. In recent years, limited research efforts have
been conducted on file relation based malware detection. Chau et al. [7] applied
a graph-based approach to infer the file reputations by analyzing file-to-machine
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relations. Venzhega et al. [24] built regression classifier based on file placements
for malware detection. In our previous work [27], we proposed a semi-parametric
classification model for combining file content and file relations together for
malware detection. In this paper, we will study how the relations between file
samples can be used separately for malware detection. Different from the work
in [8,9,22], we provide deep analysis of malware’s social relation network and
improve the graph inference algorithm for newly unknown malware detection.

3 Deep Analysis of Malware’s Social Relation Network

In this section, we (1) first introduce the file relation graph construction, and
(2) then provide deep analysis of malware’s social relation network.

3.1 File Relation Graph Construction

Based on the collected file lists from the user clients, we construct a graph to
describe the social relations among file samples (i.e., co-existence relationships).
Generally, two files are related if they are shared by a group of clients (or equiv-
alently, file lists). The file relation graph is defined as G = (V,E), where V is
the set of file samples and E denotes the relations between file samples. Given
two file samples vi and vj , let Ci be the set of user clients containing vi and Cj

be the set of user clients containing vj . |.| represents the size of a set. We define
the strength of the relations (i.e., co-existence) between vi and vj based on the
overlap between sets Ci and Cj , and use Jaccard similarity for measurement

JS(vi, vj) =
|Ci

⋂
Cj |

|Ci

⋃
Cj | . (1)

If the strength JS(vi, vj) between a pair of nodes (file samples) is greater than
the specified threshold δJS , which indicates a strong (not weak) relation between
vi and vj , then there is an edge between them. Each file is in a state of S ∈
{sm, sb, sg} (sm: malicious, sb: benign, sg: unknown). The weight of edge between
vi and vj , which is the probability of node vi being in the state si and node vj
being in the state sj , is defined as

w(vi, vj) =

∣
∣Esi,sj

∣
∣

|E| , (2)

where
∣
∣Esi,sj

∣
∣ is the number of the edges between all the files with states si and

sj , and |E| is the number of all the edges. The weight of node vi which denotes
its popularity can be defined as

w(vi) =
|Ci|
|C| , (3)

where C is the set of all the user clients.
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3.2 Graph Property Analysis

To analyze the property of malware’s social relation network (co-existence rela-
tionship), we obtained a real dataset from Comodo Cloud Security Center: the
dataset includes the file lists from 1,000 clients which describe file co-existence
relations between 1,540 malware, 7,687 benign files and 2,250 unknown files
(2,018 of them are analyzed by the anti-malware experts of Comodo Security
Lab, 91 of them are malware and 1,927 of them are benign files). Figure 1 shows a
zoomed-in view of a part of the constructed file relation graph (malware marked
in red and benign files marked in green). From Fig. 1, we can see that many of
the red nodes are associated with other red nodes and form some clusters, while
the green nodes are also related to other green nodes and form their clusters.
The nodes within the same cluster have strong relations with each other: (1) the
red clusters may be the variants of malware families (e.g., family of online-game
trojans); (2) the green clusters may be the related files of same applications (e.g.,
Acrobat installation archive and its related files).

Fig. 1. Visualization of a social relation network among file samples (Color figure
online)

Based on the dataset described above, we also further use fourteen measures
in Table 1 to see the differences between benign file relation graph, ordinary mal-
ware (i.e., 1,220 malware whose the existence frequency is < 100) file relation
graph and popular malware (i.e., 320 malware whose existence frequency is ≥
100) file relation graph. In Table 1, from the comparisons of G1 and G2, we can
see that the measures of components, component ratio, connectedness and frag-
mentation are different between benign file relation graph and ordinary malware
file relation graph; while from the comparisons of G2 and G3, we can see that
the measures of avg degree, centralization and density are different between ordi-
nary malware file relation graph and top popular malware file relation graph.
The different properties between benign file relation graph and malware file rela-
tion graph enable us to discriminate malware and benign files, while the different
properties between ordinary malware file relation graph and popular malware
file relation graph may allow us to predict the trend of malware prevalence.
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Table 1. Graph property comparisons

NO. Measures G1 G2 G3

1 H-Index 129 125 125

2 Avg degree 49.842 40.677 12.098

3 Centralization 0.340 0.344 0.081

4 Density 0.018 0.014 0.001

5 Components 103 11 2

6 Component ratio 0.036 0.004 0.000

7 Connectedness 0.964 0.996 1.000

8 Fragmentation 0.036 0.004 0.000

9 Closure 0.081 0.091 0.047

10 Avg distance 2.744 3.056 3.408

11 SD distance 0.631 0.836 0.717

12 Diameter 5 7 4

13 Breadth 0.625 0.645 0.689

14 Compactness 0.375 0.355 0.311
“G1”: graph constructed based on 7,687 benign files and files
co-exist with them, “G2”: graph constructed based on 1,220
ordinary malware and files co-exist with them, “G3”: graph con-
structed based on 320 popular malware and files co-exist with
them.

4 A Graph Inference Algorithm for Unknown File
Labeling

Belief Propagation (BP) algorithm is a promising method for solving inference
problems over graphs and it has also been successfully used in many domains
(e.g., computer vision, coding theory) [17,30]. It was first proposed by Pearl [19]
to calculate marginal distribution in Markov Random Fields and Bayes Nets.
Nodes of the graph perform as a local summation operation by iterations using
the prior knowledge from their neighbors and then pass the information to all the
neighbors in the form of messages [18]. By definition, the message is the neighbor
node’s opinion about the current node’s probability of being in the designated
status. Mathematically, the message update equation in standard BP is

mi−>j(xj) =
∑

xi∈S

fi−>j(xi, xj)gi(xi)
∏

k∈N(i)/j

mk−>i(xi), (4)

where mi−>j(xj) is the message sent from node i to node j, that is, node i’s
belief that node j is in the state xj ; both gi(xi) and fi−>j(xi, xj) are typically
called as energy functions, in which, gi(xi) is the node potential, meaning the
prior probability of node i being in the state xi, while fi−>j(xi, xj) is the edge
potential, referring the probability of node i being in the state xi and node j
being in the state xj ; S is the set of states; N(i)/j is the set of nodes neighbor-
ing node i (not including node j). BP algorithm stops when message updates
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converge or a maximum number of iterations has finished. Then the belief value
of each node is calculated as follow

bi(xi) = k × gi(xi)
∏

k∈N(i)

mk−>i(xi), (5)

where k is a constant.
The standard BP is commonly called sum-product (from its message-update

equation). A simple variant, called max-product, is used to estimate the state
configuration with maximum probability, where the message update is the same
as Eq. 4, except that sum is replaced by max, and the belief equation is the same
as Eq. 5 [6].

Fig. 2. A sample dataset and its file relation graph constructed

The standard BP has been implemented in AESOP [22] for malware detec-
tion, however, it fails in our application. To put this into perspective, we use the
sample dataset in Fig. 2(a) for further illustration, in which “M” denotes mal-
ware, “B” denotes benign file, and “G” is unknown file. Figure 2(b) is the con-
structed file relation graph based on the sample dataset (note that the weights
of the nodes and edges are different). We employ the same energy functions
designed in AESOP [22]. When the message updates converge (within threshold
10−3), the belief values of the data nodes (i.e., BP Belief) are shown in Table 2.
From the results (i.e., BP Class) in Table 2, we can see that file B3 and file G6
are misclassified.

In order to solve the problem above and make BP tailor to our application,
we fine tune various components in BP and carefully design the message update
and belief read-out functions. Before doing that, we first analyze the meaning
of each energy function in our case for malware detection. In Eq. 4, mi−>j(xj),
fi−>j(xi, xj), and gi(xi) represent message from node i to node j, edge potential,
and node potential respectively. For malware detection problem, accordingly,
mi−>j(xj) means the probability of node i believes that the neighbor node j
being a benign file; fi−>j(xi, xj) is the probability that node i and node j can
be connected together; and gi(xi) is the prior probability of node i being a
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Table 2. The results of standard BP and IGIA based on Fig. 2

Nodes BP Belief BP Class IGIA Belief IGIA Class

M1 0.002642 M 0.008898 M

M2 0.005500 M 0.003617 M

B3 0.000006 M 0.121844 B

B4 0.207126 B 0.089217 B

B5 0.633993 B 0.067515 B

B6 0.207126 B 0.010625 B

G7 0.000007 M 0.078065 B

benign file. As described in Eq. 2, the weight of edge between a pair of nodes
is the probability of node i being in the state xi and node j being in the state
xj , which is the edge potential fi−>j(xi, xj) in BP. Therefore, we fine tune and
use the weight of edge w(xi, xj) (defined in Eq. 2) between node i and j as the
edge potential in our malware detection application. For node potential, gi(xi)
is the prior probability of node i being a benign file. We consider both its state
and weight. Equation 6 shows our design of node potential in malware detection
problem.

gi(xi) =

⎧
⎪⎨

⎪⎩

0.5 + 0.5 ∗ w(xi) if state(xi) = sb

0.5 if state(xi) = sg

0.5 − 0.5 ∗ w(xi) if state(xi) = sm,

(6)

where w(xi) is the weight of node i which can be calculated by Eq. 3 .
Instead of using sum-product, we redesign the message update equation as

below

mi−>j(xj) =
1
p

∑

xi∈S

fi−>j(xi, xj)gi(xi)

∑
k∈N(i)/j mk−>i(xi)

q
, (7)

where q equals to the number of the neighbors of node i (excluded node j), and
p is a normalizing constant. In our application, we also initialize all the messages
to 1. To be more robust to outliers, the belief read-out equation is redesigned as
follow

bi(xi) =
1
r
gi(xi)Mediank∈N(i){mk−>i(xi)}, (8)

where r is an adjustable constant.
The above Improved Graph Inference Algorithm is denoted as IGIA. Based

on the energy functions as well as fine tuned message update and belief read-
out equations designed in IGIA, using the same sample dataset in Fig. 2(a), the
belief value of each node (i.e., IGIA Belief) is shown in Table 2 and the results
(i.e., IGIA Class in Table 2) demonstrate that our proposed IGIA performs well
in malware detection problem.
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5 Experimental Results and Analysis

In this section, we conduct two set of experiments to evaluate our proposed
graph inference algorithm for malware detection.

5.1 Experimental Setup

We use the same dataset obtained from Comodo Cloud Security Center as
described in Sect. 3.2: the dataset includes the file lists from 1,000 clients which
describe file co-existence relations between 1,540 malware, 7,687 benign files and
2,250 unknown files (2,018 of them are analyzed by the anti-malware experts of
Comodo Security Lab, 91 of them are malware and 1,927 of them are benign
files). The completely constructed file co-existence relation graph includes 11,477
nodes and 412,810 edges. The 1,540 malware and 7,687 benign files are used
for training, while the 2,018 files labeled by human experts from the unknown
sample collection are used for testing. We evaluate the malware detection per-
formance of different methods using TP (true positive), TN (true negative), FP
(false positive), FN (false negative), TPR (TP rate), FPR (FP rate), and ACY
(accuracy).

5.2 Comparisons of Different Graph Inference Algorithms

In this section, we compare our proposed graph inference algorithm (IGIA) with
standard BP (sum-product) implemented in AESOP [22] and BP with max-
product. The results in Table 3 show that our proposed graph inference algorithm
(IGIA) performs better than other two BP algorithms, due to our well designed
energy functions and tuned message update as well as belief read-out.

Table 3. Comparisons of different graph inference algorithms

Training TP FP TN FN ACY

IGIA 1,533 254 7,433 7 0.9717

Sum-product 1,469 7,404 283 71 0.1899

Max-product 1,244 6,142 1,545 296 0.3023

Testing TP FP TN FN ACY

IGIA 65 55 1,872 26 0.9598

Sum-product 89 1,812 115 2 0.1011

Max-product 70 1,507 420 21 0.2428
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5.3 Comparisons with Other Classification Approaches

In this section, we compare the malware detection effectiveness and efficiency
of our proposed graph inference algorithm (IGIA) and other classification
approaches (e.g., Support Vector Machine (SVM) and Decision Tree (DT)).
Table 4 shows that the our proposed graph inference algorithm (IGIA) outper-
forms the other typical classification methods in malware detection. For malware
detection efficiency, based on the 2,018 testing samples, Fig. 3 also demonstrates
that the proposed graph inference algorithm (IGIA) perform better than the
other two classifiers.

Table 4. Comparisons of malware detection effectiveness between IGIA and other
classification methods

Training TP FP TN FN ACY

IGIA 1,533 254 7,433 7 0.9717

SVM 926 158 7,529 614 0.9163

DT 1,021 708 6,979 519 0.8670

Testing TP FP TN FN ACY

IGIA 65 55 1,872 26 0.9598

SVM 54 232 1,695 37 0.8667

DT 57 297 1,630 34 0.8360

Fig. 3. Comparisons of malware detection efficiency between the proposed graph infer-
ence algorithm (IGIA) and other classification methods

6 Conclusion

In this paper, we provide deep analysis of malware’s social relation network
and study how it can be used for malware detection; we also propose an effective
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graph inference algorithm (IGIA) for malware detection based on the constructed
file relation graphs. Empirical studies on large and real data collection obtained
from Comodo Cloud Security Center illustrate that our proposed method out-
performs other alternate data mining based approaches in malware detection.
In our future work, we will further investigate more social relation based fea-
tures (e.g., file co-operations) for malware detection and analyze the properties
of different kinds of social relations among file samples. We will also design a full
detection solution by combining social relations with other detection features to
further improve the detection accuracy.
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